
 123

LN
BI

P 
46

2

21st International Conference 
on Business Informatics Research, BIR 2022
Rostock, Germany, September 21–23, 2022
Proceedings

Perspectives in 
Business Informatics 
Research

E–rika Nazaruka
Kurt Sandkuhl
Ulf Seigerroth (Eds.)



Lecture Notes
in Business Information Processing 462

Series Editors

Wil van der Aalst
RWTH Aachen University, Aachen, Germany

John Mylopoulos
University of Trento, Trento, Italy

Sudha Ram
University of Arizona, Tucson, AZ, USA

Michael Rosemann
Queensland University of Technology, Brisbane, QLD, Australia

Clemens Szyperski
Microsoft Research, Redmond, WA, USA

https://orcid.org/0000-0002-0955-6940
https://orcid.org/0000-0002-8698-3292
https://orcid.org/0000-0001-6053-1311
https://orcid.org/0000-0003-3303-2896


More information about this series at https://link.springer.com/bookseries/7911

https://springerlink.bibliotecabuap.elogim.com/bookseries/7911
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Preface

Business informatics is an academic discipline that addresses the development,
combination, and integration of concepts, approaches, and technologies from computer
science, information systems, economics, and business administration with a focus
on applications in enterprises, public authorities, and other organizations. Business
informatics is closely related to the area of business information systems.

The conference series on Business Informatics Research (BIR) was established
in the year 2000 as the result of a collaboration of several Swedish and German
universities. The goal was to create a forum for the discussion of latest research results,
new research directions, and PhD topics in the business informatics community. The
conference has expanded to many other countries, and usually includes workshops
as well as a doctoral consortium accompanying the main conference track. The BIR
Steering Committee currently comprises 17 members from 13 countries, many of them
organizers of previous BIR events. The 21st International Conference on Perspectives in
Business Informatics Research (BIR 2022) took place in Rostock, Germany, during
September 21–23, 2022, at the Institute of Computer Science of the University of
Rostock. The local organizer was the institute’s Business Information Systems research
group.

The central theme of BIR 2022 was “Business Informatics for Sustainable
Innovation”. Digital transformation, artificial intelligence, the Internet of Things, and
dataspaces are some of the current trends in business and market environments that lead
to innovations in products, services, organizational structures, and work environments.
These innovations should create value for all stakeholders involved, not only from a
business and commercial perspective, and not purely based on technology, but also
from a social or environmental perspective. The topic of sustainable innovation also
addresses innovations tackling the global climate emergency, transition to a net-zero
economy, or changes in ecosystems. Relevance and importance of business informatics
for sustainable innovations has been recognized by an increasing number of companies
and public agencies. Achieving sustainability requires a multi-perspective approach
taking organizational, economic, and technical aspects into account. In a world of
cloud, social, and big data, additional challenges for business informatics and the design
of information systems architectures are introduced, e.g., in respect of the design of
data-driven processes or processes enabling cross-enterprise collaboration. To deal with
these challenges, close cooperation of researchers from different disciplines such as
information systems, business informatics, and computer science is required. BIR 2022
aimed to promote this collaboration to address the challenges above.

This year, the main conference track attracted 41 submissions with authors from
18 countries. Each submission was reviewed by at least four members of the Program
Committee. As a result, 14 high-quality papers were selected for publication in this
volume and for presentation at the conference. They cover different aspects of the
conference’s main topic as well as of business informatics research in general.
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The conference program also included two keynotes: Mikael Lind, Professor at the
Chalmers University of Technology (Sweden) and Senior Strategic Research Advisor at
Research Institutes of Sweden (RISE), addressed “Maritime Informatics - a contributor
for a high performing and sustainable maritime industry” and Phillip Wree, Head of
Department for Smart Farming at Fraunhofer-Institute for Computer Graphics Research
(Germany), gave a talk on “Smart Farming and Agricultural Digitization - with more
Information for less Resource Demand”.

We would like to thank everyone who contributed to the BIR 2022 conference.
We thank the authors for contributing and presenting their research, we appreciate the
invaluable contribution of the Program Committee members and the external reviewers,
we thank the keynote speakers for their inspiring talks, we are grateful to the Springer
team for providing excellent support regarding the proceedings production, andwe thank
all members of the local organization team from Rostock.

August 2022 Ērika Nazaruka
Kurt Sandkuhl
Ulf Seigerroth
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Jānis Grabis, Chen Hsi Tsai, Jelena Zdravkovic, and Janis Stirna

A Case Study on itsVALUE to Evaluate its Method, Notation and ADOxx
Modeller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Henning D. Richter

Retrospective Considerations on Data Flow and Actor Modeling
in Business Process Diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Marite Kirikova

Towards AI-Enabled Assistant Design Through Grassroots Modeling:
Insights from a Practical Use Case in the Industrial Sector . . . . . . . . . . . . . . . . . . . 96
Hitesh Dhiman, Michael Fellmann, and Carsten Röcker

Applications and Technologies

Analytics in Industry 4.0: Investigating the Challenges of Unstructured Data . . . 113
Michael Möhring, Barbara Keller, Rainer Schmidt, Fabian Schönitz,
Frederik Mohr, and Max Scheuerle



xii Contents

Are We Speaking the Same Language? An Analysis of German
and Chinese Local Shopping Platforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Sören Aguirre Reid, Richard Lackes, Markus Siepermann,
and Valerie Wulfhorst

Will Mobile Payment Change Germans’ Love of Cash? A Comparative
Analysis of Mobile Payment, Cash and Card Payment in Germany . . . . . . . . . . . 141
Sören Aguirre Reid, Richard Lackes, Markus Siepermann,
and Valerie Wulfhorst

Digital Business

Drawing Attention on (Visually) Competitive Online Shopping
Platforms – An Eye-Tracking Study Analysing the Effects of Visual Cues
on the Amazon Marketplace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
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Challenges of Low-Code/No-Code Software
Development: A Literature Review

Karlis Rokis and Marite Kirikova(B)

Institute of Applied Computer Systems, Riga Technical University, Riga, Latvia
karlis.rokis@edu.rtu.lv, marite.kirikova@rtu.lv

Abstract. Low-code/no-code software development is an emerging approach
delivering the opportunity to build software with a minimal need for manual
coding and enhancing the involvement of non-programmers in software devel-
opment. Low-code principles allow enterprises to save time and costs through a
more rapid development pace and to improve software products quality by bring-
ing closer together business and information technologies as well as promoting
automation. Nevertheless, the low-code/no-code approach is a relatively new and
continuously progressing domain that requires understanding of existing chal-
lenges and identification of improvement directions. In this paper, challenges in
the low-code software development process and suggestions for their mitigation
are identified and amalgamatedwith the purpose to deliver insights into the current
state of the low-code/no-code development process and identify areas for further
research and development.

Keywords: Low-code · No-code · Software development · Requirements ·
Low-code development platform · Citizen developer

1 Introduction

Low-code development is a software development approach that merges minimal hand-
coding, graphical user interface, and visual abstraction. Development of applications
is based on model-driven engineering principles, utilizing benefits delivered by cloud
infrastructure (as development platforms are usually offered as Platform-as-a-Service),
visual high-level abstraction, and automatic code generation [1, 2]. Practitioners use the
term “no-code development” as a synonym to refer to low-code development practices
[3]. Hereafter, terms low-code and no-code are not particularly distinguished and using
term low-code also refers no-code and vice versa.

Low-code software development (LCSD) is an emerging trend as it proposes to
address one of the main causes of delayed development – shortage of professional
developers – by enabling non-programmers and non-technical personnel, called “citizen
developers”, to participate in the development process [1, 2]. Citizen developers are
experts in a particular domain and system’s functionalities meaning that they know and
can define requirements. And LCSD through minimization of manual coding and by
emphasizing visual platforms interfaces also enables participation of citizen developers
in software development lifecycle phases – design, development, testing, deployment,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
Ē. Nazaruka et al. (Eds.): BIR 2022, LNBIP 462, pp. 3–17, 2022.
https://doi.org/10.1007/978-3-031-16947-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16947-2_1&domain=pdf
http://orcid.org/0000-0002-1678-9523
https://doi.org/10.1007/978-3-031-16947-2_1
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and maintenance. Although citizen developers, on the one hand, are considered as the
main users of low-code development platforms (LCDP), they, on the other hand, lack
programming knowledge and consequently this is a limiting factor for LCSD adaption
and application by citizen developers [2, 4, 5].

Besides the advantage of enabling citizen developers to participate in the software
development process, there are multiple other benefits as well. Low-code platforms
enable the rapid translation of business requirements and development into the appli-
cation as well as the possibility to quickly make the adjustments as there is no need
for extensive manual coding. Additionally, due to reduced time spent on the develop-
ment cycle, also development costs are reduced [3, 5]. However, several challenges in
low-code software development should be considered and they are covered in this paper.

In the paper, a literature review has been conducted to amalgamate challenges in low-
code software development and find, in the current literature, mitigation suggestions or
directions regarding these challenges. The remainder of the paper is structured as follows:
Sect. 2 includes the description of the researchmethod. In Sect. 3, a background regarding
low-code software development and related works is given. Section 4 covers identified
challenges and mitigation suggestions followed by conclusions of the review in Sect. 5.

2 Methodology

A literature review is a helpful instrument to understand a currently existing body of
knowledge in a specific domain, to identify the gaps and to see the direction in which fur-
ther research is required [6]. The review has been conducted according to the approaches
described in Levy et al. “A systems approach to conduct an effective literature review in
support of information systems research” [6]. The goal of the paper is to review existing
literature to identify challenges in the low-code/no-code software development and to
find, in the current literature, suggestions, solutions or proposals on possibilities to miti-
gate and overcome these challenges. The following research questions were established
to reach the defined goal:

RQ1:What challenges for low-code software development and implementation can
be identified in the current literature?

RQ2: What solutions, actions or ideas could help to overcome these challenges?
The retrieved articles were validated against the selection criteria. The inclusion and

exclusion criteria are described in Table 1.
Based on the topic of the paper and research questions, the keywords and search

stringwere formed.Used keywordswere “low code” and “no code” (joinedwithBoolean
search connector “OR”) and “develop*” and “implement*” (joined with operator OR).

Table 1. Selection criteria of the articles

Selection No Criteria

Inclusion I1 The article covers the low-code/no-code software development

Exclusion E1 The article is not published in English

E2 The full text of the article is not accessible

E3 The article does not provide an answer to any of the research questions
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Table 2. Number of results per scientific library

Database Number of results Primary studies

IEEE 104 10

ACM 51 11

ScienceDirect 22 1

The automatic search was applied for the title, abstract and keywords fields of the papers.
The final search string was formed:

("low code" OR "no code") AND (develop* OR implement*)

An initial keyword-based search was performed in the last quarter of 2021 in scien-
tific databases: IEEE Xplore Digital Library, ACM Digital Library and ScienceDirect.
These databases, as suggested in [7], are considered as relevant libraries in the software
engineering domain. In the ACM Digital Library and ScienceDirect, the article type
field was set to “Research Article”. Additionally, the results not related to the domain
of information technology (for instance, natural science, medicine, and other domains)
were removed as they are not relevant for this review. In total 177 articles were found
by the automatic keyword-based search. The number of found articles per scientific
library is displayed in Table 2 column “Number of results”. The results were reviewed
by applying inclusion and exclusion criteria to the title and abstract. However, for a few
articles to ensure they are relevant for the literature review, additionally the full text
was reviewed. In the end, 22 articles were identified as primary studies relevant for the
review based on keyword search.

In the article [6] it is emphasized that the keyword search is not sufficient for a
literature search process, but it is just an initial step. As a second search strategy, the
backward search was applied.Within this search, the references of the identified primary
articles were reviewed. One additional study was identified through the backward search
process.

In total 23 unique articles were selected for structured literature review. Gathered
articles have been published from 2019 to 2021 showing that the most recent literature
is included in the review.

3 Background and Related Work

In the following section, the general concepts that will be used further in the work are
explained.

The development process of low-code/no-code applications can be divided into sev-
eral phases. The initial and continuous step throughout the development process is
Requirements analysis. The first phase – Data modelling – involves the configuration of
the data schema for the application (entities creation, definition of relations, constraints,
and dependencies). The following phase is a Definition of a user interface (UI Design).
This involves the creation of forms and pages that are applied for view definition of
application. In the later stages, the definition of user access and security management
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for forms, pages, entities, and components is performed. For particular forms or pages,
different workflows – business logic – might be needed and those are realised by imple-
menting different operations for interface elements. These actions are performed in the
third development phase called Specification and implementation of business logic rules
and workflows. In the fourth phase, the Integration of external services is established.
In such a way it is possible to consume external services directly in low-code software
development by using application programming interfaces (APIs) provided by third par-
ties. Then the testing and application deployment is performed. In the end, the customer
feedback and defined additional features are gathered [1, 2].

Nowadays agilemethodology is awidely used approach and its adoption is increasing
[8]. Low-code/no-code software development process fosters the building of applica-
tions, gathering of users’ feedback and implementing changes at a rapid pace delivering
continuous increments and improving customer satisfaction. This matches the approach
of agile development. Based on that, low-code software development stages can be
related to the phases of the agile software development process [1]. To show how these
stages refer to each other the article [1] proposes and presents the relation among them.
A modified visualization of this relation is displayed in Fig. 1. The inner (yellow) circle
groups the low-code software development stages, but the agile development stages are
marked with the outer (light blue) area. Corresponding stages between methodologies
are filled with the same pattern. In further work, where applicable, we will refer to the
agile development stages as it is a commonly used methodology and low-code software
development conforms well to agile principles such as continuous delivery and customer
satisfaction. In addition, multiple LCDPs are equipped with facilities supporting agile
development methodology [1, 2, 8, 9].

Low-code software development is accomplished on low-code software develop-
ment platforms. These platforms are cloud- or on-premise-based and applications are
developed through visual interfaces, the use of prebuilt components, their customiza-
tion, and configurations of the settings. Using visual diagrams, high-level abstraction,
declarative languages, and, in particular cases, alsomanual coding, the developers define

Fig. 1. Development stages in the agile and low-code software development process (adapted
from the description in [1])
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user interfaces, business logic, and data services [2, 4, 5]. The architecture of a low-code
development platform is made of four main layers: (1) application layer, (2) service
integration layer, (3) data integration layer, and (4) deployment layer [2].

The top, application, layer provides a graphical environment for users direct inter-
action to define the developed application, its user interfaces, and behaviour. This layer
includes toolboxes and widgets for interface development as well as mechanisms for
authentication and authorisation [2].

To utilise different services, for instance, using APIs, there is a dedicated layer
distinguished for that called the Service integration layer [2].

The Data integration layer covers data integration issues allowing to operate and
manipulate data coming from different sources [2].

The Deployment layer provides that the developed applications (depending on the
applied platform) can be deployed either on cloud or on-premises environments [2].

If this architecture is expanded, a low-code platform consists ofmultiple components
that can be arranged in three tiers. The first one is application modeller for applications
specification using constructs and abstraction (including, for instance, widgets, con-
nectors, business logic flows, data model, security rules, and others), the second tier
forms server-side and its functionalities (for instance, platform server, compilers, opti-
mizers, code generators, services), and the third tier is integrated external services (for
instance, database servers, third-party systems, APIs, microservices, model repositories,
and collaboration platforms) [2].

Low-code development has already been applied in multiple domains. The article
[3] by an empirical study of forum posts, has identified, from practitioners’ perspective,
such application domains as e-commerce, business process management, social media,
customer relationship management, extract, transform and load (ETL) processes, enter-
tainment, contentmanagement systems, robotic process automation, andmedicine.Also,
in scientific literature, wide variety of application domains can be identified. In [9] Mar-
tins et al. develop a platform for human resource management; in [10], Oteyo et al.
build the application in the domain of agriculture; Ihirwe et al., in [11], present the
state of research in the Internet of Things (IoT) domain; in [12], Waszkowski describes
the application in business process automation in manufacturing; Arora et al., in [13],
identify such potential application domains as banking and communication; Varajão, in
[14], shows the application in public health area; in [15], Kourouklidis et al. tell about
application possibilities in machine learning model monitoring; Di Sipo et al. propose,
in [16], implementation in the domain of recommender systems; in [17], Iyer et al.
present an application in the geospatial domain; and Daniel et al., in [18], present the
development framework for chatbot implementation.

Some works review challenges regarding the low-code software development or
application of low-code development platforms. Sahay et al., in the technical survey
“Supporting the understanding and comparison of low-code development platforms”
(2020), by reviewing multiple low-code platforms and by developing benchmarking
applications on them identify such challenges as interoperability, extensibility, and scal-
ability issues as well as a need for extensive learning that is introduced by platforms
characteristics [2]. A team led by Khorram worked on a paper discussing “Challenges &
Opportunities in Low-Code Testing” (2020) comparing and analysing testing facilities
in LCDP market leader platforms. Specific challenges, for instance, limited capabilities
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of the low-code testing framework, automated testing, and others were identified and
grouped and opportunities for future work were delivered [4]. In the paper “An Empiri-
cal Study of Developer Discussions on Low-Code Software Development Challenges”
(2021) by al Alamin et al., by analysing the online developer forum Stack Overflow
posts, identified the low-code software development challenges faced by practition-
ers using nine popular low-code development platforms. The paper revealed the most
challenging topics, grouped them by their categories (whether a topic is related to cus-
tomization, platforms adoption, database management or integration) and development
stages proposing the most difficult low-code software development areas from a prac-
titioners’ perspective [1]. A similar empirical study “Characteristics and Challenges
of Low-Code Development: The Practitioners’ Perspective” was conducted by Luo Y.
et al. who expanded analysis with another forum Reddit and the focus on development
characteristics, benefits, and disadvantages in low-code development [3].

To the best of the authors’ knowledge, currently, there is no literature review available
that amalgamates challenges in low-code/no-code software development and possible
ways or improvements that could help to overcome them in a stage-based manner. The
findings presented further in this paper could be helpful for (i) practitioners to oversee
challenges, and see how to meet and handle them, (ii) vendors to realise weaknesses that
should be addressed and further development directions, and (iii) research community
to identify areas that might require further research.

4 Challenges in Low-Code/No-Code Development

This section provides an answer to the research questions about the challenges of the
low-code software development process and existing or possible suggestions, actions,
solutions or ideas that could help to mitigate them. To structure the content of identified
challenges from papers related to low-code/no-code development, the challenges are
grouped according to software development phases described in Sect. 3. In Table 3, the
identified challenges are presented according to these stages, and, next to them, also
possible ways, found in the literature, that could help to overcome these challenges are
recorded. Positioning of the text is made so that it would be visible which treatments
refer to several challenges and which to just a specific challenge or a smaller group of
challenges.

Further in this section, the challenges of each stage and their mitigation possibilities
are discussed in separate dedicated subsections. LCSD challenges, which differ by the
level of complexity, are not distributed evenly among development stages [1]. Consider-
ing count of identified challenges as well as their difficulty, more attention to challenges
related to design and application development phases has been paid in the related work
[1, 3].

4.1 Requirements Analysis

Requirements Analysis is the initial step to identify users’ expectations regarding soft-
ware to be developed [1]. The importance of requirements specification is high – require-
ments might influence the selection of the right platform and the validation (for instance,
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Table 3. Challenges and mitigation possibilities

Phase Challenges Suggestions for mitigation

Name Studies

Requirement
analysis

Requirements
specification

[1, 3, 4, 11] • Development of minimum viable
product [5, 14]

• Requirement management tools [1]
• A successful adaption of low-code
technologies [5]

Changing
requirements

[5, 14]

Planning Selection of the
platform

[10] • Implementation of standards [2]
• List of features for platforms
comparison [2, 10, 11, 19]

Vendor lock-in [2–5, 18]

Application
design

Extensibility
limitations

[2, 18] • Implementation of standards [2, 11]

Interoperability [2, 11]

Consideration of
scalability

[2, 20] • Further development of low-code
development platforms [20]

UI design [1] • Address knowledge gap [1]
• Elaborated platforms’ documentation
[1]

Data storage
design

[1]

Development Implementation of
business logic

[1, 3] • Elaborated platforms’ documentation
[1]

• Learning resources [1–3]

Integration [1, 3]

No access to
source code

[3] • Further development of low-code
development platforms [3, 20]

Customization of
UI

[1, 3, 21, 22] • Recommender
systems for
development [23]

• Automated
conversion of
design elements
[21, 22]

Debugging [1, 3] • Solutions for
debugging [1]

(continued)
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Table 3. (continued)

Phase Challenges Suggestions for mitigation

Name Studies

Testing Limited testing
and analysis
support

[1, 4, 11] • Elaborated platforms’ documentation
[1]

• Introduction of general low-code
testing framework [4, 11]

• Test automation [4, 13, 24, 25]

Dependence on
third-party testing
tools

[1, 4, 11]

Testing of
non-functional
requirements

[4]

Deployment Performance [1, 3] • Elaborated platforms’ documentation
[1]

Configuration
issues

[1]

Accessibility
issues

[1]

Version control [1] • Use of
repositories [1, 2]

Maintenance Debugging [1, 3] • Elaborated
platforms’
documentation
[1]

• Solutions for
debugging [1]

Use of
maintenance
features

[1, 19] • Learning resources [1]

in a form of tests) whether the software meets users’ expectations are performed based
on specified requirements [3, 4]. The literature shows that support of requirements
specification differs from one platform to another. For instance, the article [1], which
focuses on the top nine low-code software development platform market leaders, states
that platforms provide tools for requirement management, however [11] points out that
requirements specification lacks the focus in most platforms dedicated for the domain
of IoT. That means that requirements specification and management, depending on the
used platform, can be challenging and practitioners would value having a requirements
management tool in the low-code software development platform.

The changes of requirementsmight be considered as another challenging aspectmen-
tioned in the literature within the requirements analysis phase as they have an impact
on the software design [5]. However, successful application of the low-code principles
which delivers an opportunity to develop at a rapid pace, handle this aspect well by
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enabling such exploratory requirements validation techniques as prototyping and build-
ing aminimumviable product. The low-code approach enables an opportunity to quickly
develop a minimum viable product that can be validated against customer requirements
to understand the value of it before putting an effort and resources into the development
of functionality or features [5]. For instance, as described in [14], low-code princi-
ples allowed to quickly create initial functional prototype and to continuously deliver
the functional solution the following day and to maintain the quality of the software
artefacts even though requirements were constantly evolving.

4.2 Planning

The planning phase includes analysis and planning of feasibility, complexity, risk, depen-
dencies, and timeline taking into consideration the operational aspects. The challenge
identified in the literature in this phase is related to the selection of a suitable platform as
there is the large number of platforms available in the market [2, 10]. The practitioners
are concerned about related costs, the learning curve, supported platform features and
functionality in development, deployment, and maintenance [1].

By analysing low-code platforms, the article [2] proposes 35 features that could help
to compare and select an appropriate platform. Analysed features cover such issues as
graphical user interfaces, support of interoperability, security, opportunities on collabo-
rative development, reusability possibilities, scalability, mechanisms to specify business
logic, application build mechanisms, deployment support, and what kind of application
the development platforms support [2]. In addition to the features proposed by [2], mul-
tiple additional criteria for comparison have been included in other sources, for instance,
features for specification of roles and users, support to requirements specification and
verification, support of testing and validation, availability of artificial intelligence com-
ponents [11, 19]. As noticed in [11], additional characteristics relevant to a particular
domain can be promoted (for instance, as in the case of IoT, characteristic “focus on
“The thing” layer” is essential for comparison). Application of such feature list and
comparisons as proposed in [2, 11, 19] can be found in literature in practical examples.
For instance, article [10], which covers the concern about the selection of the tool for the
development of agriculture applications, uses similar criteria for making selection deci-
sions. Also, the taxonomy for comparison of low-code development platforms provided
by [2] has been put into the practice in experience report in [26] developing two scenar-
ios on main market platforms. This shows that a feature list (taxonomy) for comparison
and selection of platforms could be useful for practitioners as the basis for informed
selection decisions [2].

Concerns regarding vendor lock-in which means that the platforms user is restricted
and dependent on the provider, is one of the main reasons why companies are not
adopting low-code platforms [5]. In article [18], the example of a chatbot platforms
selection describes that companies end up in vendor lock-in by choosing a particular
platform that is coupled to a particular engine, but such situations could be avoided by
introducing channel and platform-independent frameworks. Vendor lock-in is related to
such design aspects as extensibility and interoperability (see Subsect. 4.3 Application
Design for detailed explanation) and could be mitigated by standardization, enhancing
information exchange, and sharing of artefacts among different platforms [2].
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4.3 Application Design

The specification of design which is based on applications requirements is determined
in the application design phase. Design is considered regarding architecture, modularity,
extensibility, scalability, and other aspects [1]. In the current literature, in this phase the
following multiple low-code/no-code software development challenges are identified:
limitations of extensibility and interoperability and considerations regarding scalability,
data storage, and user interface design.

As identified in the literature, practitioners can expect that they will face extensibility
limitations which refers to the possibility to refine or extend the provided functionalities
by the tool, as new function addition to proprietary, closed source platforms is very
difficult if not impossible [2, 18]. Also, interoperability – the tool’s ability for internal
(among components) and external (among services) information exchange – is a chal-
lenging aspect. Due to the lack of standards and reason that platforms are closed source,
the interoperability possibilities are impeded causing limitations to architectural design
and developed service and other artefact sharing. Both aspects contribute to concerns
regarding vendor lock-ins making customers dependent on platform and vendors’ deci-
sions [2, 3]. To mitigate this challenge, it would be valuable to propose and apply the
standards. The example given by [11] shows that it is possible to propose and introduce
the standard (IoT reference model), which is adopted by different tools, even in such a
complex domain as IoT. This example could serve as a starting point for further explo-
ration and expansion of the standards covering interoperability issues [11]. Additionally,
as stated under the Planning phase, it is relevant to consider aspects of extensibility and
interoperability in platform selection criteria.

Another challenge in this phase is related to low-code development platforms scal-
ability that covers platform ability to scale regarding the number of users, data traffic
or data storage [2]. As explained in [20] users, regarding low-code platforms, respect
their responsiveness and the ability to process complex procedures in a reasonable time.
Therefore [20] proposes research lines for further development of low-code platforms to
provide the multi-tenant environment for collaborative work, extend a model processing
paradigm scaling possibility for a large number of elements and ensure engineers with
a set of criteria for the selection of the appropriate model transformation engines in
multi-tenant execution environments.

Practitioners have pointed out that during application design they face challenges
regarding the design of user interfaces and data storage [1]. The user interface design
process is complex, and it involves designing expected behaviour, “look and feel” of the
system and it requires certain skills of the designer [22]. This seems to be challenging for
one of the main low-code software platform user groups – citizen developers – as they
might lack knowledge and design process experience [16]. Also, the challenge of data
storage design, use of on-premises data sources, data migration to the platform, could be
rooted in citizens developers’ knowledge gap or information availability, for instance,
in platforms’ documentation, as platforms, in general terms, are designed so that they
support different data storage configurations [1, 19]. The authors of this work could not
identify a specific direction of actions in current literature that could help to mitigate
these design challenges for citizen developers, however, the reduction of the knowledge
gap, as well as the availability of elaborated documentation, can be suggested and might
reduce the occurrences of these challenges.
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4.4 Development

In this phase, the actual software is developed. Practitioners experience different kinds of
challenges when customizing user interface, implementing business logic, integrating
with third-party services, or solving more complex development issues that require
access to code [1, 3]. For the topics related to user interface customization possibilities,
implementation of business logic and integration, one of the identified reasons in the
literature is incomplete or even incorrect documentation as well as the lack of learning
resources, for instance, tutorials, of the platforms. Also, multiple platforms have non-
intuitive interfaces, limited drag-and-drop capabilities and they require knowledge in
software development, resulting in a high learning curve for the adoption of low-code
technologies which is a challenging aspect for citizen developers [1–3]. However, the
situation seems to be different in the case of developers with some coding experience. In
the article [9], which describes the development of the low-code application for human
resources self-service using the OutSystems1 platform, the learning curve is identified
as low for the team of developers, allowing to assume that the level of knowledge may
impact the learning and adoption process of the technology.

In some cases, limited flexibility of the functionality and design of low-code devel-
opment platforms arises the challenge of solving more complex development issues. If
the platform does not provide enough customization features that may result in a need
to write custom code spending more time, rising complexity, and requiring compro-
mises on the product functionalities [3]. Additionally, challenges of third-party services
integration depend on the platforms’ extensibility capabilities which were discussed in
Subsect. 4.3 Application Design [2].

Nevertheless, tomitigate previously stated development challenges from the learning
and adaption perspective, platform vendors should provide elaborated documentation
and learning resources. At the same time, practitioners should consider these challenges
and realise possible trade-offs for low-code software development [1]. Another potential
solution to assist citizen developers during the development stage is proposed in paper
[23] by suggesting a recommender system that would use the captured knowledge from
previously developed applications.

User interface customization challenges can be also viewed from another perspective
in cases when user experience and user interface designers and the team of front-end
developers collaborate in the process of converting user interface design elements and
their customizations (designed using dedicated tools) into the low-code platforms’ rep-
resentation. This step requires manual processing which is not efficient and can end up in
the inaccurate translation of customization, errors or gaps between the initial design and
the result. An approach to mitigate this is the automated conversion of design artefacts
into user interface components [21, 22]. Articles [22] and [21] described that such tools
delivered improvements in terms of efficiency.

Another challenge that should be taken into consideration and accepted in low-
code software development is difficulties related to debugging due to the graphical
representation of software development kits in low-code development platforms [1,
3], however, current literature does not explain whether specific mechanisms or tools

1 https://www.outsystems.com.

https://www.outsystems.com
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(for instance, debuggers) are applied although it is suggested for practitioners to adopt
strategies to learn the process of debugging [1].

4.5 Testing

This phase includes tests on the developed system to verify that all the stated requirements
are realized [4].Multiple challenges are identified in the low-code software development
testing phase. The practitioners report a lack of documentation, particularly, to run auto-
mated tests, test coverage, and the use of third-party testing tools [1]. These challenges
could be mitigated by providing elaborated documentation.

To cover all testing activities, the largest low-code development platforms provide
the opportunity for integration of third-party testing tools, however, due to dependency
on these tools, there is limited involvement of citizen developers as they do not have the
required level of knowledge. At the same time platforms have limited low-code testing
frameworks and analysis support [4, 11]. Also, testing of non-functional requirements
in low-code platforms is often neglected. Overall, these challenges could be addressed
by researching and implementing a low-code testing framework that would cover all
testing activities, would be reusable for other platforms, and be suitable also for citizen
developers. Another suggestion for further research, concerning the low-code software
development testing phase, is test automation. However, this automation due to the
involvement of citizen developers should be provided with low technical knowledge
dependency [4].

Regarding the support of testing and analysis activities, paper [24] presents a con-
cept for executable tests generation for Process-Driven Applications to reduce manual
test creation delivering time saving on this process and enabling citizen developers to
generate test codes independently. Also, some platforms, for instance, Sagitec Software
Studio S32, implementing Sagitec Test Studio, focus on reducing the creation of manual
test cases and improving test executions and coverage [13]. Another article [25] reports
on a prototype of a mocking mechanism based on the OutSystems platform to eliminate
dependencies and to allow to test applications in isolation enhancing testing abilities of
the platform. However, dependence on a specific platform as a downside can be men-
tioned for the last two proposals and it would be valuable to have such tools reusable for
other platforms [4].

4.6 Deployment

Typically, low-code platforms integrate different components for development and
among them also deployment assistants to perform the deployment easily and success-
fully [1, 19]. Nevertheless, practitioners share challenges regarding issues of deployment
configuration, accessibility, and performance (slow loading and publishing) [1, 3]. In the
current literature, particular mitigation opportunities to address these challenges are not
provided, however, paper [1], through the example of deployment issues, points out the
incomplete platform documentation that should be improved. Also, version control is
identified by practitioners as a challenge, although platforms, for this purpose, provide
repositories for storing artefacts and handling version control tasks [1, 2].

2 https://www.sagitec.com/resource-development-tools-s3.

https://www.sagitec.com/resource-development-tools-s3
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4.7 Maintenance

After the application is released, it needs maintenance support, to rapidly implement
changes for the developed solutions or features to provide continuous availability. Low-
code platforms are characterized as easy maintainable [1, 5]. In this phase debugging
appears as a challenge (see Subsect. 4.4 Development) [1, 3]. Additionally, paper [1]
indicates challenges regarding such platforms’ maintenance features as monitoring, col-
laboration, and others, for instance, such as machine status and anomalies monitoring
dashboards in ADAMOS platform3 [5] and roles management. Reviewing previously
identified challenges and suggestions in the paper [1], we can conclude that also for
these challenges elaborated documentation and information availability could help to
some degree to overcome them.

5 Conclusion

The objective of this literature review was to survey existing literature to identify chal-
lenges in the low-code/no-code software development and to find suggestions, solutions,
and proposals on possibilities to mitigate and overcome these challenges. The review
included 23 sources used to identify challenges and suggestions for their mitigation. The
obtained results were organized according to seven agile software development phases.

Low-code technologies are a recently emerging trend and, even though low-code
software development provides multiple benefits, there are plenty of challenges and
improvements opportunities.

The literature review shows that low-code/no-code software development and tech-
nologies have several challenging aspects that call for further research and improvements,
for instance methods and approaches for supporting citizen developers, minimal viable
product based requirements management, and frameworks for standardization.

Multiple challenges to some degree could be mitigated by vendors by improving
platforms’ documentation and learning resources. Vendors should continue to work on
platforms development so to address challenges and limitations identified in the design
(e.g., extensibility, interoperability, scalability, and others) and development phases (cus-
tomization and implementation options, integration possibilities, and others) to meet
users expectations. Attention should be paid to improving the design and customization
of the user interface as any custom adjustments which are not directly supported by the
low-code platformmay rise challenging aspects for developers or require compromising
the functionality of the application.

Current review of challenges and their mitigation opportunities in low-code develop-
ment suggests that practitioners should identify and address the knowledge gap, evaluate
and analyse the low-code technologies adoption, and explore its opportunities to release
its potential.

The whole low-code community that includes researchers, vendors and practitioners
may benefit from joint efforts in considering the implementation of standards, introduc-
ing common frameworks (for instance, for testing) and developing new tools to enhance
further progress of low-code technologies.

3 https://www.adamos.com/en/.

https://www.adamos.com/en/
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Abstract. This paper addresses a need for developing ex-post evaluation for data-
driven decisions resulting from collaboration between humans and machines. As
a first step of a design science project, we propose four design objectives for an
ex-post evaluation solution, from the perspectives of both theory (concepts from
the literature) and practice (through a case of industrial production planning): (1)
incorporate multi-faceted decision evaluation criteria across the levels of environ-
ment, organization, and decision itself and (2) acknowledge temporal requirements
of the decision contexts at hand, (3) define applicable mode(s) of collaboration
between humans and machines to pursue collaborative rationality, and (4) enable
a (potentially automated) feedback loop for learning from the (discrete or continu-
ous) evaluations of past decisions. The design objectives contribute by supporting
the development of solutions for the observed lack of ex-post methods for evalu-
ating data-driven decisions to enhance human-machine collaboration in decision
making. Our future research involves design and implementation efforts through
on-going industry-academia cooperation.

Keywords: Data-driven decisions · Ex-post evaluation · Design objectives ·
Collaborative rationality · Human-machine collaboration

1 Introduction

The ex-post evaluation of data-driven decisions emerges as an increasingly relevant,
whilst difficult, topic [7–9]. Its complexity lies in that data-driven decision making
involves five interrelated elements: the human decision maker, machine (analytics algo-
rithms), data, decision-making process, and decision outcome [9]. This coexistence of
machine learning (ML) and artificial intelligence (AI) systems with human decision
makers has ignited interest in augmenting human intelligence and capabilities, resulting
in more “intelligent” data analysis and support for decision-making and learning [13,
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18, 42]. However, ex-post evaluation is crucial for enabling feedback for experiential
learning to improve both organization and machine decisions, and measure the ben-
efits of human-machine collaboration [20, 24, 33, 42]. It can result in organizational
and experiential learning [2, 23], rationalization [22], and sensemaking [51] from the
decision outcomes and consequences, as well as allow for analysis, benchmarking, and
comparison of the results [24]. Understanding how, why, and to what extent ML and AI
systems are being used in decision making and their influence on individual and orga-
nizational decisions [8] is difficult to assess without a holistic evaluation perspective.
This requires a feedback loop between actions and outcomes, and encoding the past into
rules and procedures for future learning [23].

Nevertheless, despite its importance as one of the main stages in classical decision-
making processes, ex-post evaluation is commonly overlooked in recent data-driven
decision making research. Decision evaluation is more complicated than the mere eval-
uation of a choice [52]. Data-driven decision evaluation is further complicated by the fact
that many interrelated factors and metrics affect the evaluation, involving both humans
and machines in a constantly changing environment.

Shrestha et al. [36] distinguish further between three categories of human/machine
decisions:

1) purely machine decisions (e.g., recommender systems, personalized ads);
2) sequence-based decisions, which can involve two sub-types:

(a) human-to-machine (e.g., sports analytics on which the human expert seeks
evidence from data);

(b) machine-to-human (e.g., ideation in innovation);

3) aggregated decisions involving both humans and machines, in peer-like group
decision making (e.g., assisted medicine healthcare applications).

This research focuses on the last two categories, in line with Ransbotham et al.’s
[33] modes of collaboration where AI recommends and the human decides, or AI gen-
erates insights which the human uses in the decision process, or the human generates
hypothetical situations and relies on AI to evaluate and assess them.

Such collaboration results in decisions provided by machines, decisions made by
humans, and the final data-driven decision which is selected, implemented, and leads
to certain outcomes, which all require evaluation. For example, let us consider an AI
system used in clinical decision support. Depending on the context of the decision,
one performance measure might be more important than another, such as with predict-
ing mortality which requires high accuracy and precision [21]. Nevertheless, erroneous
diagnoses can be made based on differences in the training data, and ground truth labels
may not always be correct and are subjective to different opinions [19, 21]. Thus, a
highly accurate model based on the available training data cannot indicate an accurate
or correct decision, nor positive outcomes. Human intervention and monitoring are nec-
essary, yet if their diagnosis conflicts with that of the machine, which one is correct?
Accordingly, some outcomes (e.g., correct diagnosis) can only be known after time in
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order to evaluate whether or not the data-driven decision was, in fact, accurate and better
than purely human decisions, which necessitates ex-post evaluation.

Due to a lack of information about how to perform such evaluation and the lack
of IT artifacts to employ, organizations rarely conduct ex-post evaluation of their past
decisions. Ex-post evaluation is designed to help companies learn from their mistakes
in the past, avoid repeating them in the future, and convey their knowledge to others. It
does not impede decision-making or promote a no-decision scenario, because the goal
is to learn from the decision and improve the quality of future decisions, not to evaluate
the decision-maker (human or machine).

Furthermore, a comprehensive viewpoint to the multiple, socio-technical, elements
involved in data-drivendecisionmaking is lacking [25], and there is little agreement in the
literature on what and how to evaluate [17, 41]. The aspect of time and the requirements
for a longitudinal, or processual evaluation remains ignored, which would be imperative
to capture the complex dynamics involving change related to multi-faceted decisions
[5]. Accordingly, we set out with the following research question:

“What are the requirements and design objectives for ex-post evaluation of data-
driven decisions in organizations?”

This research problematizes ex-post evaluation of data-driven decision making by
highlighting the gap in research and the industry need for a more holistic solution. We
define design objectives (DOs) for the solution by first extracting the relevant ex-post
evaluation concepts from the literature. These concepts are then exemplified through
an industrial example of a chemical production plant to foresee how ex-post evaluation
of data-driven decisions could be done in practice, and accordingly outline the initial
requirements for a design solution.– covering two first steps of a design research program
(cf. [29]) with industry.

The remainder of the paper is structured as follows. Section 2 covers the related
research and literature analysis. The research method is outlined in Sect. 3. Section 4
describes the results and finding,which are the evaluation requirements andDOs. Finally,
Sect. 6 concludes the paper with suggestions for further research.

2 Literature on Evaluating Data-Driven Decisions

2.1 Lack of Ex-Post Evaluation Support

In search of evaluation concepts, criteria, or solutions, we reviewed literature from
various streams and disciplines, including decision research, information systems (IS),
behavioral sciences, AI, ML, and information technology (IT). In the following, the
literature was divided roughly into three streams.

The first stream focuses on decision theories with attention on human rationality
[10, 22, 37, 47] and decision making [1, 11, 27] in various fields, such as management,
economics, and psychology. In this stream, ex-ante evaluation of alternatives and choices
was extensively studied, often focusing on individual metrics and values (e.g., utility).
Although ex-post evaluation was included as a stage of suggested decision processes and
deemed crucial in some fields (e.g., policy making [50]), less attention was paid on how
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evaluation was conducted (methods, metrics, time) or how it influenced the remainder
of the process. The collaboration between humans and machines and how to evaluate
data-driven decisions was non-prevalent in this stream.

The second stream focuses on AI and ML from the technical perspective of com-
puter science and engineering, and the application of algorithms, models, and methods
to a dataset to solve a specific problem [18, 35]. Research tends to focus on the use
of machines for selecting among ex-ante alternatives [25, 45]. Evaluation covers the
performance of the algorithm or model used in decision making, and a limited set of
evaluationmetrics are prevalent in the field [26, 49].Differentmetrics have their strengths
and limitations, are dependent on the available data, and may be conflicting (efficiency
vs. accuracy vs. cost, etc.) [34]. Moreover, evaluatingmodel performance is not the same
as evaluating the resulting decision or its consequences.

The third stream of research involves data-driven decision making, highlighting the
sociotechnical aspect and the relationship between the human and machine decision
makers, mainly in an organizational context and with an IS perspective [9, 20, 36, 46].
Evaluation is still generally limited to the evaluation of choices and the evaluation of the
performance of algorithms andmodels. Limited sources considered evaluating outcomes
[43], let alone with multiple metrics [14]. However, no holistic evaluation solutions were
found to consider the data-driven decision as a whole.

Consequently, the interaction between humans and machines and their roles in deci-
sion making is still not clear, and further research is necessary to evaluate the resulting
decisions and determine the benefit, impact, and learning achieved through human-
machine collaboration. Hence, we need new ways to evaluate AI-enabled decisions and
benefits of human-machine collaboration in data-driven decision making. [7–9, 20].

2.2 Ex-Post Evaluation Concepts for Data-Driven Decisions

The literature introduces various concepts relevant to evaluating data-driven decisions.
These serve as a theoretical basis for the requirements analysis leading to the suggested
DOs (cf. The left column of Table 2 in Sect. 4.1). First, there are embedded contexts
for examining the decision situation to comprehend the factors affecting the decision
and its impact [32]. The context pertains to the types of decisions made at different
levels, ranging from individual to global, with varying requirements, as well as the
decision environment, both internal and external [24]. The environmental context is
the broadest perspective and includes the external environment and circumstances. The
organizational context covers the characteristics of the organization inwhich the decision
was made. The decision context includes aspects regarding the focus of the decision and
the reasons for it, its relationship to other decisions, the complexity of the decision,
constraints, etc. [24, 30, 32, 39].

Time highlights the processual nature of evaluation and refers to when and how often
the evaluation is conducted, since the outcomes of the decision may vary across time.
Decisions should be viewed from the perspective of process science which is concerned
with understanding processes and influencing change in the desired directions over time
[5]. One of the core requirements is to understand the emergent, situational, and holistic
features of the decision, or the decision-making process, in its changing context [30],
which adds to the necessity of a multi-faceted, process-oriented decision evaluation.
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Data-driven decisions comprise data-driven decision elements, which include the
decision maker, the decision-making process, the data, the analytics/machine, and the
decision outcome [9]. Nevertheless, identifying decision outcomes is a difficult chal-
lenge due to their multi-faceted nature, variability in interpretation, acceptability and
accountability to stakeholders, volatility and change, as well as their difficulty to fully
grasp or quantitatively measure through indicators of success [27].

Accordingly, the decision outcome may be evaluated through multiple concepts,
which extend across the various contexts and vary with time. Of particular importance
are the impact and consequences of the decision and its perceived gains and losses [4,
27, 48, 52]. Furthermore, there is the conformance of the decision to certain criteria, as
a decision involves some goals or values, some facts about the environment, and some
inferences drawn from the values and facts. It must comply with objectives, criteria,
standards, rules, and regulations, not only at the organizational context, but also at the
environmental and societal contexts, since the decision may impact each [4, 27, 52].

Various metrics can be used for evaluating data-driven decisions and decision alter-
natives. Data-driven decisions are often evaluated with over-reliance or unwarranted
dependence upon quantification and quantitative data [32]. Suchmetrics may potentially
be conflicting, and generally focus on evaluating decision alternatives which differs from
the ex-post evaluation of the decision after it is made [52].

Errors and biases can affect the outcome of decisions and thus need to be pinpointed
and evaluated. Algorithmic predictions, although susceptible to their own types of errors,
may influence human decisions. It is also necessary to differentiate between errors and
biases that stem from the decision maker, and those which stem from the data, analytics,
or machine, since each should be managed differently and require pertinent action [31].

3 Research Method

3.1 Research Design and Process

This research covers the first two steps of a design science research (DSR) process, to
identify andmotivate the problem, and to define the objectives of a solution [28].Artifacts
and solutions should be based on the relevant business needs from the environment
and the applicable knowledge gained from the knowledge base [15]. Accordingly, the
relevant concepts for ex-post evaluation were extracted from the literature (Sect. 2.2).
These concepts were used to theoretically support the industrial case and categorize the
interview questions and thematize the evaluation requirements (Sect. 4.1).

For portraying the practical aspects of our research, a case example of a chemical
production plant is utilized. This plant, named ChemML (anonymized), is a simplified
abstraction of a larger organization collaborating in an ongoing project, enhanced by
the extensive knowledge and expertise of one of the authors experienced in chemical
process engineering and decision making in such processes, and knowledgeable of the
decisions, roles, data, and processes of ChemML and other chemical production plants.

This example was selected as chemical production plants have a high availabil-
ity of mission-critical data-driven decisions. In such processes, hundreds or thousands
of sensors routinely measure and automatically record data with high frequency. In a
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short time period, massive volumes of data are collected for process monitoring, eval-
uation, and control, which requires transforming the data into information for business
and operation decision-making, in which ML tools have an important role [6, 44]. Fur-
thermore, ChemML has recurring, operational, data-driven decisions in its production
process, long-lasting adoption of systems utilizing ML in supporting decision making,
and a desire to further evaluate, automate, and enhance the data-driven decision making
processes.

Two expert interviewswere held, from viewpoints of both the production planner and
process operator roles, to discuss ChemML’s data-driven decisions, explore the current
evaluation methods, and discuss the need and requirements for a desired evaluation
solution. By comparing the current and desired approaches for decision evaluation stated
in the interviews, and applying deductive thematic analysis [38], we summarized the
results into a set of evaluation requirements for each of the concepts. According to
their functional similarities, the requirements were further thematized and mapped to
more abstract and implementable DOs for an evaluation solution. The requirements were
revised again to ensure that each requirement mapped to at least one DO.

The value of this study resides in the Eval 1 stage of Sonnenberg and vom Brocke’s
[40] DSR evaluation process for designing artifacts. This initial evaluation is conducted
to justify a solution’s novelty and importance for practice and to ensure that ameaningful
problem has been identified. Accordingly, we attempted to evaluate feasibility, under-
standability, simplicity, completeness, and level of detail of the evaluation concepts and
DOs in future design of an ex-post evaluation solution.

Internal validity was achieved through revision and agreement on the evaluation
concepts, requirements, and DOs by each of the authors and expert in the case. The
evaluation concepts and DOs were further presented to, and validated by, four experts
in external software organization, under a case for utilizing data-driven decision making
and AI to predict and prevent customer churn. The interview questions were validated
by one of the analytics experts in the organization, and an additional interview was
conducted with a customer success expert. The results were found to support the case
of ChemML and findings of this paper, thus supporting external validity.

3.2 Case of ChemML

The production planning problem is a typical example of a complex, data-driven decision
processwithmany interrelated factors, constraints, andmajor impacts. The orders placed
by customers put a great pressure on production. Adjusting the production sequence
must be done carefully to avoid disruption of production cycles, such as reduction in
production rate and shutdowns. Moreover, ramping up the process and recovering from
interruptions requires expenditure of energy, thus increasing the environmental load of
the plant. Abrupt product sequence changes may cause quality deviations and wear of
the machines and equipment.

Figure 1 (a) depicts a simplified flowsheet of ChemML’s multi-step, multi-product
production process. Two critical features complicate the decision making:

(1) production planning is based on make-to-order (MTO) as the production batches
cannot be stored for prolonged times, and
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(2) routine operation has slow feedback from product quality to operational decisions.

Figure 1 (b) illustrates data flows of ChemML. The automation system data includes
the sensory measurements such as temperature (TI), material consumption (FI), quality
attributes (QI), and energy consumption (EI) from the production process.ML tools infer
data to routine operations and predict performance for manual production planning. The
data-driven tools are advisory since the final decisions (process operation and resource
planning) need to be made by humans due to responsibility issues.

Fig. 1. (a) Production process schematic; (b) Data flows and decision support architecture

Based on the interviews, the data-driven decisions from the viewpoints of both the
production planner and process operator roles, as well as the need for ex-post evaluation
are described below in Table 1 (due to confidentiality requirements, some details could
not be disclosed).

Table 1. Data-driven decisions at ChemML

Decision
context

Production planner viewpoint Process operator viewpoint

Description • Determine and plan the production
targets and capacities for a specific
time interval and schedule the
production process (weekly)

• Operation decisions (continuous)
during the execution of the
process. Includes choosing set
points for the process (such as
feed rates and temperature),
steering the process, and
avoiding/overcoming fault
situations

Purpose • Optimize production rate and
product portfolio to meet market
demand

• Optimize the process in terms of
efficiency (energy, material), avoid
faults, and solve possible problems

(continued)
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Table 1. (continued)

Decision
context

Production planner viewpoint Process operator viewpoint

Decision
Maker(s)

• Production planner (human
decision maker) determines
objectives and constraints

• ML tool supports decision by
simulating scenarios and
suggesting alternative schedules

• Human selects best schedule to
meet designated criteria and
makes the final decision

• Human may overlook output of the
ML tool and decide not to use it

• ML tool provides outputs,
insights, and predictions based on
data and process parameters to
steer the process and dynamically
overcome fault situations

• ML tool provides suggestions of
values for optimizing process
efficiency

• Final decisions are made by the
process operator who may use
their own knowledge and
expertise, along with additional
monitoring methods

Mode of
collaboration

• AI recommends, human decides • AI recommends, human decides
• AI generates insights, human uses
in decision process

Additional
requirements
(environment,
organization)

• Meet sales demands and maximize
profit

• Conform to safety and quality
requirements, meet standards and
regulations, and laboratory testing

• Minimize waste and carbon
footprint, and conform to pollution
limits and the use of hazardous
materials

• Meet production targets in time
• Conform to safety and quality
requirements, and professional
standards and regulations

Need for
ex-post
evaluation

• Assess reliability and effectiveness
of ML tool

• Enhance, both human and
machine, learning from evaluation
feedback

• Evaluate the collaboration
between the human and machine

• Evaluating decisions at different
time intervals would give
indications if the reliability of the
ML tool is increasing across time

• Evaluate ML tool and its value to
decision making

• Evaluate ML indicators and their
usefulness in decision making

• Evaluate the extent to which ML
tool is used and affects the
decision

• Evaluate the decision outcome
• Evaluate expertise of the process
operator, and the monitoring
methods used to reach the decision

• Evaluate uncertainties in
measurement data and their effect
on the decision
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4 Results and Findings

4.1 Analysis of Ex-Post Evaluation Requirements

Table 1 summarizes the requirements and considerations found necessary in the case
for ex-post evaluation, in light of the analytical concepts originating in our literature
review. Each of these conceptual elements helped to identify the interrelated require-
ments. Accordingly, we thematically grouped the similar requirements together from
which we derived four main DOs, explained below. Each requirement in the table is
labelled with the pertaining DO it corresponds to.

Table 2. Data-driven decision evaluation requirements

Evaluation
concepts

Proposed evaluation requirements/considerations

Overall evaluation Define the evaluation metrics. Evaluation should not revolve
purely around a single metric. (DO1)
Determine the evaluation process, the evaluators, and their
roles. (DO1, DO2, DO4)
Differentiate between the evaluation of the ML tool
output/decision, and the evaluation of the overall decision
involving both humans and machines. (DO1, DO2, DO3)
Simplicity of evaluation, without requiring much time or work.
(DO1, DO2, DO4)
Transparency of the evaluation process to increase trust in the
ML tools. (DO1, DO2, DO3, DO4)
Identify relevant criteria for each data-driven decision
evaluation. Some criteria and elements need only be evaluated
when triggered by change, or problems arise. (DO1, DO2,
DO4)
Automated/partially automated evaluation. (DO1, DO2, DO4)
Continuous feedback and learning from past decisions. (DO2,
DO4)

Evaluation across contexts
(Decision,
organization, environment)

Determine the relevant criteria and metrics in each of the
contextual levels. (DO1, DO2)
Determine the interrelationship between the metrics across the
contextual levels, and how they affect the data-driven decision
and its evaluation. (DO1, DO4)
Determine what is being evaluated (decision/set of decisions)
and by whom. (DO1, DO2, DO4)

Evaluation across time
(Processual)

Determine the time intervals and periods for which certain
types of decisions on various levels should be evaluated and/or
re-evaluated. (DO1, DO2, DO4)
Account for changes in decision related concepts and contexts
(DO1, DO2, DO4

(continued)
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Table 2. (continued)

Evaluation
concepts

Proposed evaluation requirements/considerations

Data-driven
decision
elements

Decision
maker

Include both the human and the machine decision makers and
suggest various metrics or criteria for evaluating each type of
decision maker. (DO1, DO3)
Enhance learning of the decision makers based on the results
of past decisions. (DO3, DO4)
Differentiate evaluation according to the mode of collaboration
between the human and the machine. This may call for
different evaluation methods, metrics, and requirements for
different modes of collaboration. (DO1, DO2, DO3, DO4)
Evaluate decision maker-related aspects; it may be useful in
learning from past decisions. (DO3, DO4)

Process In this case not required, or too difficult to evaluate. (DO1,
DO2))

Data Determine criteria and metrics for evaluating the data. (DO1)
Suggest the effect of the data or changes in the data, on the
decision. (DO1, DO2)
Provide simple, automated methods for evaluating the data.
(DO1, DO4)
Distinguish between the data required for making the decision,
and the data required for evaluating the decision. (DO1, DO2)

Analytics/
machine

Incorporate additional metrics and deal with conflicting
metrics. (DO1)
Suggest the effect of the analytics (and choice of analytics) on
the decision, and how to evaluate and incorporate the ML
output. (DO1, DO2, DO3, DO4)
Enhance learning of the ML tool and feed the results back into
the training data. (DO3, DO4)

Decision
outcome

Determine metrics and criteria for evaluating the outcome of
the decision after it is made (what defines a “good” decision?).
(DO1, DO2)
Observe the effect of the other decision factors, and their
changes, on the decision outcome. (DO1, DO2, DO4)
Determine when the decision should be evaluated. (DO1, DO2,
DO4)
Consider changing outcomes and the temporal factor. (DO1,
DO2, DO4)

Impact and
consequences

Determine the metrics and criteria for evaluating the impact
and consequences of the decision across contexts. (DO1, DO2)
Determine the timeframe within which the impact should be
evaluated. (DO1, DO2, DO4)

(continued)
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Table 2. (continued)

Evaluation
concepts

Proposed evaluation requirements/considerations

Conformance Determine the relevant conformance metrics and criteria across
the contextual levels. (DO1)
Distinguish between short-term and long-term conformance
evaluation criteria. Conformance requirements may change
across time. (DO1, DO2, DO4)

Metrics Deal with conflicting metrics, goals, and constraints. (DO1)
Incorporate separate metrics related to the human decision
maker and the decision, along with the AI/ML metrics and
those related to the machine. (DO3)
Prioritize the most important/relevant criteria and metrics and
providing guidance on weights and selection of metrics. (DO1,
DO4)
Differentiate between short-term and long-term evaluation
metrics. Do not include all metrics each time. (DO1, DO2,
DO4)

Errors and
Biases

Differentiate between errors and biases related to human
decision makers, machines (analytics), and data. (DO1, DO3)
Define appropriate metrics and criteria for evaluating errors
and biases. (DO1)
Identify errors to learn from past decisions for future decisions.
(DO1, DO4)

4.2 Design Objectives for Ex-Post Decision Evaluation

Consequently, four main DOs were concluded for a future solution which responds to
the needs of ChemML, as shown in Table 3.

The first DO for an implementable ex-post data-driven decision evaluation method
is that it should be comprehensive and incorporate multi-faceted criteria. These crite-
ria may range across the contextual levels priorly discussed, and include some of the
proposed concepts as facets. For instance, in the ChemML case, the contextual levels
can incorporate environmental impacts, which are governed by averaged or long-term
process performance, whereas short-term decisions related to process operation may
have positive short-term impacts (on a decision level) but negative long-term impacts.
Furthermore, the criteria should differentiate between the data-driven decision elements,
such as the evaluation of the machine, the decision outcome, the data, etc., which may
potentially be conflicting and otherwise lead to confusion. In ChemML, although the
accuracy and evaluation metrics of the ML tool’s decision may have been high in a
majority of instances, the expert’s evaluation generally differed and took into account
different aspects and criteria.

Similarly, DO2 encourages performing processual evaluation across different stages
in time. This considers the changing contexts and aspects regarding the data-driven
decision, which should be captured in the evaluation to understand the longitudinal
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consequences and impact of the decision. A concrete example related to ChemMLwould
be the performance evaluation of indirect measurements, which can be dependent on
factors such as seasonal variability of the raw materials, changes in ambient conditions,
and unmodeled changes related to equipment fouling or degradation.

Table 3. Design objectives for ex-post evaluation of data-driven decisions

Design objective

1 Incorporate multi-faceted (potentially conflicting) evaluation criteria across contextual
levels

2 Perform processual evaluation across time

3 Define the applicable mode of collaboration between humans and machines and evaluate its
effect on decision-making, decision outcomes, and collaborative rationality

4 Enable a (potentially automated) feedback loop for learning from the (discrete or
continuous) evaluation of past decisions

DO3 focuses on the relation between the human and the machine in the data-driven
decision making process. By incorporating into the evaluation the mode of collabora-
tion between humans and machines and the consequent effect on decision making, the
decision outcomes, and achieving a collaborative rationality, we can glean more insights
on such a collaboration and how to steer it to make better decisions. In ChemML, the
evaluation would require, for example, regular interviews with end-users to assess the
utilization degree of the machine, or development of automated logging of the human-
machine interaction during the decision-making process. The latter could also facili-
tate DO4, where a (possibly automated) feedback loop ensues from the evaluation and
enables learning through evaluating past decisions, both from an organizational and
machine perspective, and consequently updates the training data to enhance ML. Simi-
lar to how decisions may be discrete or continuous, the evaluation of decisions and the
resulting learningmay also be discrete or continuous, depending on the decision type and
context. Therefore, a design solution should be developed ingraining these objectives.

5 Discussion

The two main contributions of our research are:

1) the extraction of evaluation concepts from the literature, and
2) building upon them in the case of ChemML to define the requirements and DOs for

data-driven decision evaluation in practice.

The concepts to be considered in ex-post decision evaluation are particularly of inter-
est due to their ability to capture the multi-faceted and changing nature of data-driven
decisions, rather than focus on individual or static evaluation concepts (e.g., at the level
of the decision itself), as is mainly done in current studies. These concepts theoretically
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support, and are supported by, the practical example of ChemML. Its contemporary eval-
uation methods did not consider multiple criteria or contexts, although a comprehensive,
ex-post evaluation method was desired to enable learning, as well as to enhance future
decision making and increase adoption of the ML tool.

The DOs further contribute to theory and practice, and emphasize the need for a
comprehensive evaluation method which incorporates multi-faceted evaluation criteria
across the levels of the decision itself, organization, environment, and time. By reflecting
on ChemML, we can see that multiple interrelated factors are present in each decision,
and individual evaluation metrics on a single level remain insufficient in terms of ex-
post learning. This challenges current research, which focuses onML evaluationmetrics,
such as confidence, uncertainty, specificity, sensitivity, accuracy, area under the curve
(AUC), etc. [26, 49]. Whereas such measures are necessary for evaluating theMLmodel
performance as such, our paper argues that they are insufficient for ex-post evaluation
and learning about the decisions.

This argument is in line with Lebovitz et al. [19], which show the limitations of
primary performance measures used by managers to evaluate AI tools and their output.
Contrarily, the actual results and knowledge of the experts, in many instances, conflict
with the reported measures of the tools [16], which in the ChemML case decreased trust
in the tool. Furthermore, the machine ignores certain important variables only human
experts are capable of considering [14, 19], which was also the case with ChemML. This
emphasizes the need for additionally accounting for the modes of collaboration between
humans and machines in the evaluation of data-driven decisions.

Depending on the use case and level of analysis, one performance measure may
be more important than another, and the mathematically optimal may become ethically
problematic. Decision outcomes are thus the ultimate indicators of success and multiple
factors should be considered in the evaluation, along with long-term follow up [19].
Accordingly, our first and third DOs support, and are supported by, such claims in recent
research and endeavor to provide a solution to the evaluation paradox. Although some
papers do consider evaluation of the algorithms, along with evaluation of the impact of
the decision [14], their research focuses on a particular approach for data-driven decision
making in a domain-specific decision, and they do not aim to provide ex-post evaluation
solutions.

The second DO highlights the importance of a process science perspective and cap-
turing the changes in contexts, concepts, and consequences, as well as understanding
how they evolve, interact, and unfold, through a processual evaluation across time [5].
The set of decisions and concepts involved in the evaluation, as well as the evaluation
method, may differ according to the stage in time when the evaluation is made. For
example, in ChemML, production was evaluated within a shorter time frame based on
whether the production targets were met. However, the environmental impact is used to
evaluate a set of decisions at a later stage in time. Thus, it is crucial to know what to
evaluate when.

The fourth DO builds on the traditional claim that ex-post evaluation enables learn-
ing from past decisions. This accentuates the need for designing a feedback loop which
performs an evaluation based on the first two DOs, and feeds the results of the evaluation
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back into the process to enable a combination of both organizational and machine learn-
ing. This feedback loop is part of a prospective solution for monitoring how data-driven
decisions are taken, cultivating criteria to evaluate such decisions, and reflecting through
double-loop learning for the continuous evaluation and improvement of human-machine
collaboration [7, 8, 20, 42]. While this feedback loop (or parts of it) could potentially be
automated to simplify the task, we still support Grønsund and Aanestad’s [12] claims
that necessitate the human-in-the-loop configuration for ensuring that performance of
the algorithm meets the organization’s requirements.

Utilizing the knowledge presented by these DOs, a theory-ingrained and practi-
cally feasible solution to the ex-post evaluation of data-driven decisions can be devel-
oped. This further contributes to practice by enabling the evaluation and understanding
of data-driven decisions, enhancing learning usage of AI and ML tools, and adding
insights to the collaboration between humans and machines and the impact on decision
making. Accordingly, decision makers, developers, and collaborators in the data-driven
decision making process can benefit from the results. Finally, the development of a
data-driven decision evaluation solution following the determined DOs may potentially
address the data-driven decision making challenges faced by ChemML and many other
organizations.

6 Conclusion and Future Work

In this paper, we aimed to problematize the ex-post evaluation of collaborative data-
driven decisions, from the perspectives of theory and practice, and determine the DOs
for a solution. Accordingly, by perusing the literature we determined the need for ex-post
evaluation and a variety of concepts and factors to consider in the evaluation. From a
practical perspective, ChemML exemplified the need for data-driven decision evaluation
in industry, and was used to identify the necessary requirements and considerations for
a proposed ex-post evaluation solution.

From these requirements, four DOs for a solution were proposed: (1) the existence
of an implementable, comprehensive method incorporating multi-faceted (potentially
conflicting) evaluation criteria across contextual levels (decision, organization, environ-
ment), (2) accounting for the changes in concepts, contexts, and outcomes across time
and supporting a processual evaluation, (3) incorporating into the evaluation the mode
of collaboration between humans and machines and its effect on decision-making, deci-
sion outcomes, and achieving a collaborative rationality, and (4) enabling a (potentially
automated) feedback loop for learning from the evaluation of past decisions.

Future work includes utilizing the DOs towards building and testing a design artifact,
in collaboration with industry, which could be used in an organizational context for the
purpose of data-driven decision evaluation. This artifact should support “how” (process,
metrics, and criteria) and “when” (which stages in time, if at all) to evaluate data-driven
decisions. Additionally, we aim for a longitudinal case study in order to understand the
organizational context surrounding data-driven decisions prior to the introduction of the
evaluation, during the implementation, and post- implementation, following Bailey and
Barley’s [3] approach to studying intelligent systems in organizational contexts. Finally,
we intend to research the concept of collaborative rationality further, and how to enhance
the collaboration between humans and machines in decision making.
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Abstract. The paper considers methods for automated XML schema
inference for a collection of documents from the point of the integration
and usage at the enterprise. Most existing algorithms work with certain
XML data that is claimed to be without errors or inaccuracies in the
collection. The paper analyzes the theoretical foundations for inferring
XML schema for decision maker who is working with automatically or
manually created heterogeneous data. An algorithm based on a proba-
bilistic approach is supposed to work on any data and allows the decision
maker to have alternatives with a certain confidence level when working
with an XML schema inferred. As a result of our findings, we introduce
xml.schema.inference application for inferring XML schemas for intra-
enterprise use.

Keywords: Probabilistic XML · Schema inference · Heterogeneous
data · Uncertain data · xml.schema.inference · Schema editing

1 Introduction

The task of effectively supporting documentation at an enterprise, whether it
is internal document management or the technical documentation created for
a product, always plays an important role in any organization. Every day, the
amount of data is steadily growing, and this data is becoming more and more
difficult to process manually, as well as by automated means. Moreover, with the
growth of the amount of data, the complexity of transferring this data between
various subsystems at the enterprise also grows [7]. One of the most common for-
mats for storing a collection of documents at the enterprise is the XML markup
language, which is a format that provides a common interface for exchanging
data between different subsystems.

Extensible markup language (XML) developed and maintained by W3C is
an accepted standard for representing continuously increasing data both in the
Internet environment in general and at the enterprise in particular [23]. The
markup language allows not only storing huge amounts of data, but also manag-
ing it efficiently, e.g. by integrating data from several sources into one. In addition
to storing structured data and being able to exchange information between pro-
grams, XML can also be used to create specialized derivative languages based
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on it. There are also EDIFACT or ANSI ASC standardization approaches that
can be used to solve similar problems. However, XML is one of the newest and
one of the most popular solutions, it can deliver more opportunities by flexi-
bility, greater user-friendliness, and the ability to work in different languages’
(Unicode) features.

Researchers repeatedly consider the possibility of introducing XML tech-
nologies to expand the functionality of the document management system at an
enterprise [6,7]. However, when introducing such technologies at the enterprise,
a number of problems arise that need to be resolved for the correct function-
ing of the informational systems as well as for the decision making purposes.
First of all, these are the issues of integrating XML data from various sources.
Researchers have proposed many algorithms and approaches for accurate and
high-quality merging and inferring of XML data from different domains or sys-
tems [3–5,8,10,12,15,18,19,21,22]. However, the problem is that such algorithms
perform effectively on certain data, which significantly reduces the range of pos-
sibilities for applying such algorithms at the enterprise. At the same time, stud-
ies [3] show that approximately only half of the XML documents on the Web
refer to a schema corresponding to them. Additionally, the research in [20] shows
that third of the schemas on the Web are ambiguous that is semantically or
grammatically incorrect. Most XML algorithms and approaches are focused on
working with certain data (deterministic XML), in which the structure in var-
ious documents and data sources is clear and does not imply any inaccuracies,
errors, or deviations from the general structure [4]. However, data is inherently
ambiguous (‘fuzzy’, ‘uncertain’), due to which, when integrating data or solving
other problems, conflicts or errors in the operation of algorithms may occur (e.g.
errors due to the human factor and/or errors due to describing the entity in doc-
uments in different words), which also makes it difficult to use such solutions at
the enterprise. Such issues are considered by researchers in works on ambiguous
XML data (non-deterministic XML approach) [1,2,10–12,15,22].

The use of the XML standard at an enterprise is associated with the constant
need to process a large amount of data, either collected by automated systems
or created and edited by a human [7]. The primary need for a decision maker
who works with collections of such data is to be able to have confidence in the
data they receive from the storage. One way is to look at the XML schema
that describes this particular XML collection. However, most algorithms set
as the primary task the output of an unambiguous schema or several variants
of the schema leaving all situations of decision-making about the entry of one
or another element into the schema within the algorithm or as a part of user
interaction during the before-inferring step [1,2,10–12,15,22]. In such a case, the
decision maker receiving the schema must rely on the correct operation of the
schema inference algorithm or the person who interacted with schema inference
algorithm during editing step. However, what if we can give the decision maker
the opportunity to look at the schema, which presents a set of alternatives, from
which it is possible, with varying degrees of confidence, to select the correct
elements to use in the resulting schema.
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Another problem with using the XML standard at an enterprise, besides the
difficulty of a decision maker working with a schema representing the data, is
also the strong domain specificity of the enterprise tasks for which the schema
inference algorithm needs to be used [7]. There may be a question of trust in
the work of one or another algorithm for inferring a schema from a collection
of data in the case of an inference of heterogeneous data. Moreover, inference
algorithms need to be specialized and redesigned for specific tasks, which raises
the cost of potentially reusing such algorithms in other parts of the enterprise.

Hence, the main objective of the current study is to elaborate a simple XML
schema inference algorithm and practical implementation of it for a decision
maker at an enterprise in order to provide the ability to select the structural
elements of the XML schema from a variety of alternatives at the stage of working
with the inferred XML schema, and also to eliminate the need to highly specialize
the schema inference algorithm for a specific task, which shall lead to increase
in re-usability of the algorithm in different parts of the enterprise. We also make
an attempt to broaden existing method for the probabilistic inference of XML
schema and to transfer existing approach to a related problem of working with
XML, that is from probabilistic XML integration to probabilistic XML schema
inference.

2 Literature Overview

After defining the problem, we focused on the analysis of existing approaches
for the automatic XML schema inference, as well as on direct analysis of the
existing developed solutions.

2.1 Structural-Semantic XML Approach

The most common approach when working with XML data consists of two main
parts - areas of development when working with XML: the structure of the data
and the content of the data. In other words, within the framework of the approach
for parsing XML documents and, in particular, deriving an XML schema from a
collection of documents, the location of tags in the hierarchy of each individual
document is analyzed. The positions of the tags are analyzed and compared with
each other using further manipulations to derive knowledge about the location of
these tags in the data [15]. For example, the decision to choose one or another tag
in the data hierarchy can be made using a decision algorithm based on regular
expressions [9] where the characters *, ?, +, etc. have the same semantics as in
the usual regular expressions, however, not letters but whole tags are used as
the units under consideration.

The semantic part of the approach usually consists of developing algorithms
for comparing each pairs of two tags in a collection. The result of such a com-
parison is knowledge about the correspondence of two tags to each other or their
complete mismatch. At this stage, various auxiliary algorithms can be used,
ranging from the simplest, such as edit distance, to complex algorithms using
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word embedding. More details about the methods of semantic analysis of the
elements of a collection of documents are described in [18]. The complexity and
expediency of applying certain similarity algorithms in different situations is
described in [9].

2.2 Probabilistic XML Approach

The probabilistic approach for storing and processing XML data is based on
the concept of uncertain or fuzzy data. Such data can be obtained both through
automated data collection tools, e.g. in the Web, and manual means, e.g. data on
patient diagnoses in a clinic. The probabilistic approach allows user to determine
which data element is a fact and which element arose as a result of the inaccu-
racy of the data collection algorithm or as a result of a human factor with some
probability. Moreover, the probabilistic approach offers a generalized model for
storing and manipulating ambiguous data that makes it possible to work effec-
tively with this data not only within specific-domain tasks and highly specialized
programs but also other within tasks from different areas of application [12].

Among the main areas in which the probabilistic approach is used for storing
and processing ambiguous data, researchers identify: merging XML data from
various sources, extracting information from the Web, parsing or building syn-
tax trees, collaborative editing of common documents, data queries to large cor-
pora [12]. All of these tasks involve dealing with ambiguous data to a greater or
lesser extent. For example, when editing the same document by multiple authors,
a single edit operation by the author may be considered an ambiguous operation.
This raises the question of how much this operation can be trusted and whether
this operation violates the rules for co-writing a document for all authors. It is
worth noting that the task of deriving an XML schema from a given collection
of XML documents is also included in the list of tasks that can be solved by
using a probabilistic approach, since each individual document in the collection
can be considered as a separate probability distribution. To do so, we need to
build a general probability distribution over the collection complementing to the
fact that any document may have ambiguous data. However, this problem is still
open for solution, since it has both theoretical and implementation difficulties,
as researchers noted in [12].

2.3 Heuristic XML Approach

A group of methods that is also worth noting and is not included in the previously
identified approaches is a group of heuristic methods. These approaches are
opposed to other methods that consider XML documents as trees with a certain
hierarchical structure and labels, e.g. grammar-based view. As the researchers
note in [16,17], heuristic approaches form a separate group of methods, since it is
impossible to give unambiguous characteristics and descriptions of the patterns
of their work from the point of view of the theory of markup languages. However,
such approaches are still used in practical application since they have intuitively
understandable and natural inferring algorithms as stated in [17].
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The general task of deriving an XML schema using heuristic approaches still
comes down to finding such a schema that will be short enough and accurately
describing a given collection of documents while having a good ability to gen-
eralize that is not being too specific to a particular collection of texts [4,5,10].
In this case, several potential schemas may exist at once, so the problem is also
expanded by searching for the optimal scheme among all options [17].

2.4 Literature Review Findings

Based on the results of the analysis of existing approaches, several remarks
can be made. First of all, most of the approaches, although singled out and
described separately, are also implemented in practice in conjunction with other
approaches. Thus, when working with a XML collection of documents and ana-
lyzing the structure and content of the collection according to the structural-
semantic approach, decision algorithms can still resort to heuristic indicators to
make decisions about the inclusion of one or another element in the final schema.
As it was written earlier, it is heuristic approaches that are most popular in the
XML schema output task which have implementation steps that are intuitively
understandable to the user but do not have high theoretical reliability. As for
the structural-semantic approach, the method also finds its application in the
problem of schema derivation, however, due to its specificity and strong depen-
dence on the nature of the data, it shows good results mostly on certain data and
requires high domain specification for uncertain data inference. The probabilistic
approach, although comprehensively described by the theoretical framework, is
used only in a number of tasks related to XML and was not sufficiently covered
and transferred to the task of inferring a schema from a collection of documents.
Moreover, existing probabilistic approaches offer potential XML schemas based
on the results of their work without allowing the decision-maker to edit the final
schema. Algorithms are focused on deriving a generalized and at the same time
accurate schema for specific data that may lead to an unsuccessful user expe-
rience for a decision maker at an enterprise when working with the resulting
schemas in the case of searching for alternatives, when working with uncertain
data.

When developing a solution for the current work, we will primarily focus
on works on the probabilistic inference of the XML schema since it is with the
help of probabilities that, in our opinion, it is possible to implement a set of
alternatives for the decision maker who is working with the inferred schema.
Key works on probabilistic XML inference that we will mainly focus on and
refer to are [1,2,10–12,15,22]. We will also use other approaches solutions if
needed with the corresponding explanation.

3 The Approach Proposed

Let us consider a collection of XML documents D that consists of tags ti,
i = 1...n, n ∈ N , attributes aj , j = 1...n, n ∈ N , and their content
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marked as constant C. The collection can be considered as the finite set of
documents d1, d2, ...dn ∈ D. By iterating over each document dk in the col-
lection, we can apply count function to get all occurrences of each tag ti,
attribute aj in the document. Tag occurrence O of tag ti is formalized as follows
Oti = count(dk, ti), k = 1...n, where n is the last document in the collection,
i = 1...m, where m is the last tag in particular document dk. The occurrence O
of attribute aj is formalized as follows Oaj

= count(dk, aj), k = 1...n, where n
is the last document in the collection, j = 1...m, where m is the last attribute
in particular document dk. The overall element l (tag or attribute) occurrence
in the collection is the sum of occurrences of this element l in each document of
the collection:

Ol =
∑

(O1, ...On) (1)

where n is the occurrence of the element l in the last document in the collection
D. Hence, we can go further and count the probability p of the element li in a
specific document dj :

p(dj , li) =
count(dj, li)

Oli

(2)

Thus, each tag and attribute in each document of the collection is assigned
with the probability p. This probability is used in the XML schema inference
algorithm for inference purposes as well as translated into the final XML schema
for decision maker evaluation in the form of sets of alternatives.

The overall inference algorithm can be described with the following stages:

(1) Derivation of initial grammar that is getting all the tags, attributes, and
content from the collection.

(2) Counting the occurrences and probabilities of each element in the collection
space and assigning this information to the corresponding elements.

(3) Building production rules using initial grammar and probabilities.
(4) Grouping and merging production rules according to probabilities with the

help of heuristics.
(5) Collecting data types and additional information for the schema. Defining

sets of alternatives based on probabilities for decision maker.
(6) Obtaining the complete internal representation of collection in the form of

production rules.
(7) Inferring XML schema from the internal representation including sets of

alternatives for the decision maker.

Figure 1 shows the whole process of inferring XML schema from the collection
of XML documents. The overall algorithm complements to the existing meth-
ods described in [13,15–17] using the same terminology, modelling, and internal
data representation concepts. On the other hand, we modify general approach,
including probabilities and sets of alternatives processing during the algorithm
run.



Designing XML Schema Inference Algorithm for Intra-enterprise Use 41

Fig. 1. The process of inferring XML schema from collection of XML documents using
elements probabilities and occurrences.

4 Architecture of the Application Developed

To support our approach proposed, we implemented the xml.schema.inference
application. The application is written using Python programming language and
is distributed via GitHub. xml.schema.inference consists of four main modules
and two additional utility modules, 730 lines of code in total. The Fig. 2 shows
the overall architecture of the application developed.

Fig. 2. xml.schema.inference application architecture.

Adapter. The first block in Fig. 2 is presented as a standalone module that
operates on an incoming collection of XML documents. At the moment, the
interface allows you to open as separate XML files or open the entire collection
using the path to the folder with files. Each XML document is opened and con-
verted to an internal syntax-tree representation using the built-in standard xml
library.
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xml document. The module stores the XMLDocument class describing the
abstraction of each XML document in the collection. Each object of the class
has methods for:

1. Populating the internal representation of the XML document using the data
received from the adapter (at this stage, among other things, a probability
distribution is built according to the data of a specific document).

2. Getting the initial grammar for a specific document.
3. Simplifying initial grammar within a particular document (clustering and

removing duplication).

collection manager. XMLDocument objects are created for each document in the
collection in the module using the XMLCollectionManager class. The module
works with the entire collection and is used for:

1. Calculation of probability distributions for each element in the collection.
2. Updating the relative frequencies for the collection.
3. Assembling of production rules.
4. Processing all production rules for the collection - grouping and removing

duplicates, analyzing sets of alternatives.
5. Building summarized internal data representation.

schema builder. All received data as a result of the work of the collection man-
ager is sent to the module in with XMLSchemaBuilder class which is responsible
for creating a schema file in the current working directory.

content types. The module is an auxiliary file that stores the necessary data
about existing attribute types for algorithms to decide on the attribute data
type. At the moment, a small number of data types are provided but other
types are planned to be added as part of further improvements of the algorithm.

edit distance. The additional module with the implemented EditDistance class
is used by the main algorithm at the stages of analysis of alternative sets for the
collection. The module implements the work of the algorithm for calculating the
edit distance of two strings-tags or attributes. The module is used among other
algorithms for finding multiple alternatives.

To run the program, user need to load the collection of documents into the
samples folder or call the appropriate adapter module that opens the collection
from any path on the user’s computer. Next, to process the collection and display
the schema, user needs to run the collectionmanager module. The final file with
the scheme will be in the program launch directory.

Beyond the scope of the current description, there are also private methods
that are directly involved in calculating key parameters for a collection analyzing
tags and attributes and building sets of alternatives for decision maker. We plan
to give a detailed description of the methods for presenting data within the
program, as well as the decision algorithms themselves, in our next work. Most
of the methods are written from scratch and are in the file with the modules
themselves.
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5 Evaluation and Validation

After the implementation of the main program code, the operation of the algo-
rithm was tested on a small test data set prepared (see Fig. 3). As a practical
application case, the situation of collecting reports on a network of general-
purpose stores was chosen. The situation is simulated when cashiers enter data
on purchased goods during the working day. The report provides a snapshot
of the situation at a specific point in the network for a given period of time.
Depending on the systems used to store such data on sales of goods, users may
have different levels of access to the original data which can be stored including
in XML format.

Fig. 3. Test data set model.

As a starting point for generating a data set, we created an XSD schema
that represents all the features of the subject area. 10 XML documents were
generated according to the given schema using generating algorithms. The solu-
tion provided in the trial version of the Liquid Studio XML editor was used as a
generating algorithm [24]. During the generation of test XML documents, some
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of them were intentionally generated with incorrect and erroneous data to test
the algorithm (we intentionally corrupted schema by changing data structure,
corrupting tag names etc.). Errors in the data were of two types: 1) errors in
the name of a tag or attribute that are errors in content, and 2) errors affecting
the structure of documents, making it incorrect. In the following paragraphs, we
briefly describe the schema derived for the XML test data set pointing out the
key features including the display of alternative sets.

Fig. 4. Simple tags inferred fragment.

Simple Tags. By a simple tag we mean a tag for which there is not a single occur-
rence in the collection in which the tag has at least one tag or attribute included in
it (see Fig. 4). For simple tags, we display the name of the tag, as well as important
information for a decision maker, which is the probability of the existence of such
a tag for the final schema or the probability of the existence of this tag in relation
to any set of alternatives, if one can be defined for this tag.

Attributes. This group defines and displays information about the attributes in
the collection (see Fig. 5). Each attribute is given a name, an attribute type, and
either the probability that the attribute exists in the schema, or the probability
that the attribute exists within any alternative set, if one is defined for decision
making purposes in the form of comments.

Semi-simple Elements. This group includes those tags that do not contain other
included tags but contain one or more attributes (see Fig. 6). For semi-simple
elements, information is displayed about the included attributes (in the form of
links to the previously indicated attributes of the corresponding group), as well
as the probability of using semi-simple tags in the schema, or the probability of
the existence of semi-simple elements within certain sets of alternatives, if any.
Also, for each attribute within the framework of semi-simple tag, information is
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Fig. 5. Attributes inferred fragment.

Fig. 6. Semi-simple elements inferred fragment.

displayed about the need to use this attribute in a given position of the semi-
simple tag. An attribute can be either mandatory (at least one occurrence) or
optional.
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Fig. 7. Complex tags inferred fragment.

Complex Tags. This group includes tags that have included tags and may or
may not have included attributes (see Fig. 7). The algorithm displays informa-
tion about each complex tag, its content (links to the corresponding included
elements), as well as information about the intervals of occurrence of included ele-
ments (minOccurs, maxOccurs for tags and optional or required for attributes).
Also, for a number of complex tags, a certain sequence of included elements can
be displayed, if such was found by the algorithm. In addition, for each complex
tag, the probability of its existence in the final schema, or the probability of
its existence within a certain set of alternatives, if such is determined by the
algorithm, is displayed.

We checked the ability of algorithm to form sets of alternatives including
both correct and uncertain data for decision maker. The algorithm showed 100%
coverage for correct attributes and tags when displaying the elements of the test
set. The final schema included both correct elements and elements that imply
uncertainty. Only 63% of the incorrect elements (leading to ambiguity) were
inferred. At the same time, 100% of the derived incorrect elements were a part
of the proposed sets of alternatives which included the correct options of the
elements. The algorithm showed good results on the test sample not allowing
the loss of any of the necessary elements and, at the same time, not allowing the
use of incorrect elements in the resulting schema due to low probability. In the
future, we plan to test the algorithm on other data sets, including larger ones,
as well as verify the results of work with other solutions.
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6 Discussion

The algorithm we developed has no exact analogues in terms of schema output
using probabilities at the core of the algorithm as well as the opportunities pro-
vided to the decision maker when working with the schema (many alternatives
for choosing the correct options, the level of confidence for all elements of the
output XML schema). The other solutions under consideration [5,13,14,19] do
not offer the decision maker such schema editing capabilities. At the same time,
the resulting algorithm follows the general principles from the list of generally
accepted approaches [4,12,13] that use the terms of generative grammar and
production rules as the basis for modeling. The developed algorithm works with
the structure and content of XML data like other solutions [15] being also able to
output any information contained in XML data. On the other hand, the devel-
oped algorithm does not yet support schema versioning as well as working with
other data formats features that are implemented in other solutions [5,13,14,19]
and can be added as part of further improvements. The closest analogue is the
solution proposed in [5] that offers a schema output using the traditional app-
roach in conjunction with regular expressions as well as a built-in module for
viewing documents in collection which allows user to look at the probabilities of
occurrence of elements in a collection and determine ambiguous elements in a col-
lection, but this module only offers additional functionality that does not affect
the output of a schema by a collection and is not reflected in the schema resulted.
The key difference of our application is the use of a probabilistic approach at
the core of the schema inference. The application is completely focused on the
probabilities of elements when deriving a schema with the sufficient information
for decision maker additionally resorting to heuristic indicators when building
sets of alternatives.

With regard to Enterprise Application Integration (EAI), the developed solu-
tion broadens the decision maker’s abilities. For example, schema inference can
be built into the process of validating configuration documents for running
servers in an enterprise. In such a case, the output schema from the collected
configuration documents can be evaluated by the decision maker, and checked
for compliance, or used as the basis for generating configurations on newly added
servers. By viewing the same schema the decision maker is able to validate that
information is configured and stored in the same conceptual way on different
servers. If any low probability ejections happen, it is possible for the decision
maker to validate and to solve the case. Another useful point of application
for the developed solution is being able to convert data from different sources
(e.g. Markdown, rST, HTML etc.) into XML using the schema provided. In this
case, the decision maker again is able to get the current XML documents col-
lection schema representing data structure and, after editing, to use the schema
alongside the format converter.
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7 Conclusion

In the current work we proposed an approach based on probabilities for infer-
ring XML schema with possibility to show sets of alternatives for decision
maker at the enterprise. To test and to support our approach, we developed
xml.schema.inference application that allows user to process a collection of XML
documents and display a schema with the possibility of seeing alternatives for
decision making. We managed to implement the output of tags, attributes as well
as additional information related to them: information about the type of data
contained in the attribute, information about the structure of the tags. We plan
to continue improving the developed algorithm as it has potential for improve-
ments such as inclusion of new decision algorithms, creation of user interface
for decision maker usage and a more intuitive schema output format. The work
of the resulting algorithm also needs to be tested on other data sets including
larger ones to identify possible cases of unstable or incorrect behavior.

8 xml.schema.inference Source Code

The source code of our application is privately available on GitHub and can be
provided upon request by mail for research or development purposes.
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Abstract. Information Systems (IS) of modern organizations and enterprises
often rely on a network of partners’ IS to deliver the services. The resilience of
this network is the necessary condition for the operation of such ISs. The Digital
Business Ecosystem (DBE) theory has emerged as an approach to ensure func-
tioning and resilience in dynamic and open networks. This paper presents three
cases of analysis of resilience of DBEs. The objective of the analysis is to assess
the resilience of DBEs during its design phase. During this phase, often, only
structural information presented in ISs models is available. In order to assess the
resilience, the DBE models are analyzed for the potential for fulfilment of typical
ecosystem goals and roles. The three DBE cases analyzed are winter road main-
tenance, digital vaccine, and Covid-19 testing. The paper evaluates the resilience
of the DBEs and formulates the practices for uncovering and strengthening it.

Keywords: Information systems design · Digital business ecosystem ·
Resilience

1 Introduction

Modern information systems (IS) are not isolated and often operate in a network of part-
ners to deliver their services. Such networks are, for example, frequently observed in
mobile telecommunication industry [1] and e-commerce [2], but they are also increas-
ingly common in other areas such as public services or healthcare. The resilience of
these networks is the necessary condition for the operation of such ISs. The Digital
Business Ecosystem theory has emerged as an approach to ensure resilience in dynamic
and open business networks. Digital Business Ecosystem (DBE) is a virtual environment
populated by digital entities such as software applications, hardware and processes [3].
Resilience is defined as the ability to remain or recover to a stable state to continu-
ously operate during and after a crucial mishap or under constant stress [4]. Hence, the
abundance of actors, or species, if we draw parallels to natural ecosystems, the intercon-
nections among these species, and the coevolution and evolution among them, are the
key factors of resilience of not only natural ecosystems but also DBEs. This leads us to
the core of positioning resilience in a DBE to monitor coevolution and evolution of the
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actors during and after context changes in a DBE. Furthermore, this needs to be done in
conjunction with a number of overarching DBE resilience goals.

Various resilience measurements have been proposed in the literature [5, 6] and they
mainly rely on the network theory or analyzed dynamics of fully instantiated represen-
tations of the ecosystem. However, this information is not available before the system
is deployed and, hence, it is difficult to assess the resilience during the design time.
We have identified archetypal goals [7] and roles [8], needed to be present in DBEs to
ensure resilience. The presence of these goals and roles can be perceived as a structural
characteristic of successful DBEs. This characteristic can be analyzed using a model-
based approach, for example, Enterprise Modeling (EM) has been used to specify data
ecosystems and to analyze their properties [9] and conceptual modeling has been used
to connect ecosystem actors with value creation processes [10]. EM is used to represent
constituent parts of the DBE such as goals and roles and these can be cross-examined
with regard to the typical or reference goals and roles of the DBE. The DBEs are open
and continuously evolving systems and, hence, the models are continuously updated and
maintained to represent the most current information. The type of information changes
during the IS development life-cycle and multiple model development phases such as
design, deployment andmanagement are distinguished. The deployment of aDBEdesign
means aligning actor types and goals with the actual actors. This is a continuous pro-
cess. Things change at the time of management but the changes are not widely known
or announced. Some ways for a DBE to become non-resilient would be by some actors
exiting the ecosystem, or having only some actor types engaged, or stop fulfilling some
of the goals. Hence, monitoring DBEs with respect to how the various internal and
external changes affect its resilience is necessary.

In summary, ISs of business ecosystems are subjected to unknown and unexpected
disturbances. They require resilience, but it is difficult to evaluate it during the design
time because (i) the design might be known only on the level of actor types and their
general goals, (ii) the alignment between the actor types and ecosystem actors is not
known or not well-elaborated, (iii) resilience and business goal alignment is not known,
not done, or nor easy to establish, and (iv) decentralized or hybrid mode of DBE design.

To address these issues, we have identified the structural properties characteristic to
resilient ecosystems by examining three cases according to these structural properties.
This investigation is a part of an on-going research effort on development of resilient
ISs relying on ecosystem services.

The objective of this exploratory paper is to assess the structural resilience of DBEs
and to identify the initial set of guidelines for designing resilient DBE systems. Three
EM cases are explored to address digital services important to citizens’ well-being. The
contributions of the paper are: 1) evaluation of resilience of digital business ecosystems,
2) formulation of the structural resilience index, and 3) recommendations for analysis
of ecosystem resilience.

The rest of the paper is structured as follows. Section 2 reviews literature on resilience
of DBEs in relation to ISs development. The analysis framework is described in Sect. 3.
The case study design is discussed in Sect. 4. The analysis results and lessons learnt are
presented in Sects. 5 and 6, respectively. Section 7 presents concluding remarks.
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2 Related Work

Moore in 1993 suggested a new idea of cooperative networks which resembles an eco-
logical ecosystem: a business ecosystem [11]. A business ecosystem bears similarity to an
ecological ecosystem as being a complex system involving evolution and co-evolution.
Later, the concept of ‘business ecosystem’ was defined as: “an economic community
supported by a foundation of interacting organizations and individuals– ‘the organisms
of the business world’.” [12] With time, co-evolution occurs, i.e., involved organiza-
tions and individuals evolve their roles and capabilities. In recent years, the concept of
ecosystem has gained awareness and significance the IS field.

A DBE captures the co-evolution between the business aspect and its partial digital
representation in the ecosystem [3]. Characteristics of DBEs are digital environment,
heterogeneity, symbiosis, co-evolution, and self-organization [13]. Digital environment
refers to platformsor technical infrastructureswhere a collection of digital tools, services,
other digital representations, and information can be shared and used by DBE actors to
create innovations and enhance performance [13].Heterogeneity denotes the constitution
of DBEs with different features and types of actors. Symbiosis emphasizes the relation-
ships among DBE actors that depend on each other in particular ways and get benefits
or co-create greater value through the interdependencies [13]. Co-evolution refers to
the collective transformation of DBE actors from one stage to another, especially their
capabilities and roles, while facing opportunities and threats. Self-organization indicate
DBEs’ ability to learn from their environments and accordingly respond by adjusting to
the changing contexts [13].

Using modelling as an approach, which aims to reduce complex domains through
abstraction, can be an appropriate way for describing DBEs [14, 15]. Nevertheless, the
current state of the art (reported in [16]) suggests that the area of DBE design and
modelling methods lacks holistic yet feasible solutions that address the multiple aspects
of a DBE and support the design and management of a DBE throughout its lifecycle.
Aldea’s [17] study successfully included more essential concepts (actor, role, capabil-
ity, relationship, and digital component). Similarly, capabilities, context and goals are
considered for risk analysis in financial ecosystems [18]. A preliminary data ecosystem
meta-model [19] proposes to model actors, roles, relationships and resources. These
studies do not elaborate methods for guiding the modeling process and analysis. A few
examples of studies that suggested comprehensive methods were the Methodology of
Business Ecosystem Network Analysis [20], the method for modelling interdependen-
cies between DBE partners [21], and the approach for modelling and analysing DBEs
from the value perspective [22]; still, none of them have proposed a complete method
encompassing all relevant concepts, nor the methods considered both design, analysis
and management of DBE. A novel contribution was seen in [23] where a top-down
policy-based DBE modelling approach with its procedure was proposed. Among the
proposed procedures, the most prominent steps of these procedures, such as identifying
actors, roles, or digital components, were in accordance with the commonly included
modelling elements.
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3 Resilience Framework

The research objective is the evaluation of ecosystem resilience given the enterprise level
model at its various stages of development. It is assumed that the pre-condition of the
resilience is a support for archetypal goals and roles of DBE resilience, referred to as
structural resilience. These goals and roles have been identified and analyzed in [7] and
[8]. The roles in the DBE are: 1) Driver – sets the vision for the DBE and facilities its
growth; 2) Aggregator – aggregates capabilities and resources; 3) Modular Producer
– provides resources; 4) Complementor – provides resources that complement the core
resources; 5) Customer – pays for DBE’s services; 6) End User – uses DEB’s services;
7) Governor – governs all actors within a DBE by providing the standards, laws etc.;
and 8) Reputation Guardian – ensures trustworthiness.

The resilience goals in DBE are diversity, efficiency, adaptability, and cohesion.
Diversity is the variety of actors for organizational units and roles, the collection of
multiple resources and resource variety, and the collection of multiple capabilities and
capabilities variety in a DBE. Efficiency is the resource productivity and utilization in
a DBE and value delivered relative to total resource consumption. Adaptability is the
transparency in terms of exposing the means of adaptation and flexibility as the ease
with which a DBE can be changed. Cohesion denotes the strength of partnerships, the
alignment and tightness among actors and their capabilities towards fulfilling themission
of a DBE.

Table 1. Modeling constructs used

What needs to be 
represented 

Concept Description Graphical symbol

Intention concerning 
resilience of the DBE

Resilience 
goals (RG)

According to [7]

Generic role necessary 
for a resilient DBE

DBE resilience 
role (RR)

According to [8]

The intention of the 
ecosystem

Ecosystem goal 
(EG)

Common goals agreed 
among DBE actors or 
Driver’s vision 

Roles significant to the 
DBE design that 
organizational units can 
fulfill

Generic role 
(GR)

Specific to business 
domain or case

EM goal 
(4EM notation)

Business goal 
(BG)

According to [23]

EM organizational unit
(4EM notation)

Specific 
organizational 
unit (OU)

According to [23]
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The resilience of DBEs is analyzed using EM [23]. The EM technique is used to
identify goals and roles specific to the cases considered and associated with the DBE
resilience goals and roles. The EM process consists of three phases:

• Design phase – goals and roles aremodeled at the ecosystem level without considering
organizational context;

• Deployment phase – goals and roles are modeled at the company network level and
the supporting IS is in development and deployment phases of its life-cycle;

• Management phase – goals and roles are detailed at the level of individual entities and
the supporting IS is in the operation phase of its life-cycle.

During this progressive elaboration of the goals and roles, they are categorized as
resilience, ecosystem and business goal and ecosystem and generic roles and orga-
nizational units, respectively (Table 1). The relationship between goals is defined as
the ecosystem goals supporting the resilience goals and the business goals supporting
the ecosystem goals. Similarly, the relationship between roles implies that the generic
roles fulfill the ecosystem roles and the organization units fulfill the generic roles. The
relationship between goals and roles define that certain roles are required to fulfill the
goal.

4 Case Study Design

The ecosystem resilience is evaluated for three DBEs: Winter Road Maintenance, Dig-
ital Vaccine, and Covid-19 Testing. All three cases deal with ensuring quality of public
services and well-being of citizens. They involve multiple-stakeholders and their suc-
cess depends on collaboration among these stakeholders. The modeling of DBE was
performed as a part of development of an IS supporting the ecosystem.

4.1 Research Questions and Case Selection

The following research questions are formulated:Q1:DoDBEsmeet structural resilience
requirements? Q2: Which aspects of resilience are under-represented in digital busi-
ness ecosystems? Q3: Does contribution to achieving the resilience goals depend on
the resilience role? Q4: How can resilience be assessed during the DBE design and
deployment phases?

The ISs developed by companies involved in the case studies are being developed
on the premise that they support and function within a resilient encompassing DBE.
The first question is motivated by the need to validate this premise and to evaluate the
degree of resilience in early stages of system’s development. The second question aims
to identify the underrepresented resilience aspects. This information is used to guide
the modeling process in the case of underspecified model or to suggest required actions
to improve resilience of the DBE. The resilience assessment is performed at various
stages of the model elaboration and the third question explores the completeness of
the resilience assessment at these stages (what do we need to know about the DBE to
assess its resilience). Complementary questions are: a) Are resilience roles present in
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cases? b) Presence of roles contributes to ecosystem resilience, c) Do company’s goals
encompass resilience goals? and d) When do DBEs become non-resilient.

The cases are selected to meet requirements associated with DBEs, namely, hetero-
geneity, symbiosis, coevolution, self-organization. A description on these characteristics
of DBEs serving as requirements is given in Sect. 2.

4.2 Case Descriptions

Winter Road Maintenance (WRM)
This research is carried out as a part of the industry sponsored project on development
of an integrated ERP system for winter road maintenance (WRM). The IT consulting
company provides a specialized ERP system to municipalities in Latvia. The system
consists of various services including financial accounting, assets management, social
welfare services and many other services. In order to expand in the area of data driven
services including sensing technologies, the WRM case was selected as a pilot for
developing modules of the ERP system with advanced data analytical functionality.

WRM is performed at state or regional level. This research initially focuses on the
regional level, where municipalities are tasked with road maintenance and they contract
service providers to maintain the roads. Both parties need to exchange information
to plan, report, control and analyze the WRM operations. These operations strongly
depend on external factors [24] obtaining data about road conditions. A number of
parties including citizens, public transportation and emergency services need up-date
information on road conditions and maintenance work. Thus, the case is characterized
by rich information flows among the actors.

Digital Vaccine (DV)
The digital vaccine case used as an example for this study started as a European Institute
of Innovation and Technology Health (EIT Health) Innovation by Design project [25].
The case is based in Stockholm, Sweden and has also been reported in [7, 8]. The digital
vaccine DBE consists of actors such as digital and physical health service providers,
health product suppliers, the digital vaccine company (Health IntegratorAB,HI), citizens
as individual users, public sector (Stockholm region), and investors. Health Integrator,
as one of the central actors holding the leadership role in the DBE, owns a digital
health platform. The aim is to shift the focus in healthcare from reactive to proactive by
providing tailored services based on personal needs and supporting healthier lifestyle
habits through the digital business ecosystem.Also, a health outcomes-based contracting
model is investigated by HI, Stockholm regional council, and investors.

Covid-19 Testing (CT)
The case is based in Stockholm Sweden as final year thesis project within a recently
established company Noviral [26]. Its business is to market rapid Covid-19 tests to all
actors involved performing Covid-19 testing in Sweden. It also shares the test data with
researchers and Swedish Public Health Authorities to increase the knowledge of Covid-
19 through a digital platform. The objective of the case was to map the DBE actors and
to analyze resilience goals of Noviral.
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4.3 Data Collection and Analysis Procedure

Modeling was performed as a part of university-industry collaboration projects on DBE
development. Joint modeling sessions were organized and researchers were driving the
sessions. The goal and role models were created according to the following steps:

• Initial exploration – the researchers identified ecosystem’s stakeholders and prepared
the guiding questions for modeling session as well as gathered information about
stakeholders, which are not directly involved in the modeling process.

• Interview – the stakeholders giving information individually were interviewed and
their information was structured by the analysts.

• Model development – joint sessionswere organizedwith the stakeholders and goal and
actor models were elaborated including the information gathered in the previous two
steps. The following steps are performed in the design phase: a) ecosystem goals and
generic roles are identified; b) the ecosystem goals are associated with the resilience
goals; c) the generic roles are associated with the resilience roles and d) relationships
among the resilience roles and the ecosystem goals are specified.

• The models are further refined in the deployment phase – specific organizational units
are identified to fulfil the generic roles, business goals specific to the generic roles
and the organizational units are also identified as well as relation among the goals and
roles are updated.

• The initial resilience analysis is performed – several resilience indicators are defined
and are evaluated to determine the structural resilience of the DBE.

• Model validation – the modeling and analysis results are discussed with the
stakeholders to validate the ecosystem resilience assessment.

The enterprise models are analyzed to assess the DBE resilience using the informa-
tion available during the design and deployment phase. Similarly as in [27], the enterprise
model is perceived as a graph, where goals and roles are nodes and relations among them
are represented as edges. Node degree indicators are calculated for specific elements of
themodel to quantify their role in the ecosystemmodel. Paths connecting goals and roles
are identified to characterize indirect relations among them. The design phase resilience
goal support indicator IDrg is calculated for every resilience goal:

IDrg = d+
rgN

−1, rg ∈ RG, (1)

where N = ∑

i∈RG
d+
i and d+

i is in-degree for a resilience goal rg and RG is a set of

all resilience goals. The indicator shows whether the resilience goals are support by the
ecosystem goals and highlights the resilience goals having the largest relative support.
The design phase resilience role fulfilment index IRR = |RR|−1 ∑

i∈RR
d+
i shows whether

the resilience roles are supported by generic roles (i.e., the resilience roles have incoming
edges), where RR is a set of the resilience roles.

The deployment phase resilience goal support indicator ILrg is calculated the same

way as IDrg and incoming edges are originating from both the ecosystem and business
goals. The model is also analyzed to identify relationships among the resilience roles
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and the resilience goals. The indicator represents a count of paths leading from resilience
roles to resilience goals ID(rr,rg) = ∣

∣P(rr,rg)
∣
∣ × |P|−1, where

∣
∣P(rr,rg)

∣
∣ is a set of unique

paths p leading from a resilience role rr to a resilience goal rg via generic roles eg and
ecosystem goals rg

pi = (rr, gr, eg, rg), rr ∈ RR, gr ∈ GR, eg ∈ EG, rg ∈ RG. (2)

The same indicator can be calculated in the deployment phase model and paths all
could lead from a resilience role to a resilience goal via business goals.

5 Results

Winter Road Maintenance
The ecosystem goals were identified jointly by representatives of various stakeholders
involved in the WRM case. These goals cover the whole road maintenance life-cycle
frommonitoring, road clearing, control, feedback and analysis (Fig. 1). They also repre-
sent well-being, cost and environmental concerns. To clear roads goal is associated with
efficiency. To create new services goal contributes to both diversity (new capabilities
are added to the ecosystem) and adaptability (replaceable services are available). The
support for the Cohesion goal was not immediately obvious. To control road mainte-
nance supports cohesion because it enforces compliance with the regulatory require-
ments concerning road maintenance and To provide environment monitoring improves
transparency contributing to involvement of various stakeholders.

Fig. 1. The WRM ecosystem design stage model.

Similarly, the generic roles are identified. The road maintenance platform is devel-
oped by an IT consulting company initiating collaboration in the ecosystem. Thus, the
consulting company services are both Driver and Aggregator. The road maintenance
services are provided by a multitude of road maintenance companies and there is a
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nation-wide road governance company, which sets maintenance requirements and pro-
vides primary infrastructure. The Customer role is fulfilled bymunicipalities contracting
the roadmaintenance companies and using the platform services provided by the IT con-
sultant. The municipality and road maintenance company also provide various services
to the ecosystem. The ecosystem also involves several types of complementors though
they do not have obvious goals.

The Media and Citizen roles are identified without actually involving any stakehold-
ers representing these roles. They were mentioned by municipalities as driving forces
behind improving efficiency and transparency of maintenance activities. The road gov-
ernance company was approached only in separate interviews. Even though they set
road maintenance requirements and provide oversight and mediation. The stakeholders
did not emphasize these aspects and they are not represented in the DBE model. The
company itself focused on the requirements side. There is potentially a large number of
data providers deemed as Complementors. Their involvement was also uncovered indi-
rectly by other stakeholders and they do not appear as conscious members of the DBE.
Ten ecosystem goals and eight generic roles were identified during the design phase. It
is determined that all resilience goals are supported while the Efficiency goal has the
largest support and the Cohesion goal has the lowest support (Fig. 2). All resilience roles
are also supported. The average number of edges per generic role is 1.375 and the Driver
and Aggregator resilience roles are supported by the generic role IT consultant.

Fig. 2. Resilience goal support indicators IDrg and ILrg for the cases considered.

The design model highlighted significant aspects for further exploration. The addi-
tional information was represented in the deployment phase model including adding
specific goals (Fig. 3). The relationships are also established among the elements fol-
lowing the principle that new relationship is added only if it cannot be derived using
existing relationships (e.g., a business goal to resilience goal relation is added if there
was no relation between the resilience goal and an ecosystem goal associated with the
business goal). The Cohesion goal becomes the most important after adding business
goals (Fig. 2). There are 8 direct relationships among the business goals and resilience
goals established in the deployment phase. The radar charts indicated that the initial
ecosystem model was skewed towards efficiency and much of the modeling emphasis
has been diverted to cohesion once the stakeholders have realized importance of the
ecosystem.
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Fig. 3. A fragment of the deployment stage ecosystem model.

The relations among resilience goals and the resilience roles are derived (Table 2).
Most of the roles contribute to the efficiency and diversity goals. The End user is themost
significant contributor while none of the roles alone contributes to all resilience goals.
The Cohesion goal is supported only by four roles and surprisingly the Driver and the
Aggregator are not among them at the design phase. This aspect was elaborated during
the deployment phase. As a result, I(rr,rg) (deploy) shows increasing support for the
Cohesion goals in the ecosystem. The Efficiency goal appears to be the most important
to the stakeholders. The End user role remained the most important contributor at the
deployment stage as well while the importance of the Driver significantly increased as
the business goals were considered.

Table 2. Relations among the resilience goals and the resilience roles in the WRM case.

Resilience
goal

Driver Aggregator Modular
Producer

Complementor Customer End
user

Governor Reputation
guardian

I(rr,rg)
(design)

I(rr,rg)
(deploy)

Cohesion 0 0 1 0 1 1 0 1 0.18 0.26

Efficiency 1 1 1 0 1 1 1 0 0.27 0.35

Diversity 1 1 1 1 0 2 0 1 0.32 0.24

Adaptability 1 1 0 1 0 1 0 1 0.23 0.15

Digital Vaccine
The DBE and business goals for the digital vaccine case were reported in [7] and elab-
orated in this study with stakeholders. The design stage analysis revealed that there is
a linear alignment between the resilience goals cohesion and efficiency and their cor-
responding ecosystem goals, meaning that each of these ecosystem goals exclusively
contributes to a single resilience goal. For the Diversity and Adaptability goals, the con-
tributing ecosystem goals are more overlapping. The Efficiency and Adaptability goals
are each supported by three ecosystem goals, whereas the Diversity and Cohesion goals
are supported by two ecosystem goals (Fig. 4). All resilience roles are supported, with
the Driver, Aggregator and Reputation guardian resilience roles being supported by the
generic role health platform provider.

The deployment phase analysis revealed an emphasis on diversity and adaptability.
The information system developed is a portal and the driver was keen on expanding the
offering a wide range of products and services and the flexibility of them.
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Fig. 4. The Digital Vaccine ecosystem design stage model.

Most of the roles contribute to the efficiency goals (Table 3). The Driver, Aggrega-
tor, and Reputation guardian (played by the digital vaccine company, HI) are the most
significant contributors to all resilience goals in this case. The Diversity aspect was
emphasized during the deployment phase and elaborated with business goals by some
contributing actors, resulting in increased I(rr,rg) (deploy) indicators for this aspect. The
Diversity goal appears to be the most important as suggested by the I(rr,rg) (deploy)
indicators. An observation during the deployment phase is that some of these resilience
goals (and there contributing ecosystem goals) are supported by generic roles without
the actual organizational units being known. This results in a situation where some of
the ecosystem goals are not supported by identifiable business goals.

Table 3. Relations among the resilience goals and the resilience roles in Digital Vaccine.

Resilience
goal

Driver Aggregator Modular
Producer

Complementor Customer End
user

Governor Reputation
guardian

I(rr,rg)
(design)

I(rr,rg)
(deploy)

Cohesion 2 2 0 0 1 0 1 2 0.16 0.14

Efficiency 3 3 1 1 2 0 2 3 0.30 0.27

Diversity 2 2 4 0 0 1 0 2 0.22 0.30

Adaptability 3 3 6 0 0 1 0 3 0.32 0.29

Covid-19 Testing
DBE model of Noviral was elaborated in a top-down approach having the association
between the resilience and the ecosystem goals already in mind during the modeling
session. That resulted in linear relationships among these goals and in quite uniform dis-
tributionof the support for the resilience goals. The further elaboration in the designphase
uncovered additional contributions from the business goals. Particularly, the diversity
aspect was emphasized because delivery of many services and testing products depends
on strong collaboration among the actors in the DBE. The actor model represented the
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organizational units involved in being generic roles in the DBE and how they fulfill the
DBE resilience roles. The actor and goal modeling led to conclude which resilience roles
are responsible for which resilience goals. In this case, the deployment phases analysis
did not change the balance among the resilience goals. Due to lack of space enterprise
models of this case have been omitted, c.f. [26] for details.

6 Lessons Learned and Discussion

The analysis of resilience goals and the resilience roles helps to guideDBEmodeling and
to understand the characteristics of a DBE. A lack of supporting goals for the resilience
goals and roles indicated either weaknesses in DBE ormodel incompleteness. In all three
cases, the resilience goals and roles were supported already at the design stage indicating
that DBEmet structural resilience requirements (Q1). However, the support was uneven,
which increased in the deployment phase revealing implicit preference for one or another
aspect of the DBE resilience. The DBE modeling was unavoidably influenced by the
stakeholders present during the modeling sessions and interviews. Using the resilience
goals and roles for guiding the modeling helped to identify other relevant DBE roles
and participants, which could have been overlooked following a more traditional EM
process of goal and actor discovery and modeling.

The DBEs of WRM and CT focused on efficiency and cohesion while adaptability
and diversity were under-represented. The Digital Vaccine case, in contrast, focused
heavily on diversity (Q2). Concerning resilience roles, the customer, complementor, and
governor were under-represented even if they appear to have a crucial role to achieve
the resilience goals. This can be explained by difficulties to involve stakeholders repre-
senting these roles in the modeling sessions. This group is also the most open group of
stakeholders. The WRM case was analyzed from a more holistic perspective but for the
cases of DV and CT the models were created from the point of view of the DBE drivers.
The drivers, and other roles, should ensure that appropriate processes are established
to involve DBE stakeholders in roles such as complementor, governor, and reputation
guardian. These processes should be in place during the management phase and they
should be adaptive. This would lead to the increasing importance of the Adaptability
goal, which was under-represented suggesting that the DBE is somewhat restricted and
has no clear vision to deal with the open and dynamic nature of DBEs.

Drivers, aggregators, and customers are drawn to the DBE primarily because of
resilience goals (Q3). In doing so, they clearly realize the importance of cohesion. It
would be expected that cohesion is tightly associated with governors and reputation
guardians. However, they were relatively passive members of the DBEs and the latter
were involved mostly indirectly. In the CT case, the governor issued the specifications
for the products and received testing data. The role of customer was significant and well-
elaborated in all three DBEs. In the process of analysis, information about customer and
complementors can be gathered from various sources including public sources as it was
done for the cases of Digital Vaccine and Covid-19 Testing.

Analysis during the design and deployment phase clearly indicated whether all ref-
erence goals and roles concerning resilience are considered in the DBE structure (Q4).
The model-based analysis at the design phase does not allow to measure resilience quan-
titatively. It tests the necessary pre-conditions for resilience though says little about the
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sufficient conditions. However, the evolution of enterprise models starting from design,
deployment, and then tomanagement allows the identification of critical aspects of ensur-
ing resilience. The biggest advantage of the resilience analysis is providing guidance for
EM to pinpoint aspects that need to be discovered and analysed.

The main lessons learned from the modeling process are that DBE drivers are often
unaware of the extent of the DBE and the reference to resilience goals and roles helps
to extend the discussion and to strengthen their understanding. They acknowledged that
one could hardly speak about a DBE if the resilience goals and roles are not considered.

We also observed that there is a significant overlap between the driver and aggregator
roles in DBE. Our cases show some evidence that these roles should be separated. The
complementor role can be implemented by several generic roles and organizational
units. The impact of this role is difficult to assess using structural analysis. However, the
complementors often have played significant roles in successful DBEs.

Modeling of the cases reported here faced the challenge of how to performmodeling
to cover the important aspects of DBE. This was solved by experimentations and dis-
cussions among modelers. In the future this process can be sped up by DBE resilience
modeling patterns. For example, three candidate patterns have been identified in the
cases reported in this paper:

• Pattern 1: there is an ecosystem goal and no corresponding business goal: in this
situation each actor should accept this ecosystem goal to become its business goal;
the business goal itself could be refined to the context of the particular actor.

• Pattern 2: there is an ecosystem goal, and business goals are present: in this situation
the ecosystem goals and business goals are compared, and if there is a conflict, either
a) the actor accepts the ecosystem goal by negotiation, b) the actors upon negotiation
decides on a new ecosystem goal, or c) when the actors cannot agree, the driver helps
to making the final decision about the ecosystem goal that will be then propagated to
the business goals.

• Pattern 3: there are business goals but no a corresponding ecosystem goal: in this
situation, the actor of a relevant business goal for the DBE, or several actors sharing
a same business goal, propose it to be considered on the ecosystem goal level; the
business goal would need to be revisited and generalized.

There are several research limitations. The three cases concern DBEs in early stages
of their development and the results cannot be readily applied to more mature DBEs.
The indicators can only be used in relative terms within a single case because the DBEs
do not have well-defined limits and neither all goals nor organizational units can be
identified in the design phase. The stakeholders were involved in various ways because
participatory modeling sessions involving all stakeholders are not possible in the case
of DBE. It appears that the DBE design was influenced by direct participants more
significantly than by interviewed and indirect stakeholders. Finally, the management
phase concerning live operations of the DBE was not considered because the DBEs are
not fully functional as of now. Cross-examination of the conclusions drawn in the design
and management phases with live observation in the management phase would provide
empirical sources for additional validation.
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7 Conclusions

The current literature suggests that design time evaluation of resilience of DBEs and
their supporting ISs is challenging. Therefore, it was proposed to use structural analysis
of enterprise models to assess the resilience in early stages. The structural resilience
was evaluated with regard to the reference resilience goals and roles identified in DBE
research. Three cases were analyzed to assess the potential and challenges of such an
approach. Analysis of the cases confirms that the resilience goals and roles are essential
to facilitate the discussion on resilience of DBEs. The DBEs analyzed exhibit the pre-
conditions for achieving resilience and the analysis improved stakeholder understanding
of the ways to improve resilience of their DBEs. The analysis also helps in validating the
set of resilience goals and roles since they are readily recognized by the stakeholders.
However, the ecosystemmodel and emerging IS are still shaped by themain stakeholders,
serving as drivers or aggregators and, hence, a combination of various techniques is
needed to improve representation of other roles such as complementors and customers
who have a major impact but are under-represented in design activities.

This paper focused on the goals and roles because they can be readily evaluated
against the generic resilience roles and ecosystem goals. This is just the first step and
the resilience evaluation should also analyze the dynamic features, e.g., by looking at
the process perspective. However, processes are more domain specific and there are few
known reference processes supporting the development of resilient systems. Currently,
the resilience evaluation requires the development of dynamic process models such as
simulation models.

The tool support for continuous elaboration and maintenance as well as conducting
analysis is required. It can be developed by extending suitable meta-modeling platform
and utilization of tools for graph analytics [28, 29].
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Abstract. The new ITIL 4 standard was introduced in 2020. Still, ITIL
standardization highly influences how IT-Service Management (ITSM) is
seen and performed in practice. Hence, this new standard may have a sim-
ilarly high impact. The major focus on StakeholderValue (SV) is a key
element of ITIL 4 for analysing IT-Services. Generally, stakeholder orien-
tation is a current trend in business analysis. Therefore, our itsVALUE
method and modeller provide means to model and analyze value deliv-
ery in IT-Services. In an ITIL 4 context, both can also be used for the
design of services. itsVALUE combines “traditional” approaches to Value
Stream (VS) analysis and service modelling. Further, it adds concepts
and functionalities that meet the requirements of ITSM and ITIL 4.
Still, itsVALUE must be checked in practice regarding its method, nota-
tion and ADOxx modeller. To investigate these issues, this work deeply
describes and discusses a first case study we carried out regardingly. Over-
all, the participants involved perceived the itsVALUE method as suitable
to support value-oriented ITSM. However, there were slight differences
in their perception of the itsVALUE notation. Lastly, they perceived the
itsVALUE ADOxx modeller as a powerful and supportive tool.

Keywords: ITIL 4 · Service modelling · Service value · Value stream
modelling · Stakeholder value · Service blueprinting · IT-Service
Management · Case study · Method evaluation · Notation evaluation ·
ADOxx modeller · Prototype evaluation

1 Introduction

In the past years, services have become the biggest and most dynamic market
component of both industrial and developing countries. Further, they are the
most important goods for generating organizational value; for both the com-
pany itself and their customers. Additionally, almost any current service is sup-
ported by IT components, while IT itself is developing as fast as never before.
Thus, companies can benefit from enhancing their understanding and perfor-
mance in IT-Service Management (ITSM). New techniques (e.g., cloud comput-
ing, machine learning, blockchain, etc.) enabled new opportunities for the value
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
Ē. Nazaruka et al. (Eds.): BIR 2022, LNBIP 462, pp. 69–85, 2022.
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chains and value creation of companies. Hence, IT (especially ITSM) is one of the
most important business drivers companies should carefully consider nowadays
to achieve competitive advantages [1–3].

For ITSM, ITIL v3 is a well-known reference for best practices among practi-
tioners and scientists. It describes processes, roles and Key Performance Indica-
tors (KPIs). But a revision was necessary due to current trends (e.g., increasing
market dynamics, the advent of agile software development and the integration
of products and services). To address these issues, ITIL 4 was released in 2020. It
primarily focuses on enabling companies to respond to new stakeholder demand
quickly and simply. It also states that a company’s purpose is to create value for
its stakeholders. In this regard, everything a company does must serve (directly
or implicitly) the creation of value for their stakeholders. As ITIL itself has a
strong industrial background, it is likely that many companies will adopt the
new ITIL 4 to improve their ITSM capabilities. While ITIL 4 describes these
capabilities and their integration generally, a concrete method or tool-set for
the integration of stakeholder value in service design is not provided. Even if an
enterprise does not intend to implement ITIL 4, considering Stakeholder Value
(SV) in IT-Service Management can improve demand orientation [1–5].

To begin with, we performed a Structured Literature Analysis (SLA) to col-
lect approaches suitable for ITIL 4. With our SLA [6], we found approaches like
IT Self-Service Blueprint (IT S-SB) by Bär et al. [7] or Value Stream Method 4.0
(VSM 4.0) by Hartmann et al. [8,9]. These approaches support modelling and
analysis of IT-Service delivery from a value and stakeholder-oriented perspec-
tive. However, all approaches we discovered are either specialized on a certain use
case (e.g., IT S-SB) or just miss some aspects and requirements of value delivery
modelling that are important in ITIL 4. Further, notations like Value Deliv-
ery Modelling Language (VDML)1 and the Archimate Motivation Extension2

provide necessary modelling concepts in this regard. Unfortunately, no method
support exists in terms of procedures and guidelines for the creation and usage of
such models. As these notations remain on a high abstraction level, their usage
for value-oriented ITSM would imply a further operationalization as well.

To address this gap, we developed “It’s a Value Added Language You
Employ” (itsVALUE). It consists of a method, notation and tool (the itsVALUE
modeller). Further, it serves modelling and analysing value delivery in ITSM. We
build it on proven concepts of service, value and enterprise modelling. In Sect. 2,
we briefly introduce itsVALUE and 1) its method components and its general
process of application, 2) its notation forming the base for our modelling tool
implementation and 3) our ADOxx Modeller. To evaluate these three artefacts,
we carried out a case study deeply described in Sect. 3. In Sect. 4, we introduce
our corresponding results followed by a discussion in Sect. 5. Then, Sect. 6 out-
lines our limitations. Lastly Sect. 7 describes the current development state and
provides an outlook to next steps and foster itsVALUE application.

1 https://www.omg.org/spec/VDML/.
2 https://pubs.opengroup.org/architecture/archimate3-doc/.

https://www.omg.org/spec/VDML/
https://pubs.opengroup.org/architecture/archimate3-doc/
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2 itsVALUE: A Method, Notation and ADOxx Modeller

In this paper, we can describe itsVALUE only very briefly due to limited space.
However, we already published two works [10,11] more deeply addressing it.
Thus, we recommend reading them, if you desire to become more familiar with
itsVALUE itself.

Fig. 1. The itsVALUE Framework.

2.1 The itsVALUE Method

As previously mentioned, itsVALUE combines and amends proven concepts of
Service-, Value, and Enterprise Modelling to support VS analysis for IT-Services
with a special focus on ITIL 4 because of its practical relevance. According to the
ITIL 4 documentation [1–5], “value” is a set of a perceived usefulness, impor-
tance and benefits of something. This goes beyond “traditional” VS analysis
and value modelling, where VS optimization is focused on processing times and
modelling the exchange of economic value. We developed itsVALUE to provide a
sound combination of new ideas and requirements for value-oriented IT-Service
Management based on ITIL 4 and the named “traditional” approaches. Thus,
we took key elements of itsVALUE from VSA 4.0 by Meudt et al. [12,13], VSM
4.0 and VSD 4.0 by Hartmann et al. [8,9] and VSMN by Heger et al. [14] (as
extensions of “traditional” VS modelling considering information processing and
stakeholder perspectives), IT S-SB by Bär et al. [7] (as an approach adding infor-
mation technology to “traditional” Service Blueprints) and 4EM by Sandkuhl
et al. [15] (as a participatory enterprise modelling method that supports the
integration of stakeholders and provides concepts that allow modelling context
influence on value delivery). Our itsVALUE method consists of four compo-
nents describing the steps to model, analyse, and (re-)design VSs of IT-Services.
Figure 1 shows this method framework aligning those components in a process.
Two alternatives are distinguished depending on whether there is already an
existing VS or not. Further, the method should follow an iterative approach to
develop the required insight into the analysed VS. As Geist [16] suggests per-
forming four iterations with stakeholders in a modelling context, we recommend
four iterations for itsVALUE. Besides explicitly covering any value perception
by the stakeholders, itsVALUE also considers the Digitization Rate (DR), Data
Availability (DA) and Data Usage (DU) by Meudt et al. [13] for each process of
a VS.
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2.2 The itsVALUE Notation

As we developed the itsVALUE notation by a combination of existing and scien-
tifically well elaborated notations, it should match the nine design principles by
Moody [17]: 1) perceptual discriminability, 2) visual expressiveness, 3) seman-
tic transparency, 4) dual coding, 5) graphic economy, 6) semiotic clarity, 7)
complexity management, 8) cognitive integration and 9) cognitive fit. For the
itsVALUE meta models, all of its visual representations and detailed descrip-
tions of its specific model types, we recommend to read [11] due to space limita-
tions. itsVALUE consists of three model types: 1) The Value Perception Model
(VPM) allowing to assign any stakeholder its value perceptions and how those
are affected by any component part of a VS, 2) The Stakeholder Value Map
(SVM) to define and consider any relations among several value perceptions by

Fig. 2. An Exemplary Value Perception Model (VPM) for a stakeholder group called
“User”.

Fig. 3. An Exemplary Value Stream Blueprint (VSB) for a fictional service.
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any stakeholder and 3) The Value Stream Blueprint (VSB) to visualize any VS
with all components part of it (e.g., processes, IT resources, IT systems, informa-
tion, waiting times, information and material flows, etc.). Figure 2 and 3 illustrate
an exemplary case. In terms of better readability, this case is fictional and not
originated from the case study later discussed. Very briefly summarized, Values
are green, Processes either red (information related) or blue (material related),
IT-systems pink, IT-Resources orange, Physical Evidences purple and lanes grey
(please see [11] for more details).

2.3 The itsVALUE ADOxx Modeller

In addition to the itsVALUE method and notation, we have developed a modeller
using ADOxx3, as it consists of all required features a meta modelling platform
should provide according to Karagiannis et al. [18]. As a special feature, we
programmed a dynamic modelling environment where any instance of an object
can exist across multiple models while staying updated everywhere in real time.
Additionally, we developed four callable procedures supporting the users in VS
analysis: 1) The “Cumulative Time Calculator” calculating cumulative times of
processes and waiting times between processes inside a VS, 2) “Receive Value
Information” automatically extracting and adding information from VPMs to a
VSB, 3) The “Data Information Calculator calculating the DR, DA and DU of
a process inside a VS and 4) The “Waste Detector” detecting potential spots of
waste inside a VS based on pre-defined patterns.

3 Case Study Design

To evaluate itsVALUE, we carried out a case study (as recommended by Bax-
ter et al. [19] and Zucker [20] for an exploratory setting such as ours) including a
modelling session followed by Guided Interviews (GIs) with the participants. We
divided the interviews into four distinct parts to differentiate between our method
artefacts and how they were perceived. With [10], we previously introduced a frac-
tion of this case study only focusing on the itsVALUE method. However, we have
also investigated the itsVALUE notation and ADOxx modeller. Further, we have
evaluated the execution of our modelling session as well, as this setting may have
affected the participants’ perception on our artefacts somehow. Thus, we now refer
to [10] for the itsVALUE method and focus here just on its notation, ADOxx Mod-
eller and the execution of our modelling sessions. In the following subsections, we
describe our case study setting, relevant related work and how we derived both
our Research Questions (RQs) and Guided Interview Questions (GIQs)

3.1 The Case Study Setting and Modelling Session Execution

We deeply described the content of this section already in [10]. Thus and due to
limited space, we now refer to that paper [10] for an extended description and
3 www.adoxx.org.

http://www.adoxx.org/
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Table 1. Mapping the participants (P) to the groups of stakeholders involved.

Group of Stakeholders P A P B P C P D
∑

User (Employee) Yes Yes Yes Yes 4

Global Service Desk No No No No 0

Team Leader Yes No No No 1

Client Service Team No No Yes No 1

Field Service (external) No No No No 0

Service Manager No Yes No Yes 2

just summarize its most important points. We could encourage four employees
to participate from the company Drägerwerk AG & Co. KGaA, an enterprise
located in Lübeck (Schleswig-Holstein, Germany) whose core business model is
the development and maintenance of technical, medical and safety equipment
all over the world4. We investigated the VS for in-house notebook ordering.
Three participants claimed having modelling experiences in advance. None of
them has any relationship to the author. To provide the participants with a
proper understanding on what itsVALUE is and how it should work, we per-
formed a participatory modelling session in advance lasting 2:30 h. Therefore,
we roughly followed the framework of itsVALUE (see Fig. 1). However, we had
to do it remotely via Microsoft Teams due to the COVID-19 pandemic. Further,
ADOxx does not support multiple users in parallel. Thus, we had to split the
tasks assigned. Whereas the participants just discussed and shared their input,
a host was guiding the discussion and progress of the modelling session. Addi-
tionally, that host was modelling the participants’ input. In real time, the host’s
screen was shared for the entire duration of the modelling session. Due to lim-
itations, we could only perform a single iteration of itsVALUE on an already
existing and rather small VS. Thus, we requested the participants to provide
some preparations in advance (What do they value? What not? Etc.). Based on
their input, we prepared first drafts of all regarding VPMs and a corresponding
SVM. Further, we had also prepared a first draft of a VSB we derived from an
already existing model for the VS. Six different stakeholder groups should have
been involved: 1) the user/employee requiring a new notebook, 2) the global
service desk assisting the user, 3) the team leader approving any orders, 4) the
client service team responsible for the procurement and delivery, 5) the external
field service executing the delivery and 6) the service managers responsible for
this VS. All of our four participants could embody the stakeholder group of the
user, whereas the stakeholder group of the external field service was not repre-
sented at all. In addition, no participant was working at the global service desk.
But, one participant was a team leader, another one part of the client service
team and two of them were service managers (see Table 1).

4 www.draeger.com.

http://www.draeger.com/
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3.2 Related Work in Artefact Evaluation

To begin with, Prat et al. [21] introduced a taxonomy of evaluation criteria for
information systems artefacts in design-oriented research. In this taxonomy, our
strategy regarding fits into almost any dimension and evaluation criteria, as we
intended a scope as wide as possible for our initial evaluation on itsVALUE. How-
ever, the “generality” evaluation criteria and the entire dimension of “evolution”
are not covered at all.

Next, Bork and Roelens [22] introduced a technique for evaluating and
improving the semantic transparency of modelling notations. They suggest to
split this evaluation process into two phases (evaluating the initial notation and
revision) including gathering participant’s feedback on the intuitiveness of the
notation. Although we did not follow this process, we also asked our participants
on the visual elements’ intuitiveness.

Further, Buchmann and Karagiannis [23] carried out an evaluation for an
ADOxx-based tool as well. Their method aimed at supporting the definition and
elicitation of requirements for mobile apps. For their evaluation, they primarily
focused on understandability, which we also covered during our study alongside
with a perceived usefulness. For both, we asked our participants during the GIs
regardingly.

Lastly, Petrusel and Mendling [24] present BPMN-based comprehension eval-
uation techniques. They used eye-tracking to predict if a model was compre-
hended or not.

3.3 Methodology and Research Questions

According to Döring and Bortz [25], GIs can provide promising information
for unexplored and unpredictable outcomes. Thus, we primarily assessed our
information and results from GIs. Further, we followed their guidelines to execute
them properly: 1) performing a contextual preparation by determining a) the
topic, b) the RQs, c) the target group (i.e., the participants and the interviewers)
and d) the interview technique (e.g., structured, unstructured, group, single,
etc.); 2) defining the GIQs and 3) practicing the GI in advance. The participants’
perceptions on the participatory modelling session carried out in advance were
explored and addressed during our GIs. Based on the participants’ impressions,
we investigated if 1) the method fulfils its purpose (see [10]), 2) the notation has
a good quality, 3) the ADOxx modeller is a good instance and 4) the modelling
session was executed properly.

RQ 2: Does the notation comply with the principles of Moody [17]?
RQ 2.1: Does it provide a good perceptual discriminability?
RQ 2.2: Does it provide a good visual expressiveness?
RQ 2.3: Does it provide a good semantic transparency?
RQ 2.4: Does it provide a good dual coding?
RQ 2.5: Does it provide a good graphic economy?
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To evaluate our itsVALUE notation, we derived our RQs from the nine design
principles for good notations by Moody [17]. We paraphrased those principles
into actual questions. However, the semiotic clarity and cognitive fit are not
reasonably evaluable with our case study, as we investigated just a single case
instead of multiple ones. Just a single target group cannot provide evidence
regarding a suitable notation for many different target groups. Additionally, the
complexity management and cognitive integration cannot be reasonably evalu-
ated either, as the participants did not model at all by their own. They just
delivered the input and discussed, whereas a host was modelling in parallel. As
the participants did not model by their own, they probably could not add any
valuable perception on whether the techniques for managing complexity inside
and connections across the models are well designed or not. Consequently, we
have not considered those four design principles by Moody [17].

RQ 3: Is the ADOxx modeller a good instance of itsVALUE?
RQ 3.1: Does ADOxx generally appeal as a fundamental platform?
RQ 3.2: Are our own procedures supportive and desired?

RQ 3.2.1: Calculating the cumulative times in a VSB?
RQ 3.2.2: Receiving the additional SV information for a VSB?
RQ 3.2.3: Calculating the DR, DA and DU for a process?
RQ 3.2.4: Detecting waste in a VSB following some patterns?

RQ 3.3: Is there an intention to use itsVALUE?
RQ 3.3.1: Are the participants confident of using it on their own?
RQ 3.3.2: Can they imagine working with it in the future?
RQ 3.3.3: Would they use it independently from ADOxx?

As our modeller depends on ADOxx as a fundamental platform, we asked, if
ADOxx is perceived as an appealing fundamental platform to model VSs and
SV using itsVALUE. Further, we asked if our own procedures are perceived as
valuable contributions to the modelling. Generally, the perceived ease of use
cannot be evaluated, as the participants did not work with itsVALUE or the
ADOxx modeller itself. Still, we wanted to check on the perceived usefulness and
intention to use by the participants. Lastly, the participants’ answers are also
highly limited to the participatory modelling session we performed. Therefore,
we also questioned the our approach with the following RQs.

RQ 4: Was the modelling session generally executed well?
RQ 4.1: Was following an entire iteration in a single session appropriate?
RQ 4.2: Was the separation of work appropriate?
RQ 4.3: Was the remote execution appropriately performed?
RQ 4.4: Was the preparation for the modelling session appropriate?

3.4 The Guided Interviews (GIs)

As Zucker [20] recommends to design GIQs roughly following the previously
defined RQs, we defined our GIQs accordingly. Still, we changed the order of
the GIQs compared to the order of the corresponding RQs. Table 2 provides an
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overview on the order of the GIQs and shows how its blocks are mapped to
the corresponding blocks of RQs. Thereby, we aimed at achieving a smoother
introduction and farewell for the GIs by placing better suiting questions to those
spots recommended by Döring and Bortz [25]. Consequently, we started all GIs
with asking how the participants generally perceived the execution of the mod-
elling session. Afterwards, we slightly dived into itsVALUE by asking how the
participants generally perceived the notation. Then, we asked the participants
on the itsVALUE method (see [10]). Lastly, we ended the GIs by asking the
participants how they perceived the ADOxx modeller and their intention to use.
Generally, we followed the guidance by Döring and Bortz [25] for defining the
GIQs. For instance, we avoided expert vocabulary as much as possible when
rephrasing our RQs into GIQs to increase the participants’ understanding on
the concepts we were asking and investigating. Moreover, we also phrased our
GIQs as neutral as possible to avoid any framing. To enhance the quality of
the participants’ answers, we showed them their created models in the ADOxx
modeller during the GIs. For the evaluation, we did a deductively structured
analysis in the sense of Mayring et al. [26] and considered memory logs (includ-
ing direct quotes) we created after carefully re-watching recordings of the GIs.
As we phrased our RQs to be answered with agreement or disagreement, we just
defined three categories for those RQs: Agreement, Disagreement and Neutral.
For the RQs questioning how the participants perceive the different model types
of itsVALUE, we defined the following categories: Positively, Negatively and
Neutral. For instance, if a participant showed a positive response in his wording
connected to an aspect covered by our RQs, we assigned a “+” to the regarding
spot (see later Tables 3, 4 and 5 in Sect. 4). Vice versa, we did for negative and
neutral responses. We just stuck to such a small range of grading, as we wanted
to eliminate any bias in different grading levels as much as possible. Any GI was
done individually and lasted 20 to 30 min.

Table 2. Mapping the RQs and GIQs by blocks.

GIQ 1 2 3 4

RQ 4 2 1 3

3.5 The Pre-test

In advance to the modelling session, we conducted a pre-test followed by a GI.
Therefore, we used the exact same environment as in the actual case study. As
everything performed well during this pre-test, we stuck to our plan for the real
case study. Further, we also tested the GIs with one of the participants from
the modelling session pre-test. We encountered difficulties with the interviewer
using some expert vocabulary of itsVALUE when asking the GIQs. We concluded
that paraphrasing such terms would increase the understandability of the GIs.
Thus, we slightly adapted our GIs and conducted a second pre-test with a person
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completely unrelated to any technical topics to check the understandability of
our GIs. To provide the new interviewed person with the capability to answer
the GIQs properly, we held an introductory presentation on itsVALUE lasting
30 min in advance by explicitly demonstrating our ADOxx Modeller. This new
person felt comfortable with answering any GIQ and did not struggle with any
vocabulary.

4 Evaluation Results

In the following subsections, we present our results we derived from our GIs as
described in Sect. 3.4. We start with the itsVALUE notation, followed by the
ADOxx Modeller and end with the execution of our modelling session.

4.1 Results on the itsVALUE Notation

Table 3 shows how the participants’ answers from the GIs correspond to the RQs
of block 2. These results reveal a big difference between the perceptions of the
participants already familiar with modelling (A, B and D) and the one that is
not (C). A, B and D perceived the notation as generally good, the visual dif-
ferences as easy to perceive and liked the wide range of different visualizations.
However, B and C stated that the colours of some objects may look too similar
(e.g., information-related processes and IT-Systems). Further, A perceived that
the relations are harder to differentiate than objects. Moreover, A, B and D
perceived the notation across all models as intuitive. They liked especially the
colours for the RF, CPL, SS and HS, as they remind of traffic lights which sup-
ports understanding the meaning those KPIs embody. Although A states that
the VSB is very well structured, C perceives it and the SVM as hard to under-
stand at all. Generally, C also perceived the range of different visualizations
as too complex. However, C enjoyed the VPM (especially its graphic economy)
and agreed with all other participants that the amount of text is well balanced

Table 3. Results derived from the GIs on the notation of itsVALUE.

RQ P A P B P C P D
∑

+
∑

n
∑ −

2.1 + + n + 3 1 0

2.2 + + − + 3 0 1

2.3 + + − + 3 0 1

2.4 + + + + 4 0 0

2.5 + + − + 3 0 1

Key: “P” = Participant; “+” = Agreement ∨
Positively;
“n” = Neutral; “−” = Disagreement ∨ Nega-
tively
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and not too much or too less across all models. Further, all participants per-
ceive the VSB as overwhelmingly (at least in the beginning). However, A, B
and D perceive it as okay, manageable and even required, whereas C disagrees
on that. Moreover, C disliked the amount of objects inside the SVM. To con-
clude, there are differences in the perception of the notation for the different
model types, although we designed it combined. Thus, we considered the overall
participants’ perception for Table 3. To conclude, for three out of four partici-
pants, the itsVALUE notation seems to comply with (at least) five principles by
Moody [17].

4.2 Results on the itsVALUE ADOxx Modeller

Table 4 shows how the answers of the participants from the GIs correspond to
the RQs of block 3. It reveals that all participants perceive the ADOxx mod-
eller as supportive. However, A questioned its mechanics for designing a new
VS (e.g., missing recommendation functionalities). Further, A dislikes ADOxx
as a fundamental platform, as A questioned its potential integration to already
common systems. Oppositely, B, C and D perceive ADOxx as well and useful.
However, B limits his impressions due to having no experiences with using it on
their own. Further, all participants perceived all procedures as useful and sup-
portive. For the “Cumulative Time Calculator”, they underline its importance
and usefulness e for decreasing time consumption in a VS on the fly. For the
“Receive Value Information”, they state that it enriches the VS further with
very supportive and useful information. Additionally, they perceive the “Data
Information Calculator” as good and useful. However, A desires an extended
calculation for the entire VS instead of just single processes, whereas B limits

Table 4. Results derived from the GIs on the ADOxx modeller.

RQ P A P B P C P D
∑

+
∑

n
∑ −

3.1 − n + + 2 1 1

3.2 + + + + 4 0 0

3.2.1 + + + + 4 0 0

3.2.2 + + + + 4 0 0

3.2.3 + n + + 3 1 0

3.2.4 + + + + 4 0 0

3.3 + + + + 4 0 0

3.3.1 − − − − 0 0 4

3.3.2 + + + + 4 0 0

3.3.3 + + + + 4 0 0

Key: “P” = Participant; “+” = Agreement ∨
Positively;
“n” = Neutral; “−” = Disagreement ∨ Nega-
tively



80 H. D. Richter

Table 5. Results derived from the GIs on the execution of the modelling session.

RQ P A P B P C P D
∑

+
∑

n
∑ −

4.1 + n + n 2 2 0

4.2 + + + + 4 0 0

4.3 + + + + 4 0 0

4.4 n + n + 2 2 0

Key: “P” = Participant; “+” = Agreement ∨
Positively;
“n” = Neutral; “−” = Disagreement ∨ Nega-
tively

his answer due to not feeling capable of properly evaluating it. Lastly, all partic-
ipants perceive the “Waste Detector” as outstandingly supportive. Generally, C
desires some kind of additional “Cost Calculator” that can visualize cost savings
as a result of dealing with waste. Generally, all participants perceived itsVALUE
as very suitable for future applications (for both designing new and improving
existing VSs). Whereas D can imagine introducing and using it instantly in the
company, A makes it dependent on the maintenance itsVALUE may receive in
the future. Although no participant feels capable of using itsVALUE on their
own, they all can imagine and even desire a workshop to achieve that. Further,
they all want to work with itsVALUE again. B can even imagine of becoming a
modelling host guiding a similar modelling session. Lastly, all participants would
also use itsVALUE independently from ADOxx, as long as there was an alterna-
tive. Without using a software (e.g., using a plastic wall and coloured pieces of
paper), B only perceives the VPM and SVM as applicable. According to B, the
VSB requires a software tool especially due to the calculated times. To conclude,
all four participants seem to perceive the ADOxx modeller as a good instance
of itsVALUE.

4.3 Results on Our Modelling Session Execution

Table 5 shows how the participants’ answers from the GIs correspond to the RQs
of block 4. It shows a satisfaction by the participants with the execution of and
guidance through the modelling session. Although A demanded a more strict exe-
cution of the procedure without jumping between different types of tasks, B stated
that this was not a problem at all due to the good guidance. Further, A stated that
the moderation dived in too deep into some mechanics of the ADOxx modeller at
some points. A and C perceived the duration of 2:30 h for this session and an entire
iteration as perfect, whereas B and D consider it as too short but still okay due to
the good preparations in advance. Generally, D perceived the objective as “tangi-
ble”. Moreover, the separation of tasks and remote execution via Microsoft Teams
was positively perceived by all participants. As they all have already known each
other, they all perceived their collaboration as good and productive. B considers a
similar approach even as reasonable for potential further applications. Moreover,
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all participants can imagine that a similar procedure could also (or even better)
work in present. Further, B and D perceived the preparations for the modelling
session as well (the introduction to the topic) or even “impressing” (the prepared
models to achieve a smoother start). To conclude, all participants perceived the
execution of the modelling session as good.

5 Discussion

We wanted to check if the participants (dis-)like something because of a) how
it actually is or b) just the way we designed the modelling session (i.e., the
contextual condition). As they often mentioned that something was still good
due to the detailed guidance and explanations, we believe that the modelling
session was well executed. Thus, the expressiveness of the answers given may
also have a good quality.

However, the participants’ perceptions are limited as none of them has used
or even known about ADOxx before. Thus, they cannot provide that expressive
input to answer if ADOxx is an appealing fundamental platform or not. Still,
they all encountered the software of ADOxx and our modeller extensively just
from an observational point of view. Thus, their perceptions may still be valuable.
We believe that the ADOxx modeller (as an instance of itsVALUE) had an
impact on how the participants perceived the method and notation, as it directly
implements what itsVALUE is all about. For instance, they were impressed by
the possibility ADOxx offers through our procedures and dynamic scripts we
implemented to support the users. As all participants have an intention to use
itsVALUE and especially the ADOxx modeller, we believe it is a good instance
for evaluating itsVALUE the method and notation.

With regard to the answers given by participant C, we believe that the
itsVALUE notation (especially for the VSB) had a negative influence on how
C perceived the method of itsVALUE for understanding and defining VSs. As
C perceived the notation for the VSB as too complex and incomprehensible,
C concluded that understanding and defining a CVS is hard to achieve using
itsVALUE overall. Oppositely, this was not the case for the other three partici-
pants. In contrast to C, they all claim to be familiar with modelling. Thus, the
itsVALUE notation (especially for the VSB) may only suit those already familiar
with similarly modelling techniques (e.g., BPMN, 4EM, etc.). Further, the qual-
ity of the itsVALUE notation seems to differ for its different model types. As the
VSB contains much more different concepts than the VPM or SVM, especially
its complexity management and cognitive fit are probably harder to handle and
to accomplish. We believe, that the notation for the VSB even underperforms
compared to both the VPM and SVM. Unfortunately, we have not explicitly
asked for the perceived differences of the notations for all three model types due
to time limitations.

Considering our previous results from [10] on the itsVALUE method (indi-
cating that the method matches its hypothesis in supporting understanding and
enhancing VSs for all participants), the itsVALUE notation and ADOxx mod-
eller seem to fit their overall requirements. Following the AMME methodology
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by Buchmann and Karagiannis [27,28] (an iterative process for method engineer-
ing), we defined new modelling requirements specifically scoped at enhancing the
VSB. Our results revealed that the VSB easily tends to become too “full” (i.e., it
may contain too many different objects). This may decrease the overview on the
actual flow of a VS. In turn, enhancing and especially understanding VSs may
suffer. To address this issue, some kind of Process Specification Model (PSM)
could be introduced sourcing out many objects. Following this idea, any process
part of a VS would receive its own PSM. Similarly to the VPM, the process itself
would embody the core of that model. Any other object the process somehow
interacts or interfaces with would be placed around that process and linked to
it. Such information visually stored inside the PSMs could be transferred to the
VSB (like the VPMs). There, it would be stored inside internal annotation tables
of the processes (accessible via double click in ADOxx). This would make the
VSB leaner, as it would just present the actual flow between all processes, and
no information would be lost due to our dynamic script.

6 Limitations

Our case study and in turn evaluation on itsVALUE are limited in several
aspects. Firstly, we have just investigated one single case. Consequently, a gen-
eralization from that particular single case to several other different ones is not
reasonably possible according to Zucker [20] and Gerring [29]. To reasonably
draw a generalization, many additional case studies must be performed in sev-
eral scenarios. Further, we have just gathered findings for itsVALUE on the per-
ceived efficacy and intention to use, whereas information on the actual efficacy
and usage still remain unknown. This must be also investigated in future work.
Moreover, we have just investigated one of two possible paths of the itsVALUE
method and performed just one single iteration that even did not cover all stake-
holders and spots of the investigated VS. In consequence, our findings just deliver
a first implication and do not provide any reasonable evidence, especially for the
suitability of itsVALUE for designing an entirely new service and VS. In addition,
the notation was not explicitly investigated for each model type of itsVALUE
separately. However, their quality seems to differ according to the answers of the
participants. Thus, their statements regarding the notations for each model type
are mainly limited to their general overall perception. In future work, each model
type should be investigated separately regarding its notation quality. Addition-
ally, as the participants did not actually use the ADOxx modeller by their own,
their perception and thus our results on it are also limited. Moreover, the avail-
able time for both the modelling session and the GIs was limited and in turn
short. As some participants suggested that more time would be required to cover
all stakeholders and aspects of a VS (which we actually did not achieve), this
should be carefully considered in future work (especially when performing sev-
eral iterations of itsVALUE). Further, we have not considered the desirability
bias during the GIs where participants may have the intention to not insult the
interviewer, especially in face-to-face communication. But as we did everything
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via Microsoft Teams, this may have mediated the influence of the desirability
bias. Lastly, we want to mention that we could just encourage four people to
participate and in turn to deliver input. This limits the expressiveness of our
results. To conclude, we understand our findings just as an initial direction that
seems to promising to follow.

7 Conclusion and Outlook

itsVALUE in combination with the ADOxx modeller supports comprehensive
modelling and analysis of IT-Service related to VSs. Based on its consideration
of ITIL 4 concepts, it may support practitioners in adopting that standard. Our
first case study revealed a great relevance of the itsVALUE models and analy-
sis results for value-oriented IT-Service modelling according to the participants
involved. Further, they showed interest in future use of the itsVALUE method
and ADOxx modeller. Moreover, they perceived all three itsVALUE model types
as good and supportive (with the exception of one participant perceiving the VSB
as too complex and incomprehensible). Considering the answers of all partici-
pants, this may reveal that the itsVALUE notation suits experienced modellers
better than inexperienced. Additionally, they perceived the ADOxx modeller as
powerful and beneficial. Lastly, all participants were satisfied with the way we
executed the participatory modelling session.

Considering the limitations of the discussed case study, further evaluations
and iterations of method engineering are required as suggested by Buchmann
and Karagiannis [27,28]. For instance, the introduction of a PSM could enhance
the itsVALUE method, notation and ADOxx modeller. However, future work
must explore if such changes are desired and even beneficial. Firstly, such a
PSM should be carefully developed conceptually. In turn, its influence on the
itsVALUE method framework must also be explored and lastly be added to the
ADOxx modeller. Moreover, future work should also keep in mind the questions
by Lewin et al. [30]: 1) Which design principles should be developed?, 2) How
does a waste free industry 4.0 actually looks like? and 3) Which systems or
logic actually add value?. So far, we have just designed a method and notation
We implemented both with a corresponding ADOxx modeller. These artefacts
enable applicants explicitly considering SV when designing or improving VSs
from a more generic point of view. Hence, the nature of “waste” and “value”
should also be investigated.

Future evaluations will help to better adjust and refine the approach for
practitioners. Having the modeller freely available at OMiLAB5 assures access
for and involvement of potential users. An important next step will be improving
complexity handling to make itsVALUE suit complex scenarios better. Further,
developing method guidelines fitting the needs of practitioners still remains a
task to accomplish.

5 www.omilab.org/activities/omilab-book-series/volume2/details/?id=42.

www.omilab.org/activities/omilab-book-series/volume2/details/?id=42
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7908, pp. 224–239. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-
642-38709-8 15
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Abstract. The BPMN 2.0 for modeling collaborative business processes is
already a decade old, and it has gained considerable attention from researchers
and practitioners with respect to its benefits and drawbacks. The impossibility of
modeling data flows properly (input and output data combinations of activities
shown only as comments and data associations used instead of data flows) as well
as problems with reflecting activities which are executed by several actors, are
among the often-mentioned limitations of the BPMN 2.0. Some business process
modeling languages and tools that existed before the BPMN, however, did provide
solutions to the above-mentioned limitations. It might be beneficial to consider
these solutions in the development of the next versions or dedicated extensions of
the BPMN.

Keywords: Business process modeling · BPMN · IDEF0 · IBM WebSphere ·
GRAPES BPM

1 Introduction

This empirical paper concerns data flow and actor modeling in business process mod-
els. Representation of data flows in business process models helps us to see how data
created by one activity is used in other activities and to ensure that all data necessary for
producing the output of an activity is available as inputs(s) of this activity. Activities of
a business process can be performed either by human or artificial actors (e.g., software,
robots, etc.). The availability of actors, in the model, gives an opportunity to automat-
ically rearrange the activities so that the division between the activities performed by
different actors can be analyzed and assessed. These aspects are especially important
when business processes are used as the basis for requirements derivation for information
technology solutions [1].While the most popular notation of business process modeling,
BPMN 2.0, gives only visual means for data and actor representation and for relating
activities to actors [2], there are a number of approaches that have been proposed for
more comprehensive data modeling, for instance, [3]; also there are several business
process modeling tools capable of relating business activities to data models and actors;
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for instance, tools from ADO [4] and from No Magic [5] families. The fact that the
tools have these capabilities proves pragmatically that it is necessary to handle data and
actors as “first class citizens” in the business process model rather than just having the
possibility of representing them in the model. However, the way of handling data and
actors varies between the tools. In most cases, data handling is limited just to pointing to
the data objects as inputs and outputs of specific activities, neglecting the visualization
of the data flow. Regarding actors, usually they can be addressed by relating them to
organizational models via swimlanes, or they can be represented next to the activities.

The research approach taken in this paper is “learning from the past”. Some of the
issues that are not sufficiently addressed inmodern notations and tools were comfortably
solved in older business process modeling approaches. In this paper we will reflect on
these solutions from the past with the purpose of seeing whether it would be possible to
incorporate them in today’s notations and tools.

The paper is organized as follows. The related work regarding the “retro” approaches
is discussed in Sect. 2. The approach embracing some retro features for data flow and
actor modeling in BPMN-like notation is proposed in Sect. 3. The proposed approach is
evaluated in Sect. 4. Brief conclusions are presented in Sect. 5.

2 “Retro” Approaches Considered

In order to learn from past experiences, the modeling approaches were chosen based
on two criteria (1) these had to be modeling languages (notations, tools) that existed
before BPMN and (2) the languages (notations, tools) had to have the means for data
flow modeling and actor representation. Three approaches have been chosen: IDEF0
that belongs to the IDEF modeling language group and has been used for modeling
technological processes, IBM WebSphere approach, and GRAPES BPM 4.0, which is
the language that grew out of the formerly most popular language EPC (event process
chains) [6]. The descriptions of IDEF0 [7],WebSphere approach [8] and GRAPES BPM
4.0 [9] are freely available.

2.1 Data Flows and Actors in IDEF0

The IDEF0 diagram is a well-known and well-specified process representation language
with a strict specification [7]. It used to be the one of the dominant notations in business
process modeling up to the end of the previous century; afterwards giving the floor to
languages with less strict rules on activity sequence representation. The IDEF0 diagram
allows the representation of both the data flows and the actors. It distinguishes between
data flows and control flows by the location of the point linking a flow to an activity.
Examples of IDEF0 diagrams used for business process modeling are available in [10].
One of the main drawbacks of this notation is its very dense network of relationships
(linkages) of data and control flows that makes it difficult to comprehend the processes if
they are represented by the non-artificial number of activities [11]. It is important that the
IDEF0 diagrams can show an arbitrary number of actors for each activity. The actors can
be shown with arrows going bottom up to the activities. This form of representation fits
well with the original diagram layout of IDEF0 but becomes cluttered for other layouts.
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2.2 Data Flows and Actors in IBMWebSphere Business Modeler

Regarding data flows and actors, IBM WebSphere is considered as a tool. An example
of data flow and actor representation in IBM WebSphere Business Modeler 6.0.1 is
available in [12]. The data flow is represented in-line with the control flow; and it
can be attached to the branching (triggering) elements. The actors can be attached to
the process model by relating them to the activities. The actors can be represented
beneath the activities, for instance. A specific, and important for this paper, feature of
the WebSphere tool is its capability to reconstruct the business process model according
to specific attributes (either actors or other business items). This feature enables multi-
perspective [13] or multi-dimensional [1] business process analysis that is essential for
seeing business process compliance with different context factors or attributes. Thus,
once actors are related to activities, the tool can generate lanes wherein the actors’
activities are represented. This capability to reorganize process representation according
to chosen business items is very rare in business process modeling tools; however, it
provides an opportunity to view the process from different perspectives and therefore is
very useful.

2.3 Data Flows and Actors in GRAPES BPM and GRADE Tool

The GRAPES BPM language and the GRADE tool, which supported it, currently seems
to be out of use as only a few traces of them are seen on the Web [9]. However, this
language used to be well regarded by practitioners and was taught at several universities.
GRAPES BPM showed data flows in-line with control flows allowing them to be related
to triggering elements. It is important that, in this language, the triggering element was
located inside the activity box thus not occupying an extra space. The triggering condition
was reflected in the form of a logical expression, thus enabling complex variants of flow
combinations for the triggering to take place. A branching mechanism was located
outside the activity box. An individual actor or a group of actors could be assigned to
each activity. Similar, to WebSphere, a swimlane representation of a process could be
generated by having a separate lane for each unique actor and each unique combination
of actors assigned to activities. All activities without actors were allocated to a separate
lane signaling that there is nobody assigned to the work to be done.

2.4 Comparing the “Retro” Approaches to BPMN 2.0

Business process modeling languages and notations have been compared by several
researchers using different criteria. For instance, in [14], BPMN 2.0 is compared to three
notations for manufacturing processes: IDEF3, PSL, and VSM. One of the comparison
criteria used is “information flows”. The authors admit that, to show these flows, IDEF3
needs IDEF0 and IDEF1 diagrams, PSL needs extensions, VSM can show the flows
explicitly without their internal structure, and BPMN 2.0 can show the flows explicitly,
relying on extensions for internal structure. Here we should clarify that there are two
ways in which the information (data) flow can be shown in a BPMN model – as a
message flow between pools or as data objects associated with activities inside a pool.
The authors of [14], obviously, refer to message flows in their work.
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In [15], BPMN is compared toEPC,UMLactivity diagrams, RAD, and IDEFby such
criteria as expressiveness, readability, usability, user friendliness, formality, versatility,
tools support, flexibility, concision, ease of learning, possibility to induce innovation,
possibility to evolve, and applicability for collaborative work. These criteria are derived
from seven other comparisons of business process modeling languages that are referred
to in [15]. The criteria in [15] do not directly address the data flows and actors, however,
they will be used in this paper when evaluating the proposed approach. In [16], 12
approaches are compared based on Bunge, Wand, and Weber’s information systems
ontology. This comparison also does not directly address data flows and actors.

From the perspective of this paper, the “retro” approaches are compared to BPMN
2.0 in Table 1.

Table 1. Comparison of “retro” approaches and BPMN 2.0.

IDEF0 IBM
WebSphere
BM

GRAPES BPM BPMN 2.0

Representation
of data flow

Can be represented
directly, as a flow
also showing
outputs/inputs

Can be
represented
by relating
business items
to activities

Can be represented
directly via the
links

As message flows
(directly); and as
data objects
associated to
activities

Data and
triggering
conditions

Not explicitly
shown (only as the
shape of a data
flow).
Distinguishes from
control flows by
placement position

Data flows
can be related
to triggering
representation
elements. The
triggering
elements are
represented
outside the
activity boxes

Data flows can be
related to
triggering elements,
triggering elements
are inside the
activity box
represented as
logical expressions

Data is not related
to triggering
elements which
are situated
outside the activity
elements. Data
combinations can
be explained as
comments only,
distinguishes data
from control flow

Representation
of actors

At the bottom of
the diagram with
bottom-up arrows.
Arbitrary number
of Actors per
activity can be
represented

Possible to
represent
below the
activity box

Actors can be
represented inside
the activity box

Only as swimlanes

Swimlane
view
generation for
actors

Not applicable Possible Possible for each
unique actor or
group of actors

Not applicable
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The following criteria are used for comparison: representation of data flow, data and
triggering conditions, representation of actors, and swimlane view generation for actors.
IDEF0, IBM WebSphere Business Modeler (BM), and GRAPES BPM (and GRADE
tool) are compared.

When looking at the differences between BPMN 2.0 and other approaches we can
see several proven possible ways of overcoming deficiencies in modeling of data flows
and actors. These possibilities are as follows:

• Possibility to reflect data flows directly
• Possibility to have triggers for data flows
• Possibility to reflect actors together with the activities
• Possibility to automatically generate swimlane views if actors are assigned.

In the next section these possibilities will be illustrated graphically. The “retro”
features further discussed in Sect. 3 are highlighted in italic in Table 1.

3 Embracing “Retro” Features

To illustrate the possibilities of data and actormodeling discussed in the previous section,
a small fragment of a business process model made in BPMN by a business process
modeling course student will be used. This fragment, reflected in Fig. 1, has some
features which are not supported by BPMN 2.0 but are available in ADONIS [4], the
business process modeling tool which was used for creating this fragment.

These additional features are a possibility to show RACI (responsible, accountable,
consulted, informed) matrix elements below the activity and relating inputs and outputs
to the model (the arrows attached to the right upper corner of activity boxes). The input
and output allocation feature of the tool is out of the scope of this paper. The fragment
shows four activities and three associated data objects.

The information available inFig. 1 is further reflected in theFig. 2,which is built using
“retro” features discussed in the previous section and reflects the proposed approach for
business process modeling.

In Fig. 2, the actors are included in the activity box as it is done in GRAPES BPM
and GRADE tool. Only the actors with role “responsible” (R) are shown in Fig. 2. In this
way it is possible to see the actor of the elements regardless of pools and lanes. Another
benefit is that it is also possible to allocate several actors to one activity, and even to
do it using logical expressions (not shown in Fig. 2) as it was possible in the GRAPES
BPM language. Data flows are used instead of associations to data objects, saving space
and making the diagram less cluttered. Data triggering conditions are introduced. In this
way there is no need to have two parallel representations (one for inputs and outputs,
another for data objects) as was the case in Fig. 1. The proposal is to keep the data and
sequence flows separate, which would differ from the “retro” methods. Nevertheless,
the triggering conditions for data flows are available and are organized similarly as in
GRAPES BPM, i.e., inside the activity box. To have an easy and clear description of
triggering logic, the data flow identifiers are introduced and these provide automatically
assigned labels that are used in logical triggering expressions.
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Fig. 1. Example: the fragment from the student’s created business processmodel in BPMN (using
the business process modeling tool ADONIS [4]).

Fig. 2. Enhanced BPMN2.0 model fragment (partly created with Bee-Up tool [17]).

The information reflected in Fig. 2 is sufficient for automatically generating the view
that is similar to the one shown in Fig. 1. While the representation in Fig. 2 is richer
information-wise (the data triggering conditions are available), it occupies less space and
is less cluttered. In modeling tools, it also could be possible to easily switch between



92 M. Kirikova

sequence flows only, sequence flow and data flow representations (as in Fig. 2), and
sequence flow and data object representations as currently in BPMN 2.0 (Fig. 1).

One more capability of “retro” tools that brings benefits in business process analysis
is the possibility of generating swimlane views from the swimlane-freemodels.While the
IBMWebSphere business processmodeling tool allows suchgeneration for any attributes
(business items) assigned to activities, the GRADE tool supporting the GRAPES BPM
language provides this functionality only for actors. The view that could be generated
from information available in Fig. 2 is shown in Fig. 3. Here the three actors (roles)
Constructor, Surveyor, and Manager, shown in Fig. 2, are represented as the lanes in the
pool. The sequence of activities in Fig. 3 is the same as in Fig. 2, however, the outlook
differs, which helps us to see the process from a different perspective. Figure 2 provides
functional perspective and Fig. 3 is oriented on actors [1, 13].

Fig. 3. Generated swimlane view (constructed with Bee-Up tool [17]).

The view in Fig. 3 is shown with “switched off” information flows, whereas it could
alternatively be representedwith them.Another thing that is not shown in Fig. 3 is the line
with several actors. For instance, if therewere a task performedbyManager&Constructor
in Fig. 2, the line Manager&Constructor and the respective activity would appear in
Fig. 3. The idea for swimlanes with several performers is borrowed from [9]. Such a
form of representation is comfortable if there are few activities thatmust be performed by
several actors (the problemnot solved inBPMN2.0).Agroupof performers is considered
as a new unique performer and receives its own lane during model transformation from
the form of representation illustrated in Fig. 2 to the form illustrated in Fig. 3.

The proposed approach allows for the relating of elements of a business process
model to other models representing the context of the business process, such as orga-
nizational structure and data or document models. Discussion on the necessity of such
relationships has been published in several scientific papers (for instance, [3, 18, 19]);
and means for reflecting these relationships have been implemented in some enterprise
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and business process modeling tools, e.g., ADONIS [4]. However, an extended discus-
sion on reflecting a business process model in its context is beyond the scope of this
paper.

4 Evaluation of the Proposed Approach

The approach proposed in the previous section is evaluated using criteria from [15],
namely, we discuss expressiveness, readability, usability, user friendliness, formality,
universality, tools support, flexibility, concision, ease of learning, possibility to induce
innovation, possibility to evolve, and applicability for collaborativework of the proposed
approach. Logical argumentation is used as a means for evaluation. This is a preliminary
evaluation, because the practical implementation of the tool is necessary in order to
obtain evidence from practice about the applicability of the approach.

The approach is more expressive than the native BPMN 2.0, because it reflects more
information (data flow, data triggering conditions, actors). The approach canbe positively
evaluated, also, from the point of view of readability, because (1) additional informa-
tion and (2) the possibility of switching between different views can make it easier for
people to understand and interpret the model. Both of the above-mentioned features
also contribute to usability as they help with the handling of complexity in modeling.
These features might also contribute to user friendliness, however user friendliness is a
rather subjective criterion, because evaluation regarding pleasantness and intuitiveness
that characterize it depends on the former experiences of users and may vary between
different user groups. The proposed approach contributes to formality by clear definition
of data flows and their triggering conditions. The proposed approach cannot be evaluated
on universality, as it is not yet in use. Regarding tool support, it may be said that the capa-
bilities of former and current enterprise modeling and business process modeling tools
allow for tools support for the proposed approach. The approach greatly contributes to
flexibility because it can be used in different scenarios and represent distinct features. The
approach helps with concision as it can show various facets of a business process with
a smaller set of elements (data flows instead of data objects and two association links).
Ease of learning of the approach cannot yet be evaluated as it depends on previous expe-
riences of learners and experiments are needed to prove the ease of learning. Hopefully,
the approach will serve as an innovation inducer because it embraces some features
from the business process modeling approaches used in the previous century, which
might foster the arising of a new wave in business process modeling approaches, and
tools that are more capable of data and information flow representation. The approach is
evolutionary, because it gives an opportunity to work on optimal representations when
generating swimlane views and for the representation of triggering conditions. There
are no specific benefits of this approach for collaborative work, however, neither does
it have any disadvantages regarding this evaluation criterion.

Thus, the preliminary evaluation of the proposed approach shows that it might be
useful in business process modeling and solve some of the problems faced with BPMN
2.0 regarding data flow and business process actor modeling.
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5 Conclusions

This paper provides a retrospective view on business process modeling languages, nota-
tions, and tools and proposes that some “retro” features be integrated with BPMN 2.0.
The proposed approach gives an opportunity to model data or information flows (also
with triggering conditions) and actors. It also allows for generating swimlane views from
the models, with separate swimlanes, not only for specific actors, but also for groups
of actors; thus, solving the problem (common in current swimlane representations)
regarding the representation of activities that refer to several swimlanes.

The approach in this paper is described solely from the business process model per-
spective and does not include discussion on relating data flows to data and document
models, or relating actors to organizational models. Neither it discusses the relation-
ships between data flows and entity life cycles. These discussions are purposely left
out of the scope of this paper which focuses purely on data flows and actors inside the
business process model. Further research is intended regarding distinguishing between
data, information, and knowledge flows in business process models [20] and relation-
ships between business process models and information demand analysis in information
logistics [21].
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Abstract. Process modeling is used to understand a business process
and to document requirements, but is mostly formalized and limited
to modeling experts. This can be a problem when designing interactive
systems that incorporate AI elements, since the design can fail to take
into account tacit knowledge and context-specific requirements of people
that execute the process. While recent discourse has highlighted this
gap and called for an exploration into light-weight, grassroots modeling
techniques that can be used to model everyday work, it is still unclear
how these can be harnessed to design information systems that support
work. The aim of this paper is to showcase how a triangulated approach
combining three different perspectives - grassroots modeling, theoretical
grounding, and first person media, can be used to collaboratively model
an informal work activity and design an AI-enabled system to instruct
novices to perform that activity. Our experience confirms the assertion
that, when provided with the necessary scaffolding, experts without any
formal modeling experience can be supported to model their specific,
local activities and, in doing so, contribute valuable knowledge to the
design of information systems.

Keywords: Grassroots modeling · Worker assistant · Worker
assistance system · Activity theory · Event storming · Artificial
intelligence · Information systems

1 Introduction

Enterprise Modelling (EM) and Business Process Modelling (BPM) are well-
established methods to model professional and technical processes. However,
these approaches are limited in several ways. For one, in focusing on the process
from a business stakeholder perspective, they ignore local practices or methods
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which may also be understood via modeling [28]. Two, the practice of formal
modeling is often limited to a few people in the organization who are well-versed
with digital modeling tools and methodologies [27].

These drawbacks have crucial consequences when it comes to the eliciting
software requirements for technological solutions which incorporate artificial
intelligence (AI) elements to support everyday activities in an organization. The
design of AI based systems comes with numerous challenges in requirements
elicitation and design [33]. It is well known in Software Engineering that the
success of any system lies in capturing the domain activity as viewed by experts
in the domain, as well as the potential user’s context [12]. While the users of such
systems may be domain experts, it is highly unlikely that they are also profes-
sional modelers, which means that designers face the difficulty of comprehending
where and how experts see the potential for AI support, and, in which way to
best implement this support. To solve this problem, techniques are needed that
bring together diverse domain experts and system designers in an informal, col-
laborative setting with the common aim of modeling the business activity and
facilitating knowledge exchange.

As a response to this challenge, in the past few years, several informal,
grassroots approaches to process and domain modeling have been proposed,
for instance the work-system-modeling method [3] in the Information Systems
domain, and other collaborative domain-driven methods such as event storming
or domain storytelling [13,19] in the Software Development domain [6,12,32].
However, the potential of these techniques to model everyday work activities
and in order to develop systems incorporating AI has not yet been explored.

In this paper, we report on how we leveraged a modified form of event storm-
ing to support grassroots modeling in the process of designing an assistant for
supporting workers in the food processing domain. We enhanced the modeling
approach with theoretical grounding and recorded audio/video materials to bet-
ter understand the expert’s domain, train our AI models and finalize the system
design. We discuss our experiences and weigh on the benefits and limitations of
our approach.

2 Related Work

2.1 AI and Its Role in Future Workplaces

AI continues to gain widespread acceptance in organizations and the industrial
sector, where it is seen integral to the business strategy [30]. Although the def-
inition of AI continues to evolve, at this point in time, most systems in organi-
zations are deploying AI solutions which are focused on a specific, narrow task.
This entails the deployment of learned models which are trained on a specific
data set chosen to represent the problem domain. Given the fact that AI is
still developed and maintained by humans, the generated models reflect human
decisions and biases [4].
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Owing to several technological and sociodemographic challenges, the appli-
cations of AI in the industrial sector are many, both in a substituting and com-
plementing role [2]. In the latter sense, solutions range from decision-making
support [9] to task support in the form of intelligent worker assistants [11].
Findings show that AI solutions can be both beneficial [5,24] or detrimental to
work [15]. Which of these outcomes are achieved depends on how the AI solutions
are designed, deployed, and maintained.

Hence, when it comes to design, the development of such systems is far from
trivial [33]. AI developers and domain experts may come from different domains
which makes communication difficult [25]. Moreover, AI models are seldom fully
accurate, and may in fact never be complete, depending on the context of the
problem. There will be rough edges which require that the interaction with the
system is adjusted to reflect these limitations. As [34] states, “it is the developers’
understanding, not the domain experts’ understanding, that gets released to
production”. Therefore, if the domain experts and developers share the same
mental model (a mental representation of a process, its working, the relationships
between its components, and an understanding of the possible range of actions
and their consequences on the process), several negative consequences, ranging
from missed expectations and acceptance issues can be potentially detected and
resolved during the development phase.

Therefore, collaboratively understanding the domain expert’s activity and
developing a shared mental model is important – firstly, to understand the
domain activity (since two domain experts from different domains may have
a divergent view of the same activity), secondly, to negotiate expectations and
the possible impact of an AI feature on potential users, and thirdly, to design
the user-system interaction around the limitations of the AI solution.

2.2 Approaches to Modeling and Comprehending Informal
Practices

Business process models can be used to capture recurring structures and
sequences in a business process via data and control flows. These formal pro-
cesses or workflows can be used to prescribe the what, how, and who of work.
However, the final execution of activities by humans always takes place in a
particular work context. In many instances, humans perform activities based
on their own skills, experiences and knowledge, processes which do not follow a
pre-defined business logic, and can be labeled as ‘informal’, since they consist
of informal practices (e.g. best practices, instructions and training) [23]. It may
not be possible to capture these using formal modeling tools for several reasons,
among them, the unclear structure of the activity, high time (and therefore,
cost) investments, the variability of the activity itself, and high rigor require-
ments of formal models [31]. While notations such as Case Management Model
and Notation (CMMN), have been proposed as an option to capture unstruc-
tured activities in the domain of knowledge work, they are designed to be used
by modeling experts rather than end users [18].
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When developing IT systems for non-IT experts, developers encounter two
major issues - first, their own understanding of the problem domain is limited,
and second, when designing systems that are to support users in their everyday
activities which also include an informal component, relying on formal process
models can lack the necessary detail to understand user requirements in context,
and in several cases, can lead to translation issues [34]. For this reason among
others, in the past few years there has been a call for:

1. Finding collaborative, lightweight methods that enable grassroots model-
ing [29].

2. Finding/establishing design theories that can form the basis for understand-
ing and modeling both the activity domain and designed artifacts.

Hence, the focus lies on finding ways to collaboratively understand the
experts’ domain and elicit their knowledge using simplified techniques, thereby
creating a shared mental model of the problem domain. We briefly summarize
some well-established approaches from three different perspectives - theoretical
grounding, first-person viewpoint, and domain modeling.

From a theoretical standpoint, activity theory [17] provides a framework to
understand the enactment and modeling of informal processes. Based on an estab-
lished social theory of work, activity theory considers the activity as its basic unit
of analysis, consisting of three main entities: the subject (the one performing the
activity as an agent), the object (at which the subject directs his/her actions, and
which also crystallizes the outcomes of the activity) and the tool (which mediates
the actions of the subject). In any work context, the subject and the tool both
represent ‘internalized’ forms of knowledge. Over time, the subject gains experi-
ence and learns best practices, while the tool embodies this knowledge in terms of
its design and successive improvements [17]. Activity theory has previously been
used to model and design information systems [8,14,20].

In addition, a process can also be seen in terms of events, defined as “some-
thing that happens during the course of a process”, a notation well-established
in business process modeling. According to event segmentation theory, humans
intuitively segment events in order to perceive a continuous stream of activity,
and this segmentation also scaffolds memory and learning [35]. Events are dis-
tinguished hierarchically in terms of fine- or coarse-grained events, with coarse
events corresponding to change in objects’ features, and fine-grained events relat-
ing to actions performed on those objects. These insights, along with the theo-
retical framework of activity theory, can be used to understand activities in the
following manner: Coarse-grained events will refer to the object of the activity,
that is, changes in object’s states, whereas fine-grained events will apply to the
use of the tool including the subject’s actions. Viewed this way, while an event
signals a change, using activity theory, we can trace this event back to what
changes, and how.

On a related note, the use of recorded media to understand user needs has a
long tradition in design methodologies such as user-centered design [7]. However,
in the past few years, widespread availability of wearable audio and video record-
ing technologies have made it easier to capture and understand human activities
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from a first-person point of view [16]. While recorded media has previously been
used to automatically recognize human activity or to instruct users [22], its
potential role in modeling has not been explored.

Finally, from a practical modeling perspective aimed at system development,
domain driven design (DDD) is a model-driven approach that attempts to cap-
ture the domain activity along with its concepts and relationships by prioritizing
the discovery of business events (or domain events) which signal a transforma-
tion of data rather than focusing on the data structures [34]. DDD requires that
domain experts and developers collaboratively create a model of the domain
activity based on a shared ubiquitous language. One of the approaches to dis-
cover events in a DDD context is the workshop format event storming [6]. In it,
the domain experts and software developers (in a group of 4–8 participants) are
invited to write domain events on sticky notes which are posted on a wall. The
formal event storming method prescribes a color coded grammar representing
different entities in a domain: event, system, command, policy, read model and
actors. Nonetheless, this structure is not enforced rigorously, rather, the aim
behind event storming is to reduce barriers and encourage conversations instead
of aiming for premeditated precision [6]. The workshop begins with identifying
core events in an activity domain, placing them on a timeline, and ends with
clarifying the role of entities in triggering, reacting to, or consuming events in the
entire process. Once domain-level event storming concludes, the same method
can also be applied at a design-level to design a software solution.

Fig. 1. Summary of our overall approach.

The combination of these three approaches (modeling, theory, and recorded
media), can be viewed as a triangulation, summarized in Fig. 1. Since they view
the same process from different perspectives, they can, in theory, complement
each other by filling in the gaps created by using each method in isolation.
However, in the context of modeling, the use of this triangulated approach has
rarely been explored. In the next section, we describe how we combined and used
the three perspectives to model an industrial activity with the aim of developing
a worker assistant.
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3 Industrial Use Case

3.1 Problem Description

A high degree of digitization and automation notwithstanding, several tasks
in the industrial domain are still performed by human workers. Some of these
tasks, particularly in domains such as carpentry, food-processing, construction
and so on, are considered as skilled, or semi-skilled tasks, since they involve a
considerable amount of dexterity and maneuverability backed by training and on-
the-job experience. In the European region, many such professions are confronted
with a shortage of workers and apprentices due to sociodemographic trends.
One way to fill this gap is to technologically assist unskilled workers to learn
how take on skilled tasks. Such systems, termed as worker assistant systems or
worker assistants, combine various sensing, analysis and interaction techniques
(including AI and mixed/augmented reality), to track activities in order to guide,
inform, and teach workers on-the-job. The field of intelligent assistants is not
new [11], however, in the past few years, investigating the feasibility of such
assistants in various industrial domains has gathered much research interest [21].

Our particular problem here concerns the food-processing sector, that is,
meat processing. The activity here involves separating a pork shoulder into vari-
ous cuts of meat, and is usually performed by an expert with at least 3–6 years of
training in the domain. Our task here was to design an AI-enabled assistant that
can guide a novice worker to perform the same activity. From the perspective of
worker assistant design, the domain is of interest because no existing examples
of assistants in this domain can be found. In the next sections, we describe how
we gathered domain knowledge, modeled the domain activity and designed the
assistant.

3.2 Approach

Figure 2 illustrates our design process. The overall process consisted of two
phases. We carried out the modeling activities in the first phase to gather domain
knowledge. In the second phase, we focused on modeling the system.

Fig. 2. Design process followed in the project.
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Context Analysis. In the first step (termed context analysis), we consulted a
domain expert (with 6 years of training in the domain) to understand how the
activity is carried out generally in terms of regulations and constraints (both
physical and environmental) influencing the activity. From a formal process per-
spective, the activity is standardized, and described as follows:

1. Either leave the pork knuckle as a whole or prepare it for further processing
by removing the forearm bone

2. Cut the joint between the scapula (shoulder-blade) and humerus (leg) bones,
pre-cut the bones on both sides

3. Pull the shoulder blade with periosteum from the scapula bone
4. Expose the joint on the scapula, pull the bones cleanly, completely remove

the cartilage

It is apparent that the description above is relatively brief. Cutting, deboning,
and filleting is a manual process performed using a stainless steel knife. The
entire sequence entails a prior understanding of pig anatomy, the sequence of
steps, and various methods of cutting. The steps can be performed out-of-step
if needed. Unlike manufactured parts that are produced to be exactly identical,
animal parts have natural variations. The cutting process must take these into
account.

Event Storming (Domain-Level). In order to deepen our understanding of
the activity, we invited the expert to an event storming workshop. The expert had
no prior knowledge of process modeling or digital modeling tools. Deviating from
the typical, ‘business oriented’ focus of event-storming workshops, we instead
requested the expert to write down the ‘events’, or ‘things that happen’ during
this activity on sticky notes and place them in a temporal sequence. The activity
sequence as explained by the expert is shown in Fig. 3. In addition to posting the
events, the expert also insisted on adding additional information to those events
(marked in Fig. 3 with ‘i’). These can be categorized into three classes - visual
descriptions of the state of the pork shoulder to determine the ‘correctness’

Fig. 3. Understanding the activity in an event storming session with the domain expert.
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of each step, decisions to be taken (based on the state of the pork shoulder),
and tips relating to the quality of work being performed. Doing event storming
collaboratively also opened up opportunities for discussions with the expert, e.g.
which events could be possibly captured by an AI detection model. The process
model obtained here listed the sequence of domain events, but did not contain
any information about the actions that lead from one event to the next.

Data Capture. To understand the activity dynamics, we conducted a demon-
stration study with the expert to capture data (Fig. 4). The purpose of doing so
was threefold: first, to deepen our own comprehension of the activity. Second,
to gather data for segmentation, classification and training of the AI models,
and third, to discover features or actions the expert may have neglected to
mention due to their tacit nature. We used three different sensors: a forehead
mounted GoPro camera (used to capture the overall process flow from a first-
person perspective), a gaze tracker (to detect the points on the pork shoulder
that the expert focused on while carrying out the activity), and a smartwatch
with an in-built accelerometer (to record hand movements). The expert per-
formed the activity ten times, generating about 30 min of video footage and
associated accelerometer data.

Fig. 4. Snippets from the data capture study. The three photos (from left to right)
also show the three different ways in which the expert uses the knife.

Theoretical Grounding and Step Ontology. After gathering the data, we
combined the insights from the event storming session and theoretical grounding
to create a step model (Fig. 5) which combines the principles of activity theory
and event segmentation theory with the description of steps as explained by
the expert. Hence, the boundaries between main events posted by the expert in
the event storming session ought to correspond to coarse changes in features of
the object (pork shoulder), and the finer events ought to correspond to actions
(hand movements and knife grips) to be found in the videos and sensor data. A
particular sequence of hand movements and grip can be subordinated to each
step, or sub-step, which are representative of the state of a particular step.
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Fig. 5. Step-model based on theoretical grounding and domain knowledge.

Creation of AI Models. To train AI models which could follow user activ-
ity, we classified the visual data into coarse events, and used them to train an
object classifier (YoloV3 [26]). We chose features corresponding to the events
mentioned by the expert. In step 1, meat covering the inner part of the shoulder
is first removed, followed by separating the leg. In step 2, the skin on the reverse
side is removed. During steps 3 and 4, the expert cuts through the meat covering
and surrounding the humerus (foreleg) bone, exposing it and the joint connect-
ing it to the scapula (shoulder) bone. The joint is cut and the scapula is then
separated from the underlying meat, followed by the humerus bone. From an
event segmentation perspective, while we were able to recognize several events
corresponding to parts of the shoulder that are removed, the AI classifier could
identify four unique features - the leg that is separated in step 1, the skin removed
in step 2, and the two bones that are removed in steps 3 and 4. All other parts of
the pork shoulder are not classified correctly since they are fairly homogeneous
in their texture.

Next, regarding fine events corresponding to sub-steps, during the event
storming session the expert drew attention to the different ways in which the
knife is to be held, but found them hard to communicate in a written format.
Hence, we looked for uniquely determinable hand movements or ways of hold-
ing the knife in both the visual and sensor data. We found three distinct knife
movements (cutting, carving, and slicing sideways) and three different knife grips
(forward grip, reverse grip, and forward thumb support grip). To detect these
hand grips and movements we trained a model (using TensorFlow [1]) which
runs separately on an android smartphone connected to the smartwatch.

The complete process of data classification and training is explained else-
where [10]. Our initial aim was to train the AI models to autonomously apply
the event boundary model as envisioned in Fig. 6 to support continuous activity
tracking. However, the limitations encountered here meant that the user would
have to indicate to the system the step being executed.
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Fig. 6. Creation of AI models.

At this point, we had: (1) a model of the activity according to the expert (2)
additional data in the form of multimedia that can be collated with the expert’s
explanations, instructions and tips, and (3) AI models which could be used to
track some features of the user’s activity.

Event Storming (Design-Level). As a final modeling step, we organized a
second event storming workshop to design the new process of working together
with the assistant, this time involving only the developers. Again, the inten-
tion behind the workshop was to foster problem-solving discussions and discover
additional domain entities or aggregates (a group of entities) including the ones
already known, using the shared mental model and video data gathered earlier.

The workshop was held in three sessions in the same format as earlier, using
the event storming notation. The developers started with posting events that
would be triggered directly by the user, and indirectly by AI models. This is a
deviation from the usual event storming flow, since in it, an entity (an aggregate
or an external system) usually responds to a command triggered by the user or
a policy. In our case, we treated the AI models as ‘autonomous’ since they are
tracking the user’s activity. Both the event storming models were transferred to
a digital format using an online diagramming tool (LucidChart).

System Design. After the session ended, we demarcated the domain aggre-
gates and their associated events. Two aggregates were derived directly from
the user’s activity - the pork shoulder and the user’s hand. In addition, a ‘step
store’ aggregate was added as the repository responsible for supplying the basic
instructions/hints provided by the expert, multimedia resources and reference
object/hand/tool features. A ‘performance record’ entity was added to store the
user’s performance data during each step (e.g. the deviation of the user’s hand
movements and knife grip from the expert’s). The two AI models developed ear-
lier were included as systems (hand gesture model and the shoulder/object detec-
tion model). Policies can be triggered as either corrective measures to inform the
user, or as general system level decisions to start or stop the detection models.
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Fig. 7. Event-driven architecture of the prototypical assistant.

The final, event driven system design for the assistant is shown in Fig. 7.
The four final aggregates and the two AI models can receive commands from
the user, and in changing the nature of the aggregates, issue events which can
either be directly routed to the User Interface (UI), or invoke specific policies
which then, in turn, issue commands to the aggregates. This model serves as the
final design artifact before beginning with the process of prototyping. Based on
our context analysis, for the presented use case, we decided to use a projection
based system in which the UI is projected onto the worktable. A depth camera
captures both color and depth information. The color data is fed to the object
detection model as well as the hand recognition model, whereas the depth data
is used to enable interactivity with the projected UI.

4 Discussion

In our article, we have demonstrated how ‘grassroots model creation’ can be
used to elicit expert knowledge and guide the design of an artifact (an assistant)
that supports existing work. By taking a more hands-on approach and excluding
the use of prior notations and digital tools, the initiation of the modeling process
was greatly accelerated. As an example, in our case the expert had no knowledge
of event storming as such, but was able to quickly put events and associated
information on paper. While this confirms the existing view that ‘people do
modeling without even noticing it’ [29], it also shows that people may require
some scaffolding to structure the process. Techniques such as event storming [6]
or domain story telling [13] can provide valuable starting points and be adapted
to a particular context with relaxations or deviations.

In addition, using additional data in the form of photos and videos proved to
be an extremely helpful resource in understanding the expert’s work and model-
ing it. In fact, the videos revealed additional actions that the expert performed
but did not mention during our event storming session, most likely because these
were tacit in nature. Although these techniques have been mostly limited to user
experience design (e.g. in the form of field observation), with reduction in size
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and costs of video/audio recording technology, the barrier to using these tech-
niques has been greatly reduced. While not mentioned in previous discussions
on grassroots modeling, our work adds this new dimension of using first-person
records to enrich modeling, and demonstrates the importance of these additional
resources.

Further, by basing our modeling activity in activity theory and event seg-
mentation theory, we have also shown how these two could enhance grassroots
modeling. More specifically, our example touches on the sociological aspect of
‘studying practices’. The use of activity theory is already well-established in the
fields of Human-Computer Interaction (HCI) or Computer Support Coopera-
tive Work (CSCW), the use of event-segmentation theory not so much. In our
case, the theoretical perspective lends a formal basis for defining and identify-
ing activity entities and events, leading to a shared vocabulary as envisioned in
DDD.

As Fig. 1 summarizes, our approach is a form of a triangulation. No one per-
spective provides us with the complete picture, hence it is helpful to combine
different approaches. Event storming as a method of scaffolded grassroots model-
ing explicates expert knowledge, but may hide tacit knowledge. Here the record
of expert activity captured from a first-person perspective fills in the gaps. In
addition, there is no fixed starting point to this approach - one could begin with
either of the three perspectives and gradually enrich one’s knowledge by bringing
in other aspects.

Finally, our contribution shows how the role of AI in work can be better clar-
ified in a collaborative manner with an existing model of the workflow and asso-
ciated work entities. More importantly, our approach shifts the goal of using AI
from a purely business perspective to a more worker-centric vantage point. Col-
laboratively modeling AI solutions exposes their bottlenecks to both the devel-
opers and domain experts and benefits both. For domain experts, it allows them
to choose which aspects of their work can be supported autonomously and which
be kept manual. For developers, it generates insights on how to best integrate
these solutions into an interactive system.

5 Limitations and Future Work

This work also has its limitations. For one, the use of a non-digital format means
that there is no easy way to directly translate the event model into an existing
digital workflow. We think this is due to the underlying motivation behind event
storming, to quickly move from an understanding of the business domain to
software design. We converted the results of the event storming model into a
digital format using an online tool (LucidChart). In any case, the work of creating
a step ontology and software design is still left to the developers.

One could also argue that the scope of modeling in this work is rather narrow,
and focuses on only a particular activity. However, as Figs. 5 and 6 show, the
resulting step model and approach is generic in nature. By grounding our work
in existing theory, we are of the opinion that the step model can be extended to



108 H. Dhiman et al.

several activities and domains, both as a support for modeling and as an initial
artifact serving as a starting template for the development process. As for our
approach to creating AI models, event segmentation theory has already spurred
efforts in automated event boundary detection to separate a continuous activity
into chunks, and hence steps. It would be interesting to explore the use of such
automated techniques in modeling.

From the perspective of AI, we only focused on the limited data set gathered
for this particular use case. Creating a robust AI model requires training and
classifying a large amount of data, and one way in which this could be achieved
is by empowering domain experts to refine and fine-tuning the models later.
Doing so would require additional collaboration with domain experts and design
of human-centric approaches.

6 Conclusion

The vision of grassroots modeling has emphasized the role of people in the mod-
eling process. However, in several industrial domains, work activities are rarely
modeled, although they rely on well-established norms and conventions gathered
via experience. Eliciting these perceptions and motivations is necessary when
designing systems intended to support people at work. In our paper, we have
investigated one such approach to grassroots modeling by using event storming
as a light-weight, informal modeling technique to design a prototypical AI-based
worker assistant in the food-processing sector. In our use-case, event storming
provided the starting point to understand work, and we enriched this activity
model with additional media (e.g. videos). We relied on activity theory and
event segmentation theory to extract features for both classifying and training
our AI models and to design an event driven architecture. We hope that our
work provides opportunities for further research and discussion.
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Abstract. Data analysis is becoming increasingly important to pursue organiza-
tional goals, especially in the context of Industry 4.0, where a wide variety of data
is available. Here numerous challenges arise, especially when using unstructured
data. However, this subject has not been focused by research so far. This research
paper addresses this gap, which is interesting for science and practice as well. In a
study three major challenges of using unstructured data has been identified: ana-
lytical know-how, data issues, variety. Additionally, measures how to improve the
analysis of unstructured data in the industry 4.0 context are described. Therefore,
the paper provides empirical insights about challenges and potential measures
when analyzing unstructured data. The findings are presented in a framework,
too. Hence, next steps of the research project and future research points become
apparent.

Keywords: Unstructured data · Industry 4.0 · Data analytics · Information
systems · Data science

1 Introduction

The importance of data as a strategic asset becomes increasingly dominant from day to
day [1]. However, not all data is equal. On closer inspection, it can be seen that up to
90% of the collected data today is unstructured data like textual, audio or video data [2].
Experts assume that this data also contains an abundance of valuable information that
can be made available with the help of analytics and used for data-driven optimization
of processes, especially in industry [3]. This sounds simple at first, but companies must
first overcome a number of hurdles to access this value. One point is, that the analysis of
unstructured data is quite difficult for companies because of a missing defined structure
coming up with no related underlying conventional data models [2]. It is therefore not
surprising that only a minority of companies are currently able to analyze unstructured
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data and reap the associated benefits [2, 3]. However, the utility and value of analyzing
unstructured data remains undisputed and can be illustrated by many application areas.
For instance, in termsof predictivemaintenance [32]. Images canbeused to detect defects
or critical wear at individual points on the production line. In this way downtimes can
be prevented, or setup times can be scheduled. Here, the value of analyzing unstructured
data becomes very clear, as not all wear can be quantified.

A context, which is particularly affected by the potentials and challenges of data
analytics and business intelligence is industry 4.0 [4]. The term industry 4.0 embraces
several concepts. Here, the definition of Lasi et al. [5] defining industry 4.0 embracing
the concepts smart factory, cyber-physical systems and self-organization is used. Fur-
thermore, industry 4.0 introduces new systems in distribution and procurement and in the
development of new products and services [5]. Analytics and business intelligence are of
increasing importance for industry 4.0 [4]. On the technical level the integration of indus-
try 4.0 and Big Data is increasingly discussed [6, 7]. Manufacturing enterprises already
started to use unstructured data for analyses in the area of Industry 4.0 and information
systems research is investigating these challenges (e.g., in [8, 9]). However, a literature
review (Sect. 2) following the recommendations of Webster and Watson [10] shows that
there is sparse research on the challenges of the usage of unstructured data for industry
4.0 applications. For instance, only a few authors identified the usage of unstructured
data in Industry 4.0 (e.g., [13, 33, 34]) but without deep empirical evidence (Sect. 2).
Therefore, this paper as part of a collaborative research project addresses the research
question: “What are the challenges of the usage of unstructured data for industry 4.0
related analytics?”.

The paper starts in the following section with insights into the research background,
which are derived from a comprehensive systematic literature review. Then our study
is presented by describing the method, the data collection and data analysis. This is
followed by a presentation of the research findings. The developed initial framework for
the collaborative research project is shown and the results of the study contributing to
answer the research question on a first step are described. Finally, the paper ends with a
conclusion and discussion section, where also future research steps are provided.

2 Related Research and Research Background

Aiming to investigate the research question’s subject a systematic literature review
according to the guidelines proposed by Webster & Watson [10] was conducted. In
a first step, a literature search was performed. Therefore, initially terms such as “un-
structured data”, “industry 4.0”, “analytics” were insert into major research database
platforms (e.g., AISeL, SpringerLink, ScienceDirect, IEEE Xplore) and a search was
conducted. Afterwards, they were additionally complemented by synonyms such as
“smart manufacturing” or “big data”. This procedure revealed about 30 sources. Within
the framework of selection, the focus was set on reputational journals as well as lead-
ing conferences. For this reason, the quality of the research and the importance of the
findings can be assumed. Each paper was reviewed carefully, and the attention was espe-
cially paid on the abstract, the methodology, the provided results as well as the derived
implications. Hence, the findings of different studies assumed to contribute to the raised
research question are presented comprehensively in the following. The literature review
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revealed that only few researchers identified the importance of data and in particular
unstructured data in their studies.

Tao and colleagues [33] discussed in their study the concept of data-driven smart
manufacturing. They created a phase model in which structured and unstructured data
is used for different purposes. Starting point is the smart design phase that uses data to
support market analysis and demand analysis. Especially, unstructured data created by
customers’ reviews etc. plays an important role. In the next phase, production planning
and process optimization, primarily structured data is used for. The following phase,
material distribution and tracking, uses unstructured data for, tracking material, super-
vising material supply and detecting quality deficiencies. In sum, authors provided the
insight that unstructured data also helps duringmanufacturing and process monitoring to
track the progress of manufacturing and to detect interruptions. Production quality con-
trol intensively uses unstructured data e.g., images to determine the quality of production
output. Smart equipment maintenance uses images, videos and audio files created from
devices in operation to predict faults and optimize energy consumption.

The use of unstructured data for deep learning in smart manufacturing is in the focus
of the research of Wang and colleagues [34]. First, they identify sources of unstructured
data in smart manufacturing such as objects, equipment, product, people and the envi-
ronment. Then they describe the use of unstructured data for descriptive, diagnostic, pre-
dictive and prescriptive purposes and derive different recommendations. They propose
the use of unstructured data for capturing products’ condition, environment and opera-
tion to understand what happened (descriptive analytics). For diagnostic purposes, that
means to understand why something happened, the authors suggest using unstructured
data to examine the causes of reduced product performance or detect failure. Beside the
investigation of using unstructured data in the backward-looking perspective, they also
examined the future-oriented perspective. Here, authors provided insights how unstruc-
tured data can help to identify and detect up-coming incidents (predictive analytics) by
determining product quality and patterns that signal impending events. In addition, they
highlight the use of unstructured data to determine what actions to use when improving
outcomes or identifying approaches to address problems (prescriptive analytics).

Investigating the importance of unstructured data, Arnold and colleagues [13] iden-
tified and proclaimed its relevance as architectural feature of IIoT (Industrial Internet of
things) platforms. As part of a taxonomy of IIoT platforms’ architectural features, they
associated unstructured data with possible use cases in descriptive, real-time, predictive
and prescriptive analytics. The authors also describe the data flow within the architec-
ture. Unstructured data flows into the applications layer where APIs are provided. The
unstructured data are collected via the network layer from the infrastructure layer.

Numerous other authors investigated selected aspects data analytics within Big Data,
industry 4.0 and related concepts in this fields. Here, the following studies provide
insights highlighting the importance to aim especially strategic and managerial goals.

Fay and Kazantsev [17] conducted a study investigating the business value creation
mechanisms fromBig Data Analytics in smart manufacturing. They start from the obser-
vation that in smart manufacturing settings a multitude of heterogeneous data sources
providing both structured and unstructured data exist. However, the impact of these
new data sources particularly those providing unstructured data, on value creation is not
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clearly identified so far. Therefore, the authors used amultiple case study research design
with semi-structured interviews. Building on those insights, they classified the effects
of Big Data Analytics into first- and second order effects and investigate the impact
of Big Data Analytics on strategic goals. Results showed that first order effects are on
equipment and asset monitoring, especially predictive maintenance scenarios, product
quality, and the optimization of the production process. Second order effects are creating
by the diffusion of first-order effect to business users, customers and partners. Moreover,
the authors found that Big Data Analytics enables new business models, products and
services. Big data for cyber physical systems is another aspect discussed in research.

The state of the art in business intelligence in Industry 4.0 is presented by Bordeleau
and colleagues [4]. The authors use a systematic review to identify sources of operational
and strategic values. Furthermore, the performance indicators found were classified into
process-customer, and finance-oriented ones. The authors summarized their findings
in a six-layer architectural model for associating the value creation effects of business
intelligence with layers of abstraction. In the same way as the research of Bordeleau and
colleagues [4], Köhler [23] provides use cases for applying industry 4.0 in practice. Pauli
and Lin [27] created a single case study to investigate how actors leverage the generative
potential of IIOT platforms. Aiming to operationalize the concept of generativity, the
authors assessed the solutions found in two dimensions: first the diversity of solution
scenarios and second the capabilities of smart products. In sum, the authors conclude that
the generativity of IIoT platforms currently might not be leveraged to its full potential.
Likewise, the capability to process even unstructured data in Industry 4.0 environments
has been identified by different authors [12, 30]. A high-level research agenda for the
internet of things is introduced in [14].

Xu and Duan [36] used a survey and provided comprehensive insights about the state
of the art of big data for cyber physical systems.The challenges betweenbigdata analytics
and cyber physical systems are standing in the focus ofAbdulrahman and colleagues [11].
A comprehensive bibliometric analysis of the use of big data analytics and enterprise
is provided by Khanra and colleagues [22]. Moreover, the use of industrial big data
analytics with cyber-physical systems to enable maintenance and service innovation is
discussed in the research of [38]. Li et al. [7] used an inductive qualitative approach
to empirically identify the enablers for embedding big data solution in smart factories.
Therefore, in semi-structured interviews with experienced consultants and IT managers
where conducted. In result, the authors identified in particular integrated management
systems as an important enabler for big data in smart factories. The basic concepts of
industry 4.0 are discussed in the research of Schmidt and colleagues [37]. Furthermore,
research highlighting a conceptual architecture for big data in industry 4.0 can be found
[18].

None of the studies mentioned above, however, addresses the gap between unstruc-
tured data and data analysis particularly industry 4.0, and the challenges occurring when
tying them together. This gap underpins the importance of the central research topic,
which is here addressed with a first empirical study as a part of a collaborative research
project.
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3 Method, Data Collection and Data Analysis

Method: Aiming to gain insights contributing to the raised research question and the
highlighted gap in research, as exploratory research design was chosen. This kind of
research design is commonly recommended in cases where an initial understanding
and/or a description of a phenomenon must be generated [39]. As a method, a qualitative
research approach following the guidelines proposed by Myers and Avison [26] has
been chosen. In their guidelines the usefulness of qualitative research in investigating
under-researched phenomena is highlighted.

Data Collection: As data collection technique, descriptive interviews were conducted.
This approach is recommended in literature whenever the phenomenon is to be described
from different perspectives, so that the conception is as holistic as possible [39]. The
interviews were conducted informal via sending a questionnaire with semi-structured
questions to previously be identified experts. The questionnaire contained 14 questions
in total. Three questionswere assessing the expertise of the participants and another three
questions were assessing information about their current employer. These details were
integrated into the study as structure variables. The research question itself assessed by
8 open-ended questions focusing different viewpoints of the research question among
one explicitly request to list-up challenges of using unstructured data for analysis in
the industry 4.0 context. Therefore, side-aspects and the essential point were asked to
map the insights and information provided by the experts as well as possible and gain
meaningful findings contributing to the research question. Additionally, participants had
the possibility to contact the researchers via email. Therefore, we ensured that following-
up question or further comments could be also added and discussed like it is common
in face-to face settings, in example [39]. All questions and aspects addressed within the
questionnairewere discussed and reviewedwith in advancewith experts not participating
in the study. Hence, the understanding of the survey’s questions and theirmeaningfulness
was ensured. Furthermore, check questions regarding the experience in the area of data
analytics and industry 4.0 were assessed to ensure the expertise of the respondents in
the investigated subjects and hence, the quality of the provided information.

Sample: The study was conducted in the second quarter of the year 2020. As respon-
dents, experts have been identified by an industry specific search using career networking
platforms (e.g., LinkedIN) and personal contacts. In sum, answers from N= 21 experts
from leading organizations in the area of Industry 4.0 were collected. The companies
come from four different sectors. All of the experts were coming from Europe and are
also active in this region in a national and international context. The participants coming
from organizations with approx. 56000 employees on average in leading manufactur-
ing, IT and consulting enterprises. The experts have a working experience of approx.
19 years on average. Within their organizations a normal data analytics project takes
about 6.23 years.

Data Analysis: For the analysis of the data a procedure was chosen that follows the rules
of coding qualitative data [24]. Following these guidelines, a stepwise data analysis was
conducted. In afirst step, the content of the qualitative datawas reviewed, and codes haven
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been built. This means, the content was abstracted to different topics. This procedure
identified about 40 different codes. In the second step, the codes were reviewed again,
and categories have been built by combining different codes addressing similar topics.
Finally, the categories were set in relationship to each other. Throughout the entire
analysis process quality assurance loops were implemented. In example, coders had to
reflect every step of their data analysis in retrospect. This helps to avoid blind spots,
in example, and hence it contributes to increasing the quality of the results [15]. The
findings of the analysis are presented comprehensively in the framework (Fig. 1) and
described in the following [24].

4 Results

The data analysis results are shown in the following framework, which is shown in Fig. 1.
As a preliminary condition, all of the experts are agreeing that management from

business departments (e.g., product division) as well as related technology and IT depart-
ments have to make a decision to run an analytics projects with the use of unstructured
data. Although, semi- and unstructured data can be used as data sources in manifold
ways, specific projects goals seem to be predominant. In general, experts expect high
benefit for production cost reduction, production quality improvement as well as pro-
duction time optimization. For instance, running a predictive maintenance project [32]
unstructured data sources (e.g., images from the production machine) could be useful to
detected reasons for incidents that cannot be quantifiable [29]. One’s might think about
irregular wear of cutting equipment, which can be detected by picturing the work piece.
Furthermore, it could be an enabler for new service or product innovation. Additionally,
the respondents mentioned the importance of all available data sources.

Our experts are unanimous in their view that a combined analysis of unstructured
and structured data (e.g., cycle times, amount of loss) together provides the most value
for the organizations:

“Only when you are able to analyze both in combination the full significance of
analyzing unstructured data in an industrial environment does unfold.”

However, the experience of our experts shows that a variety of critical points must
be overcome to generate these benefits. Unstructured data in particular pose a major
challenge here. The main basic points are: Analytical Know How, Data Issues and
Variety.

4.1 Analytical Know How

Regarding our experts’ opinions, many analytical projects are struggling due to missing
knowledge and abilities to analyze unstructured data in generals and particularly in
the industry 4.0 context. Besides the vast amount of data, that must be handled in this
context, the analyses of unstructured data (e.g., images, text, voice) is furthermore quite
different to the analyses of structured data (e.g., analyses the amount of produced goods
or scrap) [25]. A specific knowledge and experience, how to use and combined different
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analytical approaches (e.g., text mining, image recognition), new database concept (e.g.,
document-based databases) and processing pipelines are needed [20]. These aspects are
highlighted by an expert in the following statement:

“Large data sets of unstructured data like images/audio require a special know-
how in Data Science, which not all Data Scientists are able to provide.”

Other experts are aware of this problem. In this context, they see the development of
knowledge and skills within the related departments and disciplines a particular solution,
as the following statement proves:

“Technology and technology knowledge must be built up”

In conclusion, the experts provided the insight that the use of unstructured data is
often inhibited by the lack of competence to handle and analyze this data. Therefore,
organizations should invest in the training of employees or onboard new experts to
compensate this lack. This is not only imperative to prevent a failure of the project, but
also derive benefits out of analytical projects using unstructured data.

4.2 Data Issues

Data issues are another fundamental factor the experts mentioned. Under this factor can
be distinguished several aspects. The data analysis provided evidence for the importance
of data labelling, data quality and data integration.

Data Labelling: Our experts see different data challenges when it comes to the analyses
of unstructured data. First of all, data has to be labelled. For instance, for quality loss and
failure detection, images of machineries within the factory have to be labelled if it shows
defects or not [35]. The labels can be e.g., defined manually (e.g., by crowdsourcing) or
based on existing labels used within a [35]. In general, data labelling generates a huge
effort for processing unstructured data within a data analytics project [28]. One of our
experts clearly stated that a “efficiency in labelling the data” is needed not to waste too
much time.

Data Quality: Data quality problems often arise, for example, due to missing accuracy,
completeness, consistency or time-relation issues [31]. Without suitable data quality,
analysis based on this will may not result in valid findings. According to the assessment
of our experts, data quality problems often occur with data provided by manufacturing
(e.g., at the shopfloor level). One expert described these aspects in an example focusing
on the gathering of voice data:

“Language often first has to be translated (automatically) into text. Here there are
sometimes already the first quality problems, which then continue”.

Another expert also takes up this issue and adds the following:

“[...] consistency, completeness, unmatched timestamps”.
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From these statements, it can be summarized that often the unstructured data that is
available cannot be used due to poor quality. For this reason, it is an important aspect
to address data quality. Only valid data can be used with the help of adequate analysis
capabilities to carry out beneficial projects.

Data Integration: Particularly in an industry 4.0 setting, data is coming from different
data sources (e.g., different manufacturing stations and produced IoT devices) with
different data formats and have to be integrated into the analytical system [16, 19]. This
diversity becomes even greater the more unstructured data there is, as this per se is more
difficult to standardize. For this reason, data integration from shopfloor and different
other sources is another critical path for using unstructured data in analytics. This can
be illustrated by the insight provided by one of the experts:

“No standardized ETL pipeline - great heterogeneity in the structure of log files,
text files, etc. [...] Data integration is always an individual project.”

Data integration in itself is not only complex, but also very time-consuming. This
means that companies that want to use the analysis of unstructured data must provide
own capacities for this purpose. This is underlined by the following expert statement,
which stand totally in line with the expert cited above:

“[...] Data integration is [...] an individual project”.

It can be stated that especially in the area of unstructured data, data integration should
be given special attention. If unstructured data are to be included in the analysis, then
the integration effort increases considerably due to their particularly diverse structure.
These must be taken into account before the project begins so that capacities can be
planned, and measures defined.

4.3 Variety

Variety is another factor that our experts see as a critical challenge based on their expe-
rience. In general, the variety of data sources within smart factories is growing [21].
It follows that different methods must be used for the joint analysis of different data.
Due to the different structure of data, different complex approaches like text mining,
image recognition or audio analytics have to be applied and adjusted to the current data
sources. One of our experts highlighted this challenge within the following statement
and pointed out, that particularly unstructured data is affected by variety aspects:

“The higher the percentage of unstructured data, the more complex the analysis
of the database.”

As a consequence of the use of different analysismethods, the results are not uniform.
For this reason, they cannot simply be interpreted together in a standardized way. The
experts are also aware of this lack of harmonization, as the following statement shows.

“Interpretation of results often incorrect - lack of standardization of procedures.”
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The conclusion that can be drawn from this is that the integration of unstructured data
into the analysis is always associated with a trade-off. If unstructured data is integrated,
this leads on the one hand to a gain in information. However, the more unstructured data
is integrated, the greater the variety. Of course, more information is then available by
definition. But simultaneously, the number of analytical methods that have to be used
increases. This not only favors the occurrence of errors in the execution and combination
of the individual analyses, but in particular also the probability of misinterpretations in
the findings. Hence, it is important to find the right balance here.

4.4 Measures

Additionally, the experts also reported about the measures currently taken in practice
to use unstructured data for analytics in the industry 4.0 context. At the moment, they
are mostly focusing on running “lighthouse” projects and investing in trainings for the
employees as stated by the experts like following:

“Teams of data analysts are being built; lighthouse projects are being initiated”

“Investing in training for DevOps and data engineering”

However, there are still numerous open points that should be improved through
targeted measures. As a main aspect here, experts mentioned an improved management
support in awareness of occurring challenges, providing resources, the implementation
of agile organizational structure as well as improvements in infrastructure and software
tools.

Summarizing the current measures, it is evident that they should be more structured
and contextualized. Building on the experts’ assessments, three fundamental challenges
exist that are of great importance when unstructured data is to be included in the analysis.
These could be used as an initial starting point to derive concrete measures. In example,
looking at the initial framework of this research helps the management to understand
the challenges. Hence, the awareness increases and especially managerial decision like
an agile organization structure can be triggered. In sum, that leads to an improvement
and increases the probability of running successful projects.

5 Conclusion, Discussion and Future Research

Although more and more unstructured data is available through more and more con-
nected devices and sensors [21] enterprises are reluctant to use the data, particularly in
the context of industry 4.0. From the holistic view of the challenges presented in the
framework, it can be deduced that companies may fail because concepts for the anal-
ysis of structured data cannot be transferred directly. The results of the study address
this issue. The presented study revealed three major challenges occurring when unstruc-
tured data is integrated into data analysis in the industry 4.0 context. Based on the
results a framework of data analytics challenges of unstructured data for industry 4.0
was developed.
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The findings contribute to the current body of knowledge in research and practice.
Our research identified a lack of analytical know-how within the organization, sev-
eral production data issues including data labeling, data quality and data integration as
well as increased analytical variety. It highlights the importance for addressing these
challenges to run successful data analytics projects and extends current knowledge of
applying analytical approaches with unstructured data. The proposed framework can be
used to understand why the outcome of the usage of unstructured data is different to the
usage of only structured data for analytical projects. The usage of the framework can
deliver different viewpoints and action areas for an organization regarding e.g., analyt-
ics, integration, and quality aspects. From the scientifical view point the findings extend
research in several directions. We advanced the definition of data model-related require-
ments of Gölzer et al. [19] such as the unification of semantics and data integration
for unstructured data. Furthermore, our work drives the development of requirements
and architectural frameworks for industry 4.0 such as recommended by Gokalp et al.
[18]. We also extended the research of Li et al. [6] who identified the integration of
management systems as an important enabler for big data in industry 4.0. In practice,
managers can use our results improve their understanding of running analytics project
under the use of unstructured data in the industry 4.0 context. The resulting awareness
can help to avoid failing projects. Hence, recommendations for targeted measures and
an adjusted project setup can be derived from our findings. We pre-liminary identified
first possibilities like ideas of learning within lighthouse and pilot projects as well as
better trainings and management support and related awareness.

No research is without limitations. First, the interviews were conducted using a
semi-structured questionnaire send to the participants informal via email. Although,
the possibility to contact the researchers was given none of the participants started a
discussion or asked a follow-up question. Therefore, it might be enriching to conduct
face-to face interviews with the same questionnaire again to strengthen-up the findings.
Additionally, the sample itself can be mentioned as a limitation. We only asked leading
experts from Europe. This picture may vary in other countries (like e.g., BRIC states)
with different industrial focus and segment [37]. Therefore, we are planning to extend
our current study to other countries for a comparison and validation of the results. Fur-
thermore, how strong the challenges vary and influence the analytical project targets
is still open. Therefore, different studies (quantitative and qualitative) have to be setup
for further investigations. A detailed examination how organizations can capture these
identified challenges is missing and is currently under research. Some identified chal-
lenges (e.g., aspects of data issues) may also occur in other industry sectors and should
be further explored. Besides the limitations, which can be taken up in the future research
the initial framework highlights opportunities for future research in this collaborative
research project. A next step on the research agenda might be to deeper investigate the
data integration. In example, it might be very interesting to investigate how different
data sources should be evaluated due to their meaning of their provided information.
Therefore, a deeper knowledge about available data and their importance in different
parts of industry 4.0 must be examined.
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Abstract. Local owner-operated retail outlets (LOOROs) are struggling world-
wide due to increasing online competition with e-marketplaces and changing
customer behavior. In this competitive environment, Local Shopping Platforms
(LSPs) seem to be a promising vehicle to help LOOROs overcome their man-
ifold digitalization difficulties. The development of LSPs in China shows that
they convince LOOROs to join them and attract customers through their location-
dependent service offers. In contrast, German LSPs struggle to utilize locational
advantages, and LOOROs are discouraged from joining them. Hence, this paper
examines existingChinese LSP and compares themwithGermanLSPs.Moreover,
this study uses Hofstede’s cultural dimension as a theoretical lens to investigate
if the offered location-dependent services among German and Chinese are cul-
turally driven. The results revealed that Chinese LSPs better understand how to
provide services that integrate the store as a customer touchpoint and strengthen
the locational advantage of LOOROs. Regarding Hofstede’s cultural dimension,
uncertainty avoidance is a cultural barrier for German LSPs and LOORO to try
new digital services compared to their more adaptable Chinese counterparts.

Keywords: Local Shopping Platforms · Location-based services ·
Location-enabled services · Hofstede cultural dimensions

1 Introduction

Local owner-operated retail outlets (LOOROs), like traditionally stationary retailers
or other small-and medium-sized enterprises (SME) are struggling worldwide due to
increasing online competition with e-marketplaces and the changing customer behav-
ior towards new services and multichannel shopping behavior [1–4]. Therefore retail
outlets or LOOROs can be characterized by a small-sized store area, specific products
(e.g., fashion, toys, jewellery), a restricted number of employees and a high degree
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Ē. Nazaruka et al. (Eds.): BIR 2022, LNBIP 462, pp. 126–140, 2022.
https://doi.org/10.1007/978-3-031-16947-2_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16947-2_9&domain=pdf
https://doi.org/10.1007/978-3-031-16947-2_9


Are We Speaking the Same Language? An Analysis 127

of owner-involvement in the business operations [3]. The intense business and market
transformation lead to many stores closing in city centres. For instance, up to 64,000
local retailers in Germany are expected to be at risk before 2030, without considering the
coronavirus’s impact [2]. Reasons for the struggle of German LOOROs are manifold.
For instance, LOOROs face internal barriers (e.g., lack of digital knowledge, financial
capital, and time) and external barriers (e.g., lack of training options, lack of support),
which prevent LOOROs from transforming their business models [3–5]. Like German
LOOROs, Chinese LOOROs have also faced a strong sales decrease, with store closures
increasing due to changing customer behavior and rapidly-growing online retail sales
since 2014 [6]. Moreover, Chinese LOOROs also lack resources (e.g., lack of online
presence), and their online stores have not been successful [7–9]. However, the situation
has changed since 2017. Chinese city centres have recorded a noticeable shift among
young customers from online back to traditional shopping in physical stores, shopping
malls and mono-brand retail stores. Even the Covid-19 pandemic has not changed this
trend [9]. One of the main drivers behind the comeback of Chinese LOOROs are local
shopping platforms (LSP). For instance, LOOROs accounted for 89% of all retailers on
the Chinese LSP Meituan [9].

So-called local shopping platforms (LSP) act as intermediaries and inter-
organizational service hubs between LOOROs and their customers. Unlike classic e-
marketplaces, LSPs focus on customers and/or retailers from a certain area. LSPs use
this criterion as their unique selling proposition and try to utilize the locational advan-
tages of LOOROs by offering location-dependent services to navigate the customer
to the store [10, 11]. In the case of China, LSPs enable the integration of online and
offline touchpoints that increase the customer in-store experience [12, 13]. These inte-
grated touchpoints enable digital services like in-store self-check-out, the possibility of
checking offline stock and personalized delivery options (e.g., same-day delivery). The
Chinese case highlights that the location of LOOROs “is not dead” and is an essential
aspect of the rising service competition between pure online players and LOOROs [14].
In contrast to the development in China, former studies criticize that German LSPs do
not help LOOROs attract more customers to their stores, that they do not utilize the loca-
tional advantages of LOOROs as a unique selling proposition, and that they do not help
generate higher revenues [11, 15, 16]. Even during the Covid-19 pandemic, LOOROs
have still been reluctant to join a platform and then leave as soon as the easing of the
situation comes in sight [4, 17, 18]. Therefore, German LSPs providers need to under-
stand their Chinese counterparts’ approaches and offered services, which may can help
provide more appropriate services for LOOROs and their customers.

For the study, we chose two countries representing two extremes regarding their dig-
italization level of the retail market: China is setting the present and future standards for
retail. Chinese companies are pioneering in developing, using and providing new digital
technologies and services. [19, 20] Of course, new digital technologies and services
also have adverse effects like low customer data protection and the need for caution
[18]. In contrast, German retailers or LSPs hesitate to implement new technologies and
services or underestimate their customers’ needs [4]. Moreover, developments in the
Chinese retail market also affect the scientific literature. For instance, the development
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of live-stream shopping in China has led to a new research stream and has highly rele-
vant practical insights into the slow diffusion of live-stream shopping in European retail
markets [21]. Therefore, the first and second research questions analyze the existing
LSPs approaches and offer location-dependent services in both countries.

RQ1: How do existing Local Shopping Platform approaches differ amongGerman
and Chinese platforms?

RQ2:Howdo existingLocal ShoppingPlatforms offer location-dependent services
differ among German and Chinese Local Shopping Platforms?

However, it is not enough to descriptive analyze the offered services of LSPs in both
countries. Since China has become the pioneer in setting the standards for the present
and future of retail, foreign marketplaces (e.g., Germany, USA) tend to directly copy
ideas from those marketplaces without considering the cultural differences. However, it
has been proven that the ignorance of cultural differences will cause the failure of those
services or systems [22]. Because the culture impacts the ways, local customers evaluate
and use services [23]. Hence, this study aims to shed some light on how the underlying
culture shapes the service provision of LSPs. Despite the importance of culture for the
service provision, none of the former studies investigated how the countries’ culture
affects the service provision of platforms in different geographical areas in general [23,
24]. For the analysis, the current study uses Hofstede’s cultural dimension [25, 26]
as a theoretical lens to explain the offered location-dependent service by Chinese and
German LSPs (see RQ3). The Hofstede’s cultural dimensions (1980) [25, 26] is the most
used approach for culture comparisons [27]. Moreover, studies from various contexts
use Hofstede to explain cultural differences regarding using services or apps like mobile
banking/shopping [28–30].

RQ3: Can Hofstede’s cultural dimension explain the offer of location-dependent
services among German and Chinese Local Shopping Platforms?

Research on LSPs has many ties to research on e-marketplaces and e-intermediaries
(see subchapter Background: Local Shopping Platforms). First, this study contributes
new theoretical and practical insights to e-marketplace research in general. It contributes
to the little-explored area of LSPs, a subset of e-marketplaces. Second, none of the
former studies investigated how culture affects the service provision of platforms in
different geographical areas in the field of LSPs. Former studies have investigated LSPs
in general [15], focusing on participating LOOROs [16, 31] or the LSP customers [5, 31],
and analyzing the existing types and services offered by LSPs [10, 11]. Third, former
research regarding the cultural context only investigated the customer perspective and
not the service provider perspective [28–30].

This paper follows a 2019 sample of a preliminary study using content analysis [11].
To compare the results of both countries, we collected the data for the Chinese LSPs with
a content analysis and compared the results with the preliminary study [11]. The paper
is structured as follows: In Sect. 2, we discuss the existing literature and the theoretical
background for our study. In Sect. 3, we introduce the methodological foundation and
present each step of the content analysis for the data. In Sect. 4, we present our results.
Section 5 concludes, identifies limitations and discusses future research opportunities.
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2 Background: Local Shopping Platforms

An LSP for LOOROs takes the form of a multi-sided platform which mediates dif-
ferent groups of users, such as buyers and retailers [32]. As two-sided Markets, LSPs
match buyers and sellers in a relationship where the value for one group increases as
the number of participants from the other group increases [33]. LSPs function as an
intermediary, enabling direct interaction between the groups of users, facilitating the
exchange of information [34], goods and services, and transaction and fulfillment ser-
vices [35]. Furthermore, LSPs limit themselves (self-restriction criteria), focusing on
customers or/and retailers from a certain area. The self-restriction criterion meets the
needs of LOOROs, which consider the targeting of customers who are too far away to
be a waste of their marketing budget [15]. The regional focus distinguishes LSPs from
e-marketplaces and e-intermediaries such as Amazon and Alibaba, where the bound-
aries between Business-to-Business (B2B) and Business-to-Consumer (B2C) blur, as
well as regional and national restrictions [36]. In line with local restrictions, the research
considers LSPs to be geographically restricted and target customers living in a specific
region or city [31]. Bärsch et al. 2019 specify this local component and introduce a
self-restriction criterion as an identifier of LSPs. The self-restriction criterion considers
if an LSP cooperates only with retailers from a certain area, just doing business with
customers from a certain area, or both at the same time [10]. This contrasts with the
specific location focus. Schade et al. (2018) interpret LSPs as a response to the adverse
outcomes (e.g., loss in total revenue) of the e-commerce trend [15].

2.1 Types of Shopping Platforms

Previous studies show that LSPs provide a non-standardized and diverse service land-
scape, like e-marketplaces [11, 37]. The services offered range from store opening hours
and product information to a full transaction process with pricing and logistics. LSPs
can also be distinguished by the level of collaboration between the participants and
the necessary front end information and communication technology (ICT) investment
[38]. According to this classification, our LSPs require a large amount of collaboration,
preferably with low ICT investment. In line with prior research, we will use a typologi-
cal categorization of LSPs based on their e-marketplace functionalities and local focus
[10, 37]. The first function (match of buyers and sellers) allows for the identification of
two categories: Store Locator Platforms and Product Catalogue Platforms. Store Locator
Platforms offer rudimentary information about opening hours, whereas Product Cata-
logue Platforms provide an overview of product information (e.g., size, color). From
the second function (exchange of information), an additional platform category (Prod-
uct Enquiry Platforms) can be derived. Product Enquiry Platforms enable customers to
request additional product information from the seller and check the product’s avail-
ability in-store. The third function (transaction and fulfillment) of e-marketplaces helps
introduce another two categories: Affiliate Transaction and Full Transaction Platforms.
Affiliate Transaction Platforms allow for the purchase of products, but customers com-
plete the transaction process on an external website with the help of an affiliate shop.
Full Transaction Platforms offer the full e-marketplace service range, all the way up to
complete transactions, payment and logistic services [10, 11].



130 S. Aguirre Reid et al.

2.2 Categories of Services on Local Shopping Platforms

Historically, location has been the most crucial decision (even for successful retailers)
because a poor location is an insurmountable obstacle [39]. The omnipresence of digital
platforms in society and businesses - particularly in e-commerce - is challenging high
street retail locations [14, 40]. Prime locations in attractive, large cities are expected to
suffer minimally when compared to smaller cities. Moreover, digital transformation has
bridged the spatial distance with internet connections, smart devices and digital services
and increased the pressure of the location on LOOROs in city centers [40]. However,
even in an environment with near-zero trade costs, physical distance matters due to the
negative effects of growing transportation costs on online sales prices and customer
demand. Therefore, relying on location without connecting to appropriate services will
not help LOOROs in the rising service competition with pure e-commerce players, who
also offer location-dependent services [41]. Empirical research provides evidence for
the importance of location-dependent services for the customers’ intention to purchase
and also shows that customers enjoy using location-dependent services (e.g., same-day
delivery) [5, 42]. Moreover, location-dependent services attract and retain customers in
multi-channel retail environments [14, 43].

LSPsmake use of locational advantages, and twoLSP service types can be identified:
location-independent and location-dependent services [10]. Location-independent ser-
vices are generally available services that are not bound to a specific customer position.
They include standard web services, such as payment services and marketing channels
(e.g., Instagram, TikTok). Location-dependent services instead make use of the position
of customers. They can be further divided into location-based and location-enabled ser-
vices. Location-enabled services are feasible if the retailer’s location is close to the cus-
tomer’s household. This allows for short-distance services with low transportation costs,
such as same-hour delivery or clicks and return services. Location-based services are fea-
sible if the customer is close to the store location. Location-based services aim to utilize
foot traffic in popular places (e.g., main streets) and use customer devices (e.g., smart-
phones) as location-awareness information systems [10, 44]. Location-based services
consider location-based navigation, marketing, consulting, discounts and self-checkout
services.

2.3 Hofstede’s Cultural Dimensions

In line with Hofstede, we consider culture as the result of outside influences (e.g.,
new technology) that affect ecological factors (e.g., technology, economics), which lead
to a gradual adjustment in social norms and trigger behavior as a consequence [25].
Therefore we consider the cultural dimension as a proxy of culture and followHofstede’s
classification along four dimensions: power distance (PDI), uncertainty avoidance (UAI),
individualism-collectivism (IDV), and masculinity-femininity (MAS). Later, a fifth and
sixth dimension were added: the long/short-term orientation and indulgence. However,
the scope of Hofstede’s cultural dimensions is not without limitations and cannot fully
explain the national culture of Germany or China. Therefore, we solely focus on LSPs
service provision and neglect the existing types and customer perspectives, which is a
limitation of this study. For the existing types, we only knew the current LSP type of a



Are We Speaking the Same Language? An Analysis 131

provider but did not know the reason for the decision (e.g., legal system, taxation, and so).
For further analysis, we do not consider the cultural dimensions of masculinity versus
femininity (MAS) (which “[…] indicates that the society will be driven by competition,
achievement and success, […] the dominant values in society are caring for others and
quality of life” [45]), long termorientation versus short termnormative orientation (LTO)
(indicating “[…] how every society has to maintain some links with its own past while
dealing with the challenges of the present and future […]” [45]) and indulgence versus
restraint (IVR) (depicting “[…] the extent to which people try to control their desires and
impulses[…]” [45]) because the Chinese and German culture do not vary along those
dimensions. Based on the estimation values of the cultural dimension by Hofstede,
the Chinese and German culture can be characterized along the three dimensions as
follow (see Table 1): Germany has a low PDI value, indicating that inequality amongst
people is not acceptable. Moreover, direct and participative communication is expected.
Authorities’ control is disliked.

According to Hofstede’s estimated values, the PDI in China is high. The high value
in China reflects that inequalities amongst people are acceptable, and individuals are
influenced by formal authority [26, 46]. The value of PDI in China fits together with the
individuals’ role in a group and reinforces collectivism [47]. In contrast to Germanies’
direct and participative communication, Chinese people avoid direct confrontation and
circle around problems.Otherwise, a confrontationwould stress harmony and the need to
consider the interests and understanding of the other party [48]. The value of IDV shows
that China is a highly collectivist culture where people act in the group’s interests and
not necessarily of themselves [26, 46]. For instance, in China, requests to one person are
passed on to other persons who are entitled to take the decision [47]. Another example,
social interaction is perceived in terms of collectivism and social usefulness. In contrast,
western countries like Germany consider social interaction in light of competitiveness,
self-confidence, and freedom [49, 50]. This is in line with the strong belief in the ideal
of self-actualization for individualist cultures like Germany [26, 46].

The score for UAI reveals that the Chinese culture can be characterized as com-
fortable with ambiguity (e.g., the Chinese language is full of ambiguous meanings)
[26, 45, 46]. Moreover, the Chinese are adaptable and entrepreneurial, which is a clear
advantage concerning digital transformation. Therefore, it is not surprising that Chinese
companies are pioneering in providing digital services, and customers are more willing
to embrace new technology services [20]. In contrast, there is a slight preference for
uncertainty avoidance in Germany. For instance, this is reflected by the law system or
the strong preference for planning and well-thought-out projects in Germany [4, 26, 46].
But also German customers feel threatened by uncertain or ambiguous situations like
new technology services [51].

3 Methodology

LSPs have an unstandardized, multiple-media-mixed website structure (e.g., graphics or
different names for their services). In order to address this issue, we will follow former
studies with similar challenges and conduct a content analysis [10, 52, 53]. We will
undertake the content analysis in line with the guidelines set by Krippendorff [54]. After
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Table 1. Cultural dimension and country comparison Germany (DE) & China (CN)

Cultural dimension Definition cultural dimensions Values*

DE CN

PDI “[…] the extent to which the less powerful
members of institutions and organizations
within a country expect and accept that
power is distributed unequally.” [45]

35 80

IDV “[…] the degree of interdependence a society
maintains among its members.” [45]

67 20

UAI “The extent to which the members of a
culture feel threatened by ambiguous or
unknown situations and have created beliefs
and institutions that try to avoid these […]”.
[45]

65 30

*Estimated values of the cultural dimension based on Hofstede [45].

defining the research scope and questions, we identified the existing LSPs through an
explorative web search. In the second step, we conducted a pre-test with the codebook
and 30% of the identified LSPs in China. A revision procedure followed this pre-test
to improve the categorization and streamline the coding. Subsequently, three individual
Chinese coders conducted the content analysis in a third step. In the fourth step, we cal-
culated the intercoder reliability with two reliabilitymeasures used frequently in existing
research [55]. Finally, an expert panel of senior researchers discussed discrepancies in
the coding results and resolved them. The complete research steps will be discussed in
detail in the following.

3.1 Sample, Pre-test and Coding of the Content Analysis

To get the LSPs, we will use a multiple-stage process with the relevant sampling app-
roach and self-restriction criterion [54]. For the development of the keyword list, we
will consider previous studies in the field and narrow the keyword list to the local city
name because some LSPs name themselves after their city [15]. For the web search,
we will use the keyword list of the preliminary study [11]. Admittedly, we translated
the keyword list to Chinese and then back to German to ensure translation equivalence.
The translation was conducted independently by two Chinese-speaking research assis-
tants [56]. The online search process took place in June 2020 and was conducted on
the Chinese website Baidu with the same keyword list from the preliminary study in
Chinese [11]: LOORO + Local + (E-Marketplace, Shopping Platforms, Shops Online,
Vendors Online, Marketplace, Products Online, Retail Online, Online Shop, Retailer
Archive, Product Archive, Product Enquiry), Buy Local and City Name. To address the
superficially of the keyword list, we used the self-restriction criterion to improve the
quality of the findings with a selection and screening process. We found 66 LSPs, and
we excluded 46 platforms for several reasons, e.g., the website was inactive, because
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it was a business-to-business platform, or because it did not fit the selection criterion.
We reduced the first set to a final set of 20 Chinese LSPs (e.g., Nuo Ya (喏呀), Lu Xi
Tong Cheng (泸溪同城) or E Le Me (饿了么)). Our preliminary study identified 102
LSPs in Germany (e.g., Atalanda, like Lippstadt, Hallo Altmark) [11]. In the second
step, we adapted the codebook of extant literature with a focus on LSPs to improve
the reproducibility of the content analysis [10, 54]. Based on the codebook, we defined
coding units to distinguish between the separate descriptions assigned to the categories
(location-based, location-enabled or location-independent services) [54]. We then con-
ducted a pre-test, categorizing 30%, of the newly-identified LSPs and their services for
China. The pre-test is necessary for ensuring consistent coding. The pre-test revealed 71
possible items (coding units): 5 typological items and 66 service items for the Chinese
LSPs codebook. Based on the pre-test in China, we adjusted the payment options and
marketing channels for China (e.g. added WeChat Pay). In the fourth step, each coder
received a written introduction in Chinese to the general coding process (content anal-
ysis), which explained each typology and service item with an example to address any
uncertainties [55, 57]. Each typological and service item was considered with the fol-
lowing rule for the codebook: “1” if Yes/Available on the website/mobile app, and “0” if
No/Not Available. The typological score ranged from 0 to 5, and the service score ranged
from 0 to 66. Concerning the typological score, the highest function defines the platform
type. For instance, the Mei Tuan (美团) LSP fulfils the first and second functions and
the third function. Therefore, we consider this LSP as a full transaction platform.

3.2 Intercoder Reliability of the Content Analysis

In the fourth step of the procedure, we calculated the level of agreement between the
coders’ decision with two different intercoder reliabilities [58]. The Holsti coefficent
take values of .00 (no agreement) to 1.00 (perfect agreement). However, this approach
tends to overinflate the result of the agreement. This is why we also consider Krip-
pendorff’s α as a measurement for intercoder reliability [57]. Krippendorff’s α defines
two reliability scale points as 1.000 for perfect reliability and 0.000 for the absence of
reliability [55]. In line with Hayes and Krippendorff [55], we use a macro to compute
the Krippendorff’s α. Regarding the five typological items, each coder had to judge 100
typology items for China (20 LSPs*5 typological items). For the typological items, the
coders for China (Holsti: 0.98) achieved a very good intercoder reliability [59]. Con-
cerning Krippendorff’s α, the Chinese coder (α: 0.95) achieved a very good level [54,
55]. Regarding the service items, each coder had to judge 1320 service items for China
(20 LSPs* 66 service items). For the service items, the Chinese coders (Holsti: 0.92)
achieved a very good level of intercoder reliability [59]. Concerning Krippendorff’s α,
the Chinese coders (α: 0.833) achieved an acceptable degree of reliability [54, 55]. For
the final step, an expert panel of four senior researchers with high expertise in the field of
e-marketplaces (particularly LSPs) discussed the coder inconsistencies for each platform
and harmonized all remaining discrepancies (638 items for China) for the final sample.
In the next chapter, we compare the results of the primary study [11] with the results for
the Chinese LSPs.
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4 Results

4.1 Local Shopping Platforms Approaches in Germany and China

The primarily study revealed 65 Store Locator Platforms, three Product Catalogue Plat-
forms, ten Product Enquiry Platforms, two Affiliate Transaction Platforms, and 22 Full
Transaction Platforms in Germany [11]. For China, the content analysis revealed 20 Full
Transaction Platforms. Unlike China, most LSPs in Germany offered only contact and
store location information and did not provide the full e-marketplace service.

4.2 Local Shopping Platform Services in Germany and China

The platforms in both countries provide 29 location-dependent services (16 location-
enabled and 13 location-based services) and 40 location-independent services in Ger-
many and 37 in China. We can only compare platforms in both countries that fulfilled
the third function (transaction and fulfillment), because platforms that fulfill the first and
second functions of e-marketplaces do not exist in China.

The results of comparing Chinese and German LSPs indicated a higher level of
location-enabled services for Chinese LSPs. Like German LSPs, Chinese LSPs provide
a high level of information services (e.g., opening hours or contact information). How-
ever, Chinese LSPs have a higher offering of communication services (e.g., feedback
and community options and loyalty cards). Moreover, all Chinese LSPs offer multi-
ple fulfillment services (e.g. same-day delivery and click & collect). Only six German
LSPs offered multiple fulfillment services for their customers, with a combination of
same-day delivery and click & return/collect services. However, the majority offered
only one delivery option. The location-based service level offered in China is signifi-
cantly higher than in Germany. Chinese LSPs offer multiple information services (e.g.,
barcode scanner 15 LSPs; location-based maps 12 LSPs) and navigation services (e.g.,
shopping guides 11 LSPs; outdoor navigation 14 LSPs). However, only two LSPs offer
location-based payment with a self-checkout function in China. Only three German
LSPs offer location-based services with information services (location-based maps for
the next store (1 LSPs) and navigation services (outdoor navigation (2 LSPs). None of
the LSPs in either country offered location-based communication services. Both coun-
tries have a high number of location-independent services. LSPs in both countries offer
multiple recommendation services but differ slightly regarding the logistic services (e.g.,
more product availability services online or delivery on demand in China). Concerning
payment services, LSPs in both countries offer card-based and digital wallet payments.
Chinese LSPs have a stronger focus on the payment via the digital wallet (e.g., WeChat
Pay or Alipay), which contrasts with card-based payment options (EC or credit) in Ger-
many. The Chinese LSP communication and support services are only driven by social
media (e.g.,Weibo andWeChat). German LSPs also strongly focus on social media (e.g.,
Facebook and Instagram) and offer newsletters (14 LSPs) as a communication medium.
Interestingly, 16 out of 20 Chinese LSPs provide their service solely via a mobile app
(instead of a website). Only four LSPs offered their services via a website in China and
had the lowest location-based service. Only five LSPs in Germany provided a mobile
app.
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5 Discussion

With regard to RQ1, the results confirmed the platform types derived from former stud-
ies [10, 11]. The study revealed that the Chinese LSP market can be characterized as
full transaction platform-driven. This is in line with current business reports on the
retail market [9, 18, 60]. The German LSP market can be characterized as information
and communication driven due to the majority of store-locator, product catalogue and
enquiry platforms. With regard to RQ2, the comparison of both countries revealed that
Chinese LSPs offer a higher level of location-dependent services. They understand the
importance of the mutual exchange of information and indirect communication between
LOOROs and their customers, which contrasts with the strongly-criticized one-way
communication approach of German LSPs [10, 15]. However, it is not only the com-
munication that matters but also the fulfillment service. Chinese LSPs offered greater
fulfillment services to address the last-mile problem of e-commerce [61]. Moreover,
the higher logistic capabilities are in line with customer preferences for time reduction
and increase the attractiveness of the e-marketplace [12, 43, 62], while German LSPs
hesitate to extend their fulfillment service capabilities. Chinese LPS offer a higher level
of location-based services to match their customers’ needs [12, 15]. For instance, bar-
code scanners match the customer preference for multiple-channel shopping [9, 60, 63].
The results of the location-based services also confirm the importance of online-offline
integration for customer adoption from the service perspective [12]. The results indicate
that Chinese LSPs focus more on utilizing locational proximity between LOOROs and
their customers. Apparently, they have understood that they depend on the existence of
LOOROs and that only strong local partners can provide a sustainable basis for their
platforms [31]. German LSPs still neglect the utilization of locational proximity with
location-dependent services. The location-independent service findings show that Chi-
nese LSPs utilize multiple social media accounts to address customer expectations [13].
German LSPs also utilize social media accounts but still use e-mail newsletters, which
contrasts with customers’ current social media usage [64].

For answering RQ3, we linked our findings with Hofstede’s cultural dimensions.
The results indicated that the cultural dimension of Hofstede can explain the service
provision of LSP in Germany and China. In particular, China has a very high PDI value
compared to Germany, which indicates that they are not using direct and open communi-
cation. Our results confirm the need for indirect communication with the high offering of
indirect customer communication [26, 45, 46, 65]. Even the high number of chat options
for customer support services for the location-independent services confirm this result.
In the Chinese case, indirect communication help to avoid confrontation and maintain
harmony with their customers or the LSPs providers [48]. An explanation is anonymity
because LOOROs or customers may communicate more boldly than in a face-to-face sit-
uation (online disinhibition effect) [66]. Therefore, digital communication services help
LOOROs and customers to overcome their cultural boundaries without losing their face
in China. In line with the low PDI, LSPs and LOOROs or LOOROs with their customers
have direct and open communication [26, 45, 46]. It is more critical for LOOROs to
lure the customer into the store with location-enabled services like information services
(e.g., maps with store locations, store opening hours, or store contact data) to have a
face-to-face situation. Interestingly, according to the IDV dimension, location-enabled
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communication and support services (e.g., customer feedback and community integra-
tion) should be higher in individualism than in collectivist culture because less collective
society tends to be uncertain even if products are selected as bestsellers. Thus, they need
more reviews/customer feedback to judge the quality of the product [22]. Hence, the
result of Germany does not confirm former studies [22, 67] and the cultural dimension.
The low level of the UAI dimension in China is reflected by the higher offering of new
digital services. For instance, the intense use of location-based services like information
services (e.g., QR-code scanners), navigation services (e.g., location-based shopping
tours), payment and billing services (e.g., self-checkout services) or location-enabled
services like fulfilment services (e.g., click & return/collect), which confirms the Chi-
nese characteristics of LSPs as adaptable and entrepreneurial [20, 45]. Chinese LSPs
and the connected LOOROs seem more comfortable with new digital services than their
German counterparts. A further explanation of the Chinese openness to new digital ser-
vices is trust. In China, trust accumulates guanxi (network of relations) and mianzi (need
to save face and self-protection). Therefore, LOOROs trust the quality of the provided
services by the LSPs or related third parties like delivery services (e.g., same-day deliv-
ery) [47]. In the case of Germany, former studies show that LOOROs refuse to integrate
their sales into an online marketplace or implement location-dependent services due to
their internal and external barriers [4, 16]. Our study extends this finding by the cul-
tural dimension. The cultural bond of uncertainty avoidance can also be seen as a factor
which decoupled LOOROs from their near and far business environment [4]. Therefore,
LOOROs are more concerned about the risks of LSPs or their offered services instead
of the opportunities.

5.1 Practical Implications

The study provides several lessons for LSP Providers, their connected LOOROs and
city manager. First, the service offerings of LSPs are cultural-driven. Therefore, LSP
providers cannot easily copy offered services from foreign LSPs. In the first step, LSP
needs to understand the cultural needs of their customers and then, in the second step,
select the appropriate service to address them. This also holds for LOOROs to grow
in their cultural environment (e.g., offering more cultural-related services like customer
feedback options). Second, China highly offers indirect customer communication, which
aligns with their cultural environment. In contrast, German LSPs’ offering focuses on
the information service needs and luring customers to the store. However, due to the
increasing diffusion of smartphones, customer behavior is also changing in Germany,
and the importance of indirect communication services (e.g., via chat options) is grow-
ing. The Chinese case shows that the store channel synergies with the mobile channel
and increases purchase frequency and customer loyalty [53]. Both would satisfy Ger-
man customers’ direct communication needs and their changing preference for new
communication channels (e.g., mobile apps). The existing approaches in China could
provide a blueprint for German LSPs. Suppose LSPs, are still ignoring the changing
customer behavior. In that case, customers will stop doing business with LSPs or the
connected LOOROs after poor customer support experiences, which is the top reason
for customers [68]. Third German LSPs and LOOROs are culturally bonded by their
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uncertainty avoidance in contrast to their adaptable and entrepreneurial Chinese counter-
parts. Local governments should hire “caretakers” to address this cultural barrier, who
work together with LOOROs and support them. The low-threshold service by “care-
takers” would fill an institutional gap. Moreover, a higher service provision of LSP
positively influences customer attitudes and the intentions to buy on the LSP [5, 31].
For instance, the Chinese case shows that a higher logistic capability (e.g., more multi-
ple fulfilment services offerings) would increase the attractiveness of the LSPs from a
customer perspective [62].

5.2 Limitation and Future Research

To the best of our knowledge, this is the first study investigating the cultural impact on the
service provision of LSP providers in two countries. Nevertheless, our study considers
only three out of six dimensions of the Hofstede model. Second, the Hofstede model
cannot explain further important factors like the legal system’s impact on the chosen LSP
type or the market environment (e.g., competition). Therefore, future research should
investigate the cultural impact with various approaches like Porter’s five forces. Third,
our study identifies various services.However,we cannot analyze the actual customer use
and fit regarding the cultural dimensions. Therefore, future research should analyze the
actual customer behavior of location-dependent services and link them with the cultural
dimensions. Fourth, we provide a written introduction to all coders in their language to
address any uncertainties or misinterpretations, but we cannot rule out any biases for
sure.
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Abstract. Despite a global pandemic, it positively increases the intention to use
contactless payments. MP usage still falls behind existing alternative payment
methods like cash and card. Thus, this paper aims to explore the drivers and
inhibitors of MP usage in relation to cash and card payment, which is still an
underresearched area in MP. For this, we conducted an online survey (n = 227)
in Germany and ran a partial least squares path modelling approach. The results
reveal that relative advantage and compatibility drive the intention to use MP
compared to cash and card payment. Especially, the result for relative advantage
indicates that MP needs some “good” arguments to convince card-preferring users
to switch to MP. Interestingly, users regard the disadvantages of MP differently.
For instance, perceived switching costs are significantly stronger forMP compared
to cash payment but data threat is significantly stronger for MP compared to card
payment. The results of the disadvantages of MP confirm Germans’ strong “love”
for cash payment and that German consumers regard MP as more similar to the
card than to cash payment.

Keywords: Mobile payment · Switching cost · Diffusion of innovation · Risk ·
Mobile payment adoption · Cash and card payment

1 Introduction

In the early 1990, the first payment systems used cellularmobile communication network
elements and devices [1]. The early mobile payment system (MPS) variants required a
radio connection between the users’ devices and their mobile network operator to pay
by call or SMS. However, such technology as radio links for remote payment systems
requires continuous network coverage, which is impossible. Therefore, new technolo-
gies, like near-field communication (NFC) or QR-codes, came into consideration. Both
so-called proximity-based MPS enabled users to use their devices to pay without a radio

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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connection to amobile communication network [2]. Since the development of proximity-
based MPS solutions, MP has enjoyed growing popularity in many countries like China
or the US [3]. Especially the coronavirus accelerated the diffusion of MP. For instance,
MP use in the US hit a milestone with a 29% year-over-year growth in 2020 and sur-
passed 100 million users in 2021 [4]. In stark contrast to the high adoption countries,
the adoption of MP in Germany is still in its infancy. By the end of 2019, less than 7
million German adults have used their mobile devices for mobile payment [5]. Even the
coronavirus did not change German consumers’ preference for cash payment. Only 6%
of German consumers started using mobile payment (MP) during the pandemic. During
the pandemic, most German consumers switched from cash to contactless card payment
[6, 7].

The reason for the lacking adoption of MP is manifold. For instance, German con-
sumers are aware of the advantages ofMP (e.g., speed of payment) [8, 9]; they still prefer
paying for daily shopping trips in cash, even after decades of card payment options. 15.6
Billion transactions, or 77.9% of all transactions, are paid with cash in the retail sector
in Germany [10–12]. Moreover, 64% of German consumers believe paying with MP
is too risky [13]. 77% think that MP is not secure [9]. 47% perceive that MP is not
secure and are worried that using MP discloses too much information about the user
[12]. Additionally, 38% of German consumers think that MP creates so much switching
cost (e.g., too much effort to set up or learn) [9, 12].

Therefore,many studies have investigated the acceptance ofMPby consumers. How-
ever, most former studies only investigated, for instance, what ease of use means at a
generic level. But, we do not know what ease of use or usefulness means in relation
to existing alternatives from the consumer perspective [14]. Because consumers face
different competing payment methods that may prevent consumers from using MP like
card payments in Germany [15]. Only four studies addressed this research gap (see next
chapter) but limited their comparative analyses to theoretical constructs like the relative
advantage ofMP [15], the convenience of payment [16], and alternative attractiveness or
monetary value [17]. But innovation also needs to be good in relation to the competing
options regarding the risk facets and not only regarding their advantages. For instance,
physical cash works without registers for users and their transactions in the retail store
[18]. This is in stark contrast to the card or MP payment process. Therefore, research
should also extend the comparative analysis to the risk facets of MP. Only one study
explored the risk of MP compared to cash payment [17]. Hence, our study will con-
tribute to the field of MP and will provide more insight into the comparative analysis of
MP compared to cash and card payments regarding the advantages and disadvantages.
Summing up, the following research question shall be answered:

RQ1: How does the perception of drivers of MP differ compared to cash and card
payment?
RQ2: How does the perception of inhibitors of MP differ compared to cash and card
payment?

In addition, former studies show that the switching cost aspect is also an inhibitor of
the diffusion of MP adoption. However, former research conceptualizes the switching
cost as a unidimensional construct [17, 19–22], despite that multiple steps exist like
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evaluation of alternatives or setup-cost [9, 12, 23]. To overcome the purely cost-driven
aspect of switching costs (e.g., buying a new smartphone), we conceptualize switching
costs as multiple-dimensional constructs to provide new insights.

To answer our research questions, the remainder of this paper is organized as follows:
The following section reviews the existing literature in the field of MP adoption and
highlights the contribution of this paper in more detail. In the third section, we develop
our research model. To test our research model, we surveyed 227 German consumers.
The analysis of this survey is presented in Sect. 4. The paper closes with a discussion of
the results, the related implications, and the study’s limitations.

2 Literature Review

The current study contributes to the field of MP adoption in the following ways. First,
with regard to the research call for a comparative analysis of MP to existing alternatives
[14], only five studies [1, 15–17, 24] followed this call. However, Liébana-Cabanillas
et al. [24] compared MP with SMS as a remote payment system while Dahlberg and
Öörni [1] compared MP with electronic invoices. Liébana-Cabanillas et al. [24] showed
that security, usefulness and subject norms strongly influence MP over SMS payment.
Dahlberg and Öörni [1] revealed that compatibility is more important for MP than for
electronic invoices. Only Boden et al. [16], Bärsch et al. [15] as well as Loh et al. [17]
had a comparative look at more traditional payment methods. Boden et al. [16] analyzed
the convenience of the payment and the willingness to pay (WTP) concerning card
and MP. They show that MP can increase customers’ WTP compared to card payment
through greater convenience of payment. In contrast, we investigated further drivers
(relative advantages) and inhibitors of MP (data threat, perceived threat). The study of
Bärsch et al. [15] compared MP stepwise with cash and card payment concerning the
relative advantages. The study showed that self-efficacy and MP threats have a much
higher influence when compared to cash than card payment. Our analysis also compared
MP stepwise with cash and card payment regarding the relative advantage. In addition,
we also compared MP stepwise concerning the data and perceived threats. A recent
study by Loh et al. [17] explains the switching intention from cash payment to MP. The
study indicated that alternative attractiveness of MP and security and privacy positively
affected the switching intention. In contrast, our study extends the comparison of MP
with card payment and considers data threat and perceived threat.

Second, we identified six studies that incorporate perceived costs or switching costs
in their research model [17, 19–22, 25]. But the majority considers only the financial
aspects like costs of use [22], and financial barriers (e.g., headset) [20]. Only two studies
added non-financial cost aspects like cognitive costs [17, 25]. However, those studies
mainly operationalize costs or switching costs as unidimensional, despite suggestions
that multiple dimensions exist like pre-switching search and evaluation costs or post-
switching behavioral and cognitive costs [23]. Therefore, our study re-operationalized
the construct switching costswith themultidimensional scale by Jones [23]. Furthermore,
none of the former studies investigated the relationship between perceived switching
costs and perceived risk. But this relationship is important to consider because customers
tend to outweigh potential losses (e.g., having to invest time and effort or money) more
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than potential gains, which leads to an overestimation of the perceived threat and reduces
the intention to use MP [26].

3 Theoretical Framework and Hypotheses Development

3.1 Diffusion of Innovation Theory

For the investigation of the adoption process, two different families of theories are
predominant in the IS literature: Studies that are based on Davis’ [27] Technology
Acceptance Model (TAM) and its successors (e.g., UTAUT) on the one side and those
based on Rogers’ [28] Diffusion of Innovation (DOI) on the other side. In contrast to the
user-centric view of the TAM, the DOI focuses on the adoption process of innovation
in a social group. Earlier studies adapted the characteristics of innovations and the
market situation and refined a set of constructs (e.g., complexity, compatibility or relative
advantages) that could be used to study individual technology acceptance [28, 29]. In
particular, many studies in the field of MP support the predictive power of DOI variables
like compatibility e.g., [1, 19, 21, 22, 30] or relative advantage for the adoption process
[1, 19, 21, 30–32]. Especially, the perceived benefits of a system play an important role
in the adoption process. Therefore, this study also considers the relative advantage in the
researchmodel. Former studies operationalized the relative advantagewith key attributes
like the use around the clock [19], usefulness or the speed and efficiency of MP [19, 21,
32].

However, such objective advantages are only one side of the “usefulness coin”.
People evaluate innovations in comparison to existing payment options; therefore, an
innovationmust be good in absolute terms and in comparison to existing payment options
[15]. The relative advantage can be defined as: “the degree to which an innovation is
perceived as being better than its precursor” [29, p. 195]. In keeping with the definition,
MP has to be compared with the existing payment option. For this, we compare MP
with cash and card payment regarding the speed of the payment (e.g., consumers do not
need to control the change/entering the pin at the terminal for the card payment) [15,
32], reduced need for carrying a wallet [33]. Further included aspects are the hygienical
factor (consumers do not need to touch the money/terminal to enter the pin) [11, 12],
the easiness of the payment process (e.g., consumers do not need to count the coins)
[21, 30, 34], and the improved overview of account movements [9, 15, 19]. Due to the
similarities between MP and card payment, we expect that the “arguments” to convince
users to switch to MP need to be stronger [15]. Hence, we hypothesize:

H1: The relative advantages of MP positively influence the intention to use compared to
card payment to a greater extent than cash payment.

The introduction of MP is not a sure-fire success. MP needs to encompass and
reconcile with existing values, behavioural patterns, and experiences of potential users.
Extant research confirmed the positive effects of compatibility of innovative technology
in general [35] and in particular for MP [1, 19, 21, 22, 30]. The construct compatibility
is defined as “the degree to which an innovation is perceived as being consistent with
the existing values, past experiences, and needs of potential adopters” [28, p. 15]. To
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address the idea of compatibility, we consider the following aspects: fits well with my
lifestyle, the way I manage my finances, the way I pay for products and services [30]
and generally fits well with my payment behaviour [36]. Hence, we hypothesize:

H2: Compatibility of MP positively influence the intention to use MP.

3.2 Theory of Reasoned Action and Theory of Planned Behaviour

The theory of reasoned action (TRA) is one of the most fundamental and influential the-
ories of human behaviour to predict the determinants of consciously intended behaviour
[37]. The TRA is very general designed and has been used to predict a wide range
of behaviours and the individual acceptance of technology [27, 38]. The goal of the
TRA is to understand an individual’s voluntary behaviour, like the adoption of MP [39].
The TRA incorporate the attitude toward behaviour and the subjective norm (social
influence). Especially social influence was identified as a significant driver for the initial
adoption ofMP [22, 25, 32, 33]. In particular, studies show that individuals are embedded
in a social group and tend to consult their social network to reduce any anxiety regarding
the adoption of new technology [33]. Further aspects are what relatives (friends/people
around me) think [22, 25, 32] or what the (social) environment expects (e.g., Media,
Work, Society) regarding the usage of MP [20]. Therefore, the construct social influ-
ence can be defined as: “the extent to which users perceive that important others (e.g.,
family and friends) believe they should use a particular technology” [40, p. 159]. In line
with the definition and former studies, our research included the impact of “people who
are important to me” [32, p. 18] or “people whose opinions that I value” [33, p. 214].
Moreover, former findings have shown that the evaluation of new technologies is indi-
rectly shaped by friends, relatives, mass media, society, and the retailer [20]. Hence, we
hypothesize:

H3: Social Influence of MP positively influence the intention to use MP.

3.3 Multidimensional Nature of Switching Cost

To adopt MP, users have to bear the cost because there is no such thing as a free lunch.
Therefore, userswill conduct a cost-benefit evaluation before deciding [20]. In particular,
cash payment is still the dominant way to pay in the retail market. Customers face
higher investment costs for MP compared to cash than card payment. For instance, they
need to evaluate the existing MP apps or learn how to pay contactless. Former studies
partly confirm the cost-benefit evaluation intuition. A few studies reported a significant
negative impact on the intention to use [19, 20, 22], whereas other studies did not find
any significant relationship between (perceived switching) costs and intention to use
[21, 25]. In contrast to the former studies, we consider switching costs as a multiple
dimension to address the various evaluation steps of the consumers [23]. Therefore,
we incorporate the multidimensional scale of switching costs by Jones et al. [23]. The
scale consider: 1. Pre-switching search and evaluation costs: “perception of the time and
effort of gathering and evaluating information prior to switching” [23, p. 442]; 2. Post-
switching behavioral and cognitive: “perceptions of the time and effort of learning a new
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service routine subsequent to switching” [23, p. 442]; and 3. Sunk costs: “perceptions
of investments and costs already incurred in establishing and maintaining relationship”
[23, p. 442]. We excluded the cost of lost performance, uncertainty, and sunk costs
because consumers can switch back to cash or card payments anytime.

Furthermore, none of the former studies investigated the relationship between per-
ceived switching costs and perceived risk. However, it should be investigated for two
reasons: First, consumers must invest time and effort to set up MP. Some consumers
also have to buy a new phone [12]. When consumers find that the costs (investments)
outweigh the benefits, they will be unwilling to expend the effort required to switch [17].
Second, consumers tend to weigh potential losses (e.g. investments) as more significant
than potential gains when switching to MP. This behaviour is also known as the upward
bias, which leads to an overestimation of the perceived threat of a new system [26, 41,
42]. Hence, we hypothesize:

H4: The perceived switching cost of MP positively influence the perceived threat of MP
compared to cash payment to a greater extent than card payment.

3.4 Data Threat and Perceived Threat

Although previous studies extensively made use of risk items within their research mod-
els, the findings are still ambiguous regarding the relation between the constructs of data
threat and perceived threat. While Bärsch [15] revealed that data threat has a significant
positive impact on the perceived threat, the study of Jenkins & Ophoff [43] did not
find a significant impact. Nevertheless, German consumers believe that “giving away
too much information” is one of the most severe disadvantages of MP [9]. Therefore,
the current study integrated data threat into their research model. Data threat is defined
as the “potential loss of control over personal information, such as when information
about you is used without your knowledge or permission. The extreme case is where
a consumer is ‘spoofed’ meaning a criminal uses their identity to perform fraudulent
transactions” [44, p. 455]. We compared MP with cash and card payment regarding the
following aspects of data threat: the risk that criminals can access the user account [19,
20, 22, 33], the service provider could send personal information to other companies
without the knowledge of the user [21]. Moreover, we incorporate also the aspect of
becoming a “transparent customer” (loss of privacy) [15]. Moreover, we expect that the
data threat of MP is higher compared to cash than card payment because cash enhances
privacy and leaves hardly any traces [18]. Hence, we hypothesize:

H5: The data threat of MP positively influence the perceived threat of MP compared to
cash payment to a greater extent than card payment.

MP bears several risks for users, which shape their perception. Therefore it is not
surprising that former studies identified perceived risk as an essential factor for adoption
[20–22, 25, 32, 33]. The perceived threat can be defined as “the expectation of losses
associated with the purchase and acts as an inhibitor to purchase behaviour” [45] p. 185.
Thus, this study considers the general risk level ofMPcompared to cash or card payments
[33, 45] and the psychological aspect. Moreover, we also consider performance risk
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(technical and availability perspective) because the lack of availability of MP compared
to existing payment options is among themain inhibitors for German consumers to adopt
MP [9, 12]. Moreover, we expect that the perceived threat of MP is higher compared to
cash than card payment because cash payment is the legal tender in Germany and bears
very low risks. Hence, we hypothesize:

H6: The perceived threat of MP positively influence the intention to use MP compared
to cash payment to a greater extent than card payment.

The resulting research model is depicted in Fig. 1.

Fig. 1. Research model

4 Methodology

4.1 Data Collection

Our target population comprised consumers in Germany. Each customer answered the
questions about theMP usage compared to cash and card payments. This approach aligns
with former research [15, 16]. In linewith the actualMPusage inGermany,weconsidered
MP as a proximity payment method (NFC and QR code) (Deutsche Bundesbank 2019).
The first part of the survey collected data on MP adoption. The second part was focused
on demographic variables (e.g., gender and age). We also conducted a survey instrument
pre-test to rectify any problems. Using the snowball principle for the survey distribution,
we collected 401 responses. Considering the recommendation of Hair et al. [46, 47],
144 observations with more than 15% missing values had to be eliminated, resulting in
257 observations. 227 participants answered the questionnaire completely, beyond the
recommended sample size of 40, to receive stable model estimation results [48]. The
demographics of the sample show that 51% (130) are female, 44% (113) are male, and
1% (three) are divers. 4% (11) did not provide any gender information. 56% (144) are
between 18–34 years old, and 39% (102) are older than > 35 years. 4% (11) did not
provide any information regarding their age. We asked our participants to indicate if
they had already used MP and which type of MP (QR code or NFC). 64% (165) did
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not use MP before, and 32% (81) used MP (59 via NFC, 22 via QR-Code). 4% (11)
did not provide any information regarding the MP usage experience. In line with former
studies in the MP field, e.g. [15, 16] as well as IS research [40], we consider gender and
age as control variables in both models. Gender was coded using a dummy variable of 0
(female) or 1 (male). In the case of age, we followed the approach of Liébana-Cabanillas
et al. [49] and divided age into two groups (<35; >35).

4.2 Measurement Model

We applied a structural equation modelling approach that consists of an outer and an
innermodel [46]. The outer measurement model defines the relations between constructs
and items. The inner structural model represents the relations among the constructs
[50]. All items were adapted from extant literature to improve content validity [46, 51].
All items were measured using a five-point Likert scale (“strongly agree” to “strongly
disagree”). We ran the statistical data analysis with SmartPLS 3. For assessing the
reflective constructs, we consider the indicator and construct reliability and validity
[46].

To assess the indicator reliability of the reflective constructs, we checked the outer
loadings of the items and their significance. Because of insufficient outer loadings [46,
52], items in the constructs of perceived cost, social influence, perceived threat, and
relative advantage had to be eliminated in both models. All other items had sufficient
outer loadings> 0.7 and were significant at the 1% level. We checked Cronbach’s alpha
and the composite reliability to assess the construct reliability. The calculatedCronbach’s
alpha coefficient exceeds the recommended threshold of 0.7 [53] for all constructs of
both models, except for the perceived threat construct in the cash (0.639) and card model
(0.699). However, the perceived threat construct exceeds the recommended thresholds
of the composite reliability and the AVE in both models. Therefore, we contextualised
our measurement of Cronbach’s alpha and decided to keep both constructs. Moreover,
the composite reliability is more suitable for PLS-SEM, which supports our decision to
keep both constructs [46]. The composite reliability of the remaining constructs for both
models is higher than 0.7. The AVE of each latent construct in both models exceeds the
threshold of 0.5 [54].

Furthermore, all model construct correlations are significant, except for social influ-
ence on relative advantage in the card model. For the assessment of the validity, we
consider the cross-loadings of the constructs and the Fornell-Larcker criterion. The
cross-loadings must exceed all other loadings to the other constructs, which is the case
[52]. For the Fornell-Larcker criterion requires, the squared AVE of a construct must be
greater than its highest correlation with another construct, which is also the case [50, 52].
Additionally, we used the heterotrait-monotrait ratio of correlations (HTMT) to iden-
tify discriminant validity. We selected the HTMT85 and HTMT90 to assess discriminant
value and confirm discriminant validity with an HTMT85 and HTMT90 of all constructs
for both models [55].
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4.3 Structural Model

To validate the model, we tested for the variance inflation factor (VIFs) of each item and
construct to identify potential multicollinearity.We deleted the item COM4 (compatibil-
ity) with a value of 5.213 > 5, the item S1 (social influence) with a value of 5.187 > 5,
and S2 (social influence) with a value of 5.181> 5 in both models [46]. The VIF values
of constructs ranged from 1.064 to 1.800 in the cash model and from 1.073 to 1.546 in
the card model, suggesting that multicollinearity is not a concern [52]. In the next step,
we assessed the primary evaluation criteria for the structural model: the R2 level and
the significance of the path coefficients. The structural model for MP compared to cash
shows a moderate R2 level for MP intention to use with 64.6% and a weak R2 level for
perceived threat with 40.5%. Also, for the card model, the R2 level can be considered as
moderate with 66.1% for MP intention to use and weak with 44.2% for perceived threat
[46].

Furthermore, we quantified how substantial the significant effects are by assessing
their effect size f2. The values of their effect size f2 can be described as strong (0.35),
moderate (0.15) andweak (0.02) [56]. Additionally, we controlled for a commonmethod
bias (CMB) by checking for overlap in items in different constructs in the first step [57].
For instance, in the text for the construct compatibility question, we do not use the word
“need” to avoid confounding the construct relative advantages [29]. In the second step,
we run Harman’s single-factor test with unrotated factor analysis. The result indicates
46.89% of the total variance for a single factor in the cash model (46.45% in the card
model), implying that CMB is not substantial in both models (Podsakoff et al. 2003).
In the third step, the correlation matrix revealed that all correlations are below 0.74 in
both models, while CMB is a problem with high correlations (r> 0.90) [54]. Lastly, we
also consider the approach of Kock [58]. The results show that all construct VIF value
relationships are below 3.3 at the factor level in both models, which indicates that the
CMB is not a concern [58]. The bootstrapping analysis of 5000 sub-samples allows for
statistical testing of the hypotheses.

4.4 Results

To test our hypothesis, we also need to consider a modified t-test (Liébana-Cabanillas
et al. 2014; 2017) to check for significant differences in the regression coefficient between
both models. We could confirm four out of six hypotheses of our research model (see
Table 1). The relation between the relative advantage ofMP and the intention to useMP is
significant in both models, and the path coefficient for relative advantage is significantly
higher in the card model, which confirms our hypothesis H1. The results also support
Hypothesis H2 in both models. Moreover, the effect size of Hypothesis H2 is strong in
both models. We cannot support Hypothesis H3 in both models. The relation between
perceived switching cost and the perceived threat is significant in both models, and the
path coefficient is significantly stronger in the cashmodel,which confirms our hypothesis
H4. Bothmodels show a significant relationship between data threat and perceived threat.
However, the relationship is significantly stronger for the card model. Therefore, we can
only partially confirm our hypothesis H5. The relationship between perceived threat and
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Table 1. Path coefficients, f2 values and significant differences for the cash and card model.

Hypothesis Path coefficient Differences
path
coefficients

Cash Model f2 Cash Model Card Model f2 Card Model

H1 confirm 0.232** 0.098 0.323** 0.237 −0.091**

H2 confirm 0.536** 0.451 0.516** 0.507 0.021ns

H3 not
confirm

0.082 ns 0.017 0.027ns 0.002 -

H4 confirm 0.207** 0.065 0.128* 0.025 0.079**

H5 partial
confirm

0.542** 0.446 0.605** 0.561 −0.064**

H6 confirm −0.212** 0.092 −0.177** 0.070 −0.034*

ns: non-significant, 1% level**, 5% level*; f2: strong (0.35), moderate (0.15), weak (0.02)

intention to use is significant in bothmodels, and the relationship is significantly stronger
for the cash model, which confirms our hypothesis H6.

Regarding control variables, only age significantly influences the intention to use in
both models (0.103** cash model; 0.098** card model).

5 Discussion

The present study examined two central research questions: (RQ1) How does the per-
ception of drivers of MP differ compared to cash and card payment, and (RQ2) how does
the perception of inhibitors of MP differ compared to cash and card payment?

With regard to RQ1, our study confirms the decisive role of the relative advantage of
MP for convincing cash and card preferring users in general [16, 32, 33]. The results show
that the relative advantage of MP is more vital compared to the card than cash payments.
This result makes sense because MP and card payment processes have similarities, like
the fast and easy payment process (e.g., no money counting) [15]. Therefore, MP needs
some “good” arguments to convince users to switch from card payment to MP. The
compatibility of users with MP is the strongest driver for the MP intention to use. The
impact and strength of the result of compatibility are in line with previous findings [21,
22, 30]. Therefore, it is essential for users that MP fits users’ way they manage their
finance or pay for products and services. Interestingly, the structural model revealed
that social influence is not essential for users to start using MP in both models. These
findings contrast the existing research [22, 25, 32]. This finding indicated that users are
not influenced by their environment, society or the retailer. An explanation could be the
low usage rate by other consumers.

With regard to the RQ2, none of the former studies investigated the relationship
between perceived switching costs and perceived threat [19, 20, 22]. The findings
revealed a significant impact of the perceived switching costs on the perceived threats
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of MP compared to cash and card payments. Moreover, the finding for MP compared to
cash is significantly stronger, which confirms Germans’ strong “love” for cash payment
as the incumbent payment option [10, 12, 59]. Therefore, German customers are more
unwilling to expend their effort to switch and form an increased perceived threat toward
usingMP [17]. Whereas the perceived switching cost for MP compared to card payment
is significantly lower. An explanation could be the similarity of the payment process
of both payment options (e.g., contactless). In addition, the outer loadings of the items
pre-switching search and evaluation costs and cognitive costs of the construct switching
cost are significantly relevant in both models, except for the item setup costs, which are
not relevant. The results also show that data threat significantly increases the perceived
risk of MP compared to cash and card payments. The finding is in line with Bärsch et al.
[15] but in contrast with Jenkins and Ophoff [43]. Moreover, the result revealed data
threat is significantly stronger for MP compared to card payment. It seems that users
are more afraid of “giving away too much information” when MP is compared to the
card. An explanation for the higher data risk could be that users have to enter a lot of
information into their smartphone or MP app (e.g., card numbers, bank account details
and other personal information) to use MP. In addition, the finding extended the former
research results and revealed that customers’ data threats differ regarding comparingMP
with cash or card payments. Therefore it is important to analyze technology adoption
not only one absolute level but also on the relative level (e.g., comparison with existing
alternatives). The estimated results also confirmed the significant negative impact of
perceived threats on the intention to use MP, which is in line with previous research
[20, 21, 25, 33]. The results also show that the perceived threat of MP is significantly
stronger compared to cash than card payment. The result is in line with our expectations
and confirms that people are used to paying with cash as the most common payment
option in Germany. Therefore, people regard MP as more similar to the card than cash
payment and are still stuck to cash payment, so they regard MP as much more critical
and risky [15].

5.1 Managerial Implications

First, practitioners need to promote MP compared to cash and card payment differently.
Users who comparedMPwith cash payment are less susceptible to objective advantages
and focus more on the compatibility of MP. Users who comparedMPwith card payment
are more susceptible to objective advantages than compatibility of MP.

Second, practitioners need to advertise the compatibility of MP in general. Practi-
tioners should tailor their marketing measures accordingly so that MP is perceived as
compatible with German users’ lifestyles. Thirdly, practitioners should also use their
marketing effort to explain how easy it is to adopt MP to reduce the perceived switching
cost compared to cash and card payments. In particular, it is essential for cash preferring
users to make the switch from cash to MP as simple as possible. For instance, provide
an operating manual in simple language to reduce the cognitive effort for MP’s instal-
lation and learning process. Fourthly, privacy plays a vital role in adopting decisions
for German users. In particular, users are not likely to trust companies like Apple or
Payback Pay compared to their bank institutes [8]. Therefore, practitioners need to high-
light the security of MP in general. For instance, practitioners should signal and explain
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security measures to protect bank accounts or users’ identities. Moreover, they should
transparently communicate the collected data and the data processing.

5.2 Limitation and Future Research

First, the collected data comprises onlyGerman-speakingusers of younger age.However,
young people have been proven to be adequate surrogates for decision-makers [60], so
that this sampling hardly distorts the results. Future research should collect a more
representative and also enlarge the sample size in different cultural regions. Second, our
work only examines the drivers and inhibitors ofMPcompared to cash and card payments
based on questionnaire statements and not the actual decision. Future research may
consider replicating our findings with another research design to provide further insights
with an experiment, interviews or actual data. Third, we do not split the sample based on
users’ prior experience (self-report) and analyze the difference between inexperienced
and experienced users. Hence, future research should consider users’ experience level,
like how long a user has already used MP and its effect on the perception of driver and
inhibitors of MP. Fourth, although the results indicate that users value data privacy, the
reality shows that they also ignore privacy in their everyday use (e.g., social media).
Therefore, it remains unclear what exactly does full transparency mean? Do digital
consumers want full transparency? And how does full transparency affect the interaction
with the digital services (more data processing dialogue boxes). Future research needs
to address these questions in the context of MP and other human-computer interactions.
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Abstract. Amazon has become the market leader among online shopping plat-
forms. Potential customers can search for products on Amazon and compare dif-
ferent offers. However, the highly (visually) competitive marketplace can make
it difficult for sellers to stand out from the crowd. In an eye-tracking experiment,
we investigate how visual cues (e.g. “Bestseller” badge) influence customers’
behaviour by attracting attention, and how they affect their product choice. The
experiment with a sample size of N = 60 participants was conducted on a Ger-
man university campus. With the obtained eye-tracking data, we use a lognormal
mixed-effects model and perform a logistic regression for estimating the effects
of visual cues on Amazon search pages. The results indicate that visual cues
marginally influence the viewing duration and decision time of customers but can
have a considerable impact on the product choice.

Keywords: E-commerce · Online shopping platforms · Customer engagement ·
Customer attention · Eye-tracking

1 Introduction

E-commerce and online shopping have become increasingly popular [1]. Consumers
prefer e-commerce to in-store purchases because it is more affordable and convenient
(e.g. due to location independence and easier comparisons of different product offers
and sellers) [2, 3]. Although e-commerce provides sellers with a broad toolset, it also
possesses unique challenges. For instance, distraction in the digital world is a greater risk
for e-commerce marketing than for traditional marketing in physical stores. Not only are
offers of competing sellers easily accessible via a mouse click, but there is also the risk
of diverting customers’ attention by poorly designed websites (e.g. confusing navigation
or misleading presentation of information). Therefore, customers’ attention has become
a valuable commodity in the online context, and online retailers continuously seek new
strategies to stand out from the crowd. One way for drawing attention is visual salience
[4]. Different strategies for visual attention seeking by using visual cues have evolved
in online marketing [5, 6]. However, the risk of overdoing is a known concern. In print
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advertising, for instance, exaggerated advertisement design is called competitive clutter
[7]. Banner blindness is a phenomenon in the online context where in situations with
excessive visual stimuli the perceptual filtering system of customers protects them from
information overload, which basically makes customers overlook the advertisement and
ignore it [8].

Amazon, as being Europe’s largest online shopping platform [9, 10], is also affected
by such competitive clutter. Amazon’s popularity has turned it into a highly competitive
marketplace that attracts a multitude of sellers [11, 12]. When customers search for
products, they often find many equivalent options for purchase that are also visually
very similar (see Fig. 1 for an example). Such (visually) competitive environments lead
to an information overload that negatively affects customers’ purchase decision-making
process [13–15].

Fig. 1. Example of an Amazon search page, which can be broadly categorised into four areas.
The search bar (box 1) contains the search query, for which the results are presented in the main
content area of the page (box 2). The sponsored brand area (box 3) can be used by brands to
advertise their logo with a custom headline and multiple products [16]. The left side of the search
page (box 4) provides the user with advanced filtering functions for the search query.

To address this, Amazon provides decision-making aids by adding visual cues to
the most popular products in terms of recent sales (“Bestseller”) or noteworthy choices
(“Amazon’s Choice”) [17]. When customers search for products, these badges are not
always attached to the products with the highest rank in the search results but can also be
placed on lower-ranked offerings. The equipment of product offerings with such visual
cues is not unbiased but influenced by various factors (see Sect. 4.2). While these are
for the most part controlled by Amazon and can hardly be influenced by marketplace
participants [17, 18], there are some ways sellers can alter the presentation of their
products in order to cut through the clutter. For instance, sellers could make the product
presentation in the offer photo more appealing or offer a discount voucher. However,
since the product offers presented on the Amazon marketplace are highly competitive
in terms of visual salience, it is not clear if and to which extent the placement of single
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visual cues can increase the attention for a single offer and ultimately lead to its selection.
To shed light on this, we aim to investigate the following research question (RQ) in this
study:

RQ: How do visual cues influence customer behaviour on the Amazon 
marketplace?

To answer the research question, we carried out an eye-tracking experiment and
presented test subjects with original andmodifiedAmazon product search pages with the
task of selecting the most appealing/interesting product that they most likely would buy.
Based on the eye-tracking data, we use a mixed-effects model and logistic regression for
estimating the effects of different kinds of visual cues (seller-controlled vs. not seller-
controlled) on the customer behaviour represented by the viewing duration of offers,
product choice, and the corresponding decision time.

The remainder of this paper is organised as follows. In the next section, we give
an overview of related literature and point out our contribution. In the third section,
hypotheses regarding customer behaviour on the Amazon marketplace are developed.
In the fourth section, we present the applied research method and give details on the
(un-)modified Amazon search pages the study participants were shown. The hypotheses
are addressed and discussed in the fifth section. The paper closes with a conclusion that
includes managerial implications, limitations, and future research directions.

2 Related Literature

Eye-tracking can visualise cognitive attention processes [19, 20]. Eye-tracking has
gained a foothold in several areas of research such as neuroscience, (cognitive) psychol-
ogy, marketing/advertising, and human-computer interaction [21–24]. As a sub-stream
of the latter research area, eye-tracking is commonly used for user experience research,
e.g. on websites [4, 13, 25–27], which our paper is closely related. The proper place-
ment of website items can improve the user’s surfing experience [28, 29]. The design
and layout of websites are also important in the context of e-commerce and online shop-
ping, where eye-tracking can be used for product attraction measurement [4, 30, 31].
Thereby, eye-tracking data can help to understand how visual attention draws the success
of products in e-commerce [23]. Thus, for maintaining profitability and competitiveness,
eye-tracking can be used to adapt product offers to market requirements on e-commerce
websites [31].

The literature closely related to our study has shifted from the study of the eternity
of website design (i.e. the page layout including the use of links and animation) [4], to
the study of elements at a lower level of hierarchy. These include product listening pages
[4, 32], the design of product pictures [33], and the use of advertisement banners [5, 6,
34]. In addition, a variety of theories have been leveraged for understanding how visual
cues affect user behaviour in the online context including the cognitive load theory for
visual attention [4, 34], stimulus-organism-response (S-O-R) theory [35], elaboration
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likelihood model [36], and theories based on neuro-physical and -psychological litera-
ture [5, 6]. We contribute to the user experience research on e-commerce websites by
increasing the level of granularity of the stimulus material. Instead of varying the page
layout or banners, we modify elements on a product-offer level on Amazon search pages
and investigate how customers’ attention can be directed towards certain products in
a highly visually competitive environment where competitors try to outdo each other.
Diverging from the above-mentioned studies, which mostly use self-designed website
mock-ups for their experiments, we rely on actual screenshots of Amazon search pages
for testing the effects of modified visual cues on shopping behaviour under realistic
conditions.

3 Theoretical Background and Hypothesis Development

The S-O-R model posits that a perceptible stimulus (S) leads to the cognitive decoding
of the presented stimulus by the recipient’s organism (O). After the cognitive processing
of the stimulus has been done, there occurs a measurable response (R) of the organism.
Such a response may, for instance, magnify itself in increased product/brand awareness
or purchase intention. For a meta-review of applications of the S-O-Rmodel, see [37]. In
our experiment, we manipulate stimuli (S) on Amazon search pages in order to measure
the response (R) of online shoppers by eye-tracking for deriving conclusions about the
inner mechanisms taking place in the organism (O), i.e. their cognitive behaviour for
which eye movements are indicative [38, 39]. These may then be utilised to deduce
managerial implications regarding the applicability of the different tested stimuli for
improving online shoppers’ behavioural responses.

Humans allocate their gaze for purposely processing or searching for information or
because something is visually interesting [40–42]. Consequently, the viewing duration
of objects of interest is increased [4, 43–45]. This mechanism has led to much research
considering interventions for manipulating visual attention (e.g. 4, 46–48). Based on
this, we formulate the first hypothesis:

Hypothesis 1: Visual cues increase the total viewing dura on of the 
corresponding product. 

Krajbich et al. [49] postulated the attentional drift diffusionmodel that links attention
and choice by a mathematical relationship. The underpinning idea is that attention drives
choice, i.e. the aspects that drawmore attention are higher valued in the perceived value of
a product [46].We thus hypothesise that the attention drawn by visual cues facilitates the
decision-making process of customers and makes it more likely that customers choose
a particular product:
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Hypothesis 2: Visual a en on due to visual cues leads to a higher probability of 
choosing the corresponding product.

Overall, the view that humans do not process all available information is shared
among economists from different fields (e.g. marketing or behavioural economics). For
example, the idea that consumers rarely search on the whole set of possible choices
has been discussed in the marketing literature as a consideration set [50–52]. In this
context, the theory of rational inattention [53] assumes that building the perceived value
of a product causes costs due to the searching and processing of information. Given
multiple product choices, a customer needs to invest search costs for the evaluation
of each product. We hypothesise that visual cues such as the “Bestseller” badge on
Amazon search pages constitute an exogenous reduction of search costs. Because the
search costs are reduced, the overall decision-making process of customers across all
product alternatives on a search page can be accelerated in time:

Hypothesis 3: Visual cues reduce the decision me of customers.

4 Research Method

4.1 Experimental Setup

The eye-tracking study was carried out on a German university campus. During class
breaks, randomly picked students were invited to participate in the experiment. Par-
ticipants were asked to enter an empty room with a dedicated computer and a 24-inch
monitor where the eye-tracking equipment (Gazepoint GP3) was installed. After assisted
calibration of the eye-tracking hardware, participants were instructed that they would
be shown different Amazon search pages during the experiment. For each participant,
the pages were shown in randomised order. To avoid an initial adaptation/familiarisation
period that could have distorted the eye-tracking results on the first shown search page
(i.e. participants inspect the first page more closely than the following ones), a printout
of an exemplary search page was shown to the participants before the experiment was
started. The exemplary search page was not included in the set of pages presented during
the experiment. The participants were asked to emulate a realistic usage behaviour, i.e.
inspect the shown screenshots of the Amazon search pages as if they were browsing
them at home, and were also informed that there was no time restriction. The task con-
sisted of choosing the most interesting or appealing product by clicking on it with the
mouse. Afterwards, by pressing the space key on the keyboard, the next screenshot of
an Amazon search page was presented to the viewer. On each page, the eye movements,
viewing durations, and mouse clicks of the participants were recorded. After complet-
ing the experiment, the participants were asked to fill out an optional questionnaire
with demographical data. All test subjects provided information regarding their age and
gender.
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4.2 Material and Modified Stimuli

When customers search on the Amazon marketplace for a certain product by entering
keywords, the results are presented on the Amazon search page, which is structured
in several website sections and elements. Figure 1 depicts an exemplary search query
for a product used in the eye-tracking experiment. In our experiment, we modified
several parameters of products that are listed in the main content area, i.e. box 2 of the
search page. The information presented on a product level, as shown in Fig. 2, can be
differentiated into two categories: (1) parameters directly controlled by the seller and
(2) parameters that are not or only indirectly controlled by the seller. The first category
comprises the product photo, title, price, discount vouchers, and the Amazon Prime logo,
which is available if the seller participates in the Fulfilment by Amazon (FBA) program
for simplified logistic processes that are handled by Amazon. Amazon has strict rules
for the modification and placement of text in photos but allows the adding of test winner
information [54].

Fig. 2. Categorisation of parameters of a product offer presented on an Amazon search page.

The second category includes the badges (e.g. “Bestseller” or “Amazon’s Choice”)
above the product photo, sponsored production declaration below the photo, product
ratings, delivery conditions, and additional offers. The “Bestseller” badge is attached
to products that generate the most sales and are refreshed on an hourly basis [18]. The
availability of the “Amazon’s Choice” badge depends on an undisclosed algorithm that
incorporates ratings, price, and shipping availability [17]. Sellers can increase the ranking
of their products on search pages by promoting their offers as sponsored products. These
are cost-per-click (CPC) ads where sellers only pay when users click on their product
offer. The higher the seller’s bid on a CPC ad for a product search keyword is, the more
likely it is that the offered product obtains higher ranks in the listing [55]. The delivery
conditions, such as shipping costs and delivery date, are determined by Amazon if the
seller is part of the FBA program [56]. If the seller does not participate in FBA, these
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become seller-controlled parameters. The additional offers can only be influenced by
the seller if s/he owns the brand rights on the offered products. These would entitle the
seller to be the only distributor of those particular products on the Amazon marketplace
and thereby inhibit other offers.

The set of Amazon search pages consisted of actual search queries on the Amazon
marketplace for everyday products that the target subject group (i.e. students on the
campus) would most likely be interested in irrespective of their gender (see Table 1).
The search pages were manually adjusted with a photo manipulation program. The
adjusted parameters constitute the visual cues whose effects on customer behaviour
were to be tested. The goal of the experimental setup was to mimic a realistic shopping
environment the participants were likely used to. To avoid biased results due to learning
and memorisation processes, the original and modified search pages were not shown to
the same subjects. Instead of a within-subjects approach, we therefore chose a between-
subjects design with two groups for our study. Table 1 lists the product search pages
with the modified parameters and the group allocation of their (un-)modified versions.
The first three products constitute the set of search pages where the adjusted parameters
are directly controlled by the seller. Accordingly, the last three products represent the
set of pages where parameters were adjusted that are not or only indirectly controlled
by the seller.

Table 1. Tested Amazon search pages with parameter adjustments.

Amazon product
search page
(Search keywords
translated from
German)

Rank of the
modified product
on the search page

Parameter
adjustment for
adding or removing
visual cues

Test subject
group A

Test subject
group B

Thermo mug 1/6 Removed the
“Prime” logo from
the delivery
conditions

Unmodified
page

Modified page

Cooling towel 6/6 Added discount
voucher

Modified page Unmodified
page

Electric toothbrush 4/6 Added a certified
“Test Winner” logo
to the product
photo

Modified page Unmodified
page

Water bottle 5/6 Reduced the
product rating from
4.5 to 2 stars

Modified page Unmodified
page

Gym bag 6/6 Added “Bestseller”
badge

Unmodified
page

Modified page

Hand luggage 6/6 Removed “Amazon
Choice” badge

Unmodified
page

Modified page
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5 Results

5.1 Dataset Description

The eye-tracking study was carried out during a period of 16 days. In total, N = 60
test subjects aged between 18 and 42 years, with an average of 23.2 years, took part
in the experiment. 14 persons were female and 46 were male. They were split equally
among the two test subject groups, i.e. each group consisted of 7 female and 23 male
test subjects. All participants were either students or (uninvolved) employees of the
university. A prerequisite for participating in the experiment was a sufficient level of
visual acuity which potential test subjects were asked about. 93.3% stated that they had
already purchased products on the Amazon marketplace and thus were familiar with
the website. 56.7% had an active Amazon Prime membership and therefore most likely
knew of the service benefits (e.g. faster shipping) they were eligible for.

5.2 Analysis

For carrying out quantitative statistical analyses, we defined areas of interest (AOI) for
each of themodified products in Table 1 in the eye-tracking software. Thesewere used for
collecting user behavioural data that only concerned the rectangular region on the search
page specified by the AOI [26, 57], which then served as the basis for the conducted
tests [58].

Given that each of the 60 test subjects was shown 6 different Amazon search pages
with ameasurement of 6product positions on eachpage,wewouldhave anominal sample
size of 36 observations per subject and 2.160 observations in total. However, we had to
remove the 36 observations of one test subject as s/he did not seem to cooperate with the
experimental condition because the overall response time was less than 2 s on average.
Selected observations of other subjects were removed as well if the fixation of an AOI
was not sufficiently long enough, leading to the removal of another 43 observations. In
total, 79 observations from 27 different participants were removed, reducing the sample
size to 2.081.

Note that the observation sample size is smaller for the decision time because it
accumulates the viewing durations of all 6 product positions on a page. Thus, the nominal
sample size for the decision time is 360, from which 1 was removed due to the above-
mentioned reasons. Based on the cleansed sample, we conducted a simple randomisation
check regressing the viewing duration on the test condition of the subject groups A and
B. No coefficient was significant, confirming that the randomisation worked indeed as
intended.

As the viewing duration of an AOI is a strictly positive variable, wemodel the depen-
dent variable using a generalised linear model (GLM) with a lognormal link function
for testing Hypothesis 1. Furthermore, we use a hierarchical lognormal GLM because
hierarchical models deal better in situations with repeated measurements. Subjects and
products are treated as randomeffects, while the existence of the visual cue and the demo-
graphical data of the test subjects represent the fixed effects of our specification. This
procedure is also used for testing Hypothesis 3. In order to verify Hypothesis 2 regarding
the product choice of customers, we use a logistic regression. Mixed-effects modelling
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seems not appropriate for Hypothesis 2 because of our experimental setup, where users
always had to make a choice on a presented search page. We also tested a mixed effects
specification for logistic regression, but the corresponding random effects resulted in
being negligible, and convergence issues in the software fitting procedure arose. There-
fore, we prefer both for statistical and subject matter reasons the specification used in
Eq. (2).

Viewing Durationsubject,page,position
= β0 + β1 Visual Cuesubject,page,position + β2 Age

+β3 Gender + εsubject + εpage,position + εsubject,page,position

(1)

Product Choicesubject,page,position
= β0 + β1 Visual Cuesubject,page,position
+ β2 Age + β3 Gender + εsubject,page,position

(2)

Decision Timesubject,page
= β0 + β1 Visual Cuesubject,page
+β2 Age + β3 Gender + εsubject + εsubject,page

(3)

With:

εsubject ∼ N
(
0, σsubject

)

εpage,position ∼ N
(
0, σpage,position

)

εsubject,page,position ∼ N
(
0, σsubject,page,position

)

The results of the model analysis for the viewing duration, product choice, and deci-
sion time are listed in Table 2, Table 3, and Table 4 respectively with the corresponding
standard errors in parentheses. In each table, we differentiated the model analysis with
respect to the underlying product parameter adjustments used for determining the effects.
These include: (1) all product parameters, (2) parameters directly controlled by the seller,
and (3) parameters not or only indirectly controlled by the seller.

The demographic variables control for any possible differences between the test
subject groups A and B. Age is centred on the sample mean to facilitate interpretation.
As the results inTable 2 reveal, age does not significantly correlatewith viewing duration,
albeit test subjects with an above-average age seem to look at an AOI shorter in general.
Likewise, male subjects appear to look longer than female participants. Similar results
for the demographical data can be observed in Table 3 and Table 4.

Table 2 shows that the effect of an increased viewing duration due to the existence of
a visual cue is significant (confirmingHypothesis 1). The effect has the expected sign and
is statistically significant at the 10% level. However, when differentiated according to the
control level, it emerges that only the parameters controlled by Amazon are significant,
while the seller-controlled parameters hardly show an effect on the viewing duration.

Table 3 reveals that the visual cue’s existence seems to have a notably large and
significant effect on the product choice at the 5% level (confirmingHypothesis 2). Much
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Table 2. Results of the model analysis for the viewing duration.

Dependent variable: viewing duration

All product
parameters

Parameters directly
controlled by the
seller

Parameters not or
only indirectly
controlled by the
seller

Independent
variables

Visual cue 0.095*
(0.058)

0.022 (0.083) 0.182** (0.079)

Age −0.037
(0.067)

−0.032 (0.070) −0.034 (0.066)

Gender (male) 0.185 (0.161) 0.223 (0.170) 0.137 (0.157)

Constant 0.689***
(0.146)

0.674*** (0.163) 0.723*** (0.146)

Observations 2,081 1,038 1,043

Note *p < 0.1; **p < 0.05; ***p < 0.01.

Table 3. Results of the model analysis for the product choice.

Dependent variable: product choice

All product
parameters

Parameters directly
controlled by the
seller

Parameters not or
only indirectly
controlled by the
seller

Independent
variables

Visual cue 0.458**
(0.214)

0.272 (0.327) 0.604** (0.286)

Viewing dur. 0.386***
(0.024)

0.383*** (0.034) 0.388*** (0.035)

Age 0.0004
(0.012)

0.003 (0.017) −0.003 (0.017)

Gender (male) −0.285*
(0.154)

−0.269 (0.220) −0.298 (0.215)

Constant −2.702***
(0.330)

−2.782*** (0.468) −2.610*** (0.464)

Observations 2,081 1,038 1,043

Note *p < 0.1; **p < 0.05; ***p < 0.01.

like the data in Table 2, the results are only significant for the Amazon-controlled param-
eters. Overall, we find that viewing duration positively correlates with product choice
and is highly statistically significant.

Table 4 demonstrates that visual cues reduce the decision time of customers (con-
firming Hypothesis 3). However, in contrast to the previous results, visual cues show a
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Table 4. Results of the model analysis for the decision time.

Dependent variable: decision time

All product
parameters

Parameters directly
controlled by the
seller

Parameters not or
only indirectly
controlled by the
seller

Independent
variables

Visual cue −0.048*
(0.026)

−0.068* (0.036) −0.003 (0.034)

Age −0.007
(0.025)

−0.007 (0.014) −0.008 (0.014)

Gender (male) 0.211 (0.308) 0.271 (0.178) 0.151 (0.171)

Constant 2.872***
(0.649)

2.837*** (0.374) 2.882*** (0.360)

Observations 359 179 180

Note *p < 0.1; **p < 0.05; ***p < 0.01.

significant effect only for the seller-controlled parameters. The relatively small reduction
can be explained by the general setting of the experiment. There was no time limit and
test subjects were asked to take time for their decision in order to emulate a realistic
shopping situation. Thus, even if a cue reduced search costs, and thereby the evaluation
time for a certain product, test subjects might have been inclined to “re-invest” the saved
time into the closer examination of the remaining products.

6 Conclusion

6.1 Summary

In today’s world, e-commerce and online shopping are on a continuous rise. Many con-
sumers prefer online shopping due to convenience and a much greater range of available
products [59, 60]. However, on online shopping platforms like Amazon, this variety and
the fierce competition in price, performance, and visual saliency lead to an information
overload making it difficult for sellers to stand out in the marketplace and compete for
the attention of potential customers. The goal of this study was to examine how the
existence of elements like the “Bestseller” badge or discount vouchers in product offers
influence customer behaviour on the Amazon marketplace. For answering the research
question, an eye-tracking study was conducted to investigate the effects of modified
visual cues on the viewing duration, product choice, and decision time of customers.
We drew from the attentional drift diffusion model and the theory of rational inattention
to accumulate empirical evidence for the theoretical linkages between viewing dura-
tion, product choice, and decision time. Based on this, we developed three hypotheses
regarding the effects of visual cues. For estimating the magnitude of their influence,
we used a lognormal mixed-effects model and logistic regression. Hypothesis 1 could
be confirmed on a superordinate level, i.e. the existence of visual cues can indeed lead
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to an increased viewing duration of a product on Amazon search pages. Visual cues
also positively influence the product choice of customers, which proves Hypothesis 2.
Hypothesis 3 was also verified, but visual cues had a minimal effect on the decision time
of customers.

6.2 Managerial Implications

From a managerial perspective, it is ex-ante not always clear if visual cues can actu-
ally lead to an improved outcome, which is because there might be some reservations
regarding their application. As pointed out in the introduction section, there is a risk of
overdoing. For instance, a new element added to a user interface always represents an
additional visual component that may be distracting if that component is not helpful to
the customer. However, our empirical design allows drawing the important conclusion
that visual cues like badges do indeed change customer behaviour in a way that aligns
with sellers’ business objectives (e.g. increased attention and higher choice propensity).

Our study provides the basis for several managerial implications for e-commerce
platforms in general and forAmazonmarketplace sellers in particular. The results demon-
strate that e-commerce platform owners can profit by marking popular products on their
websites because this can significantly increase both the viewing duration of those prod-
ucts and the probability that customers click on them for closer examination. From the
perspective of Amazon marketplace sellers, achieving this goal is a more challenging
task because the results clearly show that the most effective tools are the parameters con-
trolled by the platform owner, i.e. Amazon. In our experiment, the visual cues the seller
is able to directly control were found to be mostly statistically insignificant regarding
the postulated hypotheses. Hence, the results indicate that sellers should, for instance,
thoroughly examine whether to offer a price discount because the viewing duration and
product choice might be hardly influenced by it. In this regard, sellers should pay more
attention to product ratings, which can be expected to have a greater impact. Although
product ratings are not directly controlled by the seller, s/he can take precautions to
ensure that avoidable service failures do not occur and ask satisfied customers for rating
their offers.

6.3 Limitations and Future Research Directions

While conducting the eye-tracking experiment, besides eye-tracking data we also
recorded the mouse clicks of participants. It should be noted that the mouse clicks
primarily served as a task goal for the test subjects and cannot be interpreted as purchase
probability. It is conceivable that mouse clicks on individual product offers on Ama-
zon search pages only indicate an increased interest of online shoppers. In real-world
scenarios, a potential customer would probably open multiple product pages in Internet
browser tabs to compare them in greater detail. The visual examination of product pages
was not part of this study and can be addressed by future research.

Furthermore, we only found a significant gender effect regarding the product choice,
which might be due to the female to male ratio being 1/3 in the examined dataset.
As previous research suggests, males are characterised by lower visual attention in the
online shopping context [61]. Hence, it might be possible that a more balanced dataset
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with an increased sample size reveals significant gender differences regarding the other
dependent variables as well.

Finally, we did not seek to identify the isolated effect of individual visual cues, which
could be a promising avenue for further research. Investigating the isolated effects of
visual cues in more product categories and scenarios could allow the deducing of more
detailed implications. For instance, it can be assumed that offering discount vouch-
ers might be a more effective tool for drawing attention to high-priced products. The
same can be expected for the “Bestseller” badge, which could be more influential when
attached to expensive products due to the facilitation of the purchase decision-making
process. Meaning that potential customers could be more inclined to trust the “swarm
intelligence” reflected in the “Bestseller” badge when deciding between similarly priced
expensive options.
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24. Jankowski, J., Wątróbski, J., Witkowska, K., Ziemba, P.: Eye tracking based experimental
evaluation of the parameters of online content affecting the web user behaviour. In: Nermend,
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Abstract. Sport and physical activity are very closely related to people’s health.
The COVID-19 pandemic has made everyone aware of the importance of main-
taining regular physical activity. The lockdowns and mandatory social distancing
experienced during the epidemic underlined the importance of new sports plat-
forms that bring traditional sports, such as cycling, to the virtual world. This work
focuses on the ZWIFT cycling application as an exemplary mixed-reality sport
platform. Sentiment analysis (or opinion mining) aims to explore the emotions
behind the opinions expressed in texts on different topics.We used sentiment anal-
ysis of socialmedia platforms (Twitter andReddit) to provide valuable information
on the culture surrounding mixed reality sports platforms.

Keywords: Mixed reality · Virtual sports · Sentiment analysis · Social network ·
COVID-19

1 Introduction

Physical activity plays an important role in preventing and treating many chronic dis-
eases, which are responsible for almost 70%of deaths worldwide [1]. Amateur participa-
tion sports such as running, triathlon, and cycling are severely affected by the COVID-19
pandemic, as these sports depend heavily on mass physical participation. In 2020, most
areas of the sports industry, including competitive and recreational sport systems and
players, related sports markets, sports tourism, and sports media sectors, experienced
significant declines [2–4]. In the world of sport, it should be said that since the introduc-
tion of restrictions, there have beenmajor changes in physical activity and sporting habits
of populations around the world [5]. Stockwell et al. looked at the results of 64 repre-
sentative surveys conducted in countries around the world and concluded that during the
first wave of the COVID-19 pandemic, the population almost everywhere experienced
a decrease in physical activity and an increase in sedentary time. Lower-intensity activ-
ities (e.g. walking) are more prevalent in the changed physical activity patterns than
in the pre-restriction period. Based on demographic and sociocultural characteristics,
significant differences were found in terms of age, suggesting that younger age groups
(under 30 years) were more likely to continue to find opportunities for physical activity,
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compared to older age groups (31–65 and >65), who significantly reduced their time
spent playing sport by more than 50% [6].

There were also marked changes in the places where the sport was played during
the COVID-19 pandemic. On the one hand, restrictions first affected community venues
such as sports, fitness and health centres, and sports clubs, and on the other hand, fear
of the virus and the appeal kept a significant proportion of people away from their usual
sporting venues [7, 8]. At the same time, many global sporting competitions have been
postponed or cancelled, opening up the possibility of a virtual platform as an alternative
to professional sporting competitions [9].

The emergence of the epidemic and the restrictions imposed have increased the
opportunities and forms of home sport, with a significant increase in the frequency of
individual sport and physical activity in nature [7]. The increase in individual outdoor
sporting activities is illustrated by the information recorded by various so-called ‘smart
devices’ on people’s physical activity. During the period of restrictions, there was a
significant increase in the proportion of peoplewho participated in online training and the
time they spent doing so. During this period, several improvements were made, covering
software, the tools that could be used, and online sports training materials. These have
created an environment of leisure activity at home and in many cases even conditions
for competition (e.g., cycling) [10]. The boundaries between real and virtual sports are
increasingly blurred, with the emergence of a mixed sports model that combines the
physical exertion of sports with the virtual representation, adding a new dimension. It
has to be said that home-based training is presumably an easier option for those who
already have the necessary equipment, space, and competence to carry out self-guided
training and physical movements. Furthermore, adherence to home exercises requires a
complex and high level of intrinsic motivation [11].

Several studies [12, 13] investigated the impact of digital solutions on work and
personal life, but the COVID-19 pandemic has shown that digital alternatives to the
sport are still significantly missing from our daily lives, even though the sport is, in
many cases, an integral part of life. There are some new types of applications that allow
users to perform physical activity and virtualmediated interactionwhile being embedded
in a virtual world. One of the most popular mixed-reality sport platforms is ZWIFT [9],
which offers the possibility to link the bike to the ZWIFT application using a smart
trainer and display the real performance in a virtual world and offers a digital exercising
alternative to users.

In this work, we apply sentiment analysis of social media platforms to provide
valuable insight into the culture surrounding the mixed reality sports platform. Through
an analysis of Twitter and Reddit posts related to the ZWIFT application, we sought to
understand the impact of the restrictions caused by the COVID-19 virus outbreak on the
application’s users. Did they feel that they had the opportunity to exercise and train with
others despite their circumstances? Can we see a change in the number of comments
during the lockdowns, i.e. did more people noticeably and intensively use this platform
to exercise? Is the stress of fear and vulnerability reflected in the comments posted on
specific social media channels?

The remainder of this paper is structured as follows. In Sect. 2, we give an overview
of sports digitalization and ZWIFT as an exemplary mixed reality sports application.
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Subsequently, we present the design of our investigation in which we used data retrieved
between January 1, 2018, and December 31, 2021, from the Twitter and Reddit social
media platforms in Sect. 3. The results of the usage of the ZWIFT platform are presented
in Sect. 4. This paper ends with a conclusion and future outlook in Sect. 5.

2 Digitalisation on Sport

Sport is today a highly valuable industry worldwide and can be defined in business terms
in several different areas: for example, as a live sport, recreation, fitness, and entertain-
ment (sports broadcasting). All of these areas have been significantly transformed by
digital technology over the last few years, including the fact that it is now available to
the amateur runner, something that was previously unimaginable even in elite sports.
Data, sensors, digital services, and channels, social networks have overwhelmed tradi-
tion, and we have not even mentioned virtual and augmented reality. These technologies
not only provide new tools for training for professional and amateur athletes, but with
their proliferation, new sports and business models are emerging.

Nowadays, even amateur athletes have many possibilities to track and analyse their
performance, especially with the help of wearable sensor devices or even smartphone
apps. The market for such technologies is estimated to reach $12 billion by 2022 [14],
with more and more big sports brands trying to grab a slice of the market, seeing the
growing demand. Another important technology is virtual reality, where virtual running
and cycling apps simulate and visualise the realistic completion of a course on training
machines, such as the Zwift (https://www.zwift.com), and Peloton (https://www.one
peloton.com/), Real Grand Tours (RGT; https://www.rgtcycling.com/), Rouzy (https://
rouvy.com/). This new form of sport platforms transfers cycling into a virtual world
and allows users to socialize, exercise, or compete with each other [15]. These training
systems offer several benefits, such as allowing users to train and compete with each
other regardless of weather and geographical conditions. It also allows accurate and
repeatable control of the characteristics of the virtual environment [16].

Currently, Zwift is the market leader in simulated cycling races [9], with more than
2.5 million registered app users in 190 countries [17] and more than 30 000 users who
can both cycle [18] and compete with each other, as in addition to traditional rides in
the virtual world, users can also compete with other cyclists (see Fig. 1), access training
plans created by professional coaches and even train in groups. Zwift’s community is
constantly growing, racing teams are being formed and virtual races are monitored by
a third party (Zwiftpower; https://zwiftpower.com/) to ensure transparency. During the
COVID-19 outbreak, several new additionswere available to the ZWIFTworld of routes.
The Richmond and Innsbruck routes are replicas of the 2015 and 2018 World Road
Championships courses, while Watopia is a fictional world created based on locations
somewhere in the Solomon Islands. The New York one is mainly based on routes in
Central Park. ZWIFT combines experiential cycling with opportunities for structured
training, and also allows for community cycling. Furthermore, gamification elements
[19] have been added to the platform, such as avatar individualisation and so-called
powerups (e.g. invisibility for a few seconds).

https://www.zwift.com
https://www.onepeloton.com/
https://www.rgtcycling.com/
https://rouvy.com/
https://zwiftpower.com/
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Fig. 1. ZWIFT mixed-reality sport platform, allows users to ride their bikes in a virtual world.
Using the smart-trainer allows you to cycle with other cyclists in a virtual environment (Source:
https://www.bikeradar.com/features/ZWIFT-your-complete-guide/)

3 Material and Methods

Sentiment analysis has become a popular tool in both business and academia [20, 21].
Since the internet hasmade large amounts of data available, sentiment analysis is increas-
ingly used in marketing, social sciences and even politics [22]. By definition, sentiment
analysis, or opinionmining, deals with the study of emotions and attitudes expressed in a
text [23]. Sentiment analysis methods can be classified into several categories, both ver-
tically and horizontally. Vertically, we can talk about aspect-based, sentence-based, and
document-based analysis [24, 25]. Horizontally, different techniques can be used, two
techniques are important to mention, such as lexicon (or dictionary) based and machine
learning. The dictionary-based approach is based on assigning an emotional charge to
the words in a given text using an emotion dictionary. Machine learning methods, on
the other hand, perform text classification through supervised or unsupervised machine
learning [26].

Nowadays, it is increasingly popular to use data and texts accumulated on social
media as data sources [25]. Social media is already used by billions of people around
the world. Almost half a million posts are published on Reddit every minute, 63% of
the world’s internet users use Facebook and 23% use Twitter every week, so there is an
almost limitless amount of information available through them,which can provide a good
basis for analysis [27]. Twitter allows to users post short - 280 characters long, called
tweets [25]. Reddit is a social online forum where users can share their thoughts with
a limit of 40,000 characters [26]. Both social platforms are popular with internet users
and offer an accessible and searchable database for academic research and business.

We summarize how our methodology works in Fig. 2. In the first step, the posts
on social media were downloaded from Twitter and Reddit from 1 January 2018 to 31
December 2021. The number of rows that have been downloaded fromTwitter is 617,488
and tweets, from Reddit is 168,666 posts. Next, the data was pre-processed to remove
redundant data, inconsistent data and noisy data. In the pre-processing, duplicates were
removed from both social media datasets and the data was formatted for data analysis.
After these steps, 613,003 tweets on Twitter and 168,085 posts on Reddit have remained.
A two-step sentiment analysis was performed (see Fig. 2). VADER model was used
to obtain the sentiment scores of the comments and categorise them into “positive”,

https://www.bikeradar.com/features/ZWIFT-your-complete-guide/
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“neural” and “negative”. In the second step of the sentiment analysis, to see the emotions
behind the categories of positive and negative posts, the NRCLex package was used. An
unsupervised Latent Dirichlet Allocation (LDA) topic modeling [28] was performed
built to identify commonly discussed topics based on neutral posts.

Fig. 2. An overview of our research methodology (Source: prepared by the authors)

3.1 Data Collection - Twitter Data

The Twitter site has an average of 436 million monthly active users in over 100 countries
in January 2022, providing researchers with data conveniently accessible using Twitter
APIs [27]. Twitter has given topics a ‘hashtag’ (the hashtag is ‘#’), which works like
tags, referring to a topic. Users can tag their newly written post with such a tag, or they
can easily search for specific topics by clicking on the tags. In this way, all posts on a
topic can be listed and reviewed very quickly. The data shows that most Twitter users
tweet only once a month on average, and 10% of Twitter users are responsible for 92%
of all tweets by all US users. This means that most users visit Twitter to keep up with
the latest news, not to talk to and follow communities of their interest [29].

The data was downloaded using the official Twitter API v2 with academic research
access, making millions of public tweets available. This Twitter API v2 allows for the
download of complete and unbiased data, and enables more accurate data retrieval and
download for analysis of public conversations, free of charge for eligible researchers, up
to 10 000 000 tweets amonth [30]. The following search termswere used for our queries:
‘#ZWIFT’, ‘ZWIFT’, ‘#TourdeZWIFT’, ‘watopia’, ‘GoZWIFT’, ‘ZWIFTriding’. These
keywords refer to the Zwift platform, for example, ‘TourdeZwift’ is a popular multi-day
cycling event on the platform and ‘watopia’ is a virtual location. All available tweets
have been searched, and retweets and promoted tweets have been excluded from the
query. The data set was stored in csv format.
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3.2 Data Collection - Reddit Data

Reddit is a slightly different social portal from Twitter, as the focus is on the community
rather than the individual user. Users can post text messages, images, or video content
and engage in discussions with other users in predefined groups, called subreddits,
which anyone can create and moderate. Reddit is a news aggregation website that is also
used for content rating and discussion, it also maintains users’ anonymity [31]. Data
were queried and retrieved from the Reddit database through the Pushshift API, which
provides access to historical Reddit data [32]. The Pushshift API was created by the
/r/ datasets mod team and provides enhanced functionality to search and download the
subreddits. The ‘ZWIFT’ subreddit has been searched and all available comments have
been downloaded. The Reddit data set was stored in csv format.

3.3 Data Preprocessing

Texts can contain abbreviations and spelling mistakes, and context and stylistics can be
important for understanding. Furthermore, the use of emojis or emoticons is widespread
in modern social networks, and with the help of these emotions and moods can be
expressed. After data collection, the next step is to clean and format the data to be
suitable for text analysis. Data processing steps: urls, special characters, English stop-
words, numbers, and unnecessary spaces have been deleted. Furthermore, the text was
transformed through the use of tokenization and lemmatization.

3.4 Sentiment Analysis

In the first step of our research, we used VADER, Valence Aware Dictionary and sEn-
timent Reasoner [33] to determine the polarity and intensity of the post. VADER is a
sentiment lexicon and rule-based sentiment analysis tool, which is exclusively standard-
ized to the sentiments manifested in social media. The built in lexicon was compiled
by 10 independent, trained experts, evaluating more than 9000 words or phrases [34,
35]. As a first step, VADER was applied to obtain sentiment scores for pre-processed
English textual data. Furthermore, following the classification method recommended by
the authors of the tool, sentiment scores were mapped into three categories: positive,
negative and neutral.

In the second step of our analysis, we used the nrc [36] algorithm to discover the
emotions underlying categories of both negative and positive posts. This algorithm uses
an emotion dictionary to score each post based on two sentiments (positive or negative)
and eight emotions (anger, fear, anticipation, trust, surprise, sadness, joy, and disgust).
This analysis helps to understand the emotions carried by posts categorised as negative
and positive. Although the nrc algorithm also categorizes posts positively and negatively,
the literature suggests that these categories are not as precise as in the case of VADER.
Thus, we did not use the results of the nrc algorithm for polarity, we used only VADER
to explore the polarity of our posts and the nrc algorithm to explore the emotions behind
negative and positive posts.

Posts categorised as neutral by VADER can be a good starting point for exploring the
topics discussed on Twitter and Reddit. We used a topic model approach in the second
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step of our research, which is an unsupervisedmachine learningmethod. One of themost
popular of these techniques is the latent dirichlet allocation (LDA) model, which is a
probabilistic model based on a three-level hierarchical Bayesian model for expressing a
corpus. In our analysis of tweets and comments on Reddit over the 4 years, we identified
the most common topics discussed on social media.

4 Results and Discussion

The change in popularity of ZWIFT has been examined on social media during the
period under review. Tweets and Reddit posts were collected between January 2018 and
December 2021. Figure 3 shows the frequency of searches for terms on Twitter and the
frequency of posts on the ‘ZWIFT’ subreddit.

Fig. 3. Distribution of ZWIFT-related posts on Twitter and Reddit between 1 January 2018 and
31 December 2021 (Source: prepared by the authors)

Figure 3 illustrates how, with the outbreak of the coronavirus epidemic, the number
of posts on ZWIFT Twitter skyrocketed in the first half of 2020. This can be partly
explained by the cancellation of traditional cycling races due to the epidemic, which
ZWIFT replaced with the ‘2020 Tour de Zwift’, an online race that was a mass event
open to all, with 119,700 riders participating and over 15,500 h of content watched by
race fans on Tour de Zwift broadcasts. This spike is also seen on Reddit, but to a lesser
extent. This difference can be partly explained by differences in user habits between the
two platforms. While Twitter users focus on breaking news and results, Reddit users
tend to discuss a single topic. It is worth noting that, regardless of the pandemic, there is
a cyclical pattern in the number of comments, with online platforms and online cycling
being more popular in winter months than in summer.
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Fig. 4. Distribution of comments by language (Source: prepared by the authors)

Not surprisingly, more than half of the posts on the ZWIFT subreddit (panel B of
Fig. 2) are in English, and on Twitter (panel A of Fig. 2) most of the posts are also in
English, but about half of the remaining posts are in Japanese (see Fig. 4). This is an
unexpectedly high value, given that, according to 2022 data, around 2.2% of the world’s
internet content is in Japanese only (https://www.statista.com/). This is in line with
several studies [37, 38] on the adoption and acceptance of technology, which show that
Japanese citizens are more readily accepting of advances in automation and AI-enabled
products.

Fig. 5. Histogram of sentiment scores on Twitter and Reddit (Source: prepared by the authors)

Based on the VADER-Sentiment-Analysis algorithm, 1 compound score means the
most extreme positive score and −1 compound score means the most extreme negative
score. Figure 5 illustrates that both on social networks the positive sentiments are themost
frequent. There are minimal differences between the histograms. The typical threshold
values of VADER sentiments are: a) positive sentiment: compound score ≥ 0.05; b)
neutral sentiment: (compound score > −0.05) and (compound score < 0.05) and c)
negative sentiment: compound score≤ −0.05. Based on this classification, Fig. 5 shows
the distribution of the positive, neutral and negative posts on Twitter and Reddit. The
sentiment of most words is neural; they also tend to be more positive than negative; the

https://www.statista.com/
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proportion of positive posts is around 60% on both platforms, but the negative sentiment
is slightly more common on Reddit (Twitter: 13% vs Reddit: 18%).

We also examined the change in sentiment values over time. Figure 6 shows that the
compound scores were throughout the positive range in the period on both platforms. In
early 2020, Twitter’s score fell slightly but did not hit a negative range. On Reddit, there
was no notable fluctuation in sentiment scores during the coronavirus epidemic.

Fig. 6. Mean sentiment values on social media platforms between 1 January 2018 and 31
December 2021 (Source: prepared by the authors)

The decline in compound sentiment scores on Twitter in early 2020 was caused by
a decline in positive posts (see Fig. 7). Furthermore, the number of positive tweets on
Twitter decreased slightly during the coronavirus crisis, while the number of negative
tweets did not change. On Reddit, there was no change in positive and negative posts
during coronavirus.

Fig. 7. Positive and negative sentiment values on social media platforms between 1 January 2018
and 31 December 2021 (Source: prepared by the authors).

We looked at the 20 most frequent words in positive and negative posts (see Fig. 8).
The two most frequent words in positive posts ‘like’ and ‘good’ are in the same order
on both platforms and ‘great’ and ‘thanks’ are among the most frequent expressions on
both Twitter and Reddit. The same is true for words in negative posts, the two most
frequent expressions are ‘pain’ and ‘problem’ on both platforms.
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Fig. 8. Most frequentwords onpositive andnegative posts onTwitter andReddit based onVADER
sentiment classification

It is worth noting that, for both negative and positive sentiment posts, there are clear
themes such as competition (‘cheating’, ‘lose’, ‘win’), training (‘pain’, ‘fitness’, ‘fun’),
digital platform (‘pay’, ‘smart’).

Fig. 9. Emotion analysis of non-neutral posts performed by NRCLex (Source: prepared by the
authors).

The second step of the sentiment analysis focuses on searching for emotions in non-
neutral posts. Among the eight basic emotions, ‘trust’ and ‘joy’ were the prominent
positive emotions observed, while ‘fear’, and ‘sadness’ were the top negative emotions
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(see Fig. 9). It’s worth noting that no substantial differences can be recognised between
the social media platforms we studied.

To explore what the user is concerned about on Twitter and Reddit regarding the
usage of ZWIFT, we applied LDA to our neutral classified corpus. For a comprehensive
better representation of the content, it is necessary to find an appropriate topic number.
By using topic numbers k ranging from 3 to 10, we initialized the LDA models and
calculated the model coherence. Finally, we chose 4 as the topic number: the model has
no intersections among topics, summarizes the whole word space well, and the topics
remain relatively independent. Our model output the following four themes:

Twitter: 

● Topic-1: virtual cycling 
● Topic-2: workout and racing 
● Topic-3: virtual racing event 
● Topic-4: sharing activity 

Reddit:  

● Topic-1: virtual cycling 
● Topic-2: workout and racing 
● Topic-3: digital tools  
● Topic-4: users’ performance

The first topic of both Twitter and Reddit posts focuses on virtual cycling and related
devices. The group is defined by the terms ‘bike’, ‘trainer’, ‘app’ and ‘wheel’. While
the words that define the group in the Twitter posts are ‘update’, ‘working’ and ‘turbo’,
on Reddit the words include terms related to specific cycling hardware such as ‘tacx’,
‘wahoo’ and ‘buy’.

The second theme on both platforms is training and racing, defined by the words
‘ride’, ‘race’ and ‘route’. The second theme is defined by the words ‘km’, ‘calories’ and
‘time’, which refer to the competition between users on both platforms.

The third theme of Twitter posts is virtual events and races. The keywords for this
theme are ‘virtual’, ‘tour’, ‘stage’, ‘watopia’ (course in Zwift), ‘france’ (course in Zwift),
‘event’, ‘team’. In Reddit posts, virtual events are not so prominent, here the third theme
is about digital tools. The keywords are ‘app’, ‘tv’, ‘phone’, ‘bluetooth’, ‘test’, ‘issue’.

Twitter’s fourth theme is related to users’ sharing activities, the most relevant terms
being ‘streaming’, ‘podcast’ and ‘watch’. Reddit’s fourth topic is related to users’
performance and results, the most relevant terms being ‘watts’, ‘deleted’, ‘kg’ and ‘km’.

Overall, we can say that very similar topics are discussed on the two social media
platforms, with the only differences being that the Twitter community is perhaps more
interested in newsworthy posts such as when tournaments are being held, what new
routes are available on the virtual platform, while Reddit posts focus on experiences on
specific devices.

5 Conclusions and Future Work

In this study, we investigated the popularity of the mixed reality sports platform during
the coronavirus pandemic.We collected all available posts on the ZWIFT sports platform
from Twitter and Reddit between 1 January 2018 and 31 December 2021. We found that
the number of posts related to ZWIFT on both social media platforms increased in early
2020, coinciding with the emergence of the coronavirus, and the sentiment behind the
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posts becamemore positive than in the previous period.Of the highest emotions detected,
‘trust’ was found to be the main positive emotion, while ‘fear’, and ‘sadness’ were
the top negative emotions. The topic model identified the following topics experiences
with virtual cycling and tools; training and racing; virtual racing events; and activity
sharing. In the posts and tweets collected, the epidemic and its associated fears do not
appear in the content, which may suggest that this form of exercise may also have
helped users to cope with anxiety. This may also mean that some digital practices may
persist after the pandemic and that professional sports competitions in virtual space
may complement traditional sports competitions beyond COVID-19. Our future plans
include social network analysis, which will allow us to analyse the relationships and
structures between users. Furthermore, it gives the possibility to perform a named-entity
recognition to identify important entities in texts (e.g. places, dates, organizations).

Data Accessibility. The data for this research are available in the public repository https://git
hub.com/domoklac/mixed_reality_sport_research.
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Abstract. Digital technologies foster organizations to rethink their businessmod-
els and socio-technical structures. Thus, digital transformation (DT) has become
a compelling priority on organizations’ agendas. To meet the new environment,
well-considered actions must be initiated and monitored at the operational and
strategic levels. Therefore, it requires an understanding of fields of action and
possible trajectories of DT within different organizational dimensions. For this
purpose, practitioners and academics have designed numerous digital maturity
models to keep track of DT progress. Still, most models reveal an incomplete
picture of the holistic and socio-technical nature of DT and organizations. This
motivates us to answer: Which set of organizational dimensions and character-
istics maps the holistic and socio-technical nature of DT in organizations? With
a systematic literature review and a Delphi study, our paper aims to identify and
validate relevant DT-related dimensions and characteristics. The result is a socio-
technical framework that serves as a pattern for (re)designing digital maturity
models.

Keywords: Digital transformation · Digital maturity · Framework

1 Introduction

Digital technologies continue to grow in importance and transform the environment in
which organizations operate. They cause changes in customers’ requirements, in the con-
duct of business, and the competition and interaction between organizations [1]. To meet
the new environment and ensure viability, necessary strategic and operational changes
must be made within the organization [2]. In this context, the concepts of digitization,
digitalization, IT-enabled organizational transformation and digital transformation (DT)
are used [3–5]. While the literature on these concepts, especially on DT, focuses largely
on digital technologies, these represent only one aspect of the complex phenomena [5].
Organizations represent socio-technical systems [6]. Therefore, to successfully manifest
the changes throughout organizations in the long term which corresponds to a DT [3,
4], a socio-technical perspective is required [7, 8]. This means that a multitude of facets
of an organization, such as business models, technology infrastructure, processes, lead-
ership style, and culture, should be considered and aligned together [3, 9–11]. Thus, it
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is crucial that managers continuously monitor progress of the organization’s DT [12].
In other words, they need to keep the organization’s digital maturity in sight. Digital
maturity models (DMMs) help assess such progress of transformation activities in a dig-
ital context and point out a focused path throughout the transformation [13–15]. With
this intention, different DMMs have been proposed in recent information systems (IS)
research. However, studies show that most DMM proposals provide a fragmentary pic-
ture of digital maturity in terms of the concept of DT [16–18]. Existing DMMs lack
consistency, clarification, and applicability [17–21]. Thus, there is a significant need for
an application-oriented DMM that takes into account the holistic and socio-technical
nature of DT [13, 16, 18, 21]. For this, it is first crucial to know what an organization
should assess internally [3, 5, 13, 22–24]. Through this call for further research, we aim
to develop a socio-technical framework that maps a complete picture of DT and helps
(re)designing DMMs. With a systematic literature review and a Delphi study, we aim
to answer the following research question: Which set of organizational dimensions and
characteristics maps the holistic and socio-technical nature of digital transformations
in organizations?

Our literature-based and empirically-validated framework contributes to meeting the
research need by pointing out the full extent of DT-related characteristics within organi-
zations, regardless of their industries or sectors. This serves as a pattern for (re)designing
DMMs. The paper is structured as follows. The next section gives a brief overview of
relevant research background around DT and digital maturity before we outline the
research methodology of our study in the following section. In the subsequent section,
we present our preliminary results by answering our research questions. The last section
provides an overview of the contributions, implications, and limitations of our work.

2 Research Background

DT has become a significant keyword with a variety of definitions and relationships
with other similar concepts in the literature. The consensus is that DT is a process
of organizational change induced and driven by new digital technologies. It has an
organization-wide impact on a multitude of dimensions and their components of an
organization, such as business models, operational processes, or customer touchpoints
[2, 3, 5, 9, 11, 25, 26]. A DT brings forth a new organizational identity [4]. Therefore,
a DT differs in the degree of change to the concepts of digitalization and IT-enabled
organizational transformation. Digitalization changes simple business processes and
operations, whereas IT-enabled organizational transformation furthermore reinforces
the organization’s value proposition [3]. A DT goes beyond that by affecting the whole
organization [3, 11, 27]. It leverages digital resources to create differentiated value [28].
Induced changes are felt across the socio-technical structures of the organization [5, 7,
8].Moreover, the changes map the business environment’s complexity and the disruptive
impact of digital technologies at the individual, organizational and societal levels [5].
Therefore, proper management is needed to guide properly through the DT process
[29]. As an organization, it is crucial to embed transformation objectives into the business
strategy [30]. Additionally, DT progress needs to bemonitored and assessed to be able to
take targeted actions [12, 25, 29]. Thus, organizations need to knowwhich organizational
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characteristics contribute to DT and therefore need to be taken into account [3, 5].
However, organizations find it challenging to assess an internal status quo [25]. In other
words, maturity is not or only vaguely determined.

Maturity, in a broader sense, reflects evolutionary progress made in business objec-
tives or capabilities from a start to a desired respectively defined end-stage [15, 24]. In
IS research, maturity is viewed as a measure for assessing organizational characteris-
tics [15]. In a DT context, the term digital maturity is used and specifically expresses
which DT progress has already been realized [9, 31]. As stated above, a DT influences
socio-technical structures. Therefore, digital maturity goes beyond a purely technologi-
cal perspective, but also comprises a managerial aspect. It describes what progress have
already been achieved within different organizational dimensions [9, 18].

Tomonitor transformation progress, maturity models are useful andwell-established
tools in IS research [13, 20, 22, 24, 32, 33]. Maturity models are valuable because they
outline typical, predictable, or desired paths of potential trajectories of specific organi-
zational characteristics [34]. Hence, maturity models also appeal in the digital context
[20]. Such digital maturity models (DMMs) consist of measurable and relevant char-
acteristics that can be assigned to organizational dimensions and grouped if necessary
into components [12, 23]. Researchers have since been engaged in developing DMMs,
applying or validating existing ones, mostly in a top-down approach, and analyzing them
on a meta-level [33]. Developers of DMMs can draw on various proposals for DMM
development methods in the literature [23, 34, 35].

Nevertheless, improvements to enhance the quality of existing DMMs in IS research
[22, 33] can be sought out becausemost DMMs lack consistency, clarification, and appli-
cability [17–21]. Regarding accuracy, Becker et al. [34] see an increasing inconsistency
and low accuracy when it comes to DMM development and validation approaches. In
particular, and in most cases, the procedure of data collection is not described transpar-
ently and the measurement validity is deficient [21]. Gökalp and Martinez [19] add that
many DMMs were not published in academic peer-reviewed articles. In terms of clari-
fication, existing DMMs convey an incomplete picture of digital maturity because they
only address one or a few dimensions [17, 18, 20]. Moreover, DMM dimensions have
rarely been conceptualized and specified in detail [18, 19, 22]. Regarding applicability,
Gökalp and Martinez [19] conclude that existing DMMs do not show an integrated and
empirically validated approach for application.

With consideration of the stated shortcomings of DMMs, a research gap becomes
visible. It requires DMMs that meet the holistic and socio-technical nature of a DT
by including all measurable and transformation-relevant characteristics of an organiza-
tion [13, 18, 21]. Such a DMM should be described in such detail that its containing
dimensions possess greater depth. In this context, it is proposed to first understand the
complexity of DT by systematically identifying characteristics that are relevant for mas-
tering DT. This is where our paper comes in providing a socio-technical framework as
a pattern for (re)designing DMMs.

3 Research Methodology

We use a conceptual framework for systematizing the research results [36]. Method-
ically, we orientate on acknowledged maturity model development procedures from
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previous IS research and on their requirements for the design of a maturity model [23,
34, 35]. In this way, we aim to develop a framework that can be used as a pattern within
the procedure of formulating a DMM’s architecture and content. When identifying the
framework’s content, scientific literature proposes to conduct an extensive review of
DMM and DT literature. The literature-based findings need to be evolved and tested for
“comprehensiveness, consistency, and problem adequacy” [34] by other methods [23].
Expert groups in the context of Delphi studies are one suitable method [23, 34, 35].
Thus, we structure our approach in a literature review and empirical revision phase. In
the first phase, we conducted a systematic literature review based on the suggestions of
Webster andWatson [37]. In the second phase, we conducted a Delphi study comprising
a survey of an expert panel over four rounds.

When reviewing the literature, we identified relevant context- as well as object-
related keywords and then set up an adequate search string: “digital transformation”
AND ((maturity OR assessment OR readiness OR capability OR “capability maturity”
OR “maturity grid” OR “stage of growth”) AND (model OR framework OR map)). Due
to consensual differences in the concepts of DT, IT-enabled organization, digitalization
and digitization in literature [3, 4] as well as our research focus on DT, we only included
the term digital transformation. Previously, the term digital maturity was additionally
included in the search string. But it was discarded due to the high number of non-fitting
literature that mostly deals with the adoption of single technologies and that are out of
the context of DT. The search string was then used for a query in the databases Scopus,
EBSCOhost, as well as IEEE Xplore. Here, we only included peer-reviewed journal or
conference articles in English that are available online. Duplicates were excluded. In an
initial review of titles, keywords, and abstracts of 228 hits, we checked on accessibility
andwhether these articles focus onDT and digitalmaturity. After excluding non-relevant
articles, we reviewed the full texts of 151 articles, excluded other irrelevant articles, and
could ultimately extract organizational characteristics related to transformation pro-
cesses, especially to a DT, from 39 articles. To assign the identified characteristics to
organizational dimensions, we reviewed suitable frameworks encompassing dimensions
in the context of DT and change management. We see common ground best represented
by the 7S framework (7S) enabling a holistic and socio-technical view of essential orga-
nizational dimensions. The 7S was formulated and tested by Waterman et al. [38] and
initially intended for McKinsey’s business consulting purposes. Since then, the frame-
work was used and adapted in various areas of research, even in the context of maturity
assessment and digitalization [39–44]. Waterman et al. [38] claim that organizational
change is only effective and successful if all relevant dimensions of an organization are
considered. These 7S dimensions can be summarized as follows: Strategy describes all
strategic actions in interdependence with external circumstances, which are essential for
the business ability of the organization. Structure is the visible and formalized skeleton
in the form of departments, teams, and tasks of an organization. Systems of an organi-
zation consist of the technical infrastructure as well as formal and informal processes
that support other activities within the other dimensions. Staff includes all activities that
impact the Structure and culture of the workforce and that shape the employee skill set.
Style of an organization is affected by the leadership style and all related activities and
behavior of managers and employees. Skills are understood as all skills, competencies,
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and knowledge that exist on an individual, team, and organizational level. Superordinate
Goals shape the corporate culture and act as a guideline for dailywork. [38]When having
the complete list of organizational characteristics after reviewing the articles’ full-texts,
we derive concepts according to Webster and Watson [37]. We aggregated duplicate or
similar characteristics and finally assigned them to an appropriate dimension of the 7S.
The decision process of assigning took place in workshops among the authors.

Our resulting theoretical frameworkwas then empirically validated and refined using
the Delphi method in the second phase. To do so, anonymous expert opinions were
obtained in several rounds. In general, the Delphi method can be used for answering
complex questions and for elaborating future directions [45]. It is an iterative approach
inwhichmultiple surveys are conducted until a consensus among experts is reached [45].
Delphi studies are well established in IS research [46] and have been successfully used in
maturity model research [47, 48]. At the beginning of a Delphi study, a panel of experts
is established, who can provide information about the topic area [45]. According to the
literature, the expert panel is appropriate with a number of 10–18 participants, and the
expertsmust remain anonymous among themselves. This is to prevent conflictswithin the
group as well as peer pressure [46]. The experts then evaluate the given topics in several
rounds. After each round, the results of all participants are consolidated. On this basis,
iterative adaptions are made, which are finally approved by the experts. A broad sample
increases the chance of capturing different impressions in the data [49]. Therefore,
we selected twelve experts with different fields of expertise, backgrounds, ages, and
professional experience for our Delphi study. Participants worked either in academia
(3) or practice (9) in Germany. Those working in academia qualified for our survey by
conducting their research in the field of DT and/or having already developed maturity
models. The participants working in companies have either practical experience in the
area of DT, in the realization and development of digitization projects, in developing
maturity models, or are working in an IT division. Our sample contains a broad spectrum
of working experiences and ages of the participants. Professional experience varies from
five or fewer years up to 16–20 years. A similar pattern can be noted regarding the age of
the participants, which is between 21 and 50 years. In the four rounds of ourDelphi study,
9–12 experts participated in each round. After the experts were determined, the study
was conducted in four rounds. Each round consisted of a questionnaire provided through
an online survey tool. The findings of the previous literature review served as the basis for
the surveys in the form of aggregated dimensions and characteristics. Each round started
with relevant background information. Rounds 1 and 2 focused on the dimensions, while
rounds 3 and 4 dealt with the characteristics of the respective dimensions.Round 1 began
with definitions of DT andDMM to achieve a common understanding among all experts.
The experts were asked to evaluate the seven dimensions, which were defined based on
the literature review, and summarize all relevant aspects of an organization in a very
abstract way. Each dimension was presented using a definition. For each dimension, the
experts could choose to Retain (the dimension should be kept exactly as it is presented),
Adapt (the dimension should be changed or extended), or Drop (the dimension should
be completely removed from the framework). For this purpose, a selection box was
provided for the experts to click on. In a separate field, the experts were allowed to make
additional comments, which they should use if they had adaptions and/or additional
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requests. In addition, the experts were asked whether the bundle of dimensions were
complete or whether dimensions should be added. In preparation for the next round,
necessary adaptions were made based on the results from the first round. A dimension
is considered to be confirmed if it has a retention rate of at least a two-thirds majority.
For a dimension to be completely dropped, a drop rate of at least a two-thirds majority
is required. If these rates are just not met, it will be decided on a case-by-case basis
which changes are necessary according to the experts’ change recommendations. The
adapted dimensions were presented to the experts for validation in round 2. The experts
again had the three selection options Retain, Adapt and Drop as well as a comment field
available. Additionally, the experts were asked to weigh the dimensions according to
relevance. A maximum of 100 points was available, which had to be assigned to the
individual dimensions by the experts. The sum of all the points awarded had to total 100.
In round 3, the focus was on the characteristics of the dimensions that were assessed
by experts. Within each dimension, a decision had to be made for each characteristic,
whether it should be retained, adapted, or dropped. Again, the selection fields, including
a comment field, were available. The results from round 3 were evaluated analogously to
the first rounds, and the necessary adaptations of the characteristics were made. Finally,
in round 4, the adapted characteristics were presented to and evaluated by the expert
panel. After this round, the Delphi study could be concluded as a consensus was reached
among the experts. Thus, the last minor adaptionsweremade, resulting in the finalization
of the dimensions and characteristics.

4 Results

Due to the conducted systematic literature review in our first phase, we initially could
extract a sum of 698 DT-related organizational characteristics from 39 relevant articles.
These could be completely assigned to at least one dimension of the 7S. All articles
addressed at least one 7S dimension. However, it is noticeable that most articles (35)
have the dimension Systems under consideration, followed by Strategy (29) and Style
(26). Three articles cover all seven dimensions, two of which aim at a state-of-the-art
and one on a literature-based development of a DMM. Regarding the articles’ research
focus, it is striking that most of the literature (28) is to develop a DMM, whereas only
a few DMMs are applied (5) or validated (4). In addition, articles with a focus to elab-
orate a state-of-the-art (3) were identified. Of the 698 characteristics, we aggregated
duplicates and similar ones into a total of 48 different characteristics. This results in
the design of a literature-based framework that we empirically revised in our second
phase. The holistic approach of our framework was positively welcomed by the expert
panel of our Delphi study. According to the expert panel, it covers the main facets of
DT to map its complexity and impacts on practice within organizations. Our framework
provides a sufficient overview of relevant aspects, which in turn leads to an optimized
decision-making process. Nevertheless, “the model covers a lot, but there can be added
more facets, which might be partly subordinated to other dimensions” [Delphi study].
The expert panel points out that it was difficult to delineate individual dimensions and
characteristics because of their close relationships that are expressed intentionally by the
7S’s definitions. Due to losses in terms of understanding of the dimensions and clarity
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about the completeness, the literature-based framework was subjected to revision. The
empirically-revised framework is introduced in Table 1 and substantial revisions are
described below.

Table 1. Socio-technical framework for DT (literature-based and empirically-revised).

Dimension and characteristics Literature basis

Strategy: Existence of clearly defined digital vision |
Organization synchronized with digital vision | Existence of
systematic developed digital strategy | Holistic execution of
digital strategy | Development and offering of digital services
or products to strengthen the existing business model or to
enable new business models | Internal integration of digital
technologies | Budgeting for digital innovation considering
potential qualitative and quantitative benefits | Focus on
customer value; Involvement of customers in the innovation
process | Cooperation with business partners in a digital
ecosystem | Conducting technological trend analysis |
Corporate governance providing standards, ensuring ethics
and compliance with laws

[3, 18, 50–76]

Structure & Process: Tasks, responsibilities, and
competencies defined to support staff in execution |
Coordination of centralized and decentralized digitalization
efforts | Adequate resource allocation for digitization and
transformation activities | Decentralized approach resulting in
an extensive scope of action for divisions, departments, and
working groups | Agile and flexible organizational
configuration | Exchange across departments, business units,
and organization borders | Collaboration in multidisciplinary
teams | Data-driven product and service development in line
with strategy | Data-driven resource planning processes |
Digitally-modeled operations resulting in higher process
transparency | Automated operational processes

[3, 18, 50–63, 65–83]

Technology & Data: Harmonized and resilient technology
landscape | Communicating and interoperable equipment and
installations | Interoperable and data-driven mobile devices &
embedded systems | Automated and customizable application
and service systems | Automated and expedient data
acquisition and storage | Ensuring high data quality | Intra-
and inter-organizational data integration and sharing |
Ensured data security, protection, and ownership | Data
analysis for operational and strategic purposes

[18, 53, 55–59, 61, 62, 64,
65, 67, 68, 70, 72, 75,
77–80, 82, 83]

(continued)
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Table 1. (continued)

Dimension and characteristics Literature basis

Culture: Innovative ideas are contributed by the entire staff |
The risk of failure is taken to realize new ideas | Willingness
to learn from errors | Organizational knowledge is shared and
preserved internally | Openness to intra- and
inter-organizational collaborations | Existence of
transformational leadership style | Information is shared
within the organization | Participative interaction between
staff | Awareness of new digital developments | Openness to
new technologies

[18, 52, 54–60, 62, 64, 65,
68, 69, 71, 72, 75,
79–81, 83–86]

Skills: Ability for teamwork | Ability to learn continuously |
Ability to use digital tools | Technical knowledge is available
| Data are handled | Staff is hired based on needed expertise |
Analyzes show whether the necessary skills are sufficient |
Staff is trained

[18, 51, 52, 54, 56–59, 62,
64, 68, 69, 72, 74–76,
80, 82, 84, 86]

The first dimension Strategy comprisses all activities that align the vision, the guide-
lines, and the business model with the political-legal, economic, social, and ecologi-
cal circumstances of the business environment. In the origin 7S, a distinction is made
between Strategy and Superordinate Goals. Many practitioners and even some scientists
in our Delphi study had difficulties in differentiating the Superordinate Goals from the
concept of Strategy and Culture and therefore pleaded for a merger. We have followed
these suggestions as we pursue the goal of an application-oriented and user-friendly
framework and separated the Superordinate Goals into Strategy and Culture. Superordi-
nate Goals shape on the one hand the corporate culture and act as a guideline for daily
work, and on the other hand, they give “notions of future direction” [38]. These notions
are particularly shaped by aspects like the vision and corporate governance, which in
turn is strongly linked to the strategy as many participants noted.

The second dimension called Structure & Processes comprises all visible and mea-
surable components and activities concerning the organization’s internal processes as
well as its structure, such as hierarchies, departments, and teams. This dimension is a
merger of Structure and a component of Systems belonging to the initial framework
based on the 7S [38]. The Structure is the visible and formalized skeleton of an orga-
nization. Employees are aggregated into departments and tasks are divided into sub-
tasks [38]. Systems includes partially formal and informal processes that support other
activities within the other dimensions [38]. The original term Systems was misleading
and required a separation of the technological and process component. According to
the expert panel, a process component was not sufficiently clear, although especially
value creation processes play an essential role in ensuring organizational alignment at a
strategic and operational level. Because they saw a close relationship between internal
processes and structure, these were therefore merged.

The dimension Technology & Data has been reformulated by the stated separa-
tion of Systems as well as by the emphasis of the expert panel on the importance of data
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management in the context of DT. Thus, the dimension comprises the composition, inter-
action, and functionalities of technical resources required for processing information and
data, as well as all activities within the scope of data management. Technical resources
are hardware, software, and communication networks whose aggregation represents the
technology landscape of an organization.

Culture comprises the overall values, norms, mindsets of the workforce, and leader-
ship styles of management that determine behavior at an individual, team, and organiza-
tional level. This dimension was called Style in the underlying 7S. However, the expert
panel disagreed with this designation and required a renaming. The adapted term was
confirmed in the second round with a high retention rate. The characteristics of the initial
dimension Style were simply transferred to Culture in the first step. The characteristics
of the initial dimension were all confirmed by the experts. However, characteristics had
to be added based on the results of the Delphi study.

The dimension Skills comprises the availability, preservation, and development of
knowledge, competencies, and experience at an individual, team, and organizational
level. In the underlying 7S, a differentiation is made between Skills and Staff . However,
the expert panel identified strong overlaps between the two dimensions, which should not
be considered separately at all. Within Skills, “[…] strong overlaps with the item Staff ”
[Delphi study] were seen, while within Staff the experts also found it “not quite clearly
distinguishable from Skills” [Delphi study]. Thus, the two dimensions were combined
overarchingly into Skills. The adapted dimension was confirmed by the experts in the
round 2 so that the characteristics of the dimension were focused on in the third and
fourth rounds. The characteristics of the initial dimensions were first combined and
adaptions were made after the experts’ evaluations in round 3.

In sum, two dimensions were merged, one dimension was split, and assigned to
two other dimensions respectively in rounds 1 and 2 of our Delphi study. Concerning
the weighting of the dimensions, the expert panel achieved an average of almost equal
weighting. Strategy took rounded 22%, Structure & Processes 15%, Technology &Data
22%, Culture 22%, and Skills 19%. During rounds 3 and 4, out of a total of 48 character-
istics, 18 were retained, 26 were adapted, four were dropped and six were supplemented.
Thus, we obtained an empirically-revised framework consisting of five dimensions to
which we link a total of 50 characteristics.

5 Discussion and Conclusion

The starting point of our research was the need for an application-oriented DMM that
takes into account the holistic and socio-technical nature of DT [13, 16, 18, 21]. Thus, we
aimed to provide a framework that improves DTmanagement by serving as a pattern for
(re)designingDMMs. ExistingDMMs convey an incomplete picture of DT’s complexity
by only addressing a few dimensions [17, 18, 20]. This limits generalizability, which is
why we ensure holism by viewing organizations as socio-technical systems [6], so we
take a perspective on social and technical implications [87].

We chose a two-phase methodological approach consisting of a literature review and
a Delphi study. First, we built a preliminary theoretical framework based on important
findings from previous IS research. Existing DMMs and further research on DT and
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digital maturity provided a suitable basis for this purpose [33, 34]. To classify DT-related
characteristics extracted from the literature, we used a holistic organizational model. The
7S [38] is an appropriate basis that helps in mapping a complex subject area, such as DT.
In addition, related research indicates that the 7S can also be adapted and used in distinct
actual topics in the context of maturity assessment and digitalization [39–44, 88]. By
using the 7S as a pattern in the literature review, the stated research need was confirmed.
We identified only one developed DMM that covers all dimensions. Still, this model is
at a theoretical level and has not yet been empirically validated. In terms of validity and
the required application orientation [19], we went one step further and had our interim
results tested and refined by an expert panel in a Delphi study. The anonymous nature of
the Delphi study provided creative input and enriched our theoretical framework [46].
The method showed us that formulated dimensions and characteristics were able to be
refined. The 7S was compressed into five dimensions and Technology & Data were
given a stronger role by name than before. This might be due to the 7S’s age as well
as the driving character of technologies for a DT [2–5]. Moreover, characteristics that
were not depicted in the literature were added by the expert panel. With our two-phase
methodology accepted in IS research [48], we achieved to develop a socio-technical
framework. While DDMs in IS research do not yet map the holistic and socio-technical
nature of a DT, our framework provides a comprehensive composition of technical and
social dimensions and characteristics. Thus, a socio-technical perspective is taken and
the organization is understood as a socio-technical system [6]. This perspective considers
both technical and social implications ofDTandmeans that emerging changes are a result
of the interactions between the two [87]. By using a two-layered framework architecture,
we keep the recommended architecture for maturity models [23] to ensure the balance
of representing the complexity of DT, on the one hand, and simplicity for reuse, on the
other hand. In addition, adherence to proven development procedure models [23, 34, 35]
supports further research. The containing dimensions and characteristics considered in
interaction and dependence, our framework reflects the necessary socio-technical view
on aDT [5, 7, 8]. The expert panel’s weighting supports this perspectivewith its appraisal
that equal attention should be given to all dimensions for a DT.

Nevertheless, our research has limitations. It remains to be emphasized that our
socio-technical framework is not a complete DMM. The review of the small number of
identified DT- and DMM-related articles only gives an excerpt of all developed DMMs
in the literature. Extending the search field by replacing the term digital transformation
by digit* to include all other concepts in the digital context could provide more com-
prehensive results. Nevertheless, this would avert the necessary research focus on DT.
Moreover, our design decision process of assigning and aggregating extracted charac-
teristics might have a subjective character due to the common professional background
of the authors. Involving an interdisciplinary and larger group in this process could lead
to more objective results here, as well. We aimed to dissolve these limitations by empiri-
cally testing our preliminary and theoretical results with a 12-member expert panel from
academia and practice. This approach is also beset with limitations that are rooted in the
nature of Delphi studies. The framework’s refinements and coding procedure are based
on the perceptions of a group of experts which reduces representativeness [89].



Characterizing Maturity of Digital Transformation in Organizations 199

Still, our framework helps facilitate the normalization of DT [13] and accelerate
DT in practice by building an understanding and awareness of DT managers for key
characteristics in their organization when dealing integrally with DT. Our results guide
whereDTcanprogress and suitable actions can be taken in organizations. Further, there is
no universal answer to the research questions for an IS problem.Thus, our socio-technical
framework reflects one contribution to the ongoing research and is a starting point for
a community-wide discussion. A refinement of the framework within for example an
iterativematuritymodel development phase [34] or, more systematically, within a design
science research cycle [90] is also feasible. We invite researchers to evaluate, adapt, or
extend our framework in further research. In particular, our socio-technical framework
should be tested in the context of a DMM design. At this, a methodological basis can
also be design science research as previous work around maturity models have done [91,
92]. In addition, reference models such as the Capability Maturity Model Integration
that has proven itself in IS research [82] can serve as a suitable basis for integrating our
framework. In this way, the holistic and socio-technical nature of DT will be represented
in maturity models, so digital transformation maturity models will be supplemented.
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Abstract. User-generated product reviews are valuable information resources
about what users like about the product, their pain points, and overall product use
cases. This information is valuable for product developers and designers for future
product improvements. This research paper discusses the user journey mapping
approach for analyzing product reviews. It proposes a method for structuring
large amounts of user reviews and putting them on the journey map, classifying
touchpoints, pain points, and product advantages. Machine learning algorithms
on Apple Earpods Max noise-canceling headphone reviews are used to classify
user-generated product reviews and validate the journey map. Created journey
map showed a positive potential for the given approach to make sense of large
amounts of user-generated content and give quantifiable proof of a user journey
map.

Keywords: User experience knowledge · User journey map · User review
analysis

1 Introduction

The user journeymap is a creative method for a quick entry into complex UX projects. In
a short time, it allows learning about relevant user processes and identifying and planning
necessary UX activities, even before entering the user research phase [1]. The critical
components of the user journey map are a business or product-specific touchpoints on
X-axes and user thoughts, actions, and emotional states during them - labeled as valuable
managerial insights for improvement on Y-axes [2].

A journey map often is created collaboratively with the group of stakeholders and
subject matter experts in the interactive process led by the moderator [1]. This pro-
cess is to identify areas of opportunities – often user pain points, which can later be
solved and thus improve overall user experience and business offering [3]. However, the
disadvantage of a user journey map created with the help of stakeholders is that it is
time-consuming, relies on judgments made by individual experts [4], and may exclude
other parties that may also have valuable input. Moreover, it is hard to evaluate the
accuracy of a journey map filled in such away.
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Various alternative data sources can be used to evaluate user experience and create a
validated user journey map. For example, an eye-tracking device tracked users’ behavior
in e-commerce, and gathered data is used to fill the user journey map. Such created user
journey map gives designers to create more personalized shopping paths and improved
shopping experiences [5]. In addition, user interviews and surveys are a popular method
to define journey map touchpoints [2, 6] and fill the journey map with relevant data
[7]. However, these works have not considered user-generated content in online product
reviews as the data source for user journey maps.

This research proposes how a UX expert-defined user journey map touchpoints can
be filled with information based less on individual stakeholder input, with biases and
limited knowledge, but on accurate user-generated content. This way, it could be possible
to combine the best of both worlds – touchpoints based on expert creative input and
content of activities, thoughts, and emotions would be based on actual user inputs about
the product.

The rest of the paper is organized as follows: Sect. 2 discusses related prior work
and the concept of the user journey map in detail. Section 3 describes the proposed
method. Section 4 presents practical results with proposed methods in use. Finally,
Sect. 5 concludes the user journey map used with this proposed method to structure
user-generated reviews of a single product.

2 Framework

2.1 Related Work

Product reviews are an essential factor for customers when making purchase decisions.
And not just the customers; for example, businesses are also interested in what their
customers say about their products [8]. However, gathering qualitative information from
users may be a tiresome, costly activity that requires much time. Therefore, researchers
are interested in making use of user-generated content. Particularly – product reviews on
platforms like Amazon, Twitter, Yelp, and more, as there is a lot of voluntarily written
user feedback. Providing a method for analyzing this vast resource could change how
product research is done, especially when using the user journey maps. For example,
instead of typical resource-consuming user interviews, surveys, and focus groups, a user
journey map of user wants, needs, and product challenges could be extrapolated from
existing product reviews.

Extracting meaning from the user-generated product reviews is nothing new. Many
types of research are dedicated to analyzing how to improve the product for the user.
The Kano model and Quality Function Deployment (QFD) are the two most popular
methods used in various combinations with other methods. In the literature review,
Kano vs. QFD comparison authors state that the Kano model is a valuable tool for
understanding customer needs and analyzing the effect of meeting customer needs on
customer satisfaction levels. The QFD approach translates customer requirements into
technical specifications and applies to product and service design [9]. While these are
already established and self-proven methods, researchers use other approaches, such as
sentiment classification, topic modeling, text categorization using faucets, prefixed user
experience dimensions, text summarization, and many more.
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While searching for relevant research that would use a user journey map to extrap-
olate user experience factors from user-generated content, one that came close was Ken
Chinzinsky approach to measuring UX investments over time from user evaluated infor-
mation. They developed a web tool that allowed users to evaluate touchpoints with the
sales teamby rating satisfaction levels with them. The result was displayed as a sentiment
heatmap compared to previous years to see if a particular investment in UX has paid
off or not [10]. Sentiment evaluation is present in most user-generated review analyses
[11–13] as that defines whether the user’s feedback was positive, negative, or neutral.
Researchers like to compete in achieving sentiment values’ with the most accurate clas-
sification method [14]. Although sentiment evaluation is typically represented as the
probability of positive or negative sentiment, Steffen Hedegaard and Jakob Simonsen
provided an alternative version. They extracted user sentiment and created usability and
user experience associated vocabulary from themost informative word stems. They used
extensive usability and UX categories such as Learnability, Errors, Enjoyment, Usabil-
ity etc., from the literature review, classified the sentences accordingly, and extrapolated
informative word stems to create usability dimension vocabulary [12]. Although they
used Amazon game reviews as their input data, their vocabulary ended with multiple
gaming jargon. There is potential for qualitative sentiment analysis, but we argue that
this approach then should be re-used for each niche product separately as each product
or product niche has its specific jargon and language.

Research shows that sentiment analysis by itself is not enough. It is worth combining
itwith othermethods to understand user reviews better. Such an approach is demonstrated
by Feng Zhou, who used Amazon product reviews, prepared them for topic modeling,
did a sentiment analysis, and categorized reviews using the Kano model [15]. The result
was categorized customer needs based on satisfaction and dissatisfaction scores for
future product improvements. Bai Yang covered another approach to achieving user
experience-related knowledge for future improvements. They used facet method by
categorizing Amazon product reviews in product, situational, cognitive and sentiment
facets. With this approach, similarly to usability dimension vocabulary – researchers
were able to uncover specific language segments used to describe features that increase
or decrease user experience in a particular product or product category [16].

In this research, a user journey map approach is proposed to evaluate user experience
factors in a linear user-product interaction manner, where key touchpoints are defined
by the needs and interests of the business and the observer himself.

2.2 User Journey Map and Its Design

Journey mapping is a popular method used in service design, service blueprinting, cus-
tomer experience, user experience, and other related fields to map out user activities to
reach a goal. The primary purpose of a journeymap is to collect and analyze data obtained
through customer research and use it to visualize the experiences grouped by the user
or customer types. Meaning that each unique experience is not evaluated individually,
but the aim is to find commonalities among various customers to create a sub-set of
similar experiences [17]. The goal of the journey map is not only to translate the lived
experience of the customers visually but also to improve solution design and create new
offerings [18].
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Kokins in his literature overview on customer-centric journey mapping points out
the importance of the experiential aspect in journey mapping. The experiential aspect is
often ignored in service design or blueprinting [7] while it is essential in computer sci-
ence and digital products. Experiential aspects show better user response and significant
satisfaction with information systems, digital products, and service use [19]. This con-
cludes that it is not enough to show touchpoint use cases and actions taken by the user in
service blueprints. Journey maps propose more dimensions for improving product expe-
riences, and to make future product improvements out of them, it requires some way of
representing experiential factors between user and product. Therefore, it is not enough
to show user actions and use cases in touchpoints. Where touchpoint refers to any time
that a user meets an on or offline experience, service, or showcase related to business or
product along their customer journey. Typical journey map design consists of X and Y
axes. The Y-axis of the map should represent aspects of the journey that can be used to
gain valuable managerial insights for improvements – and they should be inextricably
linked to the touchpoints, as doing so connects the journey map process with service
improvement and innovation possibilities [20]. Some might argue that touchpoints – the
X-axis should be defined through user research on what is defined as necessary by the
user [2]. As there is no evidence of the improvement of this approach, we argue that
touchpoints depend on what is essential for the observer in the context of future use of
the journey map. Journey maps are often represented as tables, as this layout proposes
an easier way to glance at a large amount of content (see Fig. 1).

In this research, the UX expert observer defines user journey map touchpoints based
on his subject knowledge. Of course, touchpoints can be changed, and algorithms can
be re-trained to adapt to the changes, so this aspect does not impact the research method.
The main proposal of this research is that it is the aim to structure product reviews in
the user journey map method, fill the content of the journey map using reviews content
and create a valid user journey map.

Fig. 1. Example of the journey map [2].
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3 Method

This research proposes a method to structure and fill the content of the user journey map
from user-generated product reviews on Amazon. The approach is split into four main
stages: exploring the data set and touchpoint definition, cleaning the dataset, testing and
evaluating themachine learning algorithm, applying the best algorithm, and categorizing
the reviews to finalize the user journeymap (see Fig. 3). The proposed approach explores
the available data set, which can be practically any user-generated content based on an
identical product and shares similarities with what users do and refer to in the reviews.
The observer then analyzes the dataset to identify relevant touchpoints based on his
expert evaluation. For example - what information topics are repeating and would be
worthy of being brought out for summarized analysis later.

In the second stage – the dataset is cleaned and prepared for training. Typically, user
reviews are long and contain a large amount of information containingmany touchpoints.
If thewholemulti-sentence reviewwere classified as one –many product use caseswould
be lost. Because of that – reviews are separated into individual sentences, and sentences
individuallywill be classified into a touchpoint (seeFig. 2). Each sentence is cleaned from
stop words, hyperlinks, foreign (non-English) words, emails, emoticons, punctuation,
double space, tabular space, etc. Descriptive nouns and verbs are extrapolated from each
sentence to extract the core meaning of the sentence and ease content analysis using
keywords. This is automated task using Python NLTK library and simple script that
goes through each sentence and performs data cleaning.

In this case, machine learning will classify the sentences, and for that purpose,
a training data set is needed. Expert knowledge is needed as he assigns sentences to
the touchpoints in Fig. 2. It is possible to see that one sentence may refer to multiple
touchpoints. Expert assigns one sentence to no more than three touchpoints as three was
observed maximal amount touchpoints sentences usually had.

Fig. 2. Example of Amazon Earpods Max user review split into sentences – individual use cases
and touchpoints.

In the third stage, algorithm training and evaluation take place to define which one
will be used to classify the remaining dataset. Multiple machine algorithms are used
to classify user review sentences to place them in user journey maps under matching
touchpoints. It is hard to tell which algorithm would best suit this task. So multiple
varying algorithms are proposed to be tested by taking a random sample from the training
dataset and applying it and later comparing for the precision and recall, known as f1
score, among other algorithms.

The most successful algorithm is selected and applied to classify the remaining
dataset in the fourth stage. Due to the complex nature of product reviews - one sentence
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can contain multiple references to more than one touchpoint - each sentence is classified
into up to three touchpoints, and the probability values are represented for evaluation.

As noted in related works – sentiment analysis helps identify written text sentiment
to identify further whether the sentence user wrote is positive, negative, or neutral.
Also, user sentiment or feelings are essential evaluation factors in user journey mapping
techniques. VADER (Valence Aware Dictionary and sEntiment Reasoner) is a lexicon
and rule-based sentiment analysis tool specifically attuned to sentiments expressed in
social media and is used to calculate the value of the sentiment.

Fig. 3. Proposed four stage approach to create user journey map from available product reviews.

4 Data Analysis

4.1 Data Set and Preparation

Apple Earpods Max headphones user reviews on Amazon were chosen as input data
set because there are multiple varying user reviews for this product as users have many
aspects of the product they can interact with. Most of the reviews contain the aspect of
the design and build quality to products ability to fit in the existing Apple ecosystem
and, of course, the audio, noise-canceling aspect itself. In total, 48 reviews written in
English were selected for the dataset containing. Only the user-generated text was used.
No other information was used, like date of creation, rating 1–5, or whether other people
found the review valuable.

UXexpert performed an exploratory reviewof the available dataset to identify repeat-
ing topics, overall user concerns, and frequent use cases. That was done to define touch-
points that would be later used to classify review content. Selected touchpoints were –
headphone connection, noise-canceling quality, battery charging, headphone case, com-
parison with other headphones, software-related issues, the location where the product
is used, and opinion of the design and ecosystem of other Apple products headphones
are used with. The training sample is created by manually assigning touchpoints with
representative touchpoints by the UX expert.
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In total, 588 review sentences are retrieved from the available starting set. Before
algorithm training and classification can be started, each sentence is cleaned by removing
stop words, hyperlinks, foreign (non-English) words, emails, emoticons, punctuation,
double spaces, etc., and stored for training and classification. Additionally, for text-based
user journey map – is an attempt to extract the essence of each sentence by stripping it
down to nouns and verbs. Thus, showing the right keywords that are represented in later
classified touchpoints.

Because a machine learning algorithm will be used, it is necessary to provide it with
training and test data. The expert goes through the 588 reviews and assigns touchpoints to
the sentences that match the representative touchpoints. For more straightforward data
representation, classes to touchpoints are assigned as follows: connection – 0; noise-
canceling – 1; battery charging – 2; case – 3; comparison – 4; software – 5; ecosystem -
6; location – 7; design – 8; audio – 9. The result of the second stage is a dataset prepared
for training and testing machine learning and filling content in the user journey map (see
Fig. 4).

Fig. 4. End of the second stage – snapshot of dataset that is prepared for machine learning.
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4.2 Training and Algorithm Selection

In this case nomachine learning algorithm is selected by default for the text classification
task. Instead, multiple varying algorithms are trained and tested to select most accurate
one, that further will be used to classify full dataset. A XGBC Classifier, SVC, Logistic
Regression, SGDCClassifier,MultinomialNB,GradientBoost classifier,RandomForest
classifier, Ada Boost classifier, Extra trees Classifier, MLP classifier and KNieghbour
classifier are used to define which of them performs the best and will be used further.

20% - 117 randomly selected sentences from the data set are selected with given
classification classes used to train each of the algorithms. Then, another random 117
sentences from the dataset are used to test the classification algorithm. Finally, the
algorithm classification test result is compiled in Table 1.

Table 1. Result of algorithm classification test.

Name F1 score Precision Accuracy Recall

XGBClassifier 0.5467 0.5786 0.5593 0.5593

SVC 0.6308 0.6454 0.6440 0.6440

LogisticRegression 0.5990 0.5974 0.6101 0.6101

SGDClassifier 0.6269 0.6863 0.6355 0.6355

MultinomialNB 0.5857 0.5808 0.6016 0.6016

GradientBoostingClassifier 0.1917 0.1581 0.2966 0.2966

RandomForestClassifier 0.6191 0.6541 0.6440 0.6440

AdaBoostClassifier 0.5117 0.5283 0.5254 0.5254

ExtraTreesClassifier 0.5899 0.6192 0.6016 0.6016

MLPClassifier 0.4841 0.4755 0.5084 0.5084

KNeighborsClassifier 0.55722 0.5774 0.5762 0.5762

Testing results established that SVC algorithm accuracy was the highest and f1
score – 63,08%. In classification matrix it’s possible to see which touchpoints were
classified with the highest accuracy - noise cancelling, audio, the design had the largest
training set examples opposing the one where accuracy was low – software, connection,
case (see Fig. 5). Theoretically, classification accuracy could be higher if the training
set were balanced, and each touchpoint would have an equal number of classifications.
Unfortunately, an imbalance in the training set occurred due to the training set was
classified manually.

4.3 User Journey Map Finalization

Based on dataset observation – one sentence can contain multiple references to multiple
use cases and belong to multiple touchpoints in the user journey map. To not miss out
on potential knowledge - each sentence is classified into up to three touchpoints, and its
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Fig. 5. End of the second stage – dataset is prepared for machine learning.

probability value is provided for observers’ evaluation. Furthermore, a sentiment clas-
sification is initiated to know whether a sentence in a touchpoint was mentioned with a
positive, neutral, or negative sentiment. To achieve that - VADER (ValenceAwareDictio-
nary and sEntiment Reasoner, is used to assign each sentence with sentiment evaluation.
An extracted essence of each review sentence is added to the journey map alongside
the sentiment evaluation. In total, 588 sentences previously prepared for classification
as described above are classified using the SVC algorithm. Each sentence is stripped
to its keywords of nouns and verbs, classified up to three representative touchpoints,
and given a sentiment evaluation using the VADER method. The resulting classification
information with classified touchpoints, sentiments of the sentence and classification
probability of three touchpoints is visualized in Fig. 6 based on user-generated reviews
on Amazon and Apple Earpods Max Noise cancelling headphones.

4.4 Analysis

User journey maps typically, but not necessarily, are a visual artifact that visually rep-
resents users’ experience with the product in the given touchpoints. The X-axes of the
journeymap represent previously selected touchpoints, and onY-axes - represent aspects
of the journey that can be used to gain valuable managerial insights for improvements
that should be inextricably linked to the touchpoints. This visual representation (see
Fig. 7) uses quantitative values from classified sentences to display average positive and
negative affection per touchpoint. In addition, quantitative values of the 4 most positive
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Fig. 6. Example of classified sentences for user journey map.

advantages in touchpoints and the 4 most negative pain points per touchpoint are also
represented. This representation provides a visual opportunity for a quick assessment of
how positive and negative user experience changes across touchpoints, displayed as a
line chart, and assesses the most impactful advantages and pain points in the touchpoint.

Touchpoints are selected and organized to represent the linear product usage cycle
as close as possible. First, the user opens the headphone box, has first contact with the
product’s design, establishes a connection with the device, and plays audio. The next
observed thing is the noise-canceling and overall comparison with previously owned
similar headphones. Then, use the product in various locations, traveling and putting
headphones in their case, charging them, connectingwith the rest of theApple ecosystem
products, and seeing where the software gets mixed in.

The resulting approach provides a user journey map with quantitative information
and validation of the user’s review belonging to one or three touchpoints and positive or
negative sentiment. This approach differs from typical user journey map development,
where the facilitator and project stakeholders create user journey maps based on stake-
holder expertise. Such an approach was criticized by Rosenbaum, claiming that it lacks
objectiveness [2]. While this research aim was not to improve the objectiveness of the
user journey map but propose a way that the user journey map can be used to structure
and make sense of user reviews – the qualitative approach of a sentence belonging to a
touchpoint does precisely that. Furthermore, by classifying sentences into touchpoints,
we gain probability scores to evaluate the probable accuracy of users’ feedback.

While proposed approach is valuable and reducesmanual work, the precision of clas-
sification – 64% should be higher and current implementation would provide noticeable
amount of wrongly classified touchpoints. Furthermore, despite of attempt to automate
creation of user journey map and classification of touchpoints, there are still manual
work that needs to be done. Such as definition of touchpoint and decision of which
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touchpoint to use when classified probability is equal requires expert input. In a future
works this would require improvements.

Despite the shortcomings, where typical user journey map creation is based on loads
of manual work, discussions, and manual user data research - the proposed approach
provides benefits of automation. An abundance of online product reviews can be used
instead of doing dedicated user research before developing a user journeymap.Gathering
data from online sources and setting up the training dataset can take some time, but as
a result, it takes much less time to classify, summarize, and place the correct text under
the right touchpoint. Creating a user journey map manually poses the same challenges
(gathering data, deciding on touchpoints, establishing sentiment, etc.). In addition, it
can’t be scaled to 10,000 user-generated sentence reviews, unlike the proposed solution,
for whom that is a matter of seconds.

It is essential to point out that the precision of classification – 64% could be higher,
as shown in text classification algorithm research, where accuracy can reach up to 89%
[14]. In addition, future work could be improved by an equally large touchpoint training
sample size.

5 Conclusion

The proposed approach proved capable of processing, cleaning, and classifying user
reviews into sentences, and touchpoints, establishing sentiment, and providing a user
journey overview. This approach allows to classify large amounts of user-generated
product reviews using the user journey map method that has not been tried before. This
method would allow the expert to avoid the manual task of going through user reviews
and assign them to respecting touchpoints in user journey map. That could be achieved
with one machine learning algorithm. Due to the nature of classification algorithms,
the proposed approach provides probabilistic quantitative values of content in the user
journey map. Comparing that to normal user journey maps is considered a new addition
and can be used to validate the user journey map itself. The benefit of the given approach
is that it is easily scaled, can be adjusted to other products, not just Apple Earpods Max,
and holds only computational limitation to processing many user reviews.

There are no similar user journey map classification attempts made from Amazon
reviews. Therefore, it is hard to compare results. However, it is possible to compare
the advantages of this approach. For example, the observer can define touchpoints,
and instead of using stakeholder or user interviews to fill out the user journey map
manually – this can be done faster using a more considerable amount of voluntarily
provided information by real users. In addition, touchpoints of the journey map provide
simple.

categorizing, filtering, and overviews of user-product interaction, and sentiment eval-
uation provides polarity of user’s emotions. Of course, the classification accuracy could
be higher and provide more precise results, but that can be improved with better training
data set.

This approach can also be used to mine product relationships within the product
ecosystem. In this journey map, one of the touchpoints was – an ecosystem that repre-
sented Earpods Max connected use with other products from the Apple ecosystem such
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as iPhone,Mac, Apple TV, etc. This option, with further research, can be used to evaluate
reviewed products in the larger context of product ecosystems in which the product is
used.
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