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Abstract. True Random Number Generators (TRNGs) are essential
primitives in any cryptographic system. They provide the foundation to
secure authorization and authentication. This work proposes a generator
that exploits the metastability effect of cross-coupled logic gates, as found
in SR latches. Based on emerging reconfigurable transistor technology,
a random number generator design has been proposed that doubles the
throughput, compared to a similar standard CMOS design, by exploiting
transistor-level reconfiguration. The proposed design is superior in terms
of the number of transistors per block, power consumption and in critical
path delay with respect to its CMOS counterpart. Random Number bit
sequence are generated by operating the given design at three operat-
ing frequencies of 10MHz, 100 MHz and 200 MHz. Firstly, the Shannon
entropy for the generated bit sequence is measured, and then the gener-
ated bit sequence are subjected to statistical evaluation using the NIST
benchmark suite. The P ′ values for the NIST benchmarks is above the
accepted threshold, which underlines the assumption that the designed
circuit produces the random numbers based on the metastability effect.

Keywords: Reconfigurable field effect transistor (RFET) · True
Random Number Generator (TRNG) · Metastability · NIST
benchmark suite · Von-Neumann extraction

1 Introduction

Hardware security is an area of prime concern in the current era of Internet of
Things (IoT) owing to the growing security threats and adversarial vulnerabili-
ties to embedded devices [1]. To this end, reliable and secure hardware primitives
are required to be interfaced with low-cost and resource-constrained embedded
devices for secure communication, identification or authorization and privacy
protection. These security primitives can manage digital keys, perform encryp-
tion and decryption for digital signatures, strong authentication and various
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other cryptographic functions [32]. Generating secrets is a cornerstone of cryp-
tographic applications [1,10,18,38], whose randomness, as a measure of unpre-
dictability, is the defining property of a secure secret key.

Random Number Generators. (RNGs) produce uniformly distributed sets of
numbers for secret keys. There are two kinds of RNGs: True Random Number
Generators (TRNGs) and Deterministic Random Number Generators (DRNGs).
Hardware-based TRNGs extract the noise from chaotic physical processes in
the form of an unpredictable sequence of bits (e.g., thermal noise, flicker noise,
clock-jitter, metastable states, power supply fluctuations) [1,18,40]. On the other
hand, DRNGs use one or more inputs known as ‘seeds’ and are used in generat-
ing ‘pseudo random numbers.’ These numbers are generated using deterministic
algorithms and satisfy every requirement posed by random numbers. However,
the only drawback is that these sequences can easily be retraced if the seed
is known. Hence, to make DRNGs truly random, the seeds must be generated
from some TRNG. A TRNG comprises of three main components: 1) an entropy
source, like the one proposed in this work. It is used to generate unpredictable
and independent values. 2) A conditioning component, which is usually optional.
It is used to reduce the bias in the random outputs. 3) A health test, which checks
for the failure of the entropy source [60].

There are various places where a TRNG can be used, including provid-
ing security against existing adversarial attacks, such as spoofing and cloning,
because of their ability to generate unique secret keys [1]. They are also used
as initialization vectors, random masks, challenges and nonces in side-channel
attack countermeasures [14]. To guarantee a high level of random output, a com-
promise in terms of speed, power and area is generally considered [28]. However,
TRNGs which are to be installed in embedded devices have certain criterion
to fulfil. They need to be area and power efficient and should utilize existing
hardware elements such as logic gates for random number generation [8,47,60].
Hence, it is imperative to explore emerging nanotechnology-based solutions.

Recent developments in emerging technologies have opened up new avenues
to bring security from the technology side within the hardware system [2,41,48,
67]. Various emerging technologies have been explored in works such as [5,35,40,
65] which cater for random number generations with low power requirements.

Runtime reconfigurable technologies form an interesting class of such emerg-
ing devices. Transistors based on these technologies (such as silicon [6,17] or
germanium [55,62] nanowires) show electrical symmetry and can be reconfigured
between p- and n-type behavior at runtime. Due to their transistor-level recon-
figuration, devices made of such nanotechnologies are often termed as Reconfig-
urable FETs (RFETs). RFETs can encapsulate more logic and functionality into
a smaller area and are able to achieve reduced power consumption and higher
speed during their operation [34,40,44,50,74]. Due to their extended functional-
ity, they have shown great potential for hardware security applications, particu-
larly in the domain of logic locking and layout camouflaging [2,3,5,45,50,50].

In this work, a TRNG design based on RFETs that is referred as Emerg-
ing Nanotechnology - based Double - Throughput True Random Number Gener-
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ator (END-TRUE) is proposed. It introduces a bistable device/circuit respon-
sible for generating random numbers. The occurrence of a metastable state in
any bistable circuit is unavoidable. There are three static equilibrium points in
the proposed circuit, two of which are stable (bistable) and known as accurate
output states, while the third point is known to be the metastable state. The
metastable state, in simple terms, can be defined as a state where the output of
the circuit is unpredictable. The output can settle down to either of the two stable
states (the bistable states). The proposed TRNG consists of a metastable RFET-
based SR latch and a dual-edge triggered True-Single Phased Clock D-Flip Flop
(TSPC DFF). Conventionally, each random bit generated using metastability-
based TRNGs is a result of two cross-coupled elements entering into a metastable
state at the rising (or falling) edge of an input clock signal. This implies that
each clock period translates to one random bit at the output, thereby making
the throughput of the TRNG equal to the input clock frequency. However, in
this design, the property of transistor-level reconfigurability allows to have both
cross-coupled NAND and NOR operations in a single clock cycle, which are trig-
gered into metastable states at the rising and falling clock edges respectively,
thereby generating two random bits per clock cycle. However, when the design
is fabricated, it introduces some device variations which influences the outcome
of the TRNG. As this mismatch increases, the 50-50 probability of resolving the
output to two different stable states gets unbalanced [39].

The proposed TRNG is able to generate random numbers achieving double-
throughput over a similar architecture of a TRNG using CMOS technology
(which would need additional hardware components for reconfiguration). This
work also shows that the END-TRUE is more efficient in terms of area (60% sav-
ing in number of transistors), delay (77.3% reduction) and power consumption
(94.5% lower leakage power and 70.7% lower dynamic power) over its CMOS
counterpart.

The present work is an extension of an earlier work [1]. Compared to the pre-
vious work, this work contains a detailed experimental evaluation and discusses
PVT robustness in the case of RFETs, which is integral to any TRNG design.

Contributions: Major contributions of this work are as follows:

– Use of a Verilog-A model from a predictive RFETs design kit [13], to propose
a Minority-based SR latch which allows reconfiguration between a NAND
and NOR-based SR latch. This is essential to achieve double throughput and
forms the core for the proposed TRNG.

– An improved design for a reconfigurable dual edge-triggered TSPC D-flip flop
using RFETs based on TSPC logic. This allows random number generation
at both edges of the clock.

– It has been demonstrated the runtime reconfigurability of RFETs can be
exploited to design the double-throughput TRNG (END-TRUE) using less
hardware than its CMOS counterpart. The proposed design is better in terms
of transistor count, power consumption and critical path delay.
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– It has been further shown that the raw random bit sequence obtained from the
TRNG, upon post-processing using Von-Neumann extraction have sufficient
entropy to pass the statistical tests.

Experimental evaluation over NIST benchmark suite [49] at three different
frequencies – 10 MHz, 100 MHz and 200 MHz, demonstrate that the proposed
END-TRUE returns raw bit sequence with high values of Shannon entropy.

The remainder of the chapter is organised as follows: Sect. 2 presents the fun-
damentals of RFET device operation and RFET-based circuits. It also describes
various kinds of TRNGs with an emphasis on metastability-based TRNGs.
Section 3 deals with the circuit design of the reconfigurable dual edge-triggered
D-flip flop followed by the proposed design. Section 4 begins with the simula-
tion results using the proposed design and presents a comparison between the
END-TRUE and its equivalent CMOS counterpart on the basis of number of
transistors, power consumption and critical path delay. It culminates with the
results of various statistical tests carried out on the raw bitstreams generated
from END-TRUE. Section 5 involves analysis of the test results along with assess-
ment of the impact of post-processing (using Von-Neumann extraction) on the
raw bit sequences from the END-TRUE. Some consideration on the impact of
process, voltage and temperature (PVT) variations on the TRNG functionality
are given. Finally, Sect. 6 presents the conclusions to this chapter.

2 Background

2.1 Reconfigurable FETs

Reconfigurable transistor functionality has been demonstrated on a variety of
materials such as 1D silicon [6,17] or germanium nanowires [55,62], carbon nan-
otubes [72], graphene nanoribbons [15], or by planar 2-D devices based on mate-
rials such as MoTe2 [36] or graphene p-n junctions [57]. More recently also the
integration into an existing fully depleted silicon on insulator 22nm technology
was demonstrated [52]. This chapter focuses on nanowire-based RFETs since it
is one of the most actively researched emerging technologies having Verilog-A
models [13] as well a first physical synthesis flow [43] available.

Reconfigurable nanowire-based transistors, unlike conventional CMOS based
transistors, feature two types of gate terminals, a Program Gate (PG) and a
Control Gate (CG). The PG is used to reconfigure the channel between p-type
and n-type by selectively suppressing the injection of one type of charge carrier.
Whereas the CG receives a voltage input to the FET and modulates the flow of
the other type of carrier [34,44,74]. This is shown in (Fig. 1). Figure 1a shows
how an RFET logically encapsulates both PMOS and NMOS together [42]. The
electrical symmetry in I-V characteristics for nanowire transistors for both p-
and n-type behavior can be seen in Fig. 1d [47]. This electrical symmetry is
necessary while realizing complementary circuits.
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Fig. 1. (a) Transistor level-equivalent model of the RFET showing how it encapsulates
both p- and n-type behavior. The runtime-reconfigurability is represented by the MUX.;
(b) All-around Three-Independent Gate FET (TIGFET) with the control gate (A) and
program gates (P) marked [6]; (c) multi-gate RFET with inputs A, B and C, and a
program signal P [44]. It shows how the channel resistance is reduced as compared to
a series of conventional CMOS transistors; (d) Ambipolar transfer characteristics for
SiNW RFET [47]. Bold lines corresponds to the high-Vt operation and dotted lines
corresponds to the low-Vt operation.

As shown in Fig. 2, to switch the device into an n-type FET, VPG should be
larger than 0, whereas to convert the device into p-type FET, VPG should be
below 0. When VCG is equal to 0, then both the FETs are switched off because of
the barrier induced by the opposing potential of CG and PG. On the other hand,
when VCG is above 0, it allows the conduction of current through tunneling in
an n-type FET, and when VCG is below 0, p-type FET switches ON. A small
amount of thermionic emission also contributes to the overall IDS current flowing
through the RFET. This tunneling and thermionic current is possible because
of the strong band bending which takes place at the source contact leading to
injection of electrons and holes from the metal to the semiconductor through
the thinned barrier respectively.

RFET can also exist is multi-independent gated form. The authors in [17,74]
have shown that multi-independent-gate RFETs allow merging of two or more
series transistors in CMOS technology into a single RFET as shown in Fig. 1c.
RFETs having two or more inputs on a single channel in a wired-AND [54] con-
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Fig. 2. Working principle of a reconfigurable FET [46]

figuration operates with a virtually lower channel resistance per input (Fig. 1c)
thereby dramatically reducing transistor count in digital circuits as well as the
parasitics and delays. This is due to the presence of Schottky barrier in the
on-state of the RFETs [61]. This helps to design compact digital circuits with
added functionalities [44].

2.2 RFET-Based Logic Gates

In this work, an RFET variant with Three Independent Gates has been used to
design digital circuits. The devices is thus often called TIGFET in literature.
A typical layout having a single-input configuration with CG (input A) in the
middle of the channel and the program signal (P ) is used to alter between
p-channel (P = ‘0’) and n-channel (P = ‘1’) behaviour is shown in Fig. 1b.
Figure 3a shows an extension of the TIGFETs for two inputs. If one chooses to
operate a TIGFET as shown in Fig. 3a, then there are 8 possible configurations
in which it could be operated. Out of these possible 8 configurations, only 6 are
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Fig. 3. (a) N-MOS and P-MOS transistor level equivalent models for TIGFETs in dual-
threshold voltage configuration; (b)A configurable MIN gate behaving as a NAND gate
when P = ‘1’ and NOR gate when P = ‘0’ (c) XOR gate

useful to us. These 6 configurations are (assume, VDS = VDD): 1) ON state:
When the VPGS (voltage of program gate at the source) = VPGD (voltage of
program gate at the drain) = VCG (voltage of control gate present in the middle).
When this condition is applied on the RFET, one of the Schottky barriers is very
thin, allowing the tunneling of the majority charge carriers. 2) OFF state: This
state occurs when VPGD = VPGS and VCG has opposite biasing to the polarity
gates. In this state, there is still a small number of charge carriers that can cross
the barrier. 3) Low-leakage OFF state: This state occurs when VPGS = S and
VPGD = D. This condition creates a thick enough barrier across the channel,
which is sufficient enough to prevent the tunneling at both ends. The unused
states must be avoided while implementing the RFET in the circuit. This could
be done by fixing the VPGS = 0 (VPGD = 1) for p-RFET (n-RFET) as shown
in the Fig. 3a or by using VPGD = VPGS [74].

The authors in [74] have shown that it is a dual-threshold voltage config-
uration wherein, input G1 has lower threshold voltage (LVT) and input G2
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has higher threshold voltage (HVT) (corresponding to lower leakage current).
This feature of configuring threshold in RFETs is used later for the TSPC-based
DFF as discussed in Sect. 3.3. The dual-threshold feature helps in improving the
leakage power of the circuit. Leakage power is a critical issue in the present-day
circuits. It comprises around 30% - 50% of the current SoC power consumption.
Low Vt devices are used in the paths that are critical, in order to meet the tim-
ing constraints while high Vt devices which have low leakage are used in slack
paths [74].

Note - In the world of CMOS technology, implementation of multi-Vt devices
is a bit difficult task. CMOS devices require an extra technological step which
increases the cost of fabrication and affect the regularity of the layout. Another
method which can help in decreasing the leakage power in the CMOS technology
is by employing adaptive body biasing. But it adds a separate overhead in terms
of area consumption by additional circuits and routing resources, thus RFET
are supposed to shown an advantage over standard CMOS technology in this
regard as well.

Figure 3b presents the configuration of a configurable MIN gate that is shown
to behave both as a two-input NAND gate (P = ‘1’) and NOR gate (P = ‘0’) [44].
Switching between NAND and NOR occurs because of the interchange in the
functionality between the pull-up and the pull-down part of the circuit. This hap-
pens when the value of P is modified. In RFET technology, NAND and NOR
gates, thus, can be built with equal performance owing to the electrical symme-
try of the underlying devices. This helps in simplifying timing constraints [44].
Similarly, an RFET-based 2-input XOR is shown in Fig. 3c [6].

2.3 Types of TRNGs

True Random Number Generators. (TRNGs) produce unpredictable numbers
that originate from some stochastic physical phenomenon [33]. There have been
various works on TRNGs in CMOS technology. There are three kinds of TRNG
architectures - TRNGs that attribute a logic value to noise (aka. noise-based
TRNGs), TRNGs that attribute a time value to noise (aka. jitter-based TRNGs)
and metastability-based TRNGs that exploit the random outcome of transient
metastable behavior [1].

Noise-Based TRNG. Noise-based TRNGs involve direct amplification of a
noise source (e.g., thermal noise), followed by quantization or digitization using
a comparator to produce random output [4,20]. However, noise-based TRNGs
are difficult to interface with highly dense digital ASICs owing to the presence
of thermal analog sensors and amplifiers [1,12].

Jitter-Based TRNG. Jitter-based TRNGs amplify the frequency noise, called
jitter, of voltage-controlled oscillators (VCOs) [56,64,70], free-running oscilla-
tors (FROs) [12] and ring oscillators. Ring-oscillator based TRNGs have been
shown to have resilience to temperature fluctuations [56,64]. However, factors
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that affect oscillator-based TRNGs include high power consumption, aging and
frequency injection attacks that can result in loss of entropy [12,30].

Metastability-Based TRNG. Metastability-based TRNGs use metastable
circuits [16,19,24,31,59,60,63] to generate random numbers. They use cross-
coupled elements (for ex. cross-coupled NAND gates in SR latch or cross-coupled
inverters) to amplify random noise and generate random bits. The cross-coupled
elements are biased precisely to attain a metastable state, which is eventually
resolved to a stable random state. Any kind of unbalance/asymmetry in the
circuit would cause the output of the TRNG to be biased [12]. Metastability-
based TRNGs are well-suited for interfacing with embedded devices due to their
small-scale and low power consumption and they have been shown to be robust
against temperature and supply voltage variations [60].

3 Design of the TRNG Using RFETs

The potential of using transistor-level reconfiguration in RFETs to develop com-
pact and power-efficient circuits with less parasitics motivates to employ them
for the END-TRUE design. The aim of this work is to double the throughput
of generation of random binary sequences by exploiting the feature of runtime
reconfigurability in Minority (MIN) gates based on RFETs. The present section
details about the components of the proposed metastability-based TRNG.

3.1 Metastability in SR Latch

The TRNGs employ the metastable state attained by cross-coupled elements as
a source of randomness. Figure 4 shows a NAND gate based SR latch unit which
initially rests in a ground state when the input clock (A) has a value of ‘0’, i.e. the
outputs (B and C) of the unit are ‘1’. At the rising clock edge of the input clock,
the output of the latch begins to race and temporarily enters into a metastable
state. However, due to the random noise, the metastability is resolved and the
latch eventually generates a random bit sampled using a positive-edge triggered
D-flip flop at the output. Again, at the falling clock edge, the output of the latch
resets itself to its ground state and the phenomenon is repeated with each clock
cycle. Hence, the throughput of the TRNG is equal to the input clock frequency.
The raw bit sequence generated at the output for each clock cycle would only
be unbiased or perfectly random if driving capabilities of the two NAND gates
are same.

3.2 Minority Gate-Based SR Latch for END-TRUE

In the present work, the metastability-based TRNG is designed using reconfig-
urable MIN gates (Fig. 3b). Figure 5 shows a single SR latch unit consisting of
two cross-coupled MIN gates and two buffers. Two clock signals (clk Program
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Fig. 4. An SR latch unit for the TRNG in [16] with two cross-coupled NAND gates
and two buffers

and clk IN) with the same time period T are fed into the unit, clk IN being
a time-delayed version of clk Program, delayed by td satisfying the condition
td < T/2. In the first half-period of clk Program (clk Program = ‘1’), the
MIN gates behave as NAND gates and the rising edge of the clk IN signal
occurs (when clk IN = ‘0’), the outputs of both the gates are ‘1’ (ground state).
Post the transition in clk IN signal, the outputs begin to race and temporarily
enter into metastability. However, owing to the random noise, the output ‘OUT’
stabilises in order to generate a random bit (‘0’ or ‘1’). Similarly, in the second
half-period of clk Program (clk Program = ‘0’), the MIN gates behave as NOR
gates and the falling edge of the clk IN signal occurs. This time in the ground
state the outputs of both the gates are ‘0’ and metastability is attained at the
‘1’→ ‘0’ transition of clk IN signal, which eventually results in another random
bit. Thus, in one complete clock cycle, two random bits are generated implying
that the throughput of the SR latch unit is twice the input clock frequency.

3.3 Dual Edge-Triggered TSPC-Based D-Flip Flop

In this section, a compact design of a dual-edge triggered TSPC-based D-flip
flop using RFETs (Fig. 6) is proposed that is employed in the TRNG design.
At the transistor level, flip flops require the clock signal directly and inverted.
This poses challenges to the clock-tree synthesis [58]. However, TSPC-based D-
flip flops require only a single clock signal [73]. This, along with the dynamic
logic of TSPC-based design, leads to compactness and faster response [22]. Thus,
TSPC-based D-flip flop can be used for high speed applications efficiently [58].

The authors in [58] proposed a design of a positive edge-triggered TSPC-
based D-flip flop using RFETs that has been shown to have a reduced transistor
count and area compared to its CMOS counterpart [73]. Furthermore, since in
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the design of the flip flop, each pull-up and pull-down path consists of a single
transistor, the parasitics are further reduced, thereby improving the speed of the
flip flop [58,74].

This work exploits the runtime reconfigurability feature of RFETs to make
the TSPC-based D-flip flop proposed in [58] dual-edge triggered. This can be
done by using a program signal (P ) instead of the power-rails as shown in Fig. 6.
If P = ‘1’, the upper four transistors encircled in red provide the pull-up path
while the lower four transistors encircled in blue provide the pull-down path. In
this case, the flip flop samples data at the rising edge of the clock and hence,
behaves as a positive edge-triggered flip flop. Conversely, if P = ‘0’, the pull-
up and pull-down paths get interchanged and the flip flop samples data at the
falling clock-edge. This way it behaves as a negative edge-triggered flip flop.
Dual-threshold voltage design style as shown in Fig. 3a has been adopted (for
three transistors encircled in purple) to make the design compact and reduce
leakage power consumption.

Thus, the same circuit of the flip flop can be reconfigured into both positive
and negative edge-triggered functionalities based on the program signal during
runtime. However, the same TSPC-based design of a D-flip flop in CMOS tech-
nology [73] cannot be reconfigured as both positive and negative edge-triggered
and it also uses a higher number of transistors (11 transistors) with respect to
the proposed design in this work using RFETs (8 transistors). To the best of
the author’s knowledge, none of the earlier works have explored a TRNG design
using device-level reconfigurability offered by reconfigurable emerging nanotech-
nologies.
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3.4 XOR-ing the Outputs

For the purpose of simulation, the outputs of the two SR latch units are XOR-ed
and its results are fed into a dual edge-triggered TSPC-based D-flip flop (Fig. 6).
Compact implementation of MIN gates (Fig. 3b), XOR gate (Fig. 3c) and the
proposed TSPC-based D-flip flop has been carried out using dual-threshold-
voltage design style that makes the design area-efficient with improved speed
and reduced leakage power consumption [74].

It has been mathematically proven in [7,65] that by XOR-ing outputs from
multiple TRNGs (in this case, the SR latch units), the randomness (entropy) of
the resultant output sequence can be increased and the TRNG becomes more
robust against PVT variations.

Let the ith TRNG produce a probabilistic output signal (bitstream) for which
probability of obtaining bit ‘1’ is equal to pi. In the ideal scenario, the value of
pi should be equal to 0.5 for an unbiased binary sequence (perfectly random).
Let the probability deviation from the ideal value be defined as αi = |0.5− pi|,
αi ε [0, 0.5]. If two such probabilistic output signals are combined by the XOR
gate, then the resultant probabilistic signal can be given as -

pXOR = p1(1 − p2) + p2(1 − p1) = 0.5 ± 2α1α2 (1)

For n such probabilistic signals, Eq. (1) becomes-

pXOR = 0.5 ± 2n−1α1α2...αn (2)

The deviation of the resultant output signal from the ideal value is, therefore,
given as-

αXOR = 2n−1α1α2...αn (3)
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with αXOR ε [0, 0.5]. Smaller the value of αXOR, higher the randomness in the
output signal. Furthermore, αXOR ≤ min{α1, α2, ..., αn}. This implies that by
XOR-ing the output signals of multiple TRNGs, randomness (entropy) in the
resulting signal can be improved.

3.5 Analysis of Randomness

The cross-coupled MIN gates in the SR latch unit (Fig. 5) are analogous to two
cross-coupled inverters (such as in an SRAM cell) that are powered-ON when
the input clock makes a ‘0’ → ’1’ transition for clk Program = ‘1’ or when it
makes a ‘1’ → ‘0’ transition for clk Program = ‘0’. ‘B’ and ‘D’ are respectively
the inputs to Gate-2 and Gate-1 while, ‘A’ and ‘C’ are respectively the outputs
of Gate-1 and Gate-2. The corresponding butterfly-curve in the Voltage-Transfer
Characteristic (VTC) for the SR latch unit is shown in Fig. 7. It can be clearly
seen that point ‘X’, which is the point of metastability, lies on the identity line
(shown in green). This means that both stable states demarcated by points ‘Y ’
and ‘Z’ are equally preferred, when the MIN gates in the latch have similar
drive capabilities. Eventually, the latch attains either state ‘Y ’ or ‘Z’ due to
noise, thereby producing a random bit at the output (OUT). Thus the SR latch
unit in END-TRUE generates a random bit when triggered into a metastable
state.
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an XOR gate in DG configuration and the configurable dual edge-triggered D-flip flop
(The signals and nodes in the equivalent CMOS model have been marked
in red) (Color figure online)

Figure 8 shows the complete circuit for the END-TRUE based on RFETs
with all the components. In the next sub-section END-TRUE has been compared
with an equivalent CMOS-based design.

3.6 Comparison with CMOS-Based Design

Table 1. A comparison between RFET-based SR latch unit and its CMOS equivalent
on no. of transistors

RFET SR latch No. of transistors CMOS SR latch No. of transistors

MIN gate 6 NAND gate 8

Buffer 8 NOR gate 8

– – Buffer 16

– – 2 × 1 MUX 14

TOTAL (RFET) 14 TOTAL (CMOS) 46

It has been shown that the transistor-level reconfigurability in RFETs helps to
double random bit generation rate per clock cycle in case of the END-TRUE,
thereby achieving double-throughput. For the same functionality to be imple-
mented in CMOS technology, the SR latch unit consists of two cross-coupled
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BUFFER

BUFFER

BUFFER

1
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clk_Select
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Fig. 9. An SR latch unit for the CMOS equivalent of the END-TRUE

NAND gates, two cross-coupled NOR gates, four buffers and one 2 × 1 MUX as
shown in Fig. 9. In this case clk Select is fed into the select line of the multi-
plexer and clk Select and clk IN are clock signals having the same time period
T , the latter being a td time-delayed version of the former satisfying the condi-
tion td < T/2. In one clock cycle of clk Select, two random bits are generated
at the output ‘OUT’ - one corresponding to the metastability of NAND-based
SR latch in one half cycle (clk Select = ‘0’) and the other corresponding to the
metastability of NOR-based SR latch in the other half cycle (clk Select = ‘1’).
This way a throughput equal to twice the input clock frequency is obtained at
the cost of additional hardware and greater number of transistors with respect
to the RFET-based implementation.

A tabular comparison of the number of transistors for implementation of the
RFET based SR latch unit and its CMOS equivalent is presented in Table 1. It
can be observed that there is 69.6% saving in transistor count by using RFET
technology.

4 Experiments

4.1 Experimental Setup

The simulation of the END-TRUE has been carried out in Cadence Virtu-
oso. The Verilog-A model for the RFET in three-independent gate configura-
tion (TIGFET) from [13] was used during the circuit-level simulations. This
model has been adapted to incorporate flicker and white noise parameters. Fur-
thermore, according to the current-drive capability of vertically-stacked SiNW
technology, it has been assumed that there are four nanowires per stack of
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Fig. 10. Transient waveforms on operating the END-TRUE at 100 MHz clock frequency
with the ground states and metastable states marked for a clock cycle. Smaller glitches
in the Out signal appear since the same clk Program is also fed to configure the
proposed TSPC D-flip flop as negative or positive edge-triggered. Larger glitches appear
during the switching transience of the D-flip flop during data sampling.

TIGFET [13,34,74]. It is to be noted that the main focus in this work is to
demonstrate how transistor-level reconfigurability can be used for random num-
ber generation at increased throughput and hence [13] has been used for the
experimental simulations. Verilog-A models for other ambipolar devices with
different performance parameters and model characteristics are orthogonal to
this work and can be used as well.

4.2 Simulation and Results

For the circuit shown in Fig. 8, the transient waveforms for the input and output
signals are shown in Fig. 10. All the analyses have been done for a supply volt-
age of 1.0 V. Here, all the clock signals viz., clk Program, clk IN and clk FF
operate at a frequency of 100 MHz. Also, clk IN and clk FF are time-delayed
versions of clk Program, delayed by 1ns and 3ns respectively. A transient anal-
ysis has been performed using the embedded transient noise feature in Virtuoso
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Spectre Circuit Simulator and obtain random bits at the ‘OUT’ node after every
5 ns. The ground states (G.S.) and metastable states (M.S.) attained by the
TRNG in a clock cycle have been marked in Fig. 10. It can be noted that the
throughput is equal to 200 Mbps which is twice the input clock frequency of
100 MHz.

In the corresponding CMOS-based implementation (designed for double-
throughput) of the END-TRUE, operating at supply voltage of 1.0 V, PTM
16 nm low power based CMOS model has been used for the simulation of the
MOSFETs [69]. In this case, clk Select and clk IN signals operate at 100 MHz
whereas, the clk FF signal, that samples data entering into the positive-edge
triggered D-flip flop, operates at 200 MHz ( Fig. 8). Random bits having a
throughput of 200 Mbps has been obtained at the ‘OUT’ node.

The above procedure is repeated for a higher clock frequency of 200 MHz and
a lower frequency of 10 MHz in case of the END-TRUE and the output raw bit
sequences are recorded.

4.3 Comparison with the Equivalent CMOS-Based TRNG

Table 2 and Table 3 present a comparison between the simulated END-
TRUE and its CMOS counterpart (both for double-throughput). It can be seen
that there is 60% saving in the number of transistors by employing an RFET
based design. Furthermore, Table 3 shows a comparison between one SR latch
unit for the END-TRUE and its CMOS counterpart on the basis of power con-
sumption and delay operating at a clock frequency of 100 MHz. A 94.5% reduc-
tion in leakage power, 70.7% reduction in dynamic power and 77.3% reduction
in critical path delay has been observed in case of the SR latch unit based on
RFETs with respect to its CMOS equivalent.

Table 2. Comparison of the number of transistors, to realize END-TRUE and its
CMOS equivalent.

No. of transistors RFET model CMOS model

SR latch unit 14 46

2-input XOR 4 8

TSPC-based D-flip flop 8 11

TOTAL 26 65

4.4 Statistical Evaluation of the Generated Bit Sequence

By performing a transient analysis in the Spectre simulator, 110,000 bits has been
generated as output from the END-TRUE for the clock frequencies of 10 MHz,
100 MHz and 200 MHz respectively. The statistical tests are performed on the
random bits generated.
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Table 3. Comparison of power consumption and delay of an RFET-based SR latch
unit and its CMOS equivalent.

SR latch unit Leakage power (nW) Dynamic power (nW) Delay (ps)

END-TRUE 16.85 79.65 206

CMOS equivalent 308.25 271.5 909

In order to carry out thorough statistical evaluation and owing to the com-
plexity of the simulations due to large number of parameters, high precision and
a bulk of simulated and stored data points, two types of analysis are carried
out– Firstly, 110 sequences of 1000 bits each are formed from the overall 110,000
bits for each frequency of operation and are subjected to various statistical eval-
uations. This is required to evaluate the randomness in smaller chunks of the
bit patterns. Secondly, statistical analysis is performed by consolidating all the
110 sequences, thereby forming a 110,000-bits long sequence each for the clock
frequencies of 10 MHz, 100 MHz and 200 MHz. This is necessary to carry out
evaluation for the complete sequence.

For the simulation model as proposed in Sect. 3.2, that is used to extract
entropy from the END-TRUE, the output bit sequence can be assumed to be
i.i.d. (independent and identically distributed). It is because before the occur-
rence of a metastability event, either at the rising or at the falling clock edge, the
output node ‘OUT’ of the TRNG attains a ground state in which it resets itself
before generating another random bit. Hence, the model does not involve corre-
lation between two consecutive bits generated at ‘OUT’ due to the metastability
event.

Shannon Entropy as a Measure for Randomness. Entropy is defined as the
average amount of information produced by a stochastic source of data [65]. The
amount of randomness in the outcome of an experiment can be measured using
a metric called Shannon entropy. For an i.i.d. binary sequence that takes values
from a finite set X{0, 1} with a probability distribution function p : X → [0, 1],
the Shannon entropy per bit (H) is given as:

H = −ΣxiεX p(xi) log2 p(xi) (4)

For an uniformly distributed (unbiased) sequence of bits for which p(0) = p(1)
= 0.5, the Shannon entropy per bit is equal to 1.0 which is the maximum value.
If the output bit sequence from the TRNG is strongly biased, i.e. one bit appears
more frequently than the other, then the Shannon entropy deviates significantly
from its maximum value, indicating that the given bit sequence is less random
and more deterministic.

Figure 11 shows the variation in the Shannon entropy per bit for each 1000
bit-long output sequence when the END-TRUE operates at various clock fre-
quencies. It can be clearly observed that the Shannon entropy for most of the
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(a) (b)

(c)

Fig. 11. Plots showing variation in Shannon entropy with the 110 datasets of 1000 bits
each for frequencies- (a) 10 MHz, (b) 100 MHz, and (c) 200MHz

sequences is very close to 1.0, indicating that the raw bit sequences are uni-
formly distributed. This, however, does not imply deeming the bit sequence as
random. It is to be noted that uniform distribution of bits is a necessary but
not a sufficient condition to assess randomness and hence evaluation over NIST
benchmark suite has been carried out in this work.

NIST benchmark suite (SP800-22 rev. 1a) for statistical evaluation of
randomness [49] The National Institute of Standards and Technology (NIST)
test suite is used to evaluate the randomness of the binary sequences generated
at the output of a TRNG. This benchmark suite is commonly used to evaluate
both hardware and software-based RNGs and indicates whether the bitstream
is likely to come from a uniform i.i.d. [23,49]. The test suite consists of several
benchmarks that are run on all the binary sequences and a value, p-value corre-
sponding to each sequence per benchmark is generated. An RNG is said to pass a
benchmark if the p-value is greater than a particular threshold, which is termed
as a ‘success’ for that specific benchmark. Subsequently, for each benchmark in
the suite, two metrics are defined namely, success rate and P’-value. The suc-
cess rate for a benchmark is the proportion of the binary sequences passing the
benchmark, while the P’-value quantifies the uniformity in the distribution of all
the p-values for a benchmark in the suite. The P’-value is a number between 0
and 1. An RNG is said to pass a benchmark if the success rate and the P’-value
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are greater than a threshold [49]. Only those benchmark are performed from the
suite which can be run on the generated number of bits (110,000).1

Table 4. Results of the NIST benchmark suite for the END-TRUEusing 110 sequences
of 1000 bits each. The threshold for P’-value is 0.0001 and for success rate is 105/110
= 0.954 [23,40]. (Failed benchmark results have been highlighted in red)

Benchmark name 10MHz 100MHz 200MHz

Success rate P’-value Success rate P’-value Success rate P’-value

Monobit Frequency 0.991 0.2238 0.964 0.0052 1.0 0.7757

Block frequency 0.982 0.0004 0.936 3.19E-12 0.918 1.08E-10

Runs 1.0 0.7399 1.0 0.6276 0.973 0.3807

Longest run 1.0 0.5159 1.0 0.5899 1.0 0.1431

DFT 0.991 7.99E-18 0.973 5.04E-14 0.991 2.25E-20

Overlap template matching 0.964 0.0004 0.945 0.0020 0.964 2.02E-07

Non-overlap template matching 0.991 0.0064 1.0 0.3218 1.0 0.6655

Cumulative sum - 1 0.991 0.1359 0.973 0.0002 1.0 0.5526

Cumulative sum - 2 1.0 0.2820 0.945 6.66E-05 1.0 0.5159

Serial - 1 0.991 0.7216 0.954 0.0011 0.973 0.0027

Serial - 2 0.982 0.3654 0.991 0.9230 0.973 0.1506

Approximate entropy 0.991 0.8421 0.964 0.0597 0.982 0.0083

Binary matrix rank 1.0 0.2949 0.991 0.0885 0.982 0.2346

5 Results and Discussion

Table 4 shows the NIST benchmark results (success rates and P’-values) for
the 110 raw bit sequences generated from the END-TRUE operating at clock
frequencies of 10 MHz, 100 MHz and 200 MHz. Table 5 shows the NIST bench-
mark results (p-values) and Shannon entropies for the 110,000 bits-long binary
sequence each for the clock frequencies of 10 MHz, 100 MHz and 200 MHz.

It can be observed that when the TRNG operates at a lower frequency of
10 MHz, the success-rate for raw output binary sequence passes all the NIST
benchmarks as shown in Table 4. At higher values of operating frequency or
throughput, only a few benchmarks (in this case, Block frequency, DFT, Overlap
template matching and Cumulative sum - 2 benchmarks) fail from the perspec-
tive of success rate and/or P’-value. However, the observed success rates for the
failed benchmarks are still more than 90% for all the binary sequences tested.
Moreover, even without post-processing the raw output bit sequences, it can be
observed that the Monobit Frequency benchmark is passed for both higher and
lower frequencies of operation. It implies that the number of ‘0’s and ‘1’s pro-
duced by the TRNG are approximately equal as would be expected for a truly
random sequence [49]. It is important to note here that the Monobit Frequency
benchmark is compulsory to pass as other subsequent benchmarks in the NIST
suite depend on it [49].
1 This is because the remaining benchmarks in the suite (Maurer’s Universal statis-
tical, Linear, Radom excursion tests) require more than 107 bits for evaluation and
it would amount to an unfeasible time duration to generate the bits using simula-
tion [40] for a TCAD-based verilog-A model for RFETs [13].
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Table 5. P-values for the NIST benchmarks with the binary sequences of 110,000 bits
from the END-TRUE taken altogether (without post-processing). The threshold for
P-value is 0.01 for a benchmark to pass [49]. (Failed benchmark results have been
highlighted in red)

Benchmark name 10MHz 100 MHz 200 MHz

Monobit Frequency 0.59 0.21 0.51

Block frequency 0.01 7.32E-05 0.57

Runs 6.15E-08 1.33E-10 6.78E-07

Longest run 0.11 0.68 0.51

DFT 0.72 0.27 0.23

Overlap template matching 0.02 0.46 0.02

Non-overlap template matching 0.42 0.03 0.32

Cumulative sum - 1 0.39 0.25 0.35

Cumulative sum - 2 0.64 0.12 0.67

Serial - 1 6.44E-07 1.23E-17 1.76E-17

Serial - 2 0.08 0.01 0.02

Approximate entropy 9.19E-07 5.69E-17 5.10E-17

Binary matrix rank 0.68 0.35 0.06

Shannon Entropy 0.9999980685 0.9999896832 0.9999972186

Table 6. P-values for the NIST benchmarks after Von-Neumann post-processing of
the raw binary sequence of 110,000 bits from the END-TRUE. The threshold for P-
value is 0.01 for a benchmark to pass [49]. (Failed benchmark results have been
highlighted in red)

Test name 10MHz 100 MHz 200 MHz

Monobit Frequency 0.95 0.46 0.63

Block frequency 0.11 0.75 0.47

Runs 0.87 0.00025 0.04

Longest run 0.39 0.91 0.25

DFT 0.46 0.16 0.26

Overlap template matching 0.25 0.19 0.03

Non-overlap template matching 0.81 0.16 0.998

Cumulative sum - 1 0.44 0.20 0.74

Cumulative sum - 2 0.39 0.72 0.81

Serial - 1 0.59 0.02 0.22

Serial - 2 0.50 0.68 0.28

Approximate entropy 0.60 0.02 0.24

Binary matrix rank 0.31 0.15 0.87

Shannon Entropy 0.9999999011 0.9999854835 0.9999937737
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5.1 Post-processing Unit of a TRNG

On fabrication, it is quite plausible that if our proposed metastability-based
TRNG generates a raw binary sequence at higher speed (higher throughput),
then the sequence has a statistical weakness resulting in a skewed (biased) dis-
tribution of ‘0’s and ‘1’s [1,11]. Statistical weaknesses may also arise from PVT
variations that hamper the source of entropy among other factors. Thus, typ-
ically every metastability-based TRNG has an integration of two units, viz. a
physical source of entropy (in this case, the SR latch units generating the raw
binary sequences) and a post-processing unit that transforms the raw binary
sequences with statistical weaknesses into a sequence which is computationally
tedious to differentiate from a purely random sequence [11,60].

A very commonly used post-processing technique is the Von-Neumann
extraction. This method acts on raw bit streams with statistical weaknesses
and outputs a uniformly distributed and uncorrelated bit stream independent
from the input raw stream however, at the cost of reduced throughput [37].
In this algorithm, the raw bit stream is grouped into non-overlapping pairs of
consecutive bits. For each pair, in case both the bits are equal then the pair is
discarded, otherwise, the first bit in the pair is taken to be the output. Thus, this
algorithm essentially uses two input bits to produce either zero or one output bit.
This algorithm is employed to post-process the raw binary sequences consisting
of the entire set of 110,000 bits from the END-TRUE operating at frequencies of
10 MHz, 100 MHz and 200 MHz. Subsequently, all the NIST benchmarks are run
on the processed output sequences and the corresponding p-values are recorded
in Table 6.

On comparing the data shown in Table 5 and Table 6, a significant improve-
ment in the NIST benchmark results after Von-Neumann processing can be
observed, for all the three frequencies of operation. After Von-Neumann pro-
cessing of the 110,000 bits-long sequence, almost all the NIST benchmarks have
been shown to pass.

XOR-ing the Outputs of Multiple SR Latch Units to Increase Entropy: It has
been mentioned in Sect. 4 that to have a feasible runtime for simulations, the
two outputs of SR latch units has been XOR-ed to generate the output binary
sequence of the END-TRUE. However, as discussed in Sect. 2, the outputs of
multiple SR latch units can be XOR-ed to further increase the entropy of the
output sequence of the END-TRUE and make the device more robust against
PVT variations [65]. For the CMOS-based ASIC implementation of the TRNG
proposed in [60], it has been shown that XOR-ing the outputs of 256 SR latches
can generate a random sequence with sufficient entropy that is able to pass all
the benchmarks in the NIST suite without post-processing. This methodology
can also be employed for the END-TRUE to obtain a bitstream having sufficient
randomness to pass all the benchmarks in the suite. Thus, the optimal number
of SR latch units for the END-TRUE that must be XOR-ed to obtain a random
sequence with entropy high enough to pass all the statistical tests without post-
processing is to be determined when physically implemented in hardware.
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5.2 Considerations on PVT Variations

TRNGs should preferably generate high-quality random numbers even in the
case of an adverse surrounding environment. Unfortunately, TRNGs based on
CMOS and other charge-based technologies are sensitive to the variations of
process conditions, supply voltage, and temperature (PVT). An attackers can
try to evade the secure device by intentionally providing such PVT variations
externally. For example, they can reduce the supply voltage or can put the
embedded device in a freezing environment and thus deteriorating the quality of
random numbers hence degrading the security of the device [60]. An RFET being
CMOS compatible charge-based device is not spared from these variations and
hence can compromise the overall functioning of the TRNG if not optimized
properly. They may also cause an asymmetry in the electrical characteristics,
thus compromising the overall functioning of the reconfigurable circuit. Thus,
PVT variations may cause biases in the output of a TRNG. Therefore, to develop
secure hardware, one should ideally run simulations corresponding to all the
mentioned variations on TRNG and verify the quality of randomness by using
NIST benchmarks.

Unfortunately some the limitations posed by the version of the Verilog-A
RFET table model used in this work does not allow us to provide quantitative
data for our design. To study the effect of voltage variations in the TRNG out-
put, one has to simulate the circuit with the supply voltage variation of VDD

± 10% and collect up to 110,000 data points, and subsequently perform NIST
SP 800-22 tests on those data points. The current version of the model used in
this work is too slow and takes considerable resources and time to collect this
high amount data points. Further, no temperature dependencies or process vari-
ation parameters are integrated into the model. Thus in this work, a qualitative
discussion of the PVT impact on our TRNG application based on some results
from literature has been done. The conclusions given in this section have to be
verified by extensive simulations once better models are available.

Process Variations: The impact of process variation is an important effect
that should be considered while designing a robust circuit. They occur because of
the manufacturing conditions like temperature, concentration levels, etc. These
conditions although extremely well controlled in modern CMOS processes, still
have some unavoidable variations, which manifests as slight variations of device
parameters. It is an unavoidable variation and bound to exist. The main contrib-
utors to the process variations are: Line Edge Roughness (LER) [21,66], Gate
Edge Roughness (GER) [75], Work Function Variation (WFV) [25,27], and Ran-
dom Dopant Fluctuations (RDF) [27]. Threshold voltage and different parasitic
capacitance’s are two of most the significant parameters which get affected in
classical CMOS [51]. Beeing a dopant-free technology, RFETs are expected to
show better performance in terms of RDF. Still, to develop a reliable circuit
using RFETs, process variation estimation is crucial. It is imperative to calcu-
late reliable process corner information and timing variations [26]. Combining
GER, LER, and WFV RFETs have been found to be more vulnerable to process
fluctuations overall than CMOS devices [26]. However, this effect can be mainly
attributed to the high impact of WFV, which is the main contributor in terms of
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process variations for RFET technology reasoned in the metallic source and drain
electrodes. Thus, to yield a good TRNG, special attention must be given to a
highly controlled work function, while mass manufacturing the RFETs [26]. Con-
sidering that most silicon nanowire based RFETs are based on sharp NiSi2/Si
junctions with a quasi-epitaxial relation between both materials, it is reasonable
to assume that this metric can be achieved [68].

Voltage Variations: Supply voltage variations are also a crucial parameter
that is needed to be taken care of. It has been stated that the circuit must at
least support a variation of VDD ± 10% to be known as a reliable device [51].
In terms of RFET designs, it is mainly crucial, that the symmetric behavior
between p- and n-type operation is not lost by the voltage variations. Such
an attack scenario was first tested in [9] on various NAND/NOR logic gate
design variants. In this work, it was described that increasing VDD lead to no
particular differences in the propagation delay values of both configurations. If
the nominal operation voltage has been instead decreased the relative difference
between individual NAND and NOR rise and fall times increased, but stayed
always below 10% difference. A VDD reduction of more than 33% of the initial
supply voltage resulted in malefaction of the circuit.

Temperature Variations: The final parameter to be considered for RFET
based security solutions are temperature variations. It is well known that in
CMOS technology, temperature variation impacts the I-V characteristics of a
transistor. It affects the thermal voltage VT in subthreshold conduction, tran-
sistor threshold voltage Vt as well as the μ, due to higher number of scatter-
ing events at higher temperatures [51]. Thus, typically the off-state currents of
CMOS devices is increased, while the on-state is decreased, leading to lower
on/off ratio at higher temperatures. This is different for RFET devices, which
rely on the thermionic field-emission based injection of carries over the Schottky
junctions at source and drain. With increase in temperature, more carriers are
injected, overshadowing the effect of the lower effective channel mobility. As a
result, both, on- as well as off-current increase with increasing temperature. It is
conceivable, that this behavior makes RFET based circuit solutions more stable
with respect to temperature variations than their CMOS based counterpart.

6 Conclusions

In the present work a metastability-based TRNG design has been proposed
using emerging reconfigurable nanotechnology. This is referred as Emerging Nan-
otechnology -based Double -Throughput True Random Number Generator (END-
TRUE). The transistor-level ambipolarity in RFETs allows us to duplicate cross-
coupled SR latches and hence random bits can be sampled at both the edges of
the clock. The END-TRUE generates a random bit at each half cycle of the input
clock, thereby a throughput of twice the input clock frequency is obtained. This
enables the dual edge-triggered D-flip flop operate at the same clock frequency as
the input clock signal to the TRNG. Using runtime reconfigurability, the TRNG
is shown to use less hardware, be compact in terms of transistor count per block
(60% saving in the transistor count), consume less power (94.5% saving in leakage
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power and 70.7% saving in dynamic power) and has a lower critical path delay
(77.3% reduction in delay) with respect to its equivalent CMOS counterpart.
Statistical evaluations show that the generated bitstream using our proposed
END-TRUE has high values of Shannon entropy as well as successfully passes
the NIST benchmark suite (except one) upon post-processing. The technique of
post-processing is used regardless to mitigate the effects of process variation [1].

The present work demonstrates a viable circuit implementation for emerging
reconfigurable nanotechnology which is a key component in hardware security.
Silicon or germanium nanowire-based RFETs follow similar CMOS-like top-
down fabrication process [29,53] and come in stacked nanowire geometry [71]
and hence are commercially feasible and can complement CMOS technology.
While in the present work, a specific application has been demonstrated, it is
expected that with better device models, better evaluation can be carried out.
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