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Abstract. Random Forests (RFs) are popular Machine Learning mod-
els for edge computing, due to their lightweight nature and high accuracy
on several common tasks. Large RFs however, still have significant energy
costs, a serious concern for battery-operated ultra-low-power devices.
Following the adaptive (or dynamic) inference paradigm, we introduce a
hardware-friendly early stopping policy for RF-based classifiers, halting
the execution as soon as a sufficient prediction confidence is achieved. We
benchmark our approach on three state-of-the-art datasets relative to dif-
ferent embedded classification tasks, and deploy our models on a single
core RISC-V microcontroller. We achieve an energy reduction ranging
from 18% to more than 91%, with an accuracy drop lower than 0.5%.
Additionally, we compare our approach with other early-stopping poli-
cies, showing that we outperform them.

Keywords: Machine learning · TinyML · Adaptive inference ·
Dynamic inference · Energy-efficiency · Random forests ·
Microcontrollers

1 Introduction

Machine Learning (ML) inference is one of the core components of an increasing
number of Internet of Things (IoT) applications, from time-series processing to
computer vision [12,31]. The cloud-based paradigm is the most popular deploy-
ment approach for this kind of application, relying on a powerful high-end server
performing the inference with a computationally expensive and accurate model.
IoT devices are instead only responsible for the data collection and transmission,
offloading almost all the computations to the cloud and receiving back the final
output of the inference.
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This approach however presents several limitations, mostly stemming from
the need to continuously send data to remote hardware [33,36]. A stable and reli-
able internet connection is in fact permanently necessary, an assumption that
may not always hold (e.g. for a wearable system used in a remote area). Even
when present, wireless connectivity may be unstable or slow, increasing the infer-
ence latency in an unpredictable way, and posing a serious challenge for real-time
applications. Additionally, transmitting possibly sensitive data over an untrusted
network poses a challenge to security, leading to privacy-related concerns. Last
but not least, sending large amounts of data to the cloud is an energy-hungry
operation [40], reducing the lifetime of battery-operated devices.

For all the above reasons, edge computing is becoming an increasingly pop-
ular approach for ML-based IoT applications [33,36], consisting of an on-device
deployment of the ML model, which completely eliminates (or limits to particu-
larly complex tasks) the interaction with remote servers. Performing all compu-
tations locally eliminates latency and privacy concerns at the source, while also
possibly obtaining higher energy efficiency.

However, directly deploying ML models at the edge is not easy due to
their memory and computational requirements, which clash with the tight con-
straints of IoT nodes, mostly based on Microcontrollers (MCUs). Deep Learn-
ing (DL) approaches, in particular, while reaching state-of-the-art accuracy on
many domains, maintain high complexity even after applying multiple optimiza-
tions [10,18], and are often too expensive, in terms of energy consumption and
memory occupation, for MCU-based edge devices.

There are however lightweight alternatives to DL, particularly suited for
easy recognition tasks such as the ones involved in IoT applications. Among
them, tree-based ensemble models, and in particular Random Forests (RFs) [5],
are increasingly popular. Their success stems from their inexpensive inference,
requiring often a small number of compare and branch operations, while also hav-
ing a compact memory footprint. At the same time, Random Forests (RFs) [5]
often reach an accuracy close to DL models and good resistance to overfit-
ting for simple IoT tasks, such as human activity recognition, ECG analysis,
and seizure detection [14,15,30,35]. For instance, the DL-based classifiers pro-
posed by the authors of [30] for an Electrocardiogram (ECG) anomaly detection
requires around 200k arithmetic operations and the storage of a similar amount
of parameters, while in Sect. 6, we show that an RF can achieve comparable
accuracy with ≈2k parameters and less than 1k operations.

Although less expensive than DL, the inference time and energy consumption
of RFs can nonetheless have a relevant impact on the battery lifetime of MCU-
based systems. Hence, inference optimization techniques are fundamental even
for these simple models.

In this work, which extends [11], we propose one such optimization origi-
nating from the observation that, for single-core MCUs, RF inference time and
energy costs are linearly dependent on the number of trees (the forest “width”).
In fact, the MCU will evaluate all the Decision Trees (DTs) that constitute the
ensemble in a sequential fashion, one after the other. However, evaluating the
whole forest may be necessary only for a subset of complex input samples, while
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being wasteful in terms of energy for easy inputs. Intuitively, if the initial bunch
of trees executed during an inference predicts that the output belongs to a spe-
cific class with very high confidence, it becomes unlikely (or even impossible)
that the remaining DTs will overturn that prediction. Thus, the execution of
the latter can be skipped completely, reducing the total time and energy, while
not affecting the final accuracy negatively.

Leveraging this idea, we propose an early stopping mechanism for RF infer-
ence, which stops the evaluation of DTs as soon as a user-defined confidence level
has been reached. While adaptive (or dynamic) inference approaches such as this
are widely adopted for DL [6,19,20,22,28,37], to the best of our knowledge, we
are the first to consider them for RFs, with a focus on embedded/IoT deploy-
ment. In fact, the few existing techniques for tree-based models [16,39] have been
studied only theoretically, without evaluating a practical implementation on a
low-power device, hence largely ignoring some important overheads derivating
from their deployment. In contrast, our proposed method is designed specifically
for embedded RFs, being based on low-overhead early stopping policies, easy to
execute efficiently at runtime, with minimal latency/energy overheads.

We benchmark our approach on three different embedded tasks, i.e., human
activity recognition, heart failure detection, and gesture recognition. Deploying
our models on a popular single-core RISC-V MCU, we obtain an energy reduction
ranging from 18% to 91% with less than 0.5% accuracy drop, with respect to a
standard (i.e., static) RF inference.

2 Background

2.1 Decision Trees and Random Forests

When used in a supervised learning setting, Decision Trees (DTs) learn a set
of decision rules extracted at training time from the data features, in order to
perform either a classification or regression task. Several training algorithms for
DTs have been proposed in the literature [23], differing in the criteria used for
selecting the features and decision thresholds considered at each internal node.
The details of the training phase are out of the scope of this work, and interested
readers may refer to [23]. Since this work proposes an inference optimization,
herein we detail only the operations of the inference phase.

Figure 1 shows a high-level overview of a “grown” (i.e., trained) DT used
for a 2-class classification task, in which leaf nodes are depicted as rectangles
and other nodes as circles. Leaf nodes contain the probabilities of the input
belonging to a specific class, while each non-terminal node stores the index of
the input data feature considered for branching in that node, and the threshold
that determines the left or right branch.

The DT inference pseudo-code is shown in Algorithm 1, where Root(T )
denotes the root node and Leaves(T ) the set of leaves. Feature(n) and
Threshold(n) are the input feature and comparison threshold considered in the
n-th node, and Left(n) and Right(n) are the left and right children of the node.
Finally, Prediction(n) is only defined for leaves and contains the corresponding
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Fig. 1. High-level overview of a DT structure for a 2-class classification problem. The
leaves are represented as rectangles, each storing the class probabilities of an input
belonging to that path. Other nodes are represented as circles

Algorithm 1: Decision Tree inference.
1 n = Root(T )
2 while n /∈ Leaves(T ) do
3 if Feature(n) > Threshold(n) then
4 n = Right(n)
5 else
6 n = Left(n)
7 end

8 end
9 out = Prediction(n)

output prediction (an array of probabilities for a classification, and a continuous
scalar value for regression).

The time complexity of Algorithm 1 is O(D), where D denotes the tree
depth, i.e., the maximum length of a path from the root to the leaves. For a
classification, an additional O(M) scan over the output probabilities is then
needed to determine the final class label, where M is the number of classes.
The memory complexity, instead, grows with O(2D), i.e., it is proportional to
the total number of nodes, which is at most 2D in the case of a balanced and
unpruned DT, with all root-leaf paths having the same length [23].

DTs are prone to over-fitting, suffer from high variance even with small per-
turbations in the training data, and introduce biases when used with unbalanced
datasets. In order to overcome these limitations, Random Forests (RFs) have
been proposed [5]. RFs are ensembles of DTs (called “weak learners”), trained
with bagging (bootstrap aggregating) and, more recently, random features selec-
tion [29]. In practice, each DT is trained on a random subset of the training
samples, drawn with replacement, and on a limited set of the input features,
thus ensuring a low correlation among weak learners, which reduces overfitting.

At inference time, the individual DTs predictions are combined to obtain the
final RF output, as shown in Fig. 2. Specifically, in early implementations of RFs
for classification, each weak learner outputs a class prediction, then aggregated
with a majority voting. In contrast, modern RF libraries [29] store in the leaf
nodes of the trees the entire set of class probabilities, thus allowing the final
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Fig. 2. High-level overview of a RF inference with width 3 and depth 3. The output
of each DT is averaged to obtain the final predictions of the ensemble.

predictions to be computed as the average (or sum) of all the weak learners’
class probabilities. The final label is then selected as the argmax of the array.

Algorithm 2 reports the pseudo-code of a RF inference pass, for an imple-
mentation that loops sequentially over the weak learners (such as the one for a
single-core processor). The function DecisionTreeInference corresponds to Algo-
rithm 1. From a complexity point of view, a RF of width N , i.e., including N
trees, has a time and memory complexity of O(ND) and O(N2D) respectively,
where D is the maximum depth over all weak learners. Lastly, the argmax that
extract the predicted label has time complexity O(M), as for a single DT.

Algorithm 2: Random Forest Classification.
1 out = 0M //array of 0s of size M
2 for T ∈ Forest do
3 out = out + DecisionTreeInference(T )
4 end
5 class = arg max(out)

2.2 IoT End Nodes

The great majority of IoT end-nodes are based on low-power microcontrollers
(MCUs), whose main compute unit is a general-purpose CPU, typically based on
a RISC instruction set [17]. This is mainly due to their employment on extremely
low-cost devices. In this context, the flexibility and high programmability of
MCUs make them preferable to custom Application-Specific Integrated Circuits
(ASICs), potentially orders of magnitude more efficient, but whose design and
manufacturing costs are only affordable for high-end, high-volume devices.

Specifically, the RISC-V Instruction Set Architecture (ISA) is recently
becoming more and more adopted both in the research world and in compa-
nies for the realization of IoT devices [13,34]. Following this trend, we bench-
mark our results on a RISC-V processor from the PULP family [8]. Given the



30 F. Daghero et al.

very low-power requirements and tight cost constraints of our target applica-
tions, we select one of the smallest architectures in the family, the single-core
PULPissimo. This device is based on a RI5CY core with a 4-stage, in-order,
single-issue pipeline. The core implements the RV32IMC ISA, enhanced with
domain-specific extensions for DSP, such as Single Instruction Multiple Data
(SIMD) operations, hardware-loops, and loads/stores with index increment, and
no caches, all design choices aimed at providing significant speedups and energy
saving for ML applications.

2.3 Machine Learning at the Edge

In order to bridge the gap between the computational requirements of Machine
Learning models and the limited resources of IoT end nodes, several works have
introduced optimizations with the goal of making the inference as energy efficient
as possible, without affecting significantly its accuracy [1,9,15,19,21,27,28,37].
These optimizations can be divided into two categories: static and adaptive.

The first category optimizes a model before deployment, usually at training
or post-training, with the goal of reducing the inference latency, energy, or the
memory required to store the classifier parameters. Pruning and quantization are
among the most popular static optimizations for DL [18,26], reducing models’
complexity respectively through the removal of redundant parameters or by using
low-precision arithmetic. Notably, pruning can also be applied to DTs and RFs
during their training (or growth), with the goal of eliminating unimportant nodes
from the trees, hence reducing the number of parameters of the model [25].

Static approaches are, by definition, unable to efficiently support multiple
runtime operating modes, with different complexity versus accuracy trade-offs.
Nonetheless, this would be useful to respond to changes in external conditions,
such as the remaining battery life of the device or, more interestingly, to promptly
adapt to variations the complexity of the task being executed [9,28].

The naive solution to achieve such runtime flexibility is deploying multiple,
independent models, each with a different accuracy and computational complex-
ity, and selecting the most appropriate model at any given time. However, this
approach is often unfeasible due to the limited memory of IoT end nodes, which
makes it impossible to store a large number of models on a single device.

Adaptive (or dynamic) inference techniques try to overcome these limitations,
proposing a set of optimizations, mostly orthogonal to static ones, that allow
multiple operating points at runtime with limited memory overheads. These
optimizations are based on the concept that not all inputs are equally hard to
process for a ML model, and that easy inputs are often far more common than
difficult ones. Adapting the computational effort spent for inference based on
the difficulty of the processed input (i.e., reducing the effort for easy inputs
and increasing it for difficult ones), could then enable significant energy savings,
while keeping the classification accuracy unchanged. Accordingly, one of the focal
points of any adaptive inference technique is the design of an automatic mecha-
nism (or policy) for discerning between easy and hard inputs. Furthermore, this
policy should introduce low computational overheads, which do not overshadow
the energy savings obtained thanks to the adaptive effort tuning.
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3 Related Works

In the literature, adaptive inference implementations have been proposed by
multiple works, with a particular focus on DL. One of the earliest endeavors
proposed the so-called Big-Little scheme [28], combining two deep neural net-
works with different complexity and accuracy. At runtime, the inexpensive yet
less accurate network, named “little”, performs the first inference on each input.
The confidence of this model is then evaluated, stopping the execution in case
it surpasses a user-defined threshold. Otherwise, the input is fed to the sec-
ond model, an accurate yet more complex network named “big”, and its output
is taken as final prediction. The rationale of this technique is that, as long as
the easy inputs, predicted with high confidence by the “little” model, are more
common than hard ones, the average energy required for inference will decrease
significantly. At the same time, the final accuracy is not affected, since complex
inputs are still re-directed to the “big” model. The main flaw of this approach,
however, lies in its considerable memory overhead, since it requires the deploy-
ment of two completely separate networks on the edge device.

Based on this observation, multiple subsequent works have proposed alterna-
tive adaptive inference schemes for DL, that try to address the memory overhead
problem. For instance, deriving the ”little” network from the ”big” model by
using only a subset of the layers, channels or a lower bit-width quantization may
reduce significantly the number of parameters that need to be stored [19,27,37].
On an orthogonal direction, other works enhanced the Big-Little paradigm by
increasing the number of cascaded models to more than two, or improving the
stopping mechanism to handle class-specific confidence [9,37].

Applications of the adaptive paradigm to shallow ML models, and in partic-
ular to tree-based ones, are far less common compared to DL [16,32,39]. The
authors of [32] propose an early stopping criterion for RFs and other tree ensem-
bles, which allows reducing the number of trees invoked for inference on easy
inputs, modeling it with a binomial or multinomial distribution (depending on
the number of classes). The approach is benchmarked on 7 small public datasets
and one private, showing that, for ensembles with a large amount of trees, they
reduce the average number of weak learners required for inference by 63%. How-
ever, the proposed criterion requires the storage of a large lookup table with a
dimension in the order of O(N2), which introduces a significant memory over-
head (10s of kB) for large forests.

In another work, the authors of [16] propose an approach to determine the
best order of execution for weak learners depending on the most likely class
indicated by the DTs that have been already executed. This selection happens
at runtime, and takes into account the different computational costs associated
to weak learners due to their reliance on different features, finding the optimal
trade-off between complexity and accuracy to select the next DT. The authors
leverage a mixture of Gaussian distributions to design a probabilistic model
of the classifier, exploiting it to trigger an adaptive early stopping based on
the posterior probabilities. Furthermore, they also introduce a dimensionality
reduction technique to prune the number of computations required to perform
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the selection of the following DT. However, on an ultra-low-power MCU-based
device, the introduced overhead would overshadow the energy savings obtained
by performing the inference on a subset of the weak learners. Hence, as stated
by the authors in the original paper, this approach becomes effective only if the
target task involves very complex feature extractions, which is rarely the case for
simple IoT applications.

The work closest to ours is named Quit When You Can (QWYC) [39]. In this
case, the authors focus on binary classification tasks and propose a simple early
stopping based on two probabilities thresholds (ε− and ε+) derived statically
post-training. Additionally, the authors propose a static sorting of the weak
learners, so that the DTs most likely to trigger an early stop are executed first.
At inference time, as soon as one of the probabilities of the last executed DT is
either lower than ε− or higher than ε+, the early stop mechanism is triggered,
selecting the negative or positive class as the final prediction, respectively.

While QWYC requires a small overhead at runtime (only two comparisons),
the extension to a multi-class problem is not straightforward. The authors pro-
pose a possible implementation of the multi-class version, but do not show any
results for it, leaving its effectiveness yet to be tested. Moreover, their approach
is still not tested on a real low-power IoT node.

In summary, all the works mentioned above are purely theoretical, and their
effectiveness is evaluated only from a complexity reduction point of view, i.e.,
computing the average number of DTs executed for inference, with no deploy-
ment on a real embedded device. Additionally, many of these works introduce
considerable overheads either in terms of memory or time/energy, both of which
are very precious resources on IoT devices. In our work, we compare the pro-
posed approach with QWYC [39], showing that we obtain similar or better
performance, despite the higher simplicity and generality of our method.

4 Motivation and Goal

RFs generally use a large number of trees N (e.g., between 10 and 100) to
improve the accuracy over single DTs. Indeed, using many weak learners instead
of a single powerful one is demonstrated to reduce the overfitting and the bias
of the model, leading to a better generalization on new unseen data and higher
accuracy overall. On the other hand, easy inputs would be correctly classified
also by means of fewer trees than the ones present in the complete forest. In this
case, employing the full set of trees of the RF is sub-optimal, leading to a possible
increment of energy consumption and higher latency, which could be critical for
IoT devices. Nonetheless, deploying a smaller RF with N ′ trees, where N ′ < N
may result in errors when classifying more complex samples, and therefore in a
reduction of the overall accuracy.

Our work is based on these observations: our aim is to design an adaptive
early stopping policy for tree-based ensembles, minimizing the DTs executed
to correctly classify easy inputs, while exploiting more DTs (up to the entire
RFs) to classify the most complex ones. The key to achieve high energy saving
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through this method lies in the light but accurate mechanism to distinguish easy
from hard inputs. Therefore, the main goal of this work is the search for a way
to allow an early stopping of the inference, before the execution of the whole
RF, without affecting the final accuracy. At the same time, we also look for a
lightweight early-stopping policy, to avoid overshadowing the savings obtained
thanks to the lower number of weak learners executed.

5 Methodology

5.1 Aggregated Score Thresholds for Early Stopping

Among the various confidence metrics introduced in the literature for adaptive
early-stopping in classification problems, the most common ones are based on
the output probabilities (P t) produced by the last model t executed. A first
approach considers the highest probability (i.e. the one associated with the most
likely class) to compute the confidence of the model. A large maximum probabil-
ity denotes a classifier confident in its prediction, while a small value is associated
with an uncertain classification. We name this approach Max Score (or simply
Max ). This metric is fast to compute at runtime, requiring O(M) pairwise com-
parisons. The second approach, named Score Margin (SM), extends the Max
policy by considering the two largest probabilities of the model. For a target
model t, we can compute its SM as:

SM = max(P t) − max
2nd

(P t) (1)

where max2nd(P t) denotes the second largest value in vector P t. Even though
the SM requires more operations compared to the simpler Max (around twice),
it makes the computation of the confidence more robust. For instance, the max
value for a 11-class prediction problem will be 0.5 in case of a distribution of
P 0 = 0.5, P 1 = 0.5, and P 2−10 = 0, which corresponds to a very uncertain
prediction, but also in the case of P 0 = 0.5, P 1−10 = 0.05, which is instead a
quite reliable output. On the other hand, the SM would be 0 in the first case
and 0.45 in the second, correctly capturing the different confidence of the model
in the two cases. From this example, the reader can understand why the SM
metric has become so popular in recent literature.

To determine when early-stopping should be performed, a threshold α is
compared with the selected confidence metric (Max or SM): when the metric is
higher than α, the inference is stopped and the output prediction is produced
based on (some of) the outputs of the classifiers that have been already executed.
Therefore, the value of α directly controls the energy vs accuracy trade-off, since
it determines how many classifiers are executed on average.

The advantage of this early-stopping criterion lies in its inexpensive deriva-
tion (requiring a single comparison after the computation of the corresponding
metric), while being accurate as long as the classifiers’ output probabilities are
calibrated (i.e., proportional to the likelihood of the class to be the correct one).
Furthermore, the threshold α can be changed at run-time, e.g., based on the
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system condition (level of battery charge, period of the day, etc.), to produce
more accurate or more energy-efficient classifications.

Normally, the confidence metric (Max or SM) is computed using the output
probabilities of the last executed classifier t, neglecting the outputs of the models
executed before it, i.e., the “history” of the ensemble. This approach is ideal
for cascades of increasingly accurate classifiers, since taking into account the
t − 1-th classifier output may actually worsen the prediction of the (much more
accurate) t-th model [19,28]. However, it is not appropriate for an ensemble of
equally predictive weak learners, such as a RF.

Starting from this observation, we extend the policies described above so
that the early stopping is triggered using the aggregated predictions of all the
already executed classifiers (P [1,t]). Noteworthy, easy inputs will in fact have
partial aggregated probabilities already skewed towards one class even after the
execution of just a few DTs. Therefore, it is unlikely or even mathematically
impossible that when the aggregated probabilities are sufficiently skewed toward
one specific class, the remaining DTs will overturn the prediction, which makes
their execution not necessary to improve the accuracy of the prediction.

We define the partial output of a RF after executing t trees as:

P [1:t] =
t∑

i=1

P i (2)

where P i denotes the vector of output probabilities of the i-th weak learner.
We then define the Aggregated Max Score (S) early-stopping policy after the
execution of the t-th classifier as the rule:

St = max(P [1:t]) > α (3)

while the Aggregated Score Margin SM policy is defined as:

SM t = max(P [1:t]) − max
2nd

(P [1:t]) > α (4)

In our experiments, we consider both of these policies, with a tunable thresh-
old α, to determine when to perform early-stopping in a RF ensemble. To the
best of our knowledge, we are the first to propose an early-stopping approach
that considers the aggregated probabilities of the weak learners, while being
based on a lightweight comparison with a threshold. Our results show that we
outperform other state-of-the-art approaches that leverage only the last weak
learner of the ensemble, achieving higher energy efficiency during the inference
while also avoiding large accuracy drop.

Figure 3 shows a high-level overview of the adaptive inference mechanism
proposed in this work, for the case of the SM policy and with a batch B = 1 (see
Sect. 5.3 below). The RF represented has N = 3, M = 2, and D = 3. Orange
nodes are those “selected” by the series of compare-and-branch operations for a
hypothetical input. In a nutshell, after executing each DT, the partial predictions
are accumulated and used to determine whether the confidence of the inference
up to tree t is enough to trigger an early stop, based on α.
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Fig. 3. High-level overview of the proposed adaptive inference method for RFs, for
B = 1. At each step, the SM is computed on the partially aggregated scores.

5.2 Deployment on MCUs

Due to the lack of open-source RF libraries tailored for the target MCU
(described in Sect. 6), we design and deploy an optimized implementation in
C language of both the traditional RF and of our adaptive version, i.e., a RF
augmented with the early-stop mechanism described above.

We take inspiration from the open-source implementation available in
OpenCV [4], optimizing it for our target ultra-low-power platform. The main dif-
ference resides in the way RF nodes, leaves, and thresholds are stored: OpenCV
lists are replaced with C arrays in our version, both to save precious memory
space and to improve the memory locality of the data. Figure 4 shows the three
main arrays that compose our RF representation, i.e., FOREST, ROOT, and
LEAVES.

Fig. 4. C data structures of our RF implementation.

The array FOREST stores in each element a “struct” with the information
relative to a node belonging to one of the RF trees. The struct has three member
variables:
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– fidx is the index of the feature on which the split has been performed. It is
used to select the correct value from the input feature array to be compared
with the threshold th at inference time. This value is set to -1 in leaf nodes.

– th: the value to be used as a comparison to determine the following node to
visit; left child if the input feature is lower than th, right otherwise.

– right : the index in FOREST of the right child of the current node. Note
that to reduce the memory occupation, the left child is always stored as the
following element of the array. For leaf nodes, the right child index stores the
index of the corresponding leaf probabilities in the LEAVES array.

The other two arrays, LEAVES, and ROOT, store respectively the output
probabilities of each leaf and the indexes of the root node of each DT in FOREST.

Figure 4 reports some data structure values corresponding to the RF shown
in Fig. 3. In particular, it shows the elements of FOREST which correspond to
the nodes in the decision path of the leftmost DT in Fig. 3.

To further compress the memory required to store our RFs, we quantize to
16-bit integers all the fields of the FOREST and LEAVES arrays, simplifying also
the deployment on MCUs not equipped with a Floating Point Unit. We verified
that quantizing the inputs, comparison thresholds, and output probabilities to
16-bit integers yields close to 0 accuracy drop, compared to the original floating-
point model. We also reduce to 16-bit the precision of the ROOT elements,
which guarantees the possibility of deploying large RFs (up to 216 nodes), while
significantly reducing the memory overhead of this vector.

5.3 Tree Batching

One of the main advantages of the aggregated Score Margin and Max early-
stop policies lies in their lightweight nature. Specifically, their time complexity
at inference time is O(M) to find either the highest or the two highest prob-
abilities and O(1) to compare with the threshold α. In the case of dynamic
inference systems for deep learning [28,37], this computational overhead is neg-
ligible w.r.t the execution of the individual neural networks. On the other hand,
when working on lightweight classifiers such as RFs, the computation of either
the aggregated Max or the SM can affect negatively the energy gains obtained
by avoiding the execution of the full forest. In fact, as introduced in Sect. 2, the
time complexity for a single DT inference is O(D), plus O(M) for the argmax
over classes. Large yet shallow adaptive RFs may then have a significant over-
head for the early-stopping decision (when D is comparable or lower than M),
becoming significantly less efficient than a static forest with fewer trees.

In order to tackle this problem, we propose a simple but effective approach
to reduce the impact of the early stopping policy, named tree batching. Rather
than evaluating the aggregated confidence metric after every DT inference, we
instead perform its computation after a batch of B trees. This additional hyper-
parameter has a contrasting effect on the energy consumption of the system. In
fact, larger batch sizes can reduce the overhead introduced by the computation
of the confidence metric by a factor of B, thus saving additional energy. On
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the other hand, evaluating the stopping criterion every B trees may cause the
classifier to perform up to B−1 additional inferences that could be avoided with
B = 1. Empirically we show that depending on the dataset, the results obtained
setting B > 1 can outperform the ones of B = 1 in terms of accuracy vs energy.

Algorithm 3 reports the pseudo-code of the adaptive inference with batch
size B, where Batch(b) denotes the subset of weak learners belonging to the b-th
batch. Metric(out) represents instead the computation of the confidence metric
at tree t, e.g., SM1:t in case of the aggregated Score Margin.

Algorithm 3: Adaptive Random Forest Classification.
1 for b ∈ [0, N/B] do
2 for T ∈ Batch(b) do
3 out = out + DecisionTreeInference(T )
4 end
5 if Metric(out) > α then
6 break
7 end

8 end
9 class = arg max(out)

5.4 Tree Ordering

The introduction of an early stopping mechanism that depends on the output
probabilities of each DT makes the inference results become dependent on the
order of the weak learners. As opposed to the classic approach, which sums or
averages the contributions of all DTs, the adaptive inference will, for most of
the inputs, leverage only the probabilities of a subset of them. As a consequence,
invoking first the most informative and confident DTs increases the probability
that the early-stopping mechanism will be triggered sooner, and therefore the
energy savings. Intuitively, one could then think of finding an optimal ordering
of the DTs on a subset of the training data (e.g. the validation set), by means of
a search algorithm such as greedy, random, exhaustive search, or others. As men-
tioned in Sect. 3, multiple previous works including QWYC [39] have proposed
mechanisms to determine such a “hardcoded” ordering of the classifiers.

However, in our experiments, we demonstrate that such an optimized order-
ing does not actually provide statistical advantages over executing the DTs in a
random order. In fact, we compare multiple permutations of the DTs composing
the ensembles, showing that those orderings that reduce the average number of
weak learners per inference on the validation dataset, do not obtain compara-
ble results on the test set. In other words, there is no correlation between the
“goodness” of a given ordering on the two data subsets.

Therefore, we conclude that an optimized hard-coded ordering of weak learn-
ers do not provide advantages, at least in our considered scenario, i.e., for a RF
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classifier and considering the simple early-stopping policies described above. In
contrast, input-dependent DTs reordering could be effective, but is extremely
difficult to implement at low overhead [16], hence we leave it to future work.

6 Results

6.1 Benchmarks, Deployment Setup, and Comparisons

We evaluate the proposed technique on three different datasets for popular tiny-
ML tasks: ECG5000 [7], Ninapro DB1 [2], and UniMiB-SHAR [24].

ECG5000 [7] features annotated electrocardiogram (ECG) data, provided
already preprocessed in windows of 0.8 s, each containing a single heartbeat.
We perform the same task as the authors of [30], which consists in detecting
whether congestive heart failure happens. For this dataset, we take as a baseline
for comparison a static RF with N = 40 and D = 3. Our adaptive model uses an
identical RF structure, but dynamically reduces the number of trees executed
at runtime as described in Sect. 5.

The second set of experiments is performed on the popular Ninapro DB1
[3], featuring Electromyography (EMG) signals of 27 healthy subjects performing
different hand movements. We follow the experimental setup proposed in [3],
performing the classification of 14 hand movements using a 10-channel EMG
signal. In order to do so, we employ the same preprocessing used by the authors
of [3]. Our starting RF for this task has N = 24 and D = 12.

Finally, UniMiB-SHAR [24] is a Human Activity Recognition (HAR)
dataset featuring a tri-axial accelerometer signal collected from a sensor mounted
on a smartphone. The recorded motions belong either to one out of 9 daily-life
activities (e.g. walking, sitting, etc.) or one out of 8 kinds of falls. The signals
are collected 50 Hz, and already provided in fixed-size windows of 151 samples,
centered around peaks. We keep the same preprocessing as proposed in [24],
benchmarking our results on the AF-17 task, which is the one considering all
the target classes in the dataset. We derive the adaptive RFs from a baseline
with N = 32 and D = 9.

The three datasets refer to tasks with a significant difference in the level of
complexity, ranging from a binary classification (ECG5000) to a 17-classes one
(UniMiB-SHAR). Accordingly, the time and energy associated with the accu-
mulation of output probabilities during inference vary significantly, which influ-
ences our policies’ overheads, as explained in Sect. 5.3. As shown in the follow-
ing section, however, our approach remains effective even in conditions far from
ideal (M ≈ D). Additionally, after benchmarking the RFs both with raw data
and simple embedded-friendly features extracted in the time domain, we always
achieve higher accuracy with the former. Therefore, we report for all the three
datasets results obtained using raw data as input.

Due to the class imbalance of all three datasets, we always report the scoring
metric proposed in [24], i.e., the top-1 macro-average accuracy. All results are
reported on each dataset’s test set.
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We deploy all RFs on PULPissimo [8], a 32-bit single-core RISC-V MCU
belonging to the PULP family of architectures. Specifically, we refer to a 22 nm
realization of PULPissimo running at 205 MHz and equipped with 520 KB of L2
memory [13]. We estimate the inference clock cycles using a virtual platform [38],
deriving the energy values from [13]. Concerning the software stack, we train
the Random Forests using the open-source package scikit-learn [29] in Python
3.8. The inference phase uses the MCU-oriented C language implementation
described in Sect. 5.2 both for the baseline and adaptive classifiers.

We compare the proposed approach with a static RF, the standard Max/SM
policies evaluated on the last DT (as proposed in [28,37]), and the QWYC
method [39]. Concerning the latter, we limit the comparison to the binary
ECG5000 task, since as mentioned in Sect. 3, QWYC is only benchmarked on
binary problems. Independently on the early stopping criterion, the baseline
models have been derived from the RFs with the N and D reported above for
each dataset.

6.2 Hardware-Independent Results

Since all previous works on adaptive inference for RFs have only been evaluated
in theoretical terms, without any real deployment at the edge, we perform a first
hardware-independent comparison.

To this end, we consider the average number of trees executed per inference as
a metric to quantify the complexity of the various techniques. This is a reasonable
proxy for the time and energy consumption of inference, especially for a single-
core platform (such as an MCU) that executes weak learners sequentially. Of
course, this evaluation is unable to factor in the additional overhead introduced
by the evaluation of the early stopping policy, thus possibly favoring accurate yet
complex mechanisms to stop the inference. Thus, these results are meaningful
under the assumption that evaluating a single weak learner has a significantly
higher complexity than evaluating the early stopping criterion.

Figures 5–9 report the results of this experiment. Specifically, they report
Pareto fronts obtained by the various considered techniques in terms of accuracy
versus the average number of DTs per inference (N.Trees). In case of adaptive
methods, different points of the curve, when present, are obtained by varying
the early stopping threshold (α in Eqs. 3 and 4). Furthermore, all graphs also
report, as a comparison baseline, the results obtained with a static RF. In this
case, different points refer to ensembles with progressively fewer weak learners
(i.e., decreasing N), which have been retrained from scratch each time.

State-of-the-Art Comparison. Figure 5 compares one of our proposed poli-
cies (the Aggregated SM) with the standard SM applied to the last executed
model (as in [9,28,37]), and with a static RF. Additionally, for the binary
ECG5000, we also report the results obtained with QWYC, both with and with-
out the static ordering of the DTs. We do not apply tree batching yet.

For all three datasets, the Aggregated Score Margin with B = 1 lies on the
Pareto front, often outperforming both other adaptive approaches and static
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Fig. 5. Accuracy versus average number of trees. Each point represents either a differ-
ent static RF for the baseline or the same RF with different early-stopping thresholds
for adaptive ones.

RFs. On the other hand, the classic SM computed only on the last tree either
obtains close results to the baseline or is underperforming. The only notable
exception is represented by the ECG5000 dataset, where with few DTs the clas-
sic SM is able to achieve results comparable to our method. Nonetheless, that
technique is unable to further grow in terms of prediction quality when changing
the early stopping threshold.

Both QWYC versions, lie close to the global Pareto front. However, we found
that even when testing several values of the hyperparameters that determine ε
(the parameter used to decide for early stopping in QWYC), the average number
of trees executed remains almost unchanged. Most importantly, the maximum
accuracy that we were able to obtain with QWYC on ECG500 is significantly
lower than with our approach, or with the largest static RF. Additionally, we
found that the DT sorting proposed in QWYC actually underperforms on our
dataset, leading to lower accuracy than the “unordered” version.

Considering the whole set of trade-off points of our approach, we obtain
a reduction in terms of average trees executed per inference of up to 93% on
ECG5000, with respect to a static RF achieving the same accuracy (2.26 vs 34
DTs on average, at 97% accuracy. On Ninapro, we achieve up to 47% reduction
(10.47 vs 20 average DTs at 76.5% accuracy), and on UniMiB up to 43% (12.5
vs 22 DTs at 52% accuracy).

Batch Size Exploration and Criteria Comparison. Figures 6, 7, 8, 9 report
a detailed comparison of the two proposed metrics (Aggregated SM and Aggre-
gated Max.) for different tree batching conditions (i.e., B values).

Intuitively, since these results still do not consider the overheads of the early
stopping criterion, increasing B should worsen the results. In fact, B = 1 the-
oretically offers a finer granularity of control on the early stopping, allowing to
interrupt an inference just after executing the first DT that makes the aggre-
gated SM or Max. overcome the threshold α. This is indeed what happens on
average, as shown by the fact that curves relative to larger B values come closer
to the static RF ones. However, it is not a hard rule, since the random sampling
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Fig. 6. Hardware-independent comparison of the two proposed metrics for B = 1.

Fig. 7. Hardware-independent comparison of the two proposed metrics for B = 2.

and feature selection used to train the DTs can lead to a non-monotonically
increase in prediction quality when adding weak learners. For instance, for the
UniMiB dataset, the Aggregated Max with B = 8 obtains the largest reduc-
tion in the average number of DTs without accuracy drop with respect to the
complete static RF (20.82 trees on average with +0.2% accuracy). On the con-
trary, Ninapro shows the expected results, with the Aggregated SM with B = 1
yielding the least average DTs for the same accuracy as the static RF (18.73).

Table 1 reports the detailed results of this comparison. Specifically, we show
the average number of trees executed by the different variants of the adaptive
inference policy, for two different accuracy conditions, i.e., to reach iso-accuracy
with the original RF (Drop 0.0%) or allowing a negligible degradation (Drop
0.5%) The Red.RF column reports smallest static RF obtaining the same accu-
racy. Since the standard Score Margin and QWYC only achieved accuracy val-
ues with drops larger than 0.5% with respect to the original RF, they are not
reported in the table.

On the ECG dataset we are able to reduce the average number of trees by
57% (17.18 vs 40) with no accuracy loss. Concerning the Ninapro dataset, the
proposed approach can reduce the number of weak learners by 22% (18.73 vs
24), while on UniMiB by 35% (20.82 vs 32).

When accepting an accuracy drop of 0.5%, we achieve a reduction in the
average DTs executed of 91% with respect to the closest RF (Red. RF column)
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Fig. 8. Hardware-independent comparison of the two proposed metrics for B = 4.

Fig. 9. Hardware-independent comparison of the two proposed metrics for B = 8.

on the ECG dataset (2.1 vs 24 DTs). On Ninapro, we avoid the execution of
51% weak learners (9.73 vs 20) while for UniMiB of 29% (17.02 vs 24).

6.3 Tree-Ordering Analysis

As anticipated in Sect. 5.4, our results demonstrate that an optimized hardcoded
ordering of DTs to favour early exit does not provide practical advantages. A
first indication of this is shown in Fig. 5, where QWYC with optimized tree
ordering performs significantly worse than the randomly ordered one in terms of
accuracy, for a negligible reduction in the number of invoked trees.

A further confirmation is provided in Fig. 10. To generate it, we shuffled
the DTs of the original RF 20 times at random. For each ordering, we then
compared the early-stopping results on the validation and on the test set of each
dataset. Specifically, we selected an α threshold so that the accuracy drop is 0%
with respect to the static RF (as done in Table 1) and we then extracted the
average number of DTs executed with that threshold on the two data subsets.
We considered the Aggregated SM policy and a batch B = 1 for this experiment.

Two interesting results appear from the figure. First, tree ordering could ide-
ally play a significant role in the early stopping effectiveness. In fact, the average
number of DTs executed on the full test set varies by up to ±15 depending on
the weak learners’ permutation. However, obtaining the optimal ordering on a
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Table 1. Average number of trees for different accuracy drops with respect to a full
RF.

Data Full Red. Aggr. Max Aggr. SM

RF RF B = 1 B = 2 B = 4 B = 8 B = 1 B = 2 B = 4 B = 8

Drop: 0%

ECG 40 40 27.22 27.38 28.95 32.55 18.39 18.78 19.58 17.18

Ninapro 24 24 21.52 21.72 22.14 23.07 18.73 18.95 19.62 20.94

UniMiB 32 32 28.41 28.6 28.94 20.82 24.21 24.46 24.97 25.85

Drop: 0.5%

ECG 40 24 2.1 17.63 18.54 20.43 2.19 2.23 8.64 8.86

Ninapro 24 20 12.02 12.56 13.26 14.83 11.55 9.73 10.69 12.83

UniMiB 32 24 23.76 24.08 19.34 20.82 17.02 17.64 18.41 17.43

Fig. 10. Average number of DTs executed with the aggregated SM policy to reach the
same accuracy as the original static RF on the Validation and Test sets respectively.
Each point represent a different ordering of weak learners.

different data subset (in our case, the validation set) does not work, as evident
by the lack of correlation in the scatter plots.

The “optimal ordering” must therefore be computed dynamically based on
the processed input. How to do so while keeping a low overhead will be subject
of our future work.

6.4 Deployment Results

In this section, we report the results obtained with the proposed adaptive infer-
ence method when deployed on the target edge device. Figure 11 shows the
Pareto fronts in terms of accuracy versus average energy consumption per infer-
ence on PULPissimo. For each dataset, we report the results of static RFs
with different numbers of weak learners, as well as both our proposed early-
stopping policies (Aggregated Max Score and Aggregated SM), with two batch
sizes (B = 1 and B = 2). Differently from Sect. 6.2, here energy results include
also the overheads for evaluating the early-stopping policies.

Indeed, as expected, while the curves are similar to the ones reported in
Fig. 5, the early stopping overhead becomes visible. This brings the adaptive
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Fig. 11. Accuracy versus average energy per inference.

approach closer to the baseline. Nonetheless, our proposed method still signif-
icantly outperforms static RFs. In detail, at iso-accuracy with a static RF, we
obtain energy savings up to 26% on the UniMiB dataset, up to 91% on ECG5000
and up to 45% on Ninapro.

Table 2 reports the detailed energy results on each dataset, under the same
conditions described in Table 1. While the top-performing approaches are similar
to the hardware-independent case, some notable exceptions occur. For instance,
on Ninapro, the aggregated Score Margin with B = 2, although requiring slightly
more trees on average, requires less energy than the one with B = 1. This
becomes even more evident for B = 4, requiring 0.67 additional trees on average
than B = 2, while “costing” only 0.02 nJ more. Regarding the UniMiB dataset,
the aggregated Score Margin with B = 1 requires the least amount of trees,
however, it has a higher cost in terms of energy than all the other batched
versions. Globally, these results show once again that properly accounting for
the early stopping policy overheads is fundamental in order to assess the real
effectiveness of an adaptive inference method.

Table 2. Average energy consumption, in nJ , for different accuracy drops with respect
to a full RF.

Data Full Red. Aggr. Max Aggr. SM

RF RF B = 1 B = 2 B = 4 B = 8 B = 1 B = 2 B = 4 B = 8

Drop: 0%

ECG 58.27 58.27 41.46 40.87 44.17 47.68 28.31 28.14 30.15 25.77

Ninapro 129.64 129.64 106.85 104.05 104.5 108.24 100.64 95.5 95.52 99.42

UniMiB 134.15 134.15 138.32 133.24 130.2 96.33 128.5 119.91 115.16 117.76

Drop: 0.5%

ECG 58.27 35.32 4.17 26.68 28.95 31.21 4.3 4.29 13.66 13.59

Ninapro 129.64 108.54 61.32 61.76 64.23 71.27 63.56 50.56 53.52 62.29

UniMiB 134.15 101.21 115.92 112.52 89.18 96.33 92.41 88.61 87.69 82.28
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7 Conclusions

In this work, we have presented an adaptive inference approach for RFs on
MCUs, based on executing only a subset of the weak learners in order to save
energy. To control this early-stopping mechanism, we have proposed two dif-
ferent lightweight policies which use the class probabilities produced in output
by DTs to estimate the partial prediction confidence. In order to validate our
approach, we have performed extensive experiments on three state-of-the-art
datasets concerning popular embedded tasks. Moreover, we have deployed the
proposed method on a single-core RISC-V MCU, showing that even when taking
into account the overhead associated with the evaluation of the early stopping
policy, we are able to save significant energy with respect to a static model, up
to more than 90% for the same accuracy.
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