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Preface

This volume contains the papers selected for presentation at the 26th International
Symposium on Methodologies for Intelligent Systems (ISMIS 2022), which was held
in Rende, Italy, during 3—5 October, 2022. The Symposium was organized by ICAR-
CNR, the Department of Computer Engineering, Modeling, Electronics and Systems
Engineering (DIMES) at the University of Calabria, Computer Science Department at
University of Bari “Aldo Moro” and DIETI Department at University of Naples “Fed-
erico I”. ISMIS is a conference series that started in 1986. Held twice every three years,
it provides an international forum for exchanging scientific, research, and technologi-
cal achievements in building intelligent systems. In particular, major areas selected for
ISMIS 2022 include health informatics, social media analysis, recommendation systems,
natural language processing, explainable Al, intelligent systems, classification and clus-
tering, and complex data analysis. This year, we also organized a special session on
“Industrial Applications”.

After the pandemic, this is the first edition that the Symposium is held in person,
although the hybrid mode is still kept for obvious precautionary reasons. We decided
promote in-person participation, in order to renew the usual level of interactions and
fruitful exchange of ideas that has always characterized the Symposium in the past.

ISMIS 2022 received 71 submissions that were carefully reviewed by three or more
Program Committee members or external reviewers. Papers submitted to the special
session on “Industrial Applications” were subject to the same reviewing procedure as
those submitted to the regular session. After a rigorous reviewing process, 31 regular
papers, 11 short papers and 4 industrial papers were accepted for presentation at the
conference and publication in the ISMIS 2022 proceedings volume.

It is truly a pleasure to thank all people who helped this volume come into being and
made ISMIS 2022 a successful and exciting event. In particular, we would like to express
our appreciation for the work of the ISMIS 2022 Program Committee members and
external reviewers who helped assure the high standard of accepted papers. We would like
to thank all authors of ISMIS 2022, without whose high-quality contributions it would
not have been possible to organize the conference. We are grateful to the organizers of
the special session on “Industrial Applications” at ISMIS 2022: Luciano Caroprese and
Fabio Fumarola.

The invited talks for ISMIS 2022 were “Adaptive Machine Learning for Data
Streams” by Albert Bifet from the University of Waikato and the Institut Polytechnique
de Paris, and “Interactive Machine Learning” by Andrea Passerini from the University
of Trento. Abstracts of the two invited talks are included in these proceedings. We wish
to express our thanks to the invited speakers for accepting our invitation to give the talks.

We are thankful to Ronan Nugent and Anna Kramer of Springer Nature for their
work on the proceedings and for supporting the ISMIS 2022 Best Paper and Best
Student Paper awards. Finally, we would like to thank our platinum sponsor Relatech
S.p.A. (https://www.relatech.com), and gold sponsors Revelis S.r.l. (https://www.reveli


https://www.relatech.com
https://www.revelis.eu
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s.eu), Polo ICT (https://poloinnovazioneict.org), Pixeltek (https://www.pxltk.com) and
DevSkill (https://www.devskill.school) for their valuable support.

We believe that the proceedings of ISMIS 2022 will become a valuable source of
reference for your ongoing and future research activities.

August 2022 Michelangelo Ceci
Sergio Flesca

Elio Masciari

Giuseppe Manco

Zbigniew W. Ra$
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Adaptive Machine Learning for Data Streams

Albert Bifet
University of Waikato, and Institut Polytechnique de Paris

Abstract. Advanced analysis of big data streams from sensors and
devices is bound to become a key area of data mining research as the
number of applications requiring such processing increases. Dealing with
the evolution over time of such data streams, i.e., with concepts that drift
or change completely, is one of the core issues in stream mining. In this
talk, I will present an overview of data stream mining, and [ will introduce
some popular open source tools for data stream mining.



Interactive Machine Learning

Andrea Passerini
University of Trento

Abstract. With artificial intelligence and machine learning becoming
increasingly more pervasive in our societies and everyday lives, there
is a growing need for interactive approaches bringing the human in the
loop and allowing systems to adapt to the needs and specificities of each
user. In this talk I will present some promising frameworks for interac-
tive machine learning, highlighting their pros and cons, and discussing
open challenges towards truly human-centric and personalized learning
systems.
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Granular Emotion Detection in Social
Media Using Multi-Discipline Ensembles

Robert H. Frye®)® and David C. Wilson

University of North Carolina at Charlotte, Charlotte, NC 28223, USA
{rfrye13,davils}@uncc.edu
https://www.charlotte.edu/

Abstract. A variety of applications across industry and society have
started to adopt emotion detection in short written text as a key enabling
component. However, the task of detecting fine-grained emotions (e.g.
love, hate, sadness, happiness, etc.) in short texts such as social media
remains both challenging and complex. Particularly for high-stakes appli-
cations such as health and public safety, there is a need for improved
performance. To address the need for more accurate emotion detection
in social media (EMDISM), we investigated the performance of ensemble
classification approaches, which combine baseline models from machine
learning, deep learning, and transformer learning. We evaluated a variety
of ensemble approaches in comparison to the best individual component
model using an EMDISM Twitter dataset with more than 1.2M samples.
Results showed that the most accurate ensemble approaches performed
significantly better than the best individual model.

Keywords: Emotion detection - Sentiment analysis + Social media -
Ensemble - Transformer learning - Machine learning - Deep learning

1 Introduction

Understanding a person’s emotional context by way of sentiment analysis or
finer-grained emotion detection from written text can play a significant role in
intelligent systems and modern applications, such as in commercial, political, or
security areas [50]. Sentiment analysis (SA) is an application of Natural Lan-
guage Processing (NLP) focused on determining the polarity of emotions in a
textual or spoken sample (i.e., positive, negative, neutral). On a finer-grained
level, emotion detection refines the task of sentiment analysis into classifying
a sample as representative of specific emotions (e.g., happy, sad, angry, etc.).
Tllustrative commercial applications include identifying angry customers based
on email content [23] as well as proper routing and escalation of messages to
appropriate customer representatives [28].

Correctly identifying specific emotions in written text is challenging, even
with richer data where texts are longer and well-written stylistically. However,
texts in modern communication are more often aligned in structure with social

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Ceci et al. (Eds.): ISMIS 2022, LNAI 13515, pp. 3-12, 2022.
https://doi.org/10.1007/978-3-031-16564-1_1
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media interactions (shorter, less formally written), which present even greater
challenges. Emotion detection in social media (EMDISM) must consider the less
formal nature of the communication medium, with little regulation of writing
styles and generally smaller sample sizes for analysis [21]. EMDISM is impor-
tant for a variety of application contexts. For example, marketers and airlines
apply sentiment analysis or EMDISM to assess emotional responses to advertis-
ing and understand overall customer satisfaction with travel experiences based
on social media posts [24,43,47]. Beyond commercial applications, mental health
providers monitor social media to identify indicators of depression [14], and secu-
rity researchers are working to identify emerging threats from extremists [3] and
other violent actions [34] from social media posts. Developing improved EMDISM
approaches is broadly important for industry and society, and improving accu-
racy is a key open research question.

Our research is focused on the potential for improving accuracy in EMDISM
applications by investigating ensemble approaches. In this paper, we present an
in-depth evaluation of ensemble EMDISM approaches combining 15 common
classifiers from 3 classification disciplines in 21 unique combinations across 4
categories of ensembles. We discuss key design decisions and experimental results
indicating which ensembles were more effective than singleton classifiers and
present significance testing demonstrating ensembles are often more accurate
than singleton classifiers.

2 Related Work

In previous related research, we characterize three primary types of approach for
sentiment analysis and emotion detection: machine learning (ML), deep learning
(DL), and transformer learning (TL). Our research focuses on creating ensembles
comprised of ML, DL, and TL classifiers, which have been previously applied to
the tasks of text-based sentiment analysis or EMDISM. We present background
research on individual component DL, ML, and TL classifiers, as well as ensemble
approaches for leveraging combinations of component classifier outcomes.

2.1 Classifiers

Traditional machine learning (ML) classifiers generally apply logic or statisti-
cal analysis for text classification, and were among the earliest text classification
algorithms. Decision trees have been applied to numerous classification prob-
lems, including EMDISM [36], and are a type of supervised learning algorithm,
which builds classification structures based on partitioning data into subsets of
samples with similar characteristics. Decision trees are one of the easiest classi-
fication methods for humans to understand, as they can be presented as graphs
resembling trees, where each branch is a decision point and each leaf is a clas-
sification node. Ranganathan [36] applied decision trees to Twitter EMDISM
of five emotions with reported accuracies between 88% to 96%. Support vector
machine (SVM) [41] classifiers attempt to define a theoretical hyperplane used
to segregate large vectors of sparsely populated data into discrete clusters with
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maximized distances between clusters, and given the sparse vector representa-
tions generated through tokenization of text. SVM has been widely applied to
SA and EMDISM [8,32]. Support vector classification (SVC) [16] is used for pro-
cessing high dimensional sparse vectors by “...reducing the number of objects
in the training set that are used for defining the classifier.” LinearSVC [46] is
a variant of SVC designed to better scale to larger datasets. Logistic regression
[18] uses independent variables to predict between binary classes, and has been
applied in a one versus rest approach for SA and EMDISM |[35].

Deep learning (DL) classifiers utilize layered neural networks and back-
wards propagation of error correction to create class predictions from tokenized
embedding layers. DL classifiers for text classification generally consist of an
embedding layer of tokenized text data, one or more hidden layers of decision
neurons, and an output layer for predicting sample classes [52]. Complex neural
networks have been developed, including convolutional neural networks (CNN)
[30], which establish progressively smaller filters on samples to retain data about
the context of one token to other tokens around it, and recurrent neural net-
works (RNN) which use an internal memory of previous steps to preserve con-
textual information about the relationships between tokens. Bidirectional RNNs
(B-RNN) [38] and long short-term memory (LSTM) [26] neural networks were
adapted versions of RNNs designed to address the vanishing or exploding gra-
dient problem. B-RNNs use stacked RNNs to capture the context before and
after a token, by training one RNN with tokens in the original order and the
other RNN with tokens in reverse order. LSTM uses a combined forget gate,
input gate, hidden memory layer, and output gate at each time step in the
training process, and several variations of LSTM have been created including
gated recurrent units (GRU) [11], bidirectional GRU (BiGRU) [10], bidirectional
LSTM (BiLSTM) [39], and convolutional LSTM (C-LSTM) [22]. GRU combines
LSTM’s input and forget gates and merges the hidden memory layer and cell
states, and BiGRU and BiLSTM add a bidirectional layer to GRU and LSTM
respectively. C-LSTM adds memory of the class label to each gate in the LSTM
layer.

Transformer learning (TL) classifiers, first proposed by Vaswani et al. [42],
are a specific type of neural network which replace the convolutions and recur-
rence of DL classifiers with a paired encoder and decoder and a self-attention
mechanism, which combine to effectively capture the context of each token in
relation to other tokens in each sample. As TL classifiers avoid the need for
recurrence or convolution, they generally require fewer epochs to fine-tune their
base models and are more accurate than DL classifiers. BERT (Bidirectional
Encoder Representations from Transformers) was developed by Devlin et al. [15]
and used a masked language model approach to train their base model. BERT
achieved an SST-2 accuracy score for the GLUE benchmarks [44] of 91.6% for
binary SA. RoBERTa [31] attempted to improve upon BERT by training by
training with larger batch sizes, more training epochs, and a larger vocabu-
lary. RoBERTa achieved an SST-2 accuracy of 92.9%. XLNet [49] avoids the
introduction of noise caused by inserting masking and separator tokens during
BERT pre-training, and also considers permutations of factorization orders to
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Table 1. Ensembles applied to text-based sentiment analysis or emotion detection.

Approach Ensemble components Type Metric | Score
Kang et al. (2018) [27] Hidden Markov Models SA Acc 86.10%
Xia et al. (2011) [48] NB, SVM, Maximum Entropy SA Acc 80%—88%
Da Silva et al. (2014) [13] NB, SVM, Random Forest, SA Acc 70%-79%
Logistic Regression, Lexicon
Araque et al. (2017) [2] NB, ME, SVM, RNN, Lexicon SA Acc 85%-94%
Perikos et al. (2016) [33] NB, ME, knowledge-based SA Acc 89%
Baziotis et al. (2018) [4] Bi-directional LSTM ensemble SA-Irony Acc 78.50%
Cao and Zukerman (2012) [9] | Lexicon-based, NB, ensemble SVM ED-5 star | Acc 70%—-75%
Duppada et al. (2018) [17] XG Boost and Random Forest ED-4 class | Acc 83.60%
Bickerstaffe et al. (2010) [5] SVM, Decision Trees ED-4 star | Acc 49%-76%
Al-Omari et al. (2019) [1] Fully connected NN, LSTM ED-4 class | F1 0.67
Yue et al. (2018) [51] CNN, RCNN, LSTM ED-5 class | F1 0.468

capture the bidirectional context of tokens and maximize the probability that a
token sequence would be present in each permutation. XLNet was 94.4% accu-
rate in the SST-2 task. Lample and Conneau [29] developed the cross lingual
model, XLM, to extend the concepts of BERT to additional languages, using
7500 training samples from 15 languages. XLM-RoBERTa (XLM-R) integrated
concepts from XLM and BERT by applying MLM training with a larger vocab-
ulary consisting of 250K tokens from 100 different languages compared to the
30K vocabulary used for BERT. XLM-R reported 95.0% accuracy in the SST-2
task. Clark et al. presented ELECTRA (Efficiently Learning an Encoder that
Classifies Token Replacements Accurately) [12], which was designed to offset
an imbalance caused by introducing masked tokens during pre-training BERT
base models but not during fine-tuning. ELECTRA delivered SST-2 accuracy
between 89.1% and 96.7% depending on training duration and which dataset
was used for fine-tuning.

2.2 Ensembles

Ensemble classifiers are designed to offset the weaknesses of one or more classi-
fiers with the strengths of other classifiers. Hansen and Salamon [25] suggested
ensembles can be more accurate than singleton classifiers and that the correct
first step for creating ensembles was to assess individual classifiers for accu-
racy to determine their suitability for inclusion in an ensemble. Boosting [37]
is a process whereby iterative training and adjusting of weights is used to turn
weak classifiers into strong classifiers, and AdaBoost [20] uses a weighted voting
ensemble which is still in popular use. Bootstrap aggregating (bagging) [6] con-
cepts included simple voting among base learners trained on different replicas
of data, and this ensemble voting approach is still in use for SA and emotion
detection today [4,32,48]. Burke [7] described numerous architectures for cre-
ating hybrids (ensembles) for recommender systems, including weighted voting,
cascading, and switching approaches, among others. We adopt Burke’s charac-
terizations in discussing our ensemble approaches. Several research teams have
created and applied ensembles combining various classifiers for sentiment anal-
ysis or emotion detection. Table1 provides a list of ensemble researchers, the
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ensemble components they assessed, and the metrics reported for each approach
[1,2,4,5,9,13,17,27,33,48,51]. Previous ensemble research has generally focused
on binary sentiment analysis or classifying a more limited sampling of emotions
with one of a few classifiers, whereas we have developed and assessed ensembles
to classify a larger number of emotions (7) developed from a broader, cross-
disciplinary selection of ML, DL, and TL classifiers.

3 Ensemble Approach and Evaluation

The specific challenge our research addresses focuses on potential performance
improvements in finer-grained emotion detection in social media text. To address
this challenge, we investigated the potential of ensemble approaches to improve
performance in EMDISM. We conducted an in-depth evaluation of ensemble
EMDISM approaches combining 15 common classifiers from 3 classification dis-
ciplines in 21 unique combinations across 4 categories of ensembles.

3.1 Experimental Setup

Our experiments were completed on a Micro-star International Z390 Gaming
Infinite X Plus 9 desktop computer, with 48 GB of RAM, an Intel(R) Core(TM)
i7-9700K CPU, and one NVIDIA GeForce RTX 2080 GPU. Our experimental
platform was created in Python—using the Scikit-learn library for ML mod-
els, partitioning training/testing data, and analyzing results; Keras Tensorflow
for DL model creation; the HuggingFace’s Transformers and Simple Trans-
former libraries for TL model fine-tuning; Pandas and Numpy for dataframe and
array processing; and NLTK for preprocessing text. We selected the EMDISM
dataset developed by Wang et al. [45], hereafter referenced as the HT dataset.
The HT dataset originally consisted of 2.5M Twitter tweets labeled with seven
emotions—joy, sadness, anger, love, thankfulness, fear, and surprise—
which are closely aligned with Ekman’s six basic emotions [19]. At the time of
our experimentation, the text detail of only 1.2M HT tweets remained avail-
able for hydration from Twitter with 349,419 samples of joy, 299,412 of sadness,
261,806 of anger, 153,017 of love, 72,505 of thankfulness, 65,010 of fear, and
11,978 of surprise. We followed common pre-processing steps [39,40] to de-noise
the dataset. Specifically, we removed URLs, usernames, hashtags, and numbers,
cast all text to lowercase, un-escaped html escape strings, replaced duplicate
punctuation with singles (e.g. !!! became !), stripped extra whitespace, and lem-
matized verbs. For experimentation, we performed 10-fold cross-validation test-
ing and compared validation loss and accuracy curves to avoid overfitting.

3.2 Analysis of Individual Component Approaches

To create our ensembles, we followed the recommendations of Hansen and Sala-
mon [25] in that we assembled and assessed a cross-discipline list of candidate
ML, DL, and TL classifiers, focusing specifically on classifiers which had been
applied to the task of sentiment analysis or emotion classification. In assessing
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Machine Learning Classifiers Deep Learning Classifiers Transformer Learning Classifiers
Decision |Linear |Logistic XM

Emotion Trees SvC Regression |SVM  |BiGRU |(BiLSTM |C-LSTM |GRU LSTM |BERT |ELECTRA |RoBERTa|-RoBERTa |XLNet

joy 82.45%|79.35% 78.60%|82.01%| 84.89% | 85.15% | 86.26%| 79.33% | 83.44%|90.86%| 90.57%| 90.33%| 88.24%|89.92%
sadness 79.87%|64.48% 62.92%|41.76%| 76.20%| 78.99%| 79.98%|71.70%|73.92%|89.50%| 87.89%| 87.86%| 85.80%|87.42%
anger 83.71%|72.14% 68.71%|72.33%| 82.45%| 79.44% | 83.20%| 74.62%|82.00%|90.36%| 89.89%| 88.38%| 87.20%|89.26%
love 77.79%|41.31% 35.98%|12.06%| 66.24%| 63.70%| 68.11%|55.03%|60.96%|82.33%| 80.53%| 78.22%| 76.13%|77.97%
thankfulness | 81.64%|50.96% 46.46%|44.01%|69.06%| 69.74%| 71.30%|59.35% | 64.47%|84.03%| 82.39%| 79.13%| 77.64%|80.60%
fear 76.45%|28.38% 22.57%| 8.45%|57.17%| 55.25%| 57.17%|42.84%|45.92%|76.94%| 74.20%| 70.40%| 66.89%|73.24%
surprise 81.87%| 9.66% 3.06%| 1.78%|39.91%| 42.61%| 43.16%|18.38%|37.43%| 64.49%| 58.54%| 55.22%| 46.25%|55.28%

Fig. 1. Heatmap of classification accuracy by emotion for each classifier - greater than
80% - green, 50-80% - yellow, below 50% - red. (Color figure online)

individual models, we focused on base models and common implementations
of each approach, including ML classifiers (decision trees, linear SVC, logistic
regression, Naive Bayes, SVM), DL classifiers (GRU, BiGRU, LSTM, C-LSTM,
BiLSTM), and TL classifiers (BERT, ELECTRA, RoBERTA, XLM-R, XLNet).
For additional detail on hyperparameter selection see [21]. We followed the same
basic outline in assessing each model, in that we pre-processed our dataset and
saved a clean version for reuse across all models compared. Next we trained or
fine-tuned each model, performed 10-fold cross-validation to compute average
accuracy, and created a heatmap (see Fig.1) to assess how each performed in
classifying specific emotions. This served to help identify strengths and weak-
nesses among individual component models, and informed the creation of the
ensemble approaches we explored. We selected BERT, the most accurate single-
ton classifier, as a baseline for comparing ensemble performance.

3.3 Analysis of Ensemble Approaches

Based on the analysis of individual component approaches, we created 21
ensembles, including simple voting, weighted voting, cascading, and cascad-
ing/switching ensembles. Simple voting ensembles were created by pooling pre-
dictions from selected classifiers, as described by the names of their approaches
(e.g. TL(all) is an ensemble including BERT, ELECTRA, RoBERTa, XLM-R,
and XLNet), with each component receiving one vote per sample. Weighted vot-
ing ensembles were designed to leverage the greater accuracy of decision trees for
the least represented classes in the HT dataset, adding votes from decision trees
only when fear or surprise were predicted. The weighted voting ensembles are
identified with abbreviations, where B is BERT, E is ELECTRA, R is RoBERTa,
D is decision trees, F is fear, S is surprise, and 2 (when present) indicates that
2 votes were added whenever decision trees predicted fear (BER-+DS2) or
fear and suprise (BER+DFS2) instead of 1 vote. The cascading and cascad-
ing/switching ensembles were designed to append new super-class labels to the
HT dataset to segment the data into subsets for training individual super-class
and sub-class models. For example the cascading ensemble named BERT 5,
Dectree 2 indicates the super-classes were segmented to include the 5 most
represented classes (joy, sadness, anger, love, and thankfulness) in one class and
the 2 least represented (fear and surprise) in another class. A BERT model was
trained to classify each sample as belonging to one of these super-classes and
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# Simple Voting Accuracy # Weighted Voting Accuracy # Cascading Accuracy
1 All Models 83.17% 10 BE+DS 88.11% 18 BERT 4,3 88.23%
2 BRT+XLMR+XLNET 87.90% 11 BE+DS2 83.80% 19 BERT 2,2,3 87.54%
3 CLSTM+TL(all) 81.00% 12 BE+DFS 88.11%

4 DTree+TL(all) 89.37% 13 BE+DFS2 83.49%

5 DTree+BRT+ELECTRA 88.11% 14 BER+DS 89.42% # Cascading/Switchi Accuracy
6 DL(all) 77.83% 15 BER+DS2 88.06% 20 BERT 3, Dectree 4 86.37%
7 DL(all)+TL(all) 85.28% 16 BER+DFS 89.42% 21 BERT 5, Dectree 2 88.06%
8 ML(all) 65.26% 17 BER+DFS2 88.04%

9 TL(all) 88.46%

Fig. 2. Ensemble average accuracy.

Average Weighted Weighted Weighted

# Ensemble -
Accuracy Precision Recall F-Measure

16 BER_DFS 89.42%  0.89535 0.89423  0.89441
14 BER DS 89.42% 0.89535 0.89423  0.89441
4 Dectree_All_TLs 89.37% 0.89332  0.8937 0.89311
9 Al_TLs 88.46% 0.88416 0.88456  0.88375
18 BERT 4,3 88.23% 0.88184 0.88225 0.88175

BERT (baseline) 87.85% 0.87796 0.87851 0.87804

Fig. 3. Comparing 5 most accurate ensembles with the BERT baseline.

this result was passed to one of two other models (a BERT model for the 5 most
represented and a decision tree model trained to predict the 2 least represented
classes) trained to predict from either the top 5 classes or bottom 2 classes respec-
tively. The cascading hybrid BERT 4,3 leverages one BERT model fine-tuned
for the initial super-class prediction and two additional BERT models fine-tuned
to predict within the sub-classes. The entire set of predictions was then reassem-
bled and assessed for accuracy, with significance testing via ANOVA between
the 5 most accurate models and the BERT baseline, as well as average accuracy,
weighted precision, weighted recall, and weighted f-measure for each.

4 Results and Discussion

Of the individual classifiers we evaluated, the most accurate were the TL algo-
rithms (in order from most to least accurate - BERT, ELECTRA, RoBERTa,
XLNet, XLM-R), followed by decision trees, then all DL algorithms (C-LSTM,
BiGRU, BiLSTM, LSTM, GRU in descending order), and finally the remaining
ML algorithms (Linear SVC, Logistic regression, Naive Bayes, SVM).

12 of 21 ensembles created were more accurate than the BERT baseline accu-
racy of 87.851%, including 4 of 9 simple voting ensembles, 6 of 8 weighted voting
ensembles, 1 of 2 cascading ensembles, and 1 of 2 cascading/switching ensem-
bles. The most accurate ensembles were weighted voting ensembles BER _DFS
and BER DS, with 89.423% average accuracy. Figure 2 shows accuracy across
all tested ensembles and Fig. 3 shows a detail comparison of the accuracy, preci-
sion, recall, and f-measure for the top 5 ensembles and the BERT baseline. We
also performed a single factor analysis of variance between BERT and the 5 most
accurate ensembles and found that the variance was statistically significant, with
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a p-value of 9.92e—59. The addition of weighted votes for fear appeared to have
little affect on the accuracy of our ensembles, with no difference in accuracy
scores for BER DFS and BER DS. The ensembles which were less accurate
than the BERT baseline consisted primarily of reference models created to assess
novel approaches rather than realistically expected to outperform the baseline.

5 Conclusions and Future Work

Results show that ensembles can provide more accurate results than the most
accurate single classifier, with at least 5 ensembles providing significantly more
accurate results than BERT (89.423% for our best ensemble compared to
87.851% for the baseline). These also showed performance improvement com-
pared to the BERT baseline in precision, recall, and f-measure. Results also
showed that simple voting, weighted voting, cascading, and cascading/switching
ensembles may all provide measurably more accurate results, when designed to
offset the weaknesses of one approach with the strengths of another approach.
Future work includes testing further ensemble variations, including dictionary
classifiers, to understand tradeoffs in ensemble architectures, evaluation with
additional EMDISM datasets under development, and extending our research to
identify imbalance thresholds wherein voting and switching ensembles are most
effective. Overall, results demonstrate the potential of ensemble approaches for
performance improvement in EMDISM, with the potential to benefit a wide
variety of applications that rely on accurate understanding of emotion contexts.
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Abstract. Automatic text-based sentiment analysis and emotion detec-
tion on social media platforms has gained tremendous popularity recently
due to its widespread application reach, despite the unavailability of a
massive amount of labeled datasets. With social media platforms in the
limelight in recent years, it’s easier for people to express their opinions
and reach a larger target audience via Twitter and Facebook. Large tweet
postings provide researchers with much data to train deep learning mod-
els for analysis and predictions for various applications. However, deep
learning-based supervised learning is data-hungry and relies heavily on
abundant labeled data, which remains a challenge. To address this issue,
we have created a large-scale labeled emotion dataset of 1.83 million
tweets by harnessing emotion-indicative emojis available in tweets. We
conducted a set of experiments on our distant-supervised labeled dataset
using conventional machine learning and deep learning models for esti-
mating sentiment polarity and multi-class emotion detection. Our exper-
imental results revealed that deep neural networks such as BiLSTM and
CNN-BIiLSTM outperform other models in both sentiment polarity and
multi-class emotion classification tasks achieving an F1 score of 62.21%
and 39.46%, respectively, an average performance improvement of nearly
2-3 percentage points on the baseline results.

Keywords: Sentiment polarity + Emotion detection - Distant
supervision + Emoji - Deep learning - Twitter - Classification

1 Introduction

Nowadays, microblogging and social networks are highly influential in a wide
range of settings, from daily communication, sharing ideas, opinions, emotions,
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and reactions with others, shopping behavior, political issues, and reacting to
crises, just to name a few [12]. Over the past few years, researchers have shown
a growing interest in text-based emotion detection on online social networks,
notably Twitter and Facebook. The huge amount of text generated by Twitter
users is a rich source to obtain people’s emotions, which are an integral part of
human life and have a strong influence on people’s behaviors and actions [27].

Emotion detection from text is a sub-field of sentiment analysis that aims to
extract and analyse emotions that can be explicit or implicit in the sentence [20].
While sentiment analysis is concerned with classifying sentiments as positive,
negative, or neutral, emotion detection on the other hand deals with extracting
fine-grained emotions such as anger, disgust, fear, joy, sadness, and surprise.

There are various learning approaches used to detect emotions in text, includ-
ing the lexicon- and rule-based approach [17,23], the machine learning-based
approach [21,22,28,29]|, and the deep learning-based approach [1,5,10,11,24].

Machine learning and deep learning models are widely employed to build
sentiment analysis and emotion recognition systems [7,10]. More recently, deep
neural networks such as CNN and RNN (including its variants LSTM and GRU)
have gained popularity due to the state-of-the-art performance obtained on vari-
ous natural language processing (NLP) tasks [13]. Supervised learning is the most
widely used approach in machine learning, including deep and shallow learning
[19]. However, training supervised learning models require a large amount of
human-labeled data, which is not the case for several real-world applications,
and text emotion detection is no exception [28].

To address this issue, we have collected a large-scale emotion dataset of tweets
from Twitter. Inspired by the research study conducted in [3], emotion-indicative
emojis are used for automatic labeling of the dataset. Then, several supervised
conventional machine learning algorithms and deep learning models are tested
on the newly collected dataset to establish the baseline results and examine
an approach on sentiment polarity and emotion detection that better suits the
dataset in order to improve the performance of the classifier models.

The core contributions of this work are:

— Collecting and curating a real-world large-scale dataset of tweets that are
automatically labelled with categorical emotions based on Ekman’s model [8]
employing distant supervision using emotion indicative emojis.

— New knowledge with regard to performance comparison of supervised conven-
tional machine learning algorithms and deep neural networks for sentiment
polarity classification and emotion detection on our created dataset.

The rest of the paper is organized as follows: Sect. 2 presents related work
on emotion analysis and approaches used for dataset creation. Section 3 presents
the research method followed by an overview of the experimental settings pro-
vided in Sect.4. Section presents the results and analysis, while conclusions
and directions for future work are given in Sect. 6.
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2 Related Work

During the past decade, several studies have been conducted with regard to
the sentiment analysis tasks in Twitter posts. Most of these studies can gen-
erally be grouped into two main research directions based on their core con-
tributions: i) data curation/labeling techniques for sentiment analysis tasks, ii)
polarity /emotion classification. The first group entails studies concerning data
collection and (semi)automatic labeling techniques. For instance, the research
work conducted in [9], introduced for the first time distant supervision labels
(emoticons) for classifying the sentiment polarity of tweets. The study presents
one of the most widely used Twitter sentiment datasets for sentiment analysis
tasks known as Sentiment140. Another similar study that uses a distant super-
vision strategy for automatic labeling is presented in [6]. In particular, hashtags
and text emoticons for sentiment annotation are applied in both studies to gen-
erate labels. A similar study that applies emojis as distantly supervised labels
to detect Plutchik’s emotions is conducted in [26].

There is another strand of research that focuses on creating datasets for the
emotion detection task. For example, the research study in [22] presents Twit-
ter Emotion Corpus annotated using distant supervision with emotion-specific
hashtags for emotion annotation. An extended dataset called Tweet Emotion
Intensity dataset is presented later in [21] where the authors created the first
dataset of tweets annotated for anger, fear, joy, and sadness intensities using
best-worst scaling technique. The researchers in [16] present the first emoji sen-
timent lexicon, known as the Emoji Sentiment Ranking as well as a sentiment
map that consists of 751 most frequently used emojis. The sentiment of the emo-
jis is computed from the sentiment of the tweets in which they occur. Similar
work is conducted in [3] where a large-scale dataset of tweets in Urdu language
for sentiment and emotion analysis is presented. The dataset is automatically
annotated with distant supervision using emojis. A list of 751 most frequently
used emojis are applied for annotation.

The second group of research works focuses on polarity and emotion classifi-
cation using conventional machine learning algorithms and deep neural networks.
Such a study is conducted in [24], where the authors proposed a classification
approach for emotion detection from text using deep neural networks including
Bi-LSTM, and CNN, with self-attention and three pre-trained word-embeddings
for words encoding. Another similar example where LSTM models are used for
estimating the sentiment polarity and emotions from Covid-19 related tweets
is proposed in [10] and in [2]. The later study also introduced a new approach
employing emoticons as a unique and novel way to validate deep learning models
on tweets extracted from Twitter. Another study focusing on emotion recognition
using both emoticon and text with LSTM is conducted in [11].

3 Design and Research Methodology

This study uses a quantitative research approach composed of five major phases.
The first phase entails the collection of emoji tweets on Twitter, belonging to
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the time period from 01 January until 31 December 2021. To be able to collect
enough tweets to meet our needs, we selected 41 emojis indicative of the emotion
used in [3] and collected tweets that contained at least one of the selected emojis,
and only those tweets that were tagged by Twitter as English (retweets excluded).
In the second phase of the study, a text pre-processing is performed to remove
extra attributes related to tweets (author id, date of creation, language, source,
etc.), duplicate tweets, extract emojis from tweets, remove hashtags/mentions,
URLs, emails, phone number, non-ASCII characters and tweets with length less
or equal to five characters. Additionally, all tweets were converted to lowercase.
In the third phase, automatic labeling of collected tweets is carried out through
distant supervision using emotion-indicative emojis. Table 1 shows an example
of mapping emojis to emotion and sentiment, respectively. The emoji description
and sentiment are used to do the mapping from emoji into one of Ekman’s six
basic categorical emotions. Consequently, the sentiment polarity class is derived
from emotions, including positive sentiment polarity from joy and surprise, and
negative sentiment polarity from anger, disgust, fear and sadness. In the fourth
phase, a representation model to prepare and transform the tweets to an appro-
priate numerical format to be fed into the emotion classifiers is performed. A bag
of word representation model with its implementation, term frequency inverse
document frequency (tf — idf) is employed.

The final phase of the study involves the sentiment analyser (binary classifi-
cation) and the emotion analyser for the multi-class classification of tweets along
the six basic categorical emotions, namely anger, disgust, fear, joy, sadness, or
surprise. The analyser involves several classifiers including conventional machine
learning algorithms and deep neural networks for emotion detection. A high-level
pipeline of the proposed sentiment and emotion analyser depicting all the five
phases elaborated above is illustrated in Fig. 1.

Yy

Twitter API V2

Academic Research

PROCESSING b

! Remove i Automati 5 d

i extra Remove Extr_a_ct = u om? ic = Tweet I

i duplicates emojis : Tagging pcetet
! 1

-is:retweet
lang:en
start_date
end_date

emotion

attributes

tweets
Evaluate Fit Compile Define Text CJ
[ Model ]CZI [ Model ]CZI [ Model ]Cj [ Model o Representation

Fig. 1. High-level pipeline of the proposed solution.
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Table 1. Example of mapping emojis to emotion labels.
Tweet Emoji Description Emotion |Polarity
He’s slowly taking over my poor,|[Angry face, -0.299] Anger Negative
confused heart (s
Those Comrade memes are shitty|[Face with tears of joy,|Joy Positive
but I can’t lie some of them man-{0.221]
age to Crack me up &
I take internet beef too personally|[Loudly crying face, -|Sadness |Negative
cannot get into any sort of argu-|0.093]
ment here bc it will ruin my month
bc it’ll be all I think about &
OMG that’s one of the rare cases|[Face screaming in fear,|Fear Negative
where cartoons are REAL! @) 0.190]

4 Experimental Settings

This section briefly describes the dataset (emoji tweets) as well as the classifier
models used to perform the sentiment and emotion classification task.

4.1 Dataset

The dataset consists of 1,832,279 tweets posted between January 1 and Decem-
ber 31, 2021, with the same distribution of tweets every day. The whole data
collection process was conducted through Twitter API v2 for academic research
product track using Python 3. The dataset is balanced for sentiment (51% for
positive and 49% for negative), but is imbalanced for emotion, and its statistics

are given in Table 2.

Table 2. Dataset statistics

Sentiment polarity | # Of instances | % | Emotion | # Of instances | %
Positive 934,435 51 | Joy 547,047 30
Surprise | 387,388 21
Negative 897,844 49 | Sadness 298,742 16
Disgust 207,838 11
Anger 207,514 11
Fear 183,750 10
Total 1,832,279 100 | Total 1,832,279 100
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4.2 Conventional Machine Learning Models

The conventional machine learning models employed in this study for sentiment
and emotion classification include Naive Bayes (NB), Logistic Regression (LR),
Support Vector Machine (SVM), Decision Tree (DT), and AdaBoost, as they are
known for their good performance [15] and efficiency even for handling millions
of tweets [18]. All the algorithms are trained in scikit-learn library in Jupyter
Notebook in Anaconda, with default values for all parameters for all classifiers.

4.3 Deep Neural Networks

We selected DNN, BiLSTM, CNN (Conv-1D), GRU and CNN-BiLSTM com-
bined, as these models are well known for their state-of-the-art performance in
almost all NLP tasks, including sentiment and emotion analysis [4,13,14,24,25].
All these models are trained and tested in google colab using Keras Python
library for deep learning using the TensorFlow backend. Table 3 presents vari-
ous deep neural networks along with their model configurations as well as their
accuracy obtained on the test set (on 10% test data) for each of the models.

Table 3. Configuration and accuracy of the deep learning models.

Classifier Model configuration/Parameters Sentiment | Emotion
Polarity detection
DNN Embedding Layer with 100 Dimension, 61.61% 38.40%

GlobalMaxPooling1D, Layers with 128, 64, 32
with ReLU, (Dense 2 with Sigmoid)/Dense 6
with Softmax

CNN (1D) Embedding Layer with 100 Dimension, Layers | 60.29% 38.20%
with 64, 32 with ReLU, GlobalMaxPoolinglD,
Dense 32 with ReLU, (Dense 2 with
Sigmoid)/Dense 6 with Softmax

BiLSTM Embedding Layer with 100 Dimension, BiLSTM | 62.06% 39.69%
Layers with 32, 32 with ReLU,
GlobalMaxPoolinglD, Dense 10 with ReLU,
(Dense 2 with Sigmoid)/Dense 6 with Softmax

GRU Embedding Layer with 100 Dimension, GRU 62.11% 39.38%
Layers with 32, 32 with ReL U,
GlobalMaxPooling1D, Dense 10 with ReLU,
(Dense 2 with Sigmoid)/Dense 6 with Softmax

CNN-BiLSTM | Embedding Layer 100, SpatialDropout1D(0.3), |62.20% 39.27%
ConvlD with 32 with ReLU, BiLSTM with 32
with ReLU, Flatten layer, Dense 64 with ReLU,
(Dense 2 with Sigmoid)/Dense 6 with Softmax
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5 Results and Analysis

We conducted a set of experiments to investigate the performance of both con-
ventional machine learning and deep learning models on the classification of
sentiment polarity and emotions task. The following parameter settings are used
to conduct experiments. Dataset is divided in two sets: training and test sets,
with 10% of samples used for testing the model. Model training was set to 50
epochs and the ‘FarlyStopping’ criteria with its arguments: monitor="‘val _loss’
and patience = 3, is used to stop classifiers. The batch size of 2048 gave us the
best result.

The findings illustrated in Fig. 2 show that the best performance with regard
to F1 score is achieved by deep learning models on both sentiment polarity and
emotion classification tasks.

Class-wise performance with respect to F1 score for the task of sentiment
polarity classification is shown in Fig. 2. For the sake of space, we present results
obtained from only two best performing models, including one from conven-
tional machine learning (Logistic Regression) and one from deep learning (CNN-
BiLSTM). The results show that CNN-BiLSTM generally outperforms the Logis-
tic Regression model in sentiment polarity classification achieving an F1 score
of 62.21%. It is interesting to note that BiLSTM slightly performs better than
Logistic Regression, achieving an F1 score of 59.85% for the negative class and
64.28% for the positive class. This slight improvement is accounted to the net-
work architecture and it might be higher if more complex architectures would
have been used to train the BiILSTM.
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Fig. 2. F1 score of best performing algorithms on (a) sentiment polarity and (b) emo-
tion detection tasks

Next, we examined the class-wise performance of classifiers on the task of
emotion classification. The obtained results from two best performing models,
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one from conventional machine learning (SVM) and one from deep learning (BiL-
STM) are illustrated in Fig. 2. The result show that BiLSTM generally outper-
forms the SVM (LinearSVC) model in multi-class emotion classification achiev-
ing an F1 score of 39.46%. It is worth pointing out that a better performance is
achieved by BiLSTM at all classes of emotions.

Sentiment Assessment. The next round of experiments is conducted to inves-
tigate the performance of various classifiers on the task of sentiment polarity clas-
sification. The results summarized in Table 4 show that a better performance is
achieved by deep learning classifiers. In particular, the combined CNN-BiLSTM
architecture slightly outperforms the other deep learning models achieving an
F1 score of 62.21%.

Table 4. Performance of ML and DL models for sentiment polarity assessment

Classifier Precision | Recall | F1 score | Accuracy
Naive Bayes 61.34% 61.33% 61.33% |61.33%
Logistic Regression | 61.49% | 61.48% | 61.48% |61.48%
SVM 61.42% | 61.42% 61.42% | 61.42%
Decision Tree 64.11% | 51.63% 57.20% | 51.63%
AdaBoost 57.10% | 55.42%  56.25% | 55.42%
DNN 61.60% 61.61% 61.60% |61.61%
CNN 60.39% | 60.29% 60.34% | 60.29%
BiLSTM 62.09% | 62.06% 62.07% | 62.06%
GRU 62.13% 62.11% 62.12% |62.11%
CNN-BIiLSTM 62.22% 62.20% 62.21% | 62.20%

Emotion Recognition. Once the sentiment polarity has been assessed, in the
second step, we identify emotions in tweets. In order to extract tweet emo-
tions, we run the same experiments conducted for sentiment polarity assessment,
except for the number of classes which here is different, 6 classes. The perfor-
mance of five conventional machine learning and five deep learning models was
tested for the multi-class emotion classification task. Table5 shows precision,
recall, F'1 score, and accuracy obtained from these classifiers in our dataset. The
empirical findings reveal that deep learning models perform slightly better than
conventional machine learning ones. More precisely, the BILSTM architecture
slightly outperforms the other deep learning models achieving an F1 score of
39.46%, compared to the best performing conventional machine learning algo-
rithm (NB) which achieved an F1 score of 38.06% on the same task.
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Table 5. Performance of conventional ML and DL models for emotion detection

Classifier Precision | Recall | F1 score | Accuracy
Naive Bayes 38.84% |37.32% | 38.06% |37.32%
Logistic Regression | 37.81% |37.93% | 37.87% |37.93%
SVM 37.16% | 37.97% 37.56% | 37.97%
Decision Tree 26.00% | 30.48% |28.06% | 30.48%
AdaBoost 34.52% 1 32.07% |33.25% | 32.07%
DNN 37.43% | 38.40% 37.91% |38.40%
CNN 37.26% | 38.20% | 37.72% |38.20%
BiLSTM 39.23% 1 39.69% | 39.46% |39.69%
GRU 38.52% 1 39.38% |38.95% | 39.38%
CNN-BIiLSTM 38.85% 139.27% |39.06% | 39.27%

6 Conclusion and Future Work

This article presented and evaluated the use of emotion-indicative emojis to
automatically label a large corpus of tweets with basic categorical emotions they
express using Ekman’s model. Supervised conventional machine learning and
deep learning models are used for both sentiment polarity and detection of emo-
tions from users’ tweets on the created dataset. The experimental results showed
that the BiLSTM and the combined CNN-BiLSTM architecture outperform the
other models with a slight difference in accuracy and F1 score. As future work,
we will focus on further increasing the size of the dataset as the deep neural
networks benefit from the presence of a huge amount of samples. We will also
focus on addressing the class imbalance in the dataset and experiment with
filter options to further clean the dataset from problematic instances/tweets.
Additionally, experimenting with larger deep learning architectures, pre-trained
word embedding models, and attention mechanism, is interesting to be further
investigated in the future.
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Abstract. This paper presents a disruptive event identification frame-
work on the social network platform Twitter. There are numerous data-
driven event prediction methods in the literature that employ supervised,
unsupervised and semi-supervised techniques. Most of these works use
explicit feature extraction techniques, such as TF-IDF, which fails to
capture the semantic encoding between the words; and uses a machine
learning-based classifier for the event and non-event prediction. The pro-
posed framework is based on classification then clustering approach.
First, it uses a sentence transformer, BERT, to encode the sentences and
a Deep Neural Network (DNN) classifier to classify event and non-event
tweets. Next, the community detection technique is used for detecting
optimized event communities (clusters), and these event communities are
annotated using various keyword extraction techniques. The effectiveness
of the proposed framework is validated using two real-time datasets,
showcasing that the proposed framework can successfully identify dis-
ruptive events.

Keywords: Disruptive events - Twitter social network - Event
classification

1 Introduction

A disruptive event is an event that obstructs a routine process to fulfill its own
goals. Nowadays, social media has become a primary source for discussing what
is happening around real-world events [1,2]. People tend to share emotions about
every incident and event on social media. In recent years, utilizing social network
data for identifying disruptive events has increased, and it helps to create situa-
tional awareness throughout the crisis [3]. Twitter is a micro-blogging platform
where more than 500 million tweets come in a day. For example, Twitter played
an essential role in the Farmer Protest in India. The people scattered around the
world have amplified the protest using social media. Any misleading information
can quickly escalate the peaceful protest into violence. Therefore, a key challenge
is identifying events threatening social safety and security. The main goal of devel-
oping this framework is to analyze Twitter data to identify disruptive events.
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M. Ceci et al. (Eds.): ISMIS 2022, LNAI 13515, pp. 24-34, 2022.
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There are three ways for event detection using Twitter streams: supervised,
semi-supervised, and unsupervised [4]. Semi-supervised techniques employ two
stages for event detection, i.e., classification and then clustering. In [5], authors
proposed a method for event identification in social media streams by employing
word embeddings and hierarchical agglomerative clustering. Some researchers
used semi-supervised event identification techniques to identify events in which
tweets are represented using the TF-IDF feature vector [6]. Next, they used a
Naive Bayes classifier to segregate the event-related tweets from the irrelevant
tweets and an online clustering algorithm to form clusters. In [7], researcher(s)
employed an unsupervised technique to detect newsworthy events by extracting
bursty segments and performing clustering based on the probability distribution
of segments, retweet count, user diversity, and user popularity.

In the above works, some of the researchers used machine learning classi-
fiers like Naive Bayes for the event and non-event classification. In [6], authors
used TF-IDF sentence encoding, which fails to capture the semantic similarity
between the words and also computes similarity directly in the word-count space,
which is slow for large vocabularies. Some researchers captured semantics and
structural information using sentence transformers or multi-weight-view-graph
and used the HDBSCAN algorithm for clustering, which requires the number of
clusters to be known beforehand [5,8]. The researchers employed online cluster-
ing, which only scans data once and fails to detect sub-communities among the
communities [6].

In light of the above works, we present a novel framework for disruptive
event identification on the Twitter social network. It identifies the events using
classification and then clustering approach. First, it encodes the collected tweets
using the BERT sentence transformer [9]. Next, deep neural network model is
used to separate out event tweets from all tweets. Thereafter, we use a com-
munity detection approach for detecting the optimized communities (disruptive
event clusters) from the event tweets. Finally, the community representatives are
extracted using the keyword extraction techniques.

We have validated the effectiveness of the proposed framework on two
datasets collected from Twitter’s Tweepy API. The results show that it can
successfully identify disruptive events and non-event tweets with an accuracy
of 98.9% and effectively forms clusters using of Community Detection method
with a Completeness score of 79.2%. Also, it effectively identifies the disruptive
event annotation using various keyword extraction techniques with a maximum
accuracy of 98%.

2 Disruptive Event Identification Framework

The proposed framework predicts disruptive events from the tweets from the
Twitter stream within the current time window ¢. The proposed method consists
of two modules, as shown in Fig. 1: Data Acquisition and Preprocessing module
and Clustering and Event Identification module. A detailed discussion of each
module is given below.
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Fig. 1. Proposed framework

2.1 Data Acquisition and Preprocessing

We developed a data acquisition system based on the Twitter social media plat-
form’s Application Programming Interface (API). ‘Tweepy’ API is used for tweet
extraction. Tweets are collected by keeping the bounding box fixed to India and
the language set to English for a time window of 1day. We perform basic pre-
processing of the tweets as tweets are highly unorganized and involve redun-
dant information. Preprocessed tweets are fed to the tweet embedding block
for generating sentence embeddings. In the tweet embedding block, we used
a BERT transformer to generate the encoding of preprocessed tweets. Given
n preprocessed tweets say, mi,ma, ..., My,. The preprocessed tweet m; fed into

BERT sentence Encoder and computed token level hidden representation (shown
below).

[Bio;---;Bik;...; Bij] = Sentence_encoder(m;) (1)

where,
Bi,k e Rlen(mi)xd (2)

where 0 < k < [, [ is the number of hidden layer, d is the size of hidden
representation and len(m;) is the length of tokenized sentence. Then, pooling
function p is applied to B; to derive diverse sentence level views b;; € R
from all layers, i.e., b; , = p(B; k). In last, we apply the sampling function o:

R = {bix |0 <k <]} (3)

BERT employs mean pooling to compute the mean of all the output layers (by
default, mean pooling is used). The output R' is fed as an input to the tweet
classifier.

We have used DNN (Dense Neural Network) consisting of two hidden layers
with 64 and 32 neurons each followed by a classification layer, which was trained
on the Event and Non Event dataset (Sect.3.1). The preprocessed tweets are
given as input to the Tweet classifier, classifying them as event and non-event
tweets.
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Algorithm 1: Algorithm for predicting Disruptive Events

Input: Twitter message stream for time window t=0,... n;
Output: Set of Disruptive Events;
Tweet Classifier = DNN(EventDataset);
for ¢t = 0 to n do
for m; in TweetStream do
m} < Preprocess(m;);
if TweetClassifier(m))== 1) then

‘ Dy = D; U m;
end
end
Cy — CommunityDetection(D;) (Algorithm 2) for ¢ in C; do
if |c| < threshold then

Cy=Cy-c

end

end

for ¢ in C; do
le «— EventSummarization(c);
Lo = Lo Ul;

end

end
End

2.2 Clustering and Event Identification

Now, these event-related tweets are given to the clustering algorithm to find clus-
ters corresponding to the same disruptive event. We have used the Louvain and
Pycombo community detection approach to create the communities (disruptive
event clusters). We have also applied other methods of community detection to
compare their clustering efficiency. Only those clusters with a number of tweets
greater than the threshold are considered significant clusters. The reasons for
using community detection are i) It helps detect the optimized communities for
social media networks. ii) It can detect sub-communities within a community.
iii) It does not require the number of clusters before applying clustering like the
k-means algorithm. Once the clusters are formed, keyword extraction techniques
are used to annotate disruptive events. The goal is to summarize the information
being discussed in each cluster. Each cluster may contain hundreds of tweets,
and extracting the top keywords among the cluster is crucial. We have used var-
ious keyword extraction techniques for extracting the most relevant five words
within each cluster.

The pseudo-code of the proposed methodology is given in Algorithms 1 and
2. The community detection (Algorithm 2) is explained below. It takes embed-
dings of event tweets generated using the BERT sentence transformer and a
list of threshold values for the'neighborhood blending(Algorithm 2). We apply
neighborhood search to find the embeddings that resemble other embeddings
(Algorithm 2, Step 1). It takes embeddings and threshold values and gives an
output match index list and similarity list. The neighborhood search compares
each pair of embeddings using the cosine similarity metric.

! https://pypi.org/project/NeighborBlend/.
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Algorithm 2: Community Detection Algorithm

Input:Event Tweets embeddings generated using BERT sentence transformer
and threshold values for neighborhood search ;
Output: Set of communities (clusters) ;
1. for thres in thres_vals do
match_index_list, similarities_list = neighborhood_search(emb, thres)
emb = blend_neighborhood(emb, match_index_lst, similarities_lst)
end
2. graph = create_graph(match_index_list);
3. membership = community_louvain.best_partition(graph);
4. predicted_communities = |(memberships)|;
5. final communities = refine_clustering(emb)

Embedding whose cosine similarity matches with threshold value is kept as
neighbor embedding. Similarity_list contains similarity score of all the embed-
dings along with their neighbor’s embeddings. The Match_indez_list contains
the index of the embeddings with their neighbor’s embedding index. In the next
step, the embeddings are modified and updated using the Neighborhood blend-
ing strategy (Algorithm 2, line 3). The neighborhood blending takes embedding,
match_index_list, and similarity_list as input and results in the updated embed-
ding. The updated embedding is calculated by adding the weighted sum of its
neighborhood embedding with similarity scores as their weights to the origi-
nal embedding. For example, A embedding vl matches with three of its neigh-
bors embedding like v2, v3, and v4. The resulted embedding after neighborhood
blending is shown in Eq. 4.

vl = N(vl + v2 % cos(vl,v2) + v3 * cos(vl,v3) + vd * cos(vl,vd))  (4)

where N() is a normalization function.

We have applied the neighborhood search and neighborhood blending strat-
egy for the two different threshold values for improving the tweet embed-
ding (Algorithm 2, Step 1). The next step creates the graph by taking the
match_index_list as an input. Louvain community detection is applied to the
graph generated by the create_graph function. Community detection assigns dif-
ferent communities to each node of the graph. We calculate the modularity gain
for each node by removing the current node from the graph and placing it in the
neighbor’s community. The node will be placed in the community if the modular-
ity gain is positive; otherwise, the node will remain in the same community. This
step is repeated until there is no change in the network and maximum modular-
ity is achieved. Once the communities are created, we take one community as an
instance and apply all the above steps until community detection using Louvain
and check if the number of communities after refine_clustering is less than the
number of communities before it, which means some of the communities have
been blended. Otherwise, the number of communities will remain the same as
before the refine_clustering (Algorithm 2, Step 5). Final communities have been
obtained by applying to refine_clustering. Now, to find out the significant com-
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munities, we check if the number of members in the community is greater than
the threshold. Only then we keep them as significant communities. In the next
step, event summarization techniques are used for each community to extract
the keyword representing the community (Algorithm 1).

3 Result and Discussion

This section discusses experimental details, used datasets, and performance met-
rics. Moreover, we formulate some research queries for evaluations of the pro-
posed framework. Proposed framework implemented in Python 3.0. The tweet
classifier keeps the threshold as 0.6 for the sigmoid function. For each embedding,
the closest neighbors were taken with a similarity threshold more significant than
0.5 for the first iteration and 0.6 for the second iteration. The communities were
refined using thresholds of 0.4 in the first iteration and 0.5 in the second for
refine_clustering function. The number of minimum members present in a com-
munity is set to 100. All the parameters were selected using a random search
strategy. All the source code and dataset are available at GitHub repository?:3.

3.1 Dataset Used
In this work, we used two datasets for the evaluation of our proposed framework.

— Event and Non Event Dataset
The dataset contains tweets of past and ongoing events that may cause dis-
ruption and tweets related to the non-event category. We label the disruptive
event tweets as ‘1’ and non-event tweets as ‘0’. It consists of 7 attributes
(creation time of a tweet, retweet count, follower count, location, username,
statuses count, and label(event and non-event tweet) with 263,561 records,
out of which 168,706 records are of non-event class and 94,855 records of the
event class.

— Twitter Dataset. The Twitter dataset consists of tweets gathered from 1st
Jan 2022 using Twitter streaming Tweepy API by keeping the time window
of 1day. The total number of tweets extracted per day is almost 25 thousand
to 30 thousand from the bounding box fixed to India and the language set to
English. For the training and testing phases of our research, we use human
annotators to manually label the clusters to evaluate the performance of the
clustering algorithm. Please refer to [10] annotation guidelines and agreement
measures for more information.

3.2 Performance Metrics Used

We have used standard classification measures: Precision, Recall, F1-score. Apart
from these measures, some other performance measures used for clustering’s
performance evaluation are given in Table 1.
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Table 1. Performance metrics used

Performance metrics Formula
FMS (Fowlkes-Mallows FMS = ——-Tp
Score) AV (Tp+Fp)*(Tp+Fn)

Ec L Mec kll’g%
Normalized Mutual NMI = = —c Tk

Information (NMI)

V(Zenelog 58 ) (T ne log 5¢)

. ek e, klog ";kk
Homogeneity (H) H=1- TS e Ter T
e log —ek .
Completeness (C) C=1- Tk e bl here, ny is the number

.Zc ne log nTk .
of samples in cluster k, n¢x is the number of

samples in class ¢ as well as cluster k, N is the
number of total samples in the dataset

V measure

V= 2xH*C

Adjusted Rand Score (ARS)

H+C )

_ (RI—expected_RI
ARI = (maxz(RI)—expected_RI)’
ranges from 0 to 1

The value of ARS

.. .. __ No. of correctly identified events
Precision@k Precision@Qk = - of fop k of identified cvents
n T
N . i=11 i+1 .
Normalized Discounted NDCG = = 1es20FD) The NDCG value varies
[R] T

Cumulative Gain)

i=1 Togg (i+1)

from 0 to 1

Table 2. Results of different classifiers for disruptive event classification

Measures | Classification algorithm

DNN | SVM | Decision tree | Naive Bayes | Random Forest
Precision | 0.984 | 0.888 | 0.749 0.854 0.749
Recall 0.992 | 0.873|0.748 0.829 0.748
Fl-score |0.988|0.88 |0.748 0.841 0.748
Accuracy | 0.989 | 0.893 | 0.773 0.859 0.773

We formulated four research queries and attempted to find the answers of

the same from the experimental analysis. Research queries are as follows:

RQ1: How well does the tweet classifier in the proposed framework perform the

event and non-event tweet classification?

RQ2: How well does the clustering algorithm in the proposed framework per-

forms clustering?

RQ3: What is the comparative performance of the different keyword extraction

techniques for disruptive event annotation task?

RQ4: How does the proposed framework perform in the prediction of disruptive

events?

2 https://github.com/secthaaditi/Disruptive- Event-Identification.
3 https://github.com/devmehta01/DiPD.
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Table 3. Results of community detection techniques and clustering algorithms

Types of community detection
Measures Louvain | Pycombo | Girvan- Leidenaly | Connected K-means K-means+ K-means
Newman components | +TF-IDf CountVector- +LDA
izer

Homogieniety | 0.754 0.788 0.264 0.196 0.244 0.624 0.618 0.286
Completeness | 0.792 0.766 0.041 0.004 0.032 0.758 0.748 0.417
NMI 0.772 0.777 0.071 0.007 0.057 0.685 0.677 0.34

V measure 0.772 0.777 0.071 0.007 0.057 0.685 0.677 0.34

NMI, Homogeneity, Completeness, V measure & Avg
Performance

1.00

NMI
— HOMoOgeneity

Completeness

0.7 s s \/ MeaSUre
— AVg. SUM
0.25

0.00

Threshold

Fig. 2. Clustering performance of louvain community detection

Result Analysis for RQ1. The result of the tweet classifier based on the
various classification techniques on the Event and Non-Event dataset has been
shown in Table 2. The table contains the result of five classification techniques for
the Event and Non-Event dataset in various performance metrics. From Table 2,
we can observe that DNN achieved the highest precision, recall, F-1 score, and
accuracy for the Event and Non-Event dataset. The tweet classifier built using
DNN outperforms SVM, Decision Tree, Naive Bayes, and Random Forest.

Result Analysis for RQ2. For this research question, we have built and
compared different types of community detection methods with K-means using
TF-IDF, LDA, and count vectorizer. Table 3 includes the result of five different
community detection variants and K-means using LDA and TF-IDF in terms
of various performance measures. All the above clustering techniques have been
applied to Twitter Dataset. The Louvain and Pycombo community detection
methods have improved performance for most cases. The K-means using TF-IDF
and count vectorizer follows it. The Girwan Newman, Leidenaly, and Connected
Components methods did not perform well. K-means using LDA worked better
than three of the above methods.

Optimum Threshold Selection. All the performance metrics discussed above
were given equal importance. Hence, the maximal point of average should give
us the optimum threshold value. Therefore, at a threshold value of 0.5, the value
of all performance measures is optimal (Fig. 2).
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Table 4. Results of the different keyword extraction techniques

Methods Accuracy | ARS |NMI |FMS
KeyBERT |0.937 0.911 | 0.930 |0.930
TF - IDF  |0.978 0.911 |0.865 |0.929
YAKE 0.970 0.917 |0.87 |0.933
TextRank | 0.845 0.690 |0.774 |0.779
SingleRank | 0.857 0.690 |0.771 |0.779
WINGNUS | 0.980 0.919 0.876 |0.935
KEA 0.978 0.912 |0.867 |0.930
Topic Rank | 0.934 0.908 | 0.866 |0.926
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Fig. 3. Precision@QK and NDCG at k of our proposed framework.

Result Analysis for RQ3. We have compared and implemented eight keyword
extraction methods for answering the research question. The table includes Accu-
racy, ARS, NMI, and FMS performance measures for eight keyword extraction
methods. All eight methods have been applied to the Twitter dataset. Table4
shows that the WINGNUS and KeyBERT produce better performance for all of
the measures. TextRank and SingleRank yield lower performance than all of the
eight techniques.

Result Analysis for RQ4. To answer this research question, NDCG and
Precision@k were calculated. The data was gathered over a single day. The total
number of events generated by our suggested framework daily ranges from 1 to
10. So, for k values ranging from 1 to 10, we compute Precision@k and NDCG.
For Precision@k and NDCG, three annotators have been assigned to annotate
the event clusters to calculate the relevancy score. We computed the precision
value for the different number of clusters (precision@k). As seen in Fig. 2, the
precision@5 score is 0.8, indicating that four of the top five events were accurately
identified. Similarly, the precision value has been calculated for various values of
k, as shown in Fig. 3(a).
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NDCG score at different k values is calculated by dividing the Discounted
Cumulative Gain (DCG) for the event ranking of k events obtained from the pro-
posed framework by the ideal ranking of k events. The optimum ranking is deter-
mined by sorting the k events list by relevancy score. In this case, the relevance
score is calculated by dividing the total number of annotators by the number
of annotators who identified the acquired event as relevant. Figure 3(b) displays
the NDCG score for various k values. Our proposed framework, as illustrated
in Fig. 3, is effective and performs well in both the NDCG and Precision@K
evaluation metrics.

4 Conclusion

In this paper, we have proposed a novel framework to identify disruptive real-
world events. Disruptive Event identification was performed in two stages: Data
acquisition & Preprocessing and Clustering & Event Identification. Experiments
were conducted to evaluate and compare the state-of-art methods with the pro-
posed framework on two real-time datasets. Our framework achieved effective
results in the identification of disruptive events. In future works, we will explore
and evaluate the annotated events using other techniques to provide sound out-
put to decision-makers. Further, we can apply continual learning to train a neu-
ral network model for event prediction to learn previously identified events while
retraining on new events.
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Abstract. Developing machine learning models to characterize political
polarization on online social media is challenging due to the lack of anno-
tated data, noise in social media datasets, and large volume of datasets.
The common research practice is to analyze the biased structure of online
user communities for a given topic or to qualitatively measure the effects
of polarized topics on social media. However, there is a very limited work
to analyze polarization at the ground-level like the social media posts
itself which are heavily dependent on annotated data. Understanding
the level of political leaning in social media posts is important to quan-
tify the bias of online user communities. In this work, we show that
current machine learning models can give better performance in predict-
ing political leaning of social media posts. We also propose two heuristics
based on news media bias and post content to collect the labeled data
for supervised machine learning algorithms. We experiment the proposed
heuristics and machine learning approaches to study political leaning on
posts collected from two ideologically diverse social media forums: Gab
and Twitter without the availability of human-annotated data.

Keywords: Media bias - Social network analysis - Predictive analytics

1 Introduction

Online news media forums and social networks are the primary information sys-
tem to rapidly disseminate the current news to the global population. Several
factors like media bias of news media houses [3], and cognitive bias of social
media users [12] contribute in setting the political ideology, ranging from far-left
to far-right [14], of social media users. Exposure to such polarization can not
only develop online disagreements and ideology segregation but may also lead to
offline extreme or even violent activities. Thus, it is essential to develop quanti-
tative methods to characterize social media polarization with the advancements
in data science and machine learning. The existing computational approaches
study online political polarization in multiple aspects using machine learning
with both supervised [12] and unsupervised approaches. However, the existing
literature focuses on analyzing political polarization at the user-level, topic-level
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or news-level. Characterizing the political leaning of social media posts has the
potential to become a pre-cursor for hate speech detection, fake news detec-
tion, and influence prediction on social media [14]. In this work, we present
methods to identify political leaning (P € {left, center, right}) at a fine-grained
social media posts using supervised machine learning. Since there are no existing
labeled data for supervised political polarization prediction at the posts-level,
we present heuristics to assign labels for social media posts in this paper. News
media houses take a political stand with their interpretation of topics in news
articles. We utilize the political leaning of such news media houses as surrogate
data to heuristically label social media posts.

We experiment with multiple text representation learning frameworks and
supervised machine learning models for the political leaning prediction task. We
use existing social media posts from Twitter [4] and Gab [6] and compare the
performance of the proposed methods between two datasets. In this work, our
contributions are two-fold:

1. We present two heuristic methods to identify the political leaning of social
media posts on Twitter and Gab using news media bias

2. We measure the performance of traditional machine learning algorithms to
predict the political bias of posts using state-of-the-art text representation
learning methods

2 Related Work

Recent years have seen growing concern that social media forums such as Twit-
ter and Gab may cause political bias in people, affecting presidential elections [2]
and news consumption [7]. Machine learning approaches have become increas-
ingly popular for detecting political bias in text content using traditional lexicon-
based classifiers based on “bag-of-words” techniques [8]. There are several prob-
lems with these approaches, including the overreliance on primary-level lexi-
cal information and the neglect of semantic structure. Some researchers used
attention-based multi-view model [10] to identify the political leanings of topics.
To compare different document representation choices, deep learning approaches,
semantically meaningful word embeddings and attention mechanisms are ana-
lyzed in [5]. Studying bias is quite popular in the data science research. Examples
include statistical measures for news media bias [13], fair models for political
leaning prediction on news articles [1], and examining an online community
behavior with multi-modal data [9]

3 Datasets

In this work, we use web resources to capture the political leaning of online
news domains along with existing datasets collected from social media forums.
We describe the datasets used in our experiments and methods in this section.
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3.1 News Domains Data

We use the political leaning of news domains to associate the political lean-
ing of social media posts. Thus first, we collect the political leaning (P €
{left, center, right}) of news domains. Given a set of n news domains D €
{dy,da,...,d,}, we associate a political leaning of each news domain d; € D with
one of the political leaning labels using d; — 1p. With the help of web scrapping
tools, we created a media bias dataset from allsides.com!. The dataset collected
from allsides.com contains online news domains like CNN, Foxr News, CNBC,
and nytimes along with their corresponding political leaning. Our media bias
dataset contains a total of 422 news domains, out of which 158 news domains
are labeled left, 166 are labeled center, and 98 are labeled right.

3.2 Social Media Posts

In our work, we use publicly available datasets from social media sites Twitter [4]
and Gab [6] for all experiments.
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Fig. 1. Top 10 news domains in Gab and Twitter datasets

Twitter. Tweets with news article URLs that discuss political topics from
mainstream news media sources are included in the Twitter dataset [4]. The
timeline of the Twitter dataset is from January 2018 to September 2018. The
dataset comprises 289,738 tweets with URLs from 60 handpicked mainstream
news domains covering a diverse range of political views.

! http://www.allsides.com /media-bias/media-bias-rating-methods.
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Gab. The Gab dataset [6] contains a total of 40 million posts including posts,
replies, and re-posts collected in 2018 which mostly support far-right ideologies.
We further select only the posts with more than five words along with news URLs
to get post context on news articles. In total, our dataset contains 1,368,028
posts with URLs from 355 news domains.

Figures la and 1b show the top ten news domains appearing in both Twitter
and Gab datasets. We can see that the Gab dataset contains large number of
news articles from right-aligned news media outlets like breitbert, dailymail, and
fornews. On the other hand, Twitter posts are leaning more towards left aligned
mainstream news media forums such as nytimes, and theguardian.

4 Methodology

To quantify the characteristics of political polarization on online social media
with machine learning approaches, we require annotations of social media posts.
Due to the near impossibility of hand curating millions of posts, the existing
approaches analyze polarization at the user-level [9] and news-level [1]. In this
paper we propose two heuristic methods to label the political leaning of social
media posts on Twitter and Gab. Our proposed heuristic approach does not
require any human-annotated data and we base these heuristics on the available
news media bias dataset collected from allsides.com.

4.1 Type-1: News Domain Labeling

Our first heuristic approach to label political leaning of social media posts is
based on news media houses and their political leaning. We use our media bias
dataset created from allslides.com that has the news media source and their
political leaning: Left (-1), Center (0), and Right(1). Given a set of m social
media posts S € {s1,$2,...,5m}, we give a heuristic to associate each social
media post s; € S with one of the political leaning labels: s; — 1p. Given a
social media post s; containing one or more news articles from a set of ¢ news
domains D = {dl, do,....d, 4} where D C D and q <<< m, our proposed heuristic
approach obtains the pohtlcal leaning of the post (Ps,;) using Eq. 1.

~1if Py, <0.1
P, ={ 0 if —01<7P, <0.1 (1)
+1if Py, >0

> P,

— ; —00 < 73 < 400 is an unscaled political 1eaning of the

where 73

social medla post s; and Pg; is the pohtlcal leaning of news domain d; € D. Since
we use these labels for superv1sed machine learning algorithms, we use Eq. 1 to
assign final political leaning label of the social media post P,,. We define our
heuristics for social media posts with news domain URLs, it will not assign any
labels if there are no news domain URLs in social media posts.
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4.2 Type-2: Sentiment Labeling

Our second heuristic approach to labelling political leaning of social media posts
is based on both news media bias and social media post content. The proposed
method is an extension of our first approach and it intends to improve the
accuracy of the labels by including the post’s sentiment in news articles. We
measure the sentiment score of social media posts by combining scores collected
from three sentiment analyzer tools.

Textblob: Textblob is a popular sentiment analysis tool which returns polarity
and subjectivity score. In this paper we use only the polarity score from TextBlob
and we represent it as o € [—1,+1]. @« = —1 refers to negative sentiment and
a = +1 refers to positive sentiment.

Vader: Vader is another popular sentiment analysis tool which gives the prob-
ability of a sentence being positive, negative or neutral. We represent the com-
puted score from Vader as 8 € {—1,0,+1}, where —1 is negative, 0 is neutral
and +1 is positive.

Afinn: Afinn is constructed with a large corpus of labeled lexicons where each
lexicon has a polarity score associated with it. Similar to TextBlob, we represent
the polarity score of Afinn as v € [—1, +1].

Given a set of social media posts S, we compute the sentiment score (7) of
the post s; € S by combining sentiment values from three sentiment analyzer
tools as 75, = %’M With a sentiment value of a post 75,, we compute the

unscaled political leaning (’ﬁ) as 735 = 733 X Ts,. We further update the political
leaning of the given post using Eq. 1. In other words, we switch the Pg, only if
the overall sentiment of the post (7,,) is negative.

5 Results

In this section, we present the results of our labeling heuristics. Also, we experi-
ment with existing machine learning approaches to predict the political leaning
of social media posts.

5.1 Political Leaning Labeling

In Fig2a and 2b we show the political leaning labeling summary for both the
datasets with our Heuristic 1 and Heuristic 2 labeling methods. Labels collected
using our heuristic 1 labeling method correlate with our qualitative analysis
given in Fig. 1. As depicted in Fig. 2a, it is evident that Gab posts tend to focus
on right-leaning news outlets whereas Twitter posts primarily share articles from
left-leaning news sources. However, this scenario changes when we also consider
post content using our heuristic 2 as shown in Fig. 2b. More than 50% of Gab
posts support left and center-aligned posts, while most of the posts on Twitter
still support left-leaning news.
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Fig. 2. Political bias labeling summary

5.2 Methods for Learning Text Representations

We experiment with three text representation learning methods that are based
on both word frequency and contextual features to extract features of our labeled
social media posts.

Bag-of-Words: Count vectorizer or Bag-of-Words model generates vectors of
social media posts based on only the occurrence frequency of each word.

TFIDF Vectorizer: TFIDF model measures the importance of a word based
on the occurrence frequency of words in all social media posts along with the
relevance of words to a social media post.

Word2vec: We use the skip-gram version of Word2Vec [11] model that tries to
predict the probability of occurrence of context words, given a keyword w from
T words. The context is assigned using a sliding window of size c.

Table 1. ML models performance (%) with news domain labeling accuracy

Twitter Data

— SVM | LR | Naive bayes | NN
W2V  0.44 0.500.40 0.55
Count |0.62 |0.62|0.58 0.70
TFIDF | 0.63 | 0.63|0.58 0.71
Gab Data

W2V  |0.51 0.500.44 0.62
Count | 0.95 |0.95|0.91 0.97
TFIDF | 0.95 | 0.95/0.91 0.96
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Table 2. ML models performance (%) with sentiment analysis labeling accuracy

Twitter Data

— SVM | LR | Naive bayes | NN
W2V 042 0.41/0.39 0.51
Count |0.60 |0.60 |0.56 0.68
TFIDF | 0.60 | 0.60|0.57 0.68
Gab Data

W2V  |0.51 0.500.44 0.62
Count | 0.85 |0.77]0.70 0.85
TFIDF | 0.83 |0.76 | 0.72 0.84

5.3 Political Leaning Prediction

We use traditional machine learning models to predict political leaning P of
social media posts using text features extracted in our previous step. We give
the hyperparameters used in our models below:

SVM: We use SVC class from sklearn library with C=1.0 and RBF' kernel.

Logistic Regression: From sklearn library we use logistic regression module
with the default hypermeters C=1.0 and solver as [bfgs.

Naive Bayes: We use GaussianNB in our experiments.

Neural Network: We use a sequential neural network architecture with one
input layer, three Dense layers and one classifier head which is fine-tuned with
Categorical Crossentropy loss function and Adam optimizer.

In Tables 1 and 2 we present the accuracy results of machine learning models
using each text representation model to predict the political leaning of posts
collected from Twitter and Gab. The results in Table 1 show the accuracy of
each classifier for the data labeled using our first heuristic approach. In general,
we notice that the TFIDF feature set yields the best results for the Twitter
dataset, and the BoW feature set yields the best results for the Gab dataset.
Based on the results, we can see that Gab has a significantly higher accuracy
score than Twitter due to the availability of a large quantity of diverse data. In
addition, we observe that of all the models, our neural network model gives the
best classification performance.

Table 2 shows the results of each classifier’s accuracy using our second heuris-
tic approach. Although the accuracy of ML models is relatively low for these
datasets, we notice that the ML algorithms can identify political leaning of Gab
posts better than that of Twitter posts.

It is evident from Tables 1 and 2 that a neural network classifier outperforms
other machine learning models to predict the political leaning of Twitter and
Gab posts. We also note that machine learning models trained with features
extracted using simple methods like BoW and TFIDF outperform models trained
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with state-of-the-art text representation learning methods like Word2Vec. While
we note that models on Gab perform better the accuracy of all models decreases
by about 14% for the Gab dataset when we use the Heuristics-2 labels.

6 Conclusion and Future Work

In this paper, we provided two methods to analyze political leaning in social
media posts. In particular, we presented a methodology to obtain political lean-
ings of social media posts from the large-scale Twitter and Gab datasets using
our created news media bias dataset. Finally, we explore state-of-the-art text
representation techniques to extract the features to train our ML models to pre-
dict the political leaning of any given post. However, despite the effectiveness
of our methods, more comprehensive studies with some ground-truth data can
help update the methods for more robust social media political bias modeling.
In the future, we can extend this study by including methods for learning graph
representations for multimodal bias detection.
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Abstract. The goal of this study is to learn more about how the public
sees COVID-19 pandemic behaviors and to identify important themes
of concern expressed by Tunisian social media users during the epi-
demic. Around 23K comments were collected, written in both Arabic
and Latin characters in the Tunisian dialect. Native language experts
manually tagged these comments for sarcasm identification (sarcastic
and non-sarcastic). In addition to health, our dataset contains comments
on entertainment, social, sports, religion, and politics, all of which are
impacted by COVID-19. This research examines the sarcasm expressed
in Tunisian social media comments regarding the novel COVID-19 from
its appearance in the first half of 2020. We also provide benchmarking
findings applying machine learning and deep learning algorithms for sar-
casm detection. We obtained an accuracy of above 80%.

Keywords: COVID-19 - Sarcasm detection - Deep learning + Tunisian
dialect

1 Introduction

The World Health Organization'! (WHO) declared COVID-19, also known as
COrona VIrus Disease of 2019, as a pandemic on March 11, 2020. Governments
imposed stringent requirements for population control by analyzing cases and
effectively deploying available resources. Citizens experienced worry, dread, and
anxiety as a result of the exponentially growing number of cases throughout the
world. The worldwide population’s mental and physical health has been proven
to be directly proportionate to this pandemic. As a result, several measures must
be implemented through demystifying relevant facts and information. Accord-
ing to the WHO, millions of people were tested positive throughout the world,
with nearly one million confirmed COVID-19 cases registered in Tunisia between
January 3, 2020 and February 2022.

The purpose of this study is to examine social media comments encompassing
all handles associated with COVID-19. Various studies have used Twitter, Red-
dit, and Facebook for sarcasm detection, however, Facebook remains Tunisia’s

! https://www.who.int.
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most popular media. Therefore, this study examines over 23,000 Tunisian com-
ments that were scraped from Facebook between February 1, 2020 and May 31,
2020, as well as the same period in 2021. Furthermore, native speakers man-
ually labeled the sarcasm of the comments. The most frequently used words
in the texts were also calculated mathematically to show how COVID-19 affects
Tunisians’ responses. Moreover, state-of-the-art machine learning and deep learn-
ing classifiers were applied and evaluated on the word vectors to determine the
model with the best accuracy.

The rest of this paper is organized as follows. Section 2 includes a background
on the provided work, including the basics of social media, related works and a
brief presentation of Tunisian dialect. Section 3 details the data collection, data
preprocessing and data annotation steps. Section4 discusses the results of the
experiments.

2 Background

The COVID-19 condition can cause panic and make people feel afraid, helpless
and overwhelmed. They may experience anxiety as a result of their social iso-
lation and daily pandemic updates. As a result of this crisis, more people are
turning to the internet to keep in touch with family, friends, and colleagues.
In this context, Facebook reported that overall messages on its platform has
increased by more than 50%. This would include Facebook, Messenger, Insta-
gram and WhatsApp combined. With this ongoing growth and the increase in
the number of Internet users around the world, the processing of social networks
comments and messages became a necessity. For example, Tunisia is increas-
ingly connected. Until January 2022, the number of Facebook user community
in Tunisia is around 70% (8,602,900) of the population®. In May 2020, at the
start of the pandemic, the number of Tunisian Facebook members was roughly
7,870,000. In comparison to May 2019, we notice an increase of more than 1.2
million users (10% of the population in Tunisia). The number of Tunisian Face-
book community increased by about 500,000 compared to February 2020, before
the quarantine in Tunisia.

2.1 Related Work

Since people share their emotions and opinions more freely than ever, the use of
sarcasm detection is becoming more popular for identifying and analyzing these
feelings. Regarding COVID-19, sarcasm detection has been of considerable inter-
est to the research community to advance processing techniques to understand
the behavioral awareness of the public for different languages around the world.
In this study, we focus on Arabic language and its dialects.

In the study published by Alhajji et al. [1], sentiment analysis of Arabic tweets
was carried out by applying Naive Bayes to run Arabic sentiment analysis using a

2 https:/ /napoleoncat.com.
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Python library (Natural Language Toolkit (NLTK)). They used a labeled dataset
of Arabic tweets in which its sentiment labels are based on emoji lexicons. The
dataset was split into 50% positive and 50% negative. A total of 47K tweets were
utilized for training, with 11K being used in the testing process. The evaluation
results obtained with an unigram Naive Bayes achieved 0.89 accuracy and 0.89 F-
score.

Althagafi et al. [2] examined opinion mining and sentiment analysis in relation
to online learning in Saudi Arabia during COVID-19. They collected about 10K
tweets and divided them into three categories (positive, negative and neutral).
They found that most tweets expressed a neutral feeling when they analyzed
sentimental characteristics such as polarity and subjectivity. Authors developed
three machine learning models (Naive Bayes, Random Forest and KNN), with
Random Forest having the best classification accuracy (84%).

Madani et al. [12] collected tweets expressed in the most used languages by
Moroccan users (Spanish, English, French, and Arabic). The dataset collected
from March 2020 until October 2020 proves that the majority of COVID-19-
related tweets are negative. They proposed a dictionary based method applying
the SenticNet dictionary® and four features using the TextBlob python library.
They compared their method to four machine learning algorithms (SVM, Naive
Bayes, Random Forest and Decision Tree). The four algorithms yielded results
ranging from 60% to 65%.

AraCOVID19-SSD |[3] is a manually annotated COVID-19 sarcasm detection
and sentiment analysis dataset containing 5 162 Arabic tweets. The annotated
dataset has been evaluated using Logistic Regression, Random Forest, SVM and
transformers models. SVM achieved the best F-score for sarcasm detection with
95.97%, while AraBERT attained the highest F-score for sentiment analysis at
92.26%.

Habbat et al. [9] created a dataset of 37K Moroccan tweets, gathered between
March 1%¢ and June 28", 2020, during the COVID-19 confinement period. They
applied six machine learning algorithms to classify the collected dataset. The
results showed that logistic regression classifier yielded the best sentiment pre-
diction, with a performance of 68.28% of the F-measure metric.

In summary, sarcasm detection has shown to be a helpful source of informa-
tion mining, particularly in cases when a huge quantity of data about the public
is required, such as investigating public behavior to the COVID-19 crisis and its
impact on public life. However, to the best of researcher’s knowledge, no such
study has been conducted on sarcasm detection for Tunisian Dialect (TD).

2.2 Tunisian Dialect

Tunisian Dialect (TD) is a North African dialect of Arabic that is spoken by
almost 12 million people in Tunisia [15]. It differs from the Modern Standard
Arabic (MSA) in different levels (morphology, syntax, pronunciation and vocab-
ulary). Its vocabulary includes terms from a variety of languages, including Mal-

3 https://sentic.net.
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tese, Berber, French and English. Although it is mainly spoken, it is written
in social media platforms, blogs, and certain novels, as well as comic books,
advertisements, newspapers, and popular music.

3 Dataset

During the COVID-19’s lockdown, people used social media to express their
feelings and get information. Furthermore, humor and sarcasm may be employed
to improve well-being and as coping strategies during challenging situations. As
a result, social media helps in analysing public sarcasm use and its dynamics
during the pandemic, offering insights about prevalent sentiment and its network
impacts. Therefore, in this section we present the TunCorS (Tunisian Corpus for
Sarcasm detection) collected dataset.

3.1 Data Collection and Preprocessing

Since it has been statistically proven, Facebook is the most popular social net-
work in Tunisia when compared to other internet and social media platforms.
Therefore, the data was gathered from public Facebook pages such as Covid-
19 Tunisia, Mosaique FM, Shems FM, Elhiwar Ettounsi, Attessia TV, etc. We
retrieved the comments using an online website?. This study’s data was col-
lected between February and May of 2020, as well as the same period in 2021.
We obtained over 60K comments in total, written in TD in Arabic and Latin
letters. After crawling the data, the initial step is to filter any comments that are
not related to COVID-19, remaining only 26K comments. The file is then cleaned
of duplicate comments. Moreover, the “re” python module is used to clean the
Facebook comments, removing unnecessary symbols such as stop words, URLs,
numeric values, and punctuation marks. We also used COTA Orthography sys-
tem [4] to automatically normalize the errors.

3.2 Data Annotation

It is important to remember that fitting a model for classification requires the
discovery of relevant features first. As a result, we used Stanford-TUN [13] to
add a Part-Of-Speech (POS) tag for each word of the dataset. We applied the
segmentor provided by [14] since the input for POS tagging needed to be seg-
mented. We also added the month and year of the comment. Experts manually
annotated all comments for sarcastic annotation. Table 1 presents examples for
each label (Table 2).

4 https://exportcomments.com.
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Table 1. TunCorS examples.

Label |Script |Example

palals &b L
sAfA mASyp wtTyH
Arabic| Well, it is on its way down

LA 4
Not rby ystrnA
sarcastic God protects us

nchalah jey khir

God willing, the next is better

9adech min tahlill 3mlou

How many tests were done

T igsdats 1ol jadi JB 08  Sedauale ol5 sl ol oG F]
kAn qAlw..AlwbA’ zAd mnSdqw$ ..wkAn qAlw
ngs..zAdA mnSdqw$ ?

_|If they said... that the epidemic was increasing, we
Arabic| gidn’t believe them... and if they said that it was de-
creasing we don’t believe them either?

Sarcastic s u" Jomy s R u’b

yAxy $kwn qAEd yEml fy tHlyl hhh

Who is doing the analysis hhh

dima el 9odem 3morna ma nwabrou hmdlh hhh
Always forward never backward God willing hhh
Makther esbou3 hhh 777

too many sevens hhh 777

Latin

Latin

Table 2. Dataset statistics.

Year | Month Comments | Words | Longest comment | Sarcasm %

2020 | February | 343 4 538|303 21.05
March 2 357 41 344 | 270 14.43
April 3 941 60 206 | 558 16.86
May 4 874 56 974 | 284 15.11

2021 | February | 3 140 46 931 | 557 10.29
March 2 290 33 175|411 27.14
April 2914 39 310 | 600 24.75
May 3 491 40 621 | 428 26.34

4 Experimental Results

Sarcasm detection may be considered as text classification issues (in our case,
binary classification for sarcasm detection). In this section, we run several exper-
iments to find the best machine learning and deep learning algorithms for our
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task. The data was divided into 80% as training set, 5% as validation set and
remaining 15% as testing set.

In this section, we experimented several algorithms using the collected cor-
pus. Researchers can use the results as a baseline. Indeed, we tested four machine
learning algorithms (K-Nearest Neighbors (KNN) [7], Decision Tree [16] , Ran-
dom Forest [10] , AdaBoost (Adaptive Boosting) [8] and Support Vector Classifier
(SVC) [17]) and two deep learning algorithms (Simple Convolutional Neural Net-
work (CNN) [5] and Long Short-Term Memory (LSTM) [11]) . Two experiments
were carried out for each classifier depending on the vectorizer (see Table 3). It
helps us convert text data to computer understandable numeric data.

All the evaluation results detailed in Table3 are generated using default
parameters. For deep learning based models, we applied a 128 batch size, 100
epochs, Adam optimizer and Categorical Cross-entropy loss function.

Of all the machine learning models examined, AdaBoost shows the highest
accuracy of 0.816 for sarcasm detection. However, deep learning models out-
performed machine learning models. CNN model extracts higher-level features
using convolutional layers and maximum pooling layers, whereas LSTM model
can capture long-term dependencies between word sequences and is thus more
suited to text classification.

We conducted non-parametric tests on the dataset to see whether there were
any significant results in this study. The p-value for the non-parametric inde-
pendent Wilcoxon test [6] is 0.023. Since the p-value is below the threshold of
0.05, we can conclude that the results of the sarcasm models are significantly
different.

Table 3. Results of sarcasm detection experiments using various classifiers in Tunisian
dialect.

Classifier Vectorizer Precision | Recall | Accuracy
KNN TF-IDF vectorizer 0.793 0.785 | 0.786
CBOW 0.799 0.802 |0.800
Decision tree TF-IDF vectorizer 0.795 0.799 | 0.796
CBOW 0.810 0.805 |0.805
Random vorest | TF-IDF vectorizer 0.781 0.775 | 0.777
CBOW 0.786 0.779 10.780
AdaBoost TF-IDF vectorizer 0.794 0.789 |0.793
CBOW 0.818 0.809 0.816
SVC TF-IDF vectorizer 0.700 0.702 | 0.700
CBOW 0.703 0.708 |0.704
Simpler CNN | TF-IDF vectorizer 0.838 0.844 | 0.840
CBOW 0.840 0.845 |0.841
LSTM TF-IDF vectorizer | 0.849 0.840 | 0.841
CBOW 0.835 0.840 |0.835
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The fact that Tunisians first expressed a sarcastic attitude toward the pan-
demic is one of the study’s outcomes. It should also be noted that, despite the
disease’s massive spread over time, Tunisians had more or less neutral opin-
ions about the whole pandemic period, with the exception of April (i.e. after
the first wave). According to the collected dataset, people in Tunisia exhibited
more sarcastic attitudes throughout the lockdown, which began in March 2020.
More possible conclusion is that individuals are unsure about how to prevent
this disease, as seen by the large amount of sarcastic comments collected from
the dataset, particularly in 2021.

5 Conclusion

Sarcasm detection can provide important information regarding trends in the
topic of the COVID-19 crisis on social media as well as alternate opinions on the
COVID-19 pandemic, which has sparked widespread public concern. This study
shows that Facebook comments are an effective communication source for gain-
ing a better understanding of Tunisians’ public concern and awareness regarding
COVID-19. In this paper, we provided TunCorS, an open-source dataset of 23K
Tunisian dialect comments labelled for sarcasm detection. The created dataset
was thoroughly tested using multiple classification algorithms to validate its
practical applicability. As future work, we plan to continue enhancing the anno-
tated dataset with additional comments to keep it up-to-date with the latest
events and discussions about the COVID-19 pandemic.
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Abstract. We propose a retrieval architecture in the context of recom-
mender systems for e-commerce applications, based on a multi-modal
representation of the items of interest (textual description and images
of the products), paired with a locality-sensitive hashing (LSH) indexing
scheme for the fast retrieval of the potential recommendations. In par-
ticular, we learn a latent multimodal representation of the items through
the use of CLIP architecture, combining text and images in a contrastive
way. The item embeddings thus generated are then searched by means of
different types of LSH. We report on the experiments we performed on
two real-world datasets from e-commerce sites, containing both images
and textual descriptions of the products.

Keywords: Multimodal embeddings - Recommender systems -
Locality sensitive hashing

1 Introduction

Recommender Systems (RS) are software products based on machine learning
having the goal of learning user preferences for specific items or services in very
different contexts such as e-commerce, e-learning, e-tourism, e-health, and oth-
ers. They can employ various methods such as collaborative filtering, content-
based, hybrid, and knowledge-based approaches [15]. One promising direction in
Recommender Systems (RS) research is the exploitation of different modalities
during item search, such as textual descriptions and product images. However,
since different modalities usually involve a massive amount of data which is also
typically high-dimensional, multimodal retrieval requires huge storage space and
a long retrieval time.

In the present paper, we propose a retrieval architecture in the context of
e-commerce applications, based on a multi-modal representation of the items of
interest (textual description and images of the products), paired with a locality-
sensitive hashing (LSH) indexing scheme [5] for the fast retrieval of the potential
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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recommendations. In particular, we resorted to the use of CLIP (Contrastive
Language-Image Pre-Training) [12], an approach proposed by Open-Al where a
joint embedding of images and textual descriptions is learned in a contrastive
way. In fact, CLIP learns a multi-modal embedding space by jointly training an
image encoder and a text encoder in order to maximize the cosine similarity of
the image and text embeddings of the correct pairs in a batch, while minimizing
the cosine similarity of the embeddings of incorrect pairings. In a RS context,
this allows one to exploit a single representation of both the item description and
item image for searching the most suitable recommendation taking into account a
multi-modal input. The unified embedding space can then be searched through a
suitable indexing scheme; we propose to adopt LSH in order to trade-off precision
of the results and retrieval time. The hypothesis we decided to test concerns
the relevance of the retrieved results and the response time of the architecture,
depending on the type and quantity of resources employed such as the type of
LSH method, the number of hash tables, the number of LSH functions, and the
type of visual encoder.

2 Multimodal Embedding of Text and Images

The first task we needed to address was the generation of multimodal embed-
dings. As reported above, we resorted to CLIP (Contrastive Language-Image
Pre-Training), a task-agnostic model trained on a wide variety of images and
texts. The model is trained in a contrastive way [17] to predict, given a batch
of N pairs (image, text), which of the N? pairs is the correct one. To this end,
the model learns a multimodal embedding space by simultaneously training an
image and a text encoder with the goal of maximizing the cosine similarity of
the correct pairs and of minimizing the similarity of incorrect ones.

Specifically, we considered different pre-trained versions of CLIP, and we
finally selected two of them: RN50 and ViT-L/14. They differ in the image
encoder employed: the first model uses ResNet50 [6], while the second uses a
Vision Transformer (ViT) [4]. They represent a trade-off between the time needed
to generate an embedding and its size. In particular, embeddings generated with
RNb50 are larger in size, but require less time to be generated compared with
those generated by ViT-L/14 version. In particular, the RN50 architecture has
been defined by applying a model tweak to ResNet50 called ResNet-D [7] which
consists in a modification of the downsampling block of ResNet50. in addition,
we also integrate a low-pass filtering to anti-alias to maintain shift-invariance
[19]. Moreover, we substituted the global average pooling layer with an atten-
tion pooling implemented with a single attention layer as in the transformer
architecture. Finally, a scaling strategy based on the approach described in [16]
has been adopted, in order to obtain a better balance among depth, width and
resolution of the image encoder.

Concerning the transformer-based architecture ViT-L/14, we implemented
the version as described in [4]. In particular, the configuration includes the fol-
lowing parameters: a 14 x 14 image patch size, 24 layers, a latent embedding size
of 1024, an MLP size of 4096 and 4 heads of attention, for a total number of
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307M learnable parameters. As we will see in Sect. 4, our experiments shows that
the two types of embedding provided by the different architectures have similar
performances. Both architectures use the same text encoder which is actually a
Transformer with the architecture modifications proposed in [13]

3 Search and Retrieval Through LSH

Once the embeddings are generated, we need a retrieval mechanism, in order to
select, from a given query, the embeddings most similar to it. A natural choice is
to resort to Locality Sensitive Hashing (LSH) as an indexing scheme, because it
allows the balance between precision of the retrieved results and retrieval time.
This feature is crucial to our setting, since we want an architecture offering the
possibility of prioritizing either precision or retrieval speed based on the config-
uration used. LSH [5] is a technique where similar data are hashed into the same
“buckets” with high probability. This allows one to implement (approximate)
nearest-neighbour queries as collision detection in a set of hash tables suitably
designed [8].

LSH uses two main hyper-parameters: the number %k of hash functions and
the number L of hash tables; we also adopted a multi-probe LSH approach [11]
with the goal of limiting the number of hash tables. In fact, one major limitation
of standard LSH methods is that L must be large enough in order to achieve a
good quality of the retrieval. In the multi-probe approach, multiple buckets that
are likely to contain the query results are “probed” in a given hash table. A main
feature of LSH algorithms concerns the proximity of buckets containing similar
objects: if an object is close to a query but not hashed to the same bucket, it
is likely to be in a bucket that is “close by”, since the hash values of the two
buckets only differ slightly. The idea of multi-probe is then to build a probing
sequence that allows to probe, for each hash table, a set of buckets that are close
to the one in which the query is indexed. The number of probes (i.e., number of
extra hash buckets to check) to be used can be chosen dynamically, by setting
the desired retrieval precision level [11].

Concerning the implementation, we decided to use FALCONN: FAst Lookups
of Cosine and Other Nearest Neighbors [14], a widely tested and efficient library
that implements LSH based algorithms. FALCONN supports two main hash
families: hyperplane LSH [3] and cross polytope LSH [1]. They have theoretical
guarantees for cosine similarity; this is particularly relevant in our case, since
CLIP generates multimodal embeddings that maximize the cosine similarity for
similar inputs. Both LSH families are implemented using multi-probe LSH [11]
to minimize memory usage.

4 Experimental Analysis

We performed an experimental analysis by considering two different datasets:
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— AF': a dataset of about 190K Amazon products related to fashion containing
reviews, item metadata and images; we consider only the product image and
the product name. Since several products have several associated images, we
elaborated more than 280k images.

— FC: a dataset of photo related products from a medium e-commerce Italian
site provided by INFERENDO (www.inferendo.ai); also in this case, we consider
only the item image and name. In this dataset, several items do not have an
associated image, so for those product we have produced embeddings based
only on text. We elaborated 11.5K images and 342K names.

As previously described, the reference architecture we propose is based on a neu-
ral network pre-trained with a contrastive language-image approach (CLIP), and
on an LSH indexing scheme, in order to speed-up the retrieval of the generated
multi-modal embeddings (the FALCONN library).

We tested the architecture with the two datasets described above, and by
considering 3 different phases:

1. embedding generation through CLIP by considering two underlying visual
encoder architectures: RN50 and ViT-L/14;

2. LSH indexing by considering different choices concerning: the LSH algorithm
used: cross polytope (CP) or random hyperplane (RH)); the number of hash
functions (k); the number of tables (L); the number of probes (chosen dynam-
ically to maintain a retrieval precision greater than 0.9);

3. evaluation of a set of multi-modal queries on the selected configuration

In particular, for each dataset we considered 16 different experimental configu-
rations concerning: the LSH algorithm (hyperplane or cross polytope), the num-
ber of tables (30 or 50), the number of hash functions (16 or 17) and the image
encoder net (RN50 or ViT-L/14).

We set up, for each dataset, N = 75 queries as follows: 25 queries representing
actual items in the corresponding dataset, 25 textual queries manually generated
from item descriptions, and 25 graphical queries from the web. We focused on
a top-5 recommendation problem, where the 5 most similar items to the query
were considered as relevant. For each query we computed Precison@k (PQk) and
Recall@k (RQk) for k = 1...5 from which we computed the Average Precision
(AP) given by the formula

5
AP =" POk(RQ[k — 1] - ROk) (RQ0 = 0)
k=1
The relevant items for a query are obtained through a linear scan of the item
embeddings, and by selecting the 5 items corresponding to embeddings having
the largest cosine similarity with respect to the query.

We finally compute the Mean Average Precision (mAP) over all the queries
as

1 N
mAP = N;APZ-

where AP; is the average precision of i-th query.
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Table 1. Mean average precision achieved and number of probes used by the various
configurations on AF.

Hash families |n. tables | n. hash | RN50 ViT
mAP | n. Probes | mAP | n. Probes
Hyperplane 30 16 0.981 | 43 0.983 | 118
17 0.986 | 119 0.974 | 156
50 16 0.984 | 137 0.997| 84
17 0.987| 88 0.986| 88
Cross polytope | 30 16 0.998 | 30 0.980| 37
17 1.000 | 78 0.970| 30
50 16 0.998 | 50 0.985| 50
17 0.987| 88 0.986 | 105

Table 2. Mean average precision achieved and number of probes used by the various
configurations on FC.

Hash families |n. tables | n. hash | RN50 ViT
mAP | n. Probes | mAP | n. Probes
Hyperplane 30 16 0.919| 82 0.913| 207
17 0.945| 64 0.914| 178
50 16 0.951| 50 0.932| 203
17 0.947| 73 0.933| 50
Cross polytope | 30 16 0.930 | 34 0.930| 46
17 0.960 | 54 0.919| 30
50 16 0.963 | 50 0.943| 50
17 0.932 114 0.930 | 1197

Table 1 reports the results for dataset AF and Table 2 the results for dataset
FC. For each configuration we also reported the number of probes that are
dinamically computed in the specific situation.

We can notice that, independently on the tested configuration, the perfor-
mance in terms of mAP of the LSH retrieval on the generated multimodal embed-
ding is really good, with no clear indication of a given configuration as definitely
better than the others. The qualitative performence is slightly better in case of
AF dataset, which is the largest one in size (more item images and descriptions
provides a better final multimodal representation).

We also report in Table 3 the average number of unique candidates that must
be checked by LSH retrieval, together with the corresponding time for answering
the query, in case of dataset AF!. In each configuration, only a few thousands

1 Similar results are obtained for dataset FC.
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candidates are selected, and the answer is given in a few milliseconds on average.
It is worth noting that the cross polytope version of LSH is usually selecting a
larger number of candidates with respect to the hyperplane based algorithm;
since qualitative results on mAP reported above are actually comparable for the
two approaches, this suggests that the use of a simple hyperplane LSH algorithm
can be really effective in the tested situations.

Table 3. Average number of unique candidates per query and average query time for
the various configurations on AF.

Hash families |n. tables|n. hash|RN50 ViT
n. cand | Avg. query time|n. cand | Avg. query time
Hyperplane 30 16 3727.476 0.00328 4983.236 |0.00419
17 4525.53 0.00432 3466.555 |0.00334
50 16 6413.391 |0.00693 5451.542 1 0.00472
17 4717.643 0.00447 4318.597 | 0.00425
Cross polytope |30 16 20098.7530.01329 2938.648 | 0.00352
17 5601.449 |0.00652 7878.953 | 0.00532
50 16 32077.866 1 0.02304 19237.653|0.01217
17 4717.641 |0.0045 4318.589 |0.00423

Finally, by way of example Fig. 1 shows the top-1 results (i.e. the most similar
item) obtained for 3 sample queries on the AF dataset.

When dealing with data expressed in different modalities as in recommender
systems, the information carried by each modality should be exploited in a way
that is in principle both complete (no part of the information is ignored) and
consistent (different expressions of the same information must be coherently
fused). The combination of deep learning and hashing methods applied to mul-
timodal retrieval can significantly improve the retrieval efficiency, since deep
features extracted from the model contain richer semantic information and have
a stronger ability to express the original data. However, two possible ways can
be devised: data-dependent and data-independent approaches [2].

In data-dependent approaches, one tries to learn both a representation and
an indexing scheme from the original multimodal data, usually in a supervised
fashion. The strict integration of feature learning and hash learning is proposed
in [9] with the DCMH (Deep Cross Modal Hashing) framework and in [18] with
the PRDH (Pairwise Relationship Deep Hashing) framework, where the objective
functions directly takes into account the similarity between modalities (text
and images), and the preservation of such similarities when producing the hash
code. In [10], an adversarial strategy called SSAH (Self-Supervised Adversarial
Hashing) is adopted, where different discriminators (one for each modality) are
trained in such a way to make the hash codes of different modalities more closely
related to the original data. This idea is furtherly elaborated in [20], where an
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Fig. 1. Some results on AF dataset

attention mechanism is also introduced for this task, resulting in the so called
ADAH (Attention-aware Deep Adversarial Hashing) framework.

Our proposal concerns the simpler data-independent approach; instead of
training a deep model with the goal of getting both the multimodal represen-
tation and the hashing, we separately deal with the problem of learning the
latent representation and exploiting a suitable data-independent indexing for
retrieval. By implementing this architecture, we verified the feasibility of build-
ing a multimodal retrieval system that, employing LSH, achieves fast retrieval
times and high quality of the retrieved elements. Even if the number of hash
functions and tables should be data dependent, we showed that with a constant
and relatively small number of resources of this kind we can achieve results of
very good quality (measured in terms of mAP) and in reasonable time. The
only data dependent aspects is restricted to the number of probes used, which is
dynamically set on the basis of the required retrieval precision. The experiments
showed that using high quality embeddings, specifically generated to correctly
represent cosine similarity among inputs, we can get these results with a variety
of LSH configurations.
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Future work will focus on further testing the architecture against larger
datasets, and on evaluating the robustness of the approach when data expressed
in only one modality are mixed with data expressed in both textual and visual
modality in different relative percentages.
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Abstract. Food security is a major concern in West Africa, particu-
larly in Burkina Faso, which has been the epicenter of a humanitarian
crisis since the beginning of this century. Early warning systems for food
insecurity and famines rely mainly on numerical data for their analyses,
whereas textual data, which are more complex to process, are rarely used.
To this end, we propose an original and dedicated pipeline that combines
different textual analysis approaches (e.g., word embedding, sentiment
analysis, and discrimination calculation) to obtain an explanatory model
evaluated on real-world and large-scale data. The results of our analy-
ses have proven how our approach provides significant results that offer
distinct and complementary qualitative information on the food security
theme and its spatial and temporal characteristics.

Keywords: Food security - Sentiment analysis + Spatiotemporal
analysis + Term discrimination - Text mining -+ Word embedding

1 Introduction

Hunger remains a major problem in many parts of the world. Although a large
scale and permanent solution to this situation is far from being achieved, steady
progress was made in the first 15years of this century. Among West African
countries, Burkina Faso is in one of the most severe situations, with an under-
nourishment prevalence of 21.3% from 2015-2017 [7]. Burkina Faso is also one of
the countries most affected by the phenomenon commonly known as the “triple
burden of malnutrition”, characterized by the coexistence of overnutrition, under-
nutrition and micronutrient deficiencies in the population.

Following several food crises in the 1970s and 1980s in different regions of the
world, several food security alert and monitoring systems (FSMSs) were created
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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by governmental organizations and NGOs. The objective of these systems, which
are still very active today, is to prevent food crises and to help countries plan
food aid programs to optimize their food production and distribution channels.
In this study, we examine the ability of text mining methods to extract and
analyze the qualitative information used as proxies for the national and regional
food situation and its evolution over the last ten years in Burkina Faso from
a corpus of newspapers from the country. The aim is to provide explainable
indicators complementary to the automatic predictions of food security scores,
i.e., as the ones obtained in our previous works based on the application of
machine learning approaches on heterogeneous [3] and textual [2] data.

However, the difficulties associated with the implementation of text-mining
approaches are linked to the structural complexity of textual data and are the
subject of a large number of studies. We now detail the approaches proposed in
the scientific literature to address these difficulties. In the domain of agriculture,
which is closely related to food security, information extraction from textual data
is a topic that has been attracting increasing interest [6]. In this field, several
studies have focused on sentiment analysis [16], named entity extraction (i.e.,
places, dates or individuals related to agriculture) [12], etc.

The originality and methodological contributions of this work are pre-
sented at 3 levels: (1) its multidisciplinary aspect involving the combination
of approaches based on text mining (e.g., word embedding and sentiment anal-
ysis) for the analysis of food security, which has been little studied from this
perspective; (2) spatiotemporal analysis based on the content of French texts;
and (3) extension of discrimination measures to address spatiotemporal data.
The usefulness of this approach is to propose an explanatory framework comple-
mentary to the outputs of the predictive models usually applied to other types
of data (e.g., digital data and satellite images). While we focus on the study case
of Burkina Faso, the proposed method is generic and can be applied to any other
area in the world. Section 2 presents the proposed approach. Section 3 outlines
and discusses the information extracted from a dedicated corpus in French.

2 Proposed Approach

2.1 Text Mining Approaches

Studies use text mining methods to extract information on food security-related
events from newspapers which proposes a framework for automatic detection
of food crises [19]. Their method consists of extracting the most characteristic
vocabulary (keywords) by tf-idf (term frequency-inverse document frequency) for
each article [15], which is a method of weighting characteristic terms of texts, and
then extracting the named entities with a Bi-LSTM-CNN-CRF framework [20].
A weight is associated with each keyword according to its semantic similarity
(by Word2vec) with the terms of the article title. Each article, through a set
of weighted keywords and associated named entities, is classified by single-pass
clustering [14]. The ability of tf-idf to extract relevant and specific vocabulary
from newspaper articles has also been demonstrated [1]. In this context, some
text-mining methods are integrated in our pipeline:
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Word2vec. Word2vec (w2v) [13] is a family of automatic language processing
models for word embedding, i.e., the transformation of terms and texts into
vectors. W2v is based on two-layer neural networks and aims at learning vector
representations of terms in texts so that terms that share similar contexts (i.e.,
are often surrounded by the same terms) are represented by close numerical
vectors. In our study, a CBOW (continuous bag of words) architecture is used
(preferred to the skip-gram architecture, which requires more execution time
while sometimes offering less satisfactory performance for processing newspaper
articles [10]). CBOW aims at predicting the appearance of a term by using as
proxies the terms that are close to it in the text. The model is trained on a large
training corpus (French Wikipedia, in our study) by traversing each term and
its neighbors and obtaining a set of feature vectors that represent each term in
the text as the output.

Term Polarity. The polarity of a term is a criterion that indicates whether
it is positive, negative or neutral [9,17]. In our context, the average polarity of
texts dealing with food security can give us relevant information about their
worrisome or even alarming character. There are currently few methods for per-
forming sentiment analysis on French texts. To evaluate the negativity of a term,
we use the French version of the sentiment analysis model VADER (Valence
Aware Dictionary and Sentiment Reasoner) implemented by the Python pack-
age vaderSentiment-fr!. This model is based on a lexicon of 7500 terms classified
as positive or negative and on contextual rules that can modify the valence of
the terms (e.g., the use of negation, punctuation, capitalization, and adverbs).
This model was chosen because it has a good compromise between its simplicity
of implementation and execution time and its classification performance, per-
forming better than many existing methods, some of which are based on the use
of machine learning [§].

tf-idf. To evaluate the discrimination of the terms of an article, we use the con-
cept of tf-idf (term frequency-inverse document frequency) [15], which measures
to what extent a term is characteristic of a text by evaluating its relevance and
its singularity. Its principle is based on a formula in which two values, tf (term
frequency) and idf (inverse document frequency), are multiplied together. tf cor-
responds to the frequency of a term in a text, and it therefore increases when a
term is frequent in the text. idf measures the importance of a term according to
its distribution in all the texts studied rather than based on its frequency in a
particular text.

2.2 Our Food Security Pipeline

The objective of our pipeline is to perform a spatiotemporal analysis of food
security based on the terminology of this domain linked to the textual proxies
we define. In this framework, we propose an original and dedicated pipeline that
combines different textual analysis approaches (e.g., word embedding, sentiment

! https://pypi.org/project /vaderSentiment-fr /.
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analysis, and discrimination calculation). To this end, we present in this section
the methodology deployed to obtain a spatial and temporal explanatory context
of the Burkinabe food situation from the corpus of newspapers studied. Figure 1
summarizes the analysis plan. For this a first general lexicon on food security
is therefore used to detect articles of interest, we name this lexicon “GLEX”
(Generalist LEXicon). Then, two other more detailed lexicons are used to detect
the expressions of “food security” and “crisis” themes used and thus obtain a
more qualitative view of the content of the articles. We call these two detailed
lexicons on food security and on crises “FLEX” (Food LEXicon) and “CLEX”
(Crises LEXicon), respectively. These lexicons are freely available [5].

First, we present step (1) of selecting relevant articles. For this, we compute
by w2v the semantic similarity between each article and the generalist lexicon
GLEX, used as a basis to identify articles on the theme “food security”. The
principle is to consider an article as dealing with food security if its semantic
similarity with GLEX by w2v is higher than a threshold = (chosen and validated
in the Appendix document [4]). This aims to detect the articles of interest to
focus the analyses.

Second, we establish in step (2) the textual proxies of food security on the
selected articles. To this end, we perform the following operations:

— We keep for the selected articles their w2v score calculated during step (1),
which quantifies their degree of connection with the food security theme and
constitutes a proxy of this domain.

— We compute the negativity rate of the articles we propose as a proxy, i.e.,
the frequency of the negative terms in each article (Formula 1), to obtain
information on the alarming nature of the articles’ content.

nbter7ns_neg(aTt)
Nbterms(art)

Neg(art) = (1)

where Neg is the negativity rate of an art article, and nbterms neg and Mbierms
represent the number of negative terms and the number of terms of an art arti-
cle, respectively, based on the French version of the VADER model (Valence
Aware Dictionary and Sentiment Reasoner).
The hypothesis assumes that articles published during periods and in areas of
food insecurity are associated with more negative valences than in a context
of food sufficiency. An article is considered to be negative if its negativity rate
is greater than 0.1 (the threshold validation methodology is detailed in the
Appendix document [4]).

— We study the most used vocabulary in articles related to food security to
detect whether the vocabulary adopted is consistent with the trends and
crises that have affected food security in the country and thus to have a more
explanatory perspective of the data. To accomplish this, we calculate for each
article the frequency of 119 expressions from the two detailed lexicons FLEX
and CLEX.

Third, we describe step (3) of global, regional and annual analysis of the
proxies defined in step (2). To take into account the spatiotemporal aspect of
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food security, the proxies presented are then aggregated at different granularities
to perform targeted analyses at the global, regional and annual levels and thus
be able to visualize the trends and food crises that have affected the country
over the last decade. The proxies are aggregated at three levels:

Global level: this level of analysis provides a general view of the characteris-
tics of the country’s food situation between 2009 and 2018 and can be used as
a comparison for targeted analyses (regional and annual). The proportions of
articles dealing with food security and negative articles are calculated over the
entire corpus. We consider the average frequency of occurrence of each term in
the detailed FLEX and CLEX lexicons across all articles in the corpus.

Regional level: this level of analysis aims to provide a representation of the
food situation and its characteristics at the regional level. We illustrate our
analyses with three regions: the Centre, Hauts-Bassins and Sahel regions. These
three regions were chosen because they are among the most frequently cited in
the articles in the corpus and are associated with distinct health situations [18].
Our approach consists of considering an article as associated with a region if a
locality of the region is mentioned at the beginning of the article (i.e., in the
title or in the first sentence of the article). The proportions of articles dealing
with food security and negative articles were calculated for each of the 3 regions.
To extract the characteristic regional vocabulary, we compute the tf-idf of each
term of the FLEX and CLEX lexicons on the articles of each considered region.
In our context, tf-idf allows us to highlight the expressions of food security and
crises that are frequent in the articles related to a certain region and that are
more specifically used in the articles of the region (i.e., more than for the other
articles).

Annual level: this level of analysis provides annual characteristics of the food
situation in Burkina Faso and tracks its evolution from 2009 to 2018. Each article
is associated with its year of publication, which is extracted in the metadata
linked to the article. This proposal, called the TITR (Tf-Idf ratio), is based on
the concept of tf-idf and proves to be more suitable in our context, allowing us
to distinguish rare and year-specific expressions more than tf-idf. More precisely,
we first compute for each expression of the lexicons FLEX and CLEX the tf-idf
of the expression on average on the articles of the year (Formula 2); then, in a
second step, we compute the ratio of this tf-idf by the tf-idf of the expression on
average on the articles of other years (T'IR ratio, (Formula 3)).

ZwteAy TF — IDF(t,art)
Ny

TF — IDFpoy(t, A,) = (2)

where TF — IDF,,,, is the average tf-idf of the term “t” on the articles “art”
belonging to the set A, of the articles of year y; we note N, is the cardinality
of this set.

_ TF — IDFpy(t, Ay) 3)
 TF — IDF,0(t, A,)

TIR(t, A,)
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where TR is the ratio of the tf-idf of the term “t” averaged over the articles
belonging to the set A, of articles in year y to the tf-idf of the term “t” averaged
over the articles belonging to the set A, of articles in different years of year y.

i — Global
_ [on all articles]

Articles FS J

(art) :
|@ |@ Similarity W2V with GLEX .
~ Negativity rate (VADER) " Reg!onal
* Frequency of terms [grouping of articles
of FLEX and CLEX citing one of the 3 regions]

Centre; Hauts-Bassins; Sahel

Corpus
-

W2V(art, GLEX) _—
M — L—  Annual[TF-0F] [TIR] Iﬁ@
— [grouping of articles by year]

2009; 2010; ...; 2018

Fig. 1. General illustration of the analysis plan. The main steps are numbered: (1)
selection of articles of interest; (2) computation of textual proxies on these articles; (3)
global, spatial and temporal analysis; and (4) visualization.

3 Experiments

3.1 Corpus of Newspapers

Currently, the main Burkinabe newspapers have their own news website on which
they publish their articles. For the creation of our newspaper corpus, we turned
to two Burkinabe newspapers whose websites allow for good data accessibility:
Burkina24 and LeFaso. These newspapers are among the most read newspapers
in the country and have a large number of articles on various topics online. We
extracted a total of 22856 articles between 2009 and 2018 (5595 for Burkina24
and 17261 for LeFaso), a period during which food security has undergone signif-
icant variations and several crises. The articles were filtered and then lemmatized
with the Python package Spacy?.

3.2 Results

Regional Analysis. We focus here on certain regions and observe whether the
food security proxies aggregated over these regions are associated with the known
regional food situation. The three regions studied are the Centre, Hauts-Bassins
and Sahel regions.

2 https://spacy.io/api/lemmatizer.
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In Tablel, we see that the Hauts-Bassins region, which is the least food
insecure of the regions presented, is associated with the lowest proportions of
“food security” theme articles and negative articles. Conversely, the Sahel region,
which is experiencing the most severe situation, has the highest proportions of
“food security” themed articles and negative articles, which are both significantly
higher than those at the national level. These data are consistent with expec-
tations: the more an area is plagued by food insecurity and/or crises, the more
articles will mention these topics and be negative.

In Fig. 2, we see that for the Hauts-Bassins region, the least poor, the most
important expressions of the lexical field of food security are neutral (e.g., “riz”
(rice), “agriculture” (agriculture), and “campagne agricole” (agricultural cam-
paign)), whereas in the Sahel region, the expressions of food security are more
negative (e.g., “malnutrition” (malnutrition) and “crise alimentaire” (food cri-
sis)). Regarding the expressions of the theme of crises, the word clouds high-
light concerns that are characteristic of each region. For example, the expression
“inondation” (flood) is the most important in the Centre region, which is plagued
by this problem, whereas the expression “foncier” (land) is the most important
in the Hauts-Bassins region, where land management is a major problem.

Table 1. Comparison of the percentage of articles on the theme of “food security”
(FS) and the percentage of negative articles for the three regions of the Centre, Hauts-
Bassins, and Sahel and for Burkina Faso (BF).

Centre | Hauts-Bassins | Sahel | BF
% of FS theme articles | 6.5 4.9 10.7 |7.3
% of negative articles |4.8 1.3 12.1 6.4
Centre Hauts-Bassins Sahel
vulnérabilité cam agricole PR
securit e nghdenen crise“ali
pesticide = o fruit pesticide
R P 3| ghruicd D
P rant et & ipenint age Soliérosicn e tlewags | 1y lo© E agr:i%gnyee aulﬁge
| 710 © solfET elevage agriculture | :
2 '5:1“5‘”“ L“ﬁ.?} E," g ) malnutrltlons “mf‘,}ﬂ}d};ﬁ.ﬁ}}}bgﬂ
=™ agriculs ' g sécurité alimentaire
1egune  (SLARE, LAMENTALre Q sécheress luie ranine
. malnutrition- (“,‘;eg':ci‘féé S vente de betail 2ttaque o, yulnérabilité 2
::::;::xm~conf11t § selmncinsécurité §
pawvrete © ration By ]_ ‘t t
========= \@ hausse de prix anémie o
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2 1nondat10n: wamEfonci se, aliment
secheresse . vulnerabilitet période de soudure i sige eres

Fig.2. Word clouds of expressions from the FLEX (FS expressions) and CLEX
(Crises expressions) lexicons, based on “food security” theme articles related to three
regions (Centre, Hauts-Bassins and Sahel). The size of the terms is proportional to
their average tf-idf.
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Annual Analysis. In this section, we examine whether food security proxies
point over time to elements that are consistent, nuanced, or even contradictory
to observations and events that have taken place over the past decade that may
have affected food security. Namely, there has been a decline in food security
since 2013 as well as events negatively impacting food security (e.g., flooding,
drought, and conflict). The objective here is to determine the annual character-
istics and evolution of the Burkinabe food situation through the food security
proxies considered. We compute for each expression in the FLEX and CLEX
lexicons the tf-idf of the expression averaged over the articles of the year, as well
as the ratio TIR that we proposed.

Finally we analyze the evolution of the food security and crisis vocabular-
ies used in the articles as a function of time (see Fig.3a). In Fig.4 (a), which
represents the evolution of the proportion of negative articles by year from 2009
to 2018, we see a trend for negative articles to decrease in proportion. This
may seem counterintuitive, and it may be explained by a certain freedom of the
press that has tended to decline over the last decade (see Fig.4 (b)). Figure 3b
shows the evolution of the tf-idf of 5 expressions on average on the articles of
each year between 2009 and 2018. We can see an upward trend in the tf-idf of
the terms “sécurité alimentaire” (food security) and “malnutrition” (malnutri-
tion), which have been increasingly used over the last decade. Moreover, some
peaks correspond to the year of occurrence of events that took place over the
period: the tf-idf of the expression “sécheresse” (drought) was the highest in
2012, which experienced a severe drought. The t{-idf for “conflits” (conflict) and
“déplacement” (displacement) peaks in 2013, when conflicts in the Sahel led to
the displacement of people from Sahelian countries bordering Burkina Faso.

Proportion of FS articles (in %)
t-idf

uuuuu

(a) (b)

Fig. 3. (a) Change in the proportion (in percentage) of “food security” (FS) theme
articles from 2009 to 2018 on the corpus studied. (b) Evolution of the average tf-idf
of 5 expressions from the two detailed lexicons FLEX and CLEX between 2009 and
2018.
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(a) (b)

Proportion of negative articles (in %)
Press freedom ranking

015 2014 2015 2006 2017 2018 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018
Year Year

Fig. 4. Changes from 2009 to 2018 in the proportion (in percent) of negative articles per
year among articles on the theme of “food security” (a) and Burkina Faso in the press
freedom index (Reporters Without Borders(https://rsf.org/en/index-methodologie-
2022)) (b).

4 Conclusion and Future Work

In this study, we examined the ability of text mining methods to extract spatial
and temporal thematic information on food security from newspaper articles by
examining the context of Burkina Faso.

We proposed, combined and extended, with adapted text mining methods
(the Word2vec lexical embedding model, the VADER sentiment analysis model
and the tf-idf term importance weighting method) three types of proxies defined
on a set of articles, allowing us to obtain distinct and complementary information
on the food security theme. This type of approach and the associated results can
be exploited as complementary information to the outputs of predictive models
(i.e., based on machine and deep learning). Indeed, machine and deep learning
models applied to other types of data (e.g., digital data and satellite images) have
strong predictive power but often lack explicability and interpretability. These
models can then be validated, nuanced or explained by qualitative information
from textual data that could make sense to domain experts and advance their
understanding of complex food security phenomena.

To improve the thematic search in a finer way than with the word embed-
ding applied in this work with w2v, technologies based on BERT (bidirectional
encoder representations from transformers) and trained models for French, such
as CamemBERT or FlauBERT, could also be integrated [11].
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Abstract. In an era characterized by fast technological progresses,
working in the law field is very difficult if not supported by the right
tools. In this paper, we present a novel method, called JPReg, that
identifies paragraph regularities in legal case judgments to support legal
experts during the preparation of new legal documents (i.e., paragraphs
of existing documents that are similar to those of a document under
preparation). JPReg adopts a two-step approach that first clusters sim-
ilar documents, according to their semantic content, and then identifies
regularities in the paragraphs for each cluster. Text embedding methods
are adopted to represent documents and paragraphs into a numerical
feature space, and an Approximated Nearest Neighbor Search method is
adopted to efficiently retrieve the most similar paragraphs with respect
to those of a target document. Our extensive experimental evaluation,
performed on a real-world dataset, shows the effectiveness and the com-
putational efficiency of the proposed method even in presence of noise in
the data.

Keywords: Legal information retrieval - Embedding - Clustering -
Approximate nearest neighbor search

1 Introduction

The legal sector is generally characterized by a slow response to new scenarios
that appear every day in the modern society. In this context, the adoption of
Artificial Intelligence (AI) methods can be helpful to improve the efficiency of
the processes in this field. Among the several attempts that we can find in the
literature in this direction, we can mention the work presented in [13], where
the authors applied Al techniques to measure the similarity among legal case
documents, that can be useful to speed up the identification and analysis of judi-
cial precedents. Another relevant example is the work in [14], where the authors
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considered the semi-automation of some legal tasks, such as the prediction of
judicial decisions of the European Court of Human Rights.

Following this line of research, in this paper, we present a novel method,
called JPReg (Judgement Paragraph REGularities), that identifies paragraph
regularities in legal case judgements, to support legal experts during the prepa-
ration of new legal documents. Methodologically, JPReg is based on a two-step
approach that first groups documents into clusters, according to their seman-
tic content, and then identifies regularities in the paragraphs for each cluster.
Documents and paragraphs are represented into a semantic numerical feature
space through text embedding methods, while the retrieval of similar paragraphs
relies on an Approximated Nearest Neighbor Search (ANNS) approach, that
provides a significantly higher computational efficiency with respect to classical
similarity /distance-based methods. Therefore, given a (possibly incomplete or
under preparation) document, henceforth called target document, JPReg sup-
ports the retrieval of similar paragraphs appearing in a set of reference docu-
ments related to previous transcribed legal case judgments.

Document clustering has received a lot of attention by the research commu-
nity, but together with the design of advanced algorithms (e.g., for distributed
computation, or co-clustering) [3,7,8, 18], the most critical aspect is in the design
of a proper representation of the objects/items at hand [11,16], as well as of sim-
ilarity measures [10,13,17].

In this context, JPReg has the main advantage of properly combining embed-
ding methods, to capture the textual semantics, with a two-step approach, that
consists in learning a different numerical representation for each group of docu-
ments, rather than one single model for the whole collection of documents. This
aspect allows JPReg to capture specific peculiarities of paragraphs according to
the topic represented by the cluster they fall into.

Our extensive experimental evaluation, performed on a real-world dataset,
proves the effectiveness and the computational efficiency of the proposed method.
In particular, its ability of modeling different topics of legal documents, as well as
of capturing the semantics of the textual content, appear very beneficial for the
considered task, and make JPReg very robust to the possible presence of noise
in the data and capable to significantly outperform state-of-the-art competitors.

2 The Proposed Method JPReg

Before describing JPReg, in the following, we provide some useful definitions:

— Training set D7: a collection of legal judgments, represented as textual
documents, adopted to train our models;

— Reference set Dpg: a collection of legal judgments, represented as textual
documents, from which we are interested to identify paragraph regularities;

— Target document d: a legal judgment (possibly under preparation) about
which we are interested to identify paragraph regularities from Dg.
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Fig. 1. Workflow followed by JPReg in the training phase. Green- and red-dotted
rectangles represent inputs and outputs, respectively. (Color figure online)

The training set and the reference set may fully (or partially) overlap i.e., Dy =
Dgr (or Dy N Di # (), namely, the set of documents adopted to train our
models may be the same as (or overlap with) the collection from which we want
to identify paragraph regularities with respect to the target document. Note
that JPReg is fully unsupervised and the target document d is never contained
in either the training set or in the reference set (i.e., d ¢ (Dp U Dg)).

JPReg consists of the three main phases, which are detailed in the following.

2.1 Training of Document and Paragraph Embedding Models

In Fig. 1, we show the workflow followed by JPReg in the first phase. JPReg first
applies some pre-processing steps to the documents in Dy, namely: i) lowercasing
of the text, i) removal of the punctuation and digits, i7i) lemmatization, and
iv) removal of rare words. The pre-processed documents are then used to train
a document embedding model M, that is subsequently exploited to represent
each document of the training set Dr in the latent feature space, obtaining the
set of embedded training documents FEp. Such documents are then partitioned
into k clusters [C,Cy,...,Ck] by adopting the k-means clustering algorithm.
Each cluster of documents becomes the input for a further learning step at
the paragraph level: documents falling in the same cluster will contribute to
the learning of a specific paragraph embedding model. Algorithmically, for each
document cluster C;,1 < i < k, we extract the paragraphs from the documents
falling into C; and train a paragraph embedding model P;. This approach allows
us to learn more specific paragraph embedding models, according to the topic
possibly represented by the identified clusters.

The embedding models, both at the document level and at the paragraph
level, are learned by JPReg through neural network architectures based on
Word2Vec Continuous-Bag-of-Words (CBOW) [16] or Doc2Vec [11] distributed
memory (PV-DM). Their adoption is motivated by the fact that previous works
demonstrated the superiority of Word2Vec and Doc2Vec over classical counting-
based approaches, such as TF-IDF, since they take into account both the syntax
and the semantics of the text [6,13]. In addition, their ability to capture the
semantics and the context of single words and paragraphs allow them to prop-
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Fig. 2. Workflow followed by JPReg for the paragraph embedding of the reference set.
Green- and red-dotted rectangles represent inputs and outputs, respectively. (Color
figure online)

erly represent new (previously unseen) documents which features have not been
explicitly observed during the training phase.

2.2 Embedding of the Paragraph of the Reference Set

In Fig. 2, we show the workflow followed by JPReg to represent the paragraphs
of the documents belonging to the reference set into a latent feature space. Anal-
ogously to the training phase, we pre-process the documents of the reference set
Dpg. Then, each document is embedded using the previously learned document
embedding model M. The embedded representation of the document is used to
identify the closest document cluster that corresponds to the optimal paragraph
embedding model (i.e., P.), that can be adopted for its paragraphs. We stress
the fact that this step performed by JPReg allows it to identify the most proper
paragraph embedding model that was learned from a subset of the paragraphs
possibly related to a similar topic.

The set of all the embedded paragraphs E is finally returned by this phase.
Paragraph regularities for a given target document d under preparation will be
identified from such set Eg.

2.3 Identification of Paragraph Regularities

The final phase, which workflow is represented in Fig. 3, starts by following the
same steps mentioned in Sect. 2.2 to represent each paragraph of the target
document d in the paragraph embedding space. Specifically, the most proper
paragraph embedding model is adopted to embed its paragraphs, selected by
identifying the closest document cluster with respect to d. For each embedded
paragraph, we finally identify the top-n most similar paragraphs from the set of
embedded paragraphs Er belonging to the reference set.

As mentioned in Sect. 1, their identification could straightforwardly be based
on the computation of vector-based similarity/distance measures (e.g., cosine
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Fig. 3. Workflow followed by JPReg in the identification of paragraph regularities.
Green- and red-dotted rectangles represent inputs and outputs, respectively. (Color
figure online)

similarity, Euclidean distance, etc.) between the identified numerical represen-
tation of the paragraphs of the target document d and that of all the embedded
paragraphs of the reference set E,.. However, in a real-world scenario, such a
pairwise comparison would be computational intensive and would lead to inef-
ficiencies and delays. To overcome this issue, we adopt an approximated and
highly efficient approach for the identification of the top-n most similar para-
graphs, that is based on random projections. In particular, we propose an app-
roach based on Annoy [1], where the idea is to perform an approximated nearest
neighbor search (ANNS), which consists of two phases: index construction on the
paragraphs of the reference set, and search, that occurs when we actually need
to identify the top-n most similar paragraphs with respect to a paragraph of the
target document. During the index construction, we build 7" binary trees, where
each tree is built by partitioning the input set of vectors recursively, by randomly
selecting two vectors and defining a hyperplane that is equidistant from them. It
is noteworthy that even if based on a random partitioning, vectors that are close
to each other in the feature space are more likely to appear close to each other
in the tree. During this process, a priority queue is exploited, and each tree is
recursively traversed, where the priority of each split node is defined according
to the distance to the query vector (here, a paragraph of the target document).
This process leads to the identification of T leaves, where the query vector falls
into. The distance between the query vector and the vectors falling into the such
leaves is then exploited to return the top-n most similar paragraphs [12].

The adoption of this approach reduces the time complexity of the search
phase for each paragraph of the target document from O(|E,|), in the case of
the adoption of classical NNS approaches, to O(loga2(|E,|), that is the average
length of a path in the trees from the root to a leaf node.
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3 Experiments

All the experiments were performed using a real-world dataset consisting of
4,181 official public EU legal documents, provided by EUR-Lex!, in a 10-fold
cross-validation setting. All the documents of the testing set were considered as
target documents, while the reference set was built by constructing 20 replicas of
each paragraph of the documents in the testing set, perturbed by introducing a
controlled amount of noise, as done in [4]. In particular, the noise was introduced
by replacing a given percentage of words of each paragraph by random words
selected from the Oxford dictionary?. In our experiments, we considered different
levels of noise, namely, 10%, 20%, 30%, 40%, 50% and 60%, in order to assess
the robustness of the proposed approach to different amounts of noise.

In order to quantify the specific contribution of the adopted embedding
strategies, we compared the results obtained through Word2Vec and Doc2Vec
with those achieved using a baseline approach, i.e., the classical TF-IDF. In all
the cases, we adopted a 50-dimensional feature vector. Note that we use 50 fea-
tures, since it is a commonly used dimensionality in other pre-trained embedding
models. For TF-IDF, we selected the top-50 words showing the highest frequency
across the set of legal judgments.

We evaluated the contribution of the JPReg two-step model with different
numbers of clusters, i.e., with k € {\/|D7|/2, /|Dr|, /|Dr| - 2}, and compared
the observed performance with that obtained without grouping training docu-
ments into clusters (henceforth denoted as one-step model).

We also performed an additional comparison with state-of-the-art meth-
ods. Specifically, we compared JPReg with LEGAL-BERT-EURLEX, that
is the LEGAL-BERT model® fine-tuned by [2] using the EUR-LEX dataset,
and BERT-PLI* which is based on BERT, fine-tuned with a small set of legal
documents, proposed by [21] in the Competition On Legal Information Extrac-
tion/Entailment (COLIEE). Note that these competitors are embedding mod-
els, which are able to represent paragraphs as numerical feature vectors taking
into account the semantics and the context of the textual content. Specifically,
both LEGAL-BERT-EURLEX and BERT-PLI represent paragraphs in a 768-
dimensional feature space. The embedding of each paragraph was computed as
the mean of the embedding of its tokens.

Finally, we evaluated the effectiveness and the computational efficiency of
the ANNS approach implemented in JPReg for the identification of the top-n
most similar paragraphs. Specifically, we performed an additional comparative
analysis against a non-approximated solution based on the cosine similarity, on
a subset of 100 documents randomly selected from the dataset.

As evaluation measures, we collected precision@n, recall@n and F1l-score@n,
averaged over the paragraphs of target documents and over the 10 folds, with n €

! https://eur-lex.europa.eu/homepage.html.

2 raw.githubusercontent.com/cduica/Oxford-Dictionary-Json /master /dicts.json.
3 https://huggingface.co/nlpaueb/legal-bert-base-uncased.

4 https://github.com /sophiaalthammer /bert-pli.
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{5,10, 15, 20,50, 100}. Specifically, for each paragraph of a target document in
the testing set, we considered as True Positives the number of correctly retrieved
(perturbed) replicas from the reference set. Note that, in this paper, for space
constraints we only show the results in terms of F1-score@20.

3.1 Results

In Table 1, we report the F1-score@20 for the baseline one-step model and for the
two-step model with different values of k, considering different embedding strate-
gies and different levels of noise. From the table, we can observe that, although
the TF-IDF led to acceptable results, the adoption of the embedding methods
implemented in JPReg is significantly beneficial. Moreover, although Doc2Vec
is natively able to work with word sequences, Word2Vec always obtains better
results. This is possibly due to the fact that several paragraphs of different legal
documents may share a similar topic, and the adoption of the unique sequence
ID to associate the context with the document, as done by Doc2Vec (see [11] for
details), may lead to overfitting issues.

From Table1 and from Fig.4, it is possible to clearly observe the contri-
bution of the two-step process we propose. Indeed, the results show that the
proposed two-step model outperforms the one-step model, in all the situations.
In particular, the two-step model is much more robust to the presence of noise:
although we can still observe a lower F1-score when the noise amount increases,
its impact is much less evident. We can also observe that in general, the number
of clusters k seems to not significantly affect the results, even if the best results
are observed with k = /| Dr|-2. This means that the documents are distributed

Table 1. Fl-score@20 results obtained with different embedding strategies (T = TF-
IDF; D =Doc2Vec; W = Word2Vec) and different levels of noise. The upper-left sub-
table shows the results obtained with the one-step model, while the other subtables
show the results obtained by JPReg with different numbers of clusters. The best result
in a given subtable is shown in boldface, while the absolute best result is underlined.

One-step model Two-step model - k = /|Dp|/2
Noise % Noise %
10% 20% 30% 40% 50% 60% 10% 20% 30% 40% 50% 60%

0.696 | 0.587 | 0.456 | 0.305 | 0.154 | 0.047 T | 0.835 | 0.764 | 0.678 | 0.573 | 0.444 | 0.291
0.885 | 0.815 | 0.687 | 0.510 | 0.327 | 0.180 0.918 | 0.889 | 0.847 | 0.779 | 0.675 | 0.533
‘W | 0.927 | 0.904 | 0.861 | 0.780 | 0.648 | 0.475 0.944 | 0.930 | 0.905 | 0.859 | 0.776 | 0.652

o=
s v

Two-step model - k = /|Dp| Two-step model - k = /[Dp] -2
Noise % ‘ Noise %
10% 20% 30% 40% 50% 60% ‘ 10% 20% 30% 40% 50% 60%
T | 0.854 | 0.789 | 0.709 | 0.611 | 0.492 | 0.349 ‘ T | 0.868 | 0.808 | 0.732 | 0.641 | 0.530 | 0.399
|
|

0.923 | 0.896 | 0.856 | 0.795 | 0.703 | 0.575 D | 0.928 | 0.901 | 0.862 | 0.804 | 0.718 | 0.601
‘W | 0.948 | 0.935 | 0.913 | 0.872 | 0.797 | 0.681 ‘W | 0.952 | 0.941 | 0.922 | 0.885 | 0.817 | 0.710

v}
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Fig. 4. Fl-score@20 results obtained with the two-step model (with different values of
k) and with the one-step model. As embedding strategy, we considered Word2Vec.

Table 2. Fl-score@20 results obtained by JPReg (two-step model, k = +/|Dr| - 2,
Word2Vec) and by the competitors, with different levels of noise. The best result for a
given noise amount is shown in boldface.

Noise %

10% 120% |30% |40% |50% |60%
JPReg 0.952 | 0.941 0.922 | 0.885 | 0.817 | 0.710
LEGAL-BERT-EURLEX | 0.820 |0.446 |0.172 |0.063 |0.025 | 0.010
BERT-PLI 0.432 | 0.078 [0.024 |0.011 |0.007 |0.004

among several topics and that learning specialized paragraph embedding models
is helpful to retrieve significant paragraph regularities.

Focusing on the comparison with state-of-the-art systems, in Table2 we
report the Fl-score@20 results obtained by JPReg (two-step model, k = /|Dr|-
2, Word2Vec) and by the considered competitors, with different levels of noise.
From the results, we can easily observe that JPReg always outperforms both
LEGAL-BERT-EURLEX and BERT-PLI, independently on the amount of noise
in the data. Specifically, while the impact of noise is very strong on competitors,
JPReg appears very robust and, thus, adoptable in real contexts even when
the amount of noise in the data is high. The significantly lower F1-score@20
results achieved by the competitors, when documents are affected by high lev-
els of noise, can be mainly due to the higher dimensionality of their embed-
ding space (768), with respect to that adopted in JPReg (50). Indeed, although
BERT-based models exhibit very interesting results in several NLP tasks [5],
their high-dimensional feature space makes them more susceptible to the curse
of dimensionality on tasks based on the computation of distances/similarities
[9], like in the task at hand.
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Finally, the comparison between the adopted ANNS and the exact compu-
tation of the cosine similarity emphasized a difference of 0.6% in terms of F1-
score@n, which can be considered negligible. On the other hand, the advantage
in terms of efficiency is significant: the exact search required up to 1000x the
time took by the ANNS implemented in JPReg (see Table 3).

Table 3. Average running time (s) for the identification of the top-n most similar
paragraphs, with the two-step model and k = \/|Dr| - 2.

ANNS | Cosine Similarity
TF-IDF | 0.513 | 407.612
Doc2Vec |0.551 | 580.842
Word2Vec | 0.610 | 668.040

4 Conclusions

In this paper, we presented JPReg, a method to identify paragraph regularities
in legal judgments. JPReg represents the documents and their paragraphs in a
numerical feature space by exploiting embedding methods able to capture the
context and the semantics. JPReg is based on a two-step approach, that groups
similar documents into clusters and learns multiple paragraph embedding models
able to represent specific topics. Finally, JPReg demonstrated to be able to
identify paragraph regularities efficiently, thanks to the adopted ANNS strategy.

The accuracy and efficiency exhibited by the developed approach on real data
make JPReg a useful tool in real-world scenarios, also when large collections of
legal documents, possibly affected by noise, have to be analyzed.

For future work, we will exploit JPReg to provide suggestions during the
preparation of new legal documents, by exploiting process mining methods.
Moreover, we will evaluate the possibility to adopt transfer learning methods
[15,19] to exploit the models learned for a document cluster for the paragraphs
of other, similar, clusters. Finally, we will investigate the possibility to implement
JPReg as a service [20], to make it easily available to legal practitioners.
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Abstract. The sentiment analysis task has been given great attention in the recent
years, especially by enterprises and customers in commercial domain. In fact, com-
panies tend to identify the customers’ opinions regarding their services, industrial-
ized products, etc. In this context, the Aspect Based Sentiment Analysis (ABSA)
was introduced to determine the clients’ viewpoints and extract the different
aspects (e.g., price, quality, etc.) of entity (e.g., laptops) and assign them a senti-
ment polarity. In the present work, we are interested only in the aspect extraction
(AE) task which is the most crucial and difficult task in the ABSA domain. We
propose a hybrid method that combines the strengths of the linguistic knowledge
and those of deep learning methods to solve the problem of AE for the French
language. We also enhance this method by means of a new pruning algorithm
which is mainly based on an out-domain dataset. The developed hybrid method
has significantly improved the current state of the art and has given encouraging
results when applied on respectively the Amazon mobile phone reviews (86.39%
of F-measure) and the SemEval-2016 restaurant dataset (76.62% of F-measure).

Keywords: Aspect extraction - Association rules - Sentiment analysis -
Dependency relation - Pruning - Word embedding

1 Introduction

The internet’s content has become an important mine of data that can be exploited in
sociological, commercial, financial fields, etc. Therefore, because of the considerable
increase in the amount of the produced information and the importance that society
gives to the public opinion, sentiment analysis has been applied in several domains:
political, medical, financial, etc. In this study, we were mainly interested by the task of
sentiment analysis concerning the commercial domain. In fact, international companies
aim at improving the quality of their products and satisfying the customer’s demands. To
attain these objectives, researchers developed many sentiment analysis methods. They
classified this process into three levels: document level, sentence level and aspect level.
The first and second levels consist in extracting the prevailing general sentiments in
all documents or sentences. However, the third one offers more fine-grained sentiment
analysis. Although the three levels are important and give a better view about the users’
opinions, the third level remains the most important and the most difficult to realize.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Ceci et al. (Eds.): ISMIS 2022, LNAI 13515, pp. 85-94, 2022.
https://doi.org/10.1007/978-3-031-16564-1_9
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Unlike the other types of analysis, aspect-based sentiment analysis does not only
inform us about the general customers’ opinion concerning the product, but it also
determines their opinions about the different characteristics of a certain product. We
consider the following review:

This phone has a high storage capacity.

In this example, aspect-level sentiment analysis is performed to extract the positive
sentiment given to the aspect “capacity of storage” of entity “phone”. This task requires
first the extraction of aspects and, then, the detection of the customers’ sentiment about
each aspect. AE analyzes explicit and implicit aspects. The former are those mentioned
explicitly in reviews. They are generally nouns or noun phrases. However, the latter are
mentioned implicitly in the reviews and expressed in an indirect way through indices.
We take the following examples. In the first one, customer expresses his/her opinion
explicitly about the aspect “color” which is an explicit aspect. On the other hand, in
the second example, customer did not mention explicitly the aspects “appearance” and
“price”, but he/she gives his/her opinions about them through the opinion words “pretty”
and “cheap”. In this study, we focus only on the extraction of explicit aspects.

My phone color is very nice.

This cell phone is very pretty and cheap.

Although there are a lot of research works that has been conducted to solve this prob-
lem for the English language, it is not the case for the French language. This is essentially
due to the complexity of the linguistic components in the French language and the lack
of necessary resources and tools for processing. To concretize the aspect extraction task,
four main approaches are used: linguistic knowledge-based, machine learning-based,
deep learning-based and hybrid. In this paper, we present a hybrid method that addresses
the core tasks necessary to detect explicit aspects from French review sentences. This
method combines the high precision achieved by the linguistic knowledge-based method
and the high recall released by the deep learning-based method. The main contributions
of our research are outlined below:

— Collecting a new French dataset composed of 2400 mobile phone reviews. The reviews
in this dataset were manually annotated where 2000 of them are used to validate and
400 to evaluate our proposed hybrid method.

— Developing a new hybrid method for aspect terms extraction. This method achieves
high precision and high recall values.

— Introducing a new pruning algorithm to increase the accuracy rate provided by the
proposed method.

The remainder of the paper is organized as follows. Section 2 discusses the related
works on aspect extraction methods. Sect. 3 presents the different steps of the proposed
method. Section 4 describes the used dataset and the experimental results. The last
section gives some concluding remarks and perspectives.
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2 Related Works

Given the importance of aspect extraction task, it has been intensively studied by the
research community. Early studies divided the aspect extraction approaches into four
main approaches: machine learning-based approach [2, 4, 11], deep learning-based app-
roach [8, 14, 17], linguistic knowledge-based approach [1, 5-7] and hybrid approach [3,
9,12, 16].

The machine learning has been widely used in the aspect extraction task as it allows
classifying data. It is defined as a sub-task of artificial intelligence and consists of two
phases: the learning phase and the test phase. The former is applied to train the model
using a training dataset. However, the test phase utilizes a test dataset to validate this
model. Although there are many machine learning algorithms, two of them have been
largely employed in this field: the LDA (Latent Dirichlet Allocation) and CRF (Condi-
tional Random Field) algorithms. Among the works that adopted these algorithms, we
can cite the study of [11] where an Interdependent LDA (ILDA) model was proposed
to extract the aspects. This model benefits from the dependency between the opinion
words and the aspects. [2] improved the work of [11] and introduced another method
called Sentence Segment LDA (SS-LDA) based on the LDA model, association rules
and frequency. [4] applied the CRF algorithm and several features (e.g. POS (part of
speech tag) and the distance between words, etc.) to identify the aspect terms.

The deep learning based-approach is an enhancement of the traditional machine
learning algorithms. Its architecture was inspired from the human brain. Recently, deep
learning algorithms have proven their efficiency in the aspect identification task. For this
reason, many studies used these algorithms as it is the case [17] where authors employed
the CNN (convolutional neural network) algorithm to identify the aspect terms. This
algorithm aims at outputting a probability distribution over each aspect in the sentences.
[14] enriched the CNN algorithm by the domain knowledge to extract the aspect terms.
[8] combined many deep learning algorithms and used the Bi-LSTM, CRF and CNN
algorithms to extract the aspect terms.

The linguistic knowledge-based approach is one of the most used approaches in the
aspect extraction task. Researches, in this domain, use a set of linguistic knowledge
(constraints, rules and grammar) to solve this task. Among them, we mention [7] who
proposed a rule-based method to identify the frequent and infrequent aspect terms.
However, [5] concentrated on the dependency relation between aspect terms and opinion
words. [6] enhanced the work of [5] and exploited the dependency relations to detect,
in addition to the single-word aspect terms, the multi-word aspect terms. They also
introduced a pruning method to eliminate the non-aspect terms.

A hybrid approach takes advantage of the strengths of the existing approaches (lin-
guistic knowledge-based approach, machine learning-based approach and deep learning-
based approach) and enhances the aspects extraction task. It was employed by many
authors such as [9] who applied deep learning-based and rules-based methods to iden-
tify the aspect terms. In the first step, the researchers used the word embedding (deep
learning-based technique) technique to detect the aspects. After that, they utilized a set
of rules to identify the rest of the aspects. In the same context, [3, 12] and [16] created
a set of rules and coupled them with the deep learning algorithms to detect the aspect
terms. Firstly, they applied the rules to annotate the dataset necessary in order to train
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the deep learning-based model. Then, they trained these models on the training dataset
to extract aspects.

In this study, we adopt a hybrid method to solve the problem of aspect terms extraction
in the French language.

3 Proposed Method

In this section, we present the proposed hybrid method for aspect terms extraction. It
is based mainly on three steps. In the first one, a linguistic knowledge-based method
was used to extract a reduced list of highly-precise aspect terms. Although this method
achieved a high precision value, that of recall value remained low. To overcome this
weakness, we applied a deep learning-based method to calculate the semantic similarity
between words in the dataset as aspect words generally appear in similar contexts. Finally,
to ameliorate the obtained result, we applied a pruning algorithm used to remove the
non-aspect terms by applying an out-domain dataset.

3.1 Step 1: Linguistic Knowledge-Based Method for Aspect Terms Extraction

In this section, we describe in detail the proposed linguistic knowledge-based method for
aspect terms extraction. We first use a syntactic dependency relation method to extract
a list of highly-recalled aspect candidates. Then, the syntactic dependency relations are
combined with the association rules to extract the highly-precise aspect terms.

Extraction of the Highly-Recalled Aspect Candidates List. This step aims essen-
tially at finding and extracting the highly recalled aspect candidates. Some researchers
[7, 13] assumed that product aspects appearing in datasets are nouns. Relying on this
assumption, we suggest a method based on a set of rules to extract nouns with a high
probability to be considered as aspects. Since the aspect terms and opinion words are
strongly correlated in the same sentence, we utilized the syntactic dependency parser
tool Stanford and a set of patterns to identify the different syntactic relations between
these words. Although Stanford relations play an important role in identifying aspects
terms’ candidates, they are not all efficient in executing this task. Therefore, we con-
ducted an empirical study (on 2000 mobile phone reviews) regarding all the Stanford
relations and their specific impact on the aspect terms extraction. We concluded that
only seven relations (“nsubj”, “amod”, “nmod”, “obl”, “obj”, “conj” and “appos”) were
reasonably qualified to accomplish the aspects’ extraction task. Then, they were com-
bined with a set of patterns in order to create a set of rules applied to extract the aspect
words shown in Table 1. The rules are well explained in Table 1. For example, if there
is, in a sentence, the “nsubj” relation with a NOUN, as the first word, and an Opinion
Word as the second one, the first word will be extracted as an aspect candidate term. We
consider the following review:

La qualité est excellente. (The quality is excellent.)
det (La/The-DET, qualité/quality-NOUN), nsubj (qualité/quality-NOUN,
excellente/excellent-ADJ), cop (est/is-AUX, excellent/excellent-ADJ).
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There is a nsubj relation between the noun “qualité” and the opinion word “excel-
lente”. Thus, according to the rule, the “qualité” word is considered as an aspect. In this
work, we detect the opinion words using the opinion lexicon FEEL!.

This set of rules was applied to extract more than 96% of aspects terms that are
placed in ACL1 (Aspects Candidate List) list. However, the precision value remained
low (58.48%) due to the prominent extraction of a high percentage of the non-aspects
terms. So, in the following step, another list of highly-precise aspects was extracted from
the list of highly-recalled aspects.

Table 1. Aspect candidate’s extraction rules.

Relations Patterns Rules

nsubj/obl/obj (Noun, Opinion-Word) | If the relation is nsubj, obj or obl and the first
word is Noun and the second word is
opinion-word, then the first word will be aspect
term

nmod/conj/appos | (Noun, Noun) If the relation is nmod, conj or appos and the first
word is Noun and the second word is Noun, then
the first and the second words will be aspect terms

amod (Opinion-Word, Noun) | If the relation is amod and the first word is
opinion-word and the second word is Noun, then
the second word will be aspect term

Extraction of the Highly Precise Aspect Candidates List. We extracted, in this step,
highly-precise aspect terms by applying first the association rule mining method pro-
posed by [10] to extract the nouns that frequently occur together in the same review.
The use of this method originates from the fact that those aspects of products mostly
appear together in the same review because customers usually share the review while
mentioning several product’s features. For this reason, a transaction file, where each
line contains all the nouns existing in the same review, was created. Then, the Apriori
algorithm was applied on this file with a high support value equal to 0.01% and a high
confidence value equal 0.3 (this value is chosen according to an empirical study). In the
association rules, the support value reflects the frequency of the appearance of all aspects
together in the dataset. Therefore, a high support value between X and Y shows a strong
link between them. However, the confidence value reflects the number of times a given
rule turns out to be practically true. So, a list (ACL2) of the most frequent and correlated
nouns in the dataset was formed. Taking this rule (qualité (quality) -> photo (picture))
generated by the Apriori algorithm with a support value equal to 0.02 and confidence

! The French lexical dictionary FEEL (French Expanded Emotion Lexicon) is composed of
14,128 opinion words: 8424 of them are positive and 5704 of them are negative.

2 The value of support is chosen according to an empirical study that we effected on 2000 reviews.
This study proves that the highly correlated aspect terms appear together for at least 20 times
out of a total of 2000 transactions i.e. support 20/2000 = 0.01.
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value equal to 0.5. According to the algorithm, the terms “qualité” (quality) and “photo”
(picture) are highly correlated in the dataset, so we add these two terms to the ACL2 list
since they can be potential aspect terms. The size of this list (ACL2) would, therefore,
increase by combining the dependency relations and the association rules. The aspect
candidates extracted by Stanford dependency relations in the previous step were first
examined. It was clear that the “nsubj” relation has the highest accuracy. This relation
succeeded in extracting an important number of correct aspect terms. Thus, it was used
as a prominent source to extract the right aspects. After that, we apply the association
rules mining method, for the second time, with a support value (0.008 according to an
empirical study) to produce more rules. Then, we verify for each term in the “nsubj”
relation if it is correlated with any highly-precise term in ACL2. If it is the case, then the
“nsubj” term will be added to a new list (ACL3). The resulting aspect terms list is called
ACL4 and it contains the aspect terms from both ACL2 and ACL3 (ACL2 + ACL3).
Although this method helped to extract a highly precise aspect terms list (precision equal
to 83.58%), the recall value remained low (33.53%).

The main objective of the next step is to ameliorate the recall and precision rates by
applying a deep learning-based method.

3.2 Step 2: Deep Learning-Based Method for Aspect Terms Extraction

This section focuses on extracting rest of aspects by using the semantic similarity between
words. This similarity can be captured by employing several methods (e.g. PMI) and
different resources (e.g. WordNet, Probase, etc.). We essentially concentrate on the
word embedding technique based on the neural networks architectures proving a high
efficiency in the extraction of words appearing in similar contexts.

The word embedding is an NLP (Natural Language Processing) technique widely
used to represent the words by vectors of real numbers. These vectors of words take into
consideration the semantic similarity between words and represent the words appear-
ing in similar contexts by relatively-close vectors. In this work, we employed the word
embedding technique, already trained by neural networks, in order to compute the seman-
tic similarities between aspects term’s candidates. There are many publicly available
word vectors trained on a huge deal of information extracted from many sources (e.g.
Wikipedia, news, etc.). However, previous researches, such as [7], showed that the use
of this type of word embedding can sometimes give bad findings and degrade the effi-
ciency of the proposed aspects extraction methods. This result is due to the fact that
these available embeddings are trained on different domains and not on a particular
domain. Therefore, the use of a specific domain word embedding is more pertinent in
the detection of semantic similarity between aspects than multi-domain embedding.

Despite the large number of available datasets in the English language for the sen-
timent analysis, the French language was not given much importance in this field. In
order to overcome this limitation, we collected a large domain-specific dataset and used
it to train our embedding by applying the Word2Vec® model. For the mobile phone’s

3 The genism library was utilized to train our Word2Vec model on 100 epochs with a vector size
of 100.
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domain reviews, the input represents the reviews we collected from Amazon website
(around 19600 reviews). For the restaurant domain, 10000 Yelp restaurant reviews have
been collected and used to training the model. After that, a similarity measure (Cosine
measure) was employed to calculate the degree of similarity between the highly-precise
aspect terms (ACL4) and the highly-recalled aspect candidates’ terms (ACL1). The
aspect terms resulting in this step are placed in ACLS.

We put the final list of aspect terms, resulting from the proposed hybrid method in
ACL6 (ACLS + ACLA4).

3.3 Step 3: Improvement of the Aspect Final List with an Out-Domain Pruning
Algorithm

The developed method provided acceptable precision results and excellent recall results.
So, we proposed a pruning algorithm based on the out-of-domain dataset to improve
the precision of the extracted aspects by eliminating incorrect aspects. This pruning
algorithm is suggested to detect whether a word is an aspect term or not based on its
domain relevance degree. This idea comes from the assumption that aspect words are
probably much more used in their specific domain than any other domain. To attain
this purpose, an out-domain dataset was utilized to calculate the domain specificity of
each term in our aspect list. The evaluation of this domain specificity depends on two
frequency values and aims at determining the number of times in which the term appears
in a domain-related dataset, relatively to how often the term appears in an out-domain
dataset. As it is shown in the Egs. (1) and (2), the domain-dependency DD (related/not
related) of each term r was computed according to the total number of terms existing in
the same dataset.

_ Freq(t, Dr)
DDg(t) = —Z'fT (1
DDyg(t) = Freq(t, Dnr) @)

2T
Dr: the related-domain dataset. T: the total number of terms in the dataset. Dnr: the
non-related-domain dataset.

Then, the values DDr and DDnR were compared. If the DDg was equal or superior
to DDnR, the term would be considered as an aspect since it is related to the specific
domain. Otherwise, it would be deleted from the list of aspect terms.

This method enhanced the precision value obtained by applying the introduced
method and allowed removing a big number of the non-aspect terms. However, it can
face the problem of the appearance of words (e.g. “Game”) that can be aspects in two
different domains. This word is an infrequent aspect term (does not usually appear as an
aspect term) in the domain of mobile phones, but it is an important and frequent aspect
term in the domain of football. In this case, it would be eliminated from the aspect terms
list though it is a correct aspect term.
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4 Experiments and Results

In this section, we evaluate the performance of the proposed aspect extraction method
and we compare it with a set of state-of-the-art benchmarks. We also present the used
datasets.

4.1 Dataset

The proposed method has been experimented and evaluated on mobile phone (400
reviews) and SemEval-2016 restaurant (335 reviews) datasets. In fact, we collected
22000 Amazon mobile phone reviews on French language. We used 19600 reviews (out
of a total of 22000) to train the word embedding technique and create words’ vectors.
The rest of the reviews (2400 reviews) were manually annotated in our laboratory by
two annotators: the first one is a member of our laboratory and the second one is a lin-
guist from the faculty of Letters and Human Sciences of Sfax. From these 2400 reviews,
2000 were used to validate our method and 400 were used to evaluate the performance
of our method. In the other hand, we collected 10000 reviews from Yelp website to
train the word embedding technique and then, we evaluated our method on SemEval-
2016 restaurant (335 reviews) reviews. In addition to the mobile phone dataset, another
football dataset (1302909 words) was employed to apply the pruning algorithm.

4.2 Evaluation of Our Proposed Method for Aspect Terms Extraction

In this section, we evaluate our proposed hybrid method for aspect terms’ extraction.
it is shown by Table 2, the obtained results demonstrate that the LKBM (Linguistic-
Knowledge-based Method) and DLBM (Deep Learning-Based Method) methods pro-
vided good results. In fact, the LKBM (ACL4) achieved a very high precision rate
(83.58% for mobile phone domain and 82.05% for restaurant domain) and low recall
rate (33.53 for mobile phone domain and 21.05% for restaurant domain). However, the
DLBM (ACLS5) provided us with an acceptable precision (70.96% and 70.22%) and
recall values (62.78%, 60.52%) for both mobile phone and restaurant domains.

In order to ameliorate the obtained results and take advantage of the strengths of
the two methods, the latter were combined (ACL6). As it is exposed in Table 2, the
proposed method HAEM (Hybrid Aspect Extraction Method) gave very encouraging
results (F-measure equal to 84.51% for mobile phone and 77.02% for restaurant) for
both studied domains. It also improved significantly the findings obtained by LKBM
and DLBM and achieved a high recall value and precision rate. In addition, to enhance
the precision value and remove the non-aspect terms, we suggested a pruning algorithm.
This algorithm enhanced significantly the precision values by 3% and 2% respectively
for mobile phone and restaurant domains, respectively and removes a significant number
of non-aspect words.

In the other hand, we compared our proposed method with two other works [8, 12]
(presented in Sect. 2) that had been dealing with the aspect extraction task in French
language. The experiments in both [8] and [12] were performed on a French SemEval-
2016 restaurant dataset. The obtained results summarized in Table 3 revealed that our
method outperformed the other benchmarks in terms of aspects’ extraction.
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Table 2. Evaluation of the proposed aspect-extraction method according to Precision (P), Recall
(R) and F-measure (F1).

Mobile phone Restaurant

P R F1 P R Fl1

Step 1-1 of LKBM | 58.48% | 97.00% | 72.96% 39.17% 1 94.07% | 55.31%
Step 1-2 of LKBM | 83.58% |33.53% |47.86% 82.05% |21.05% |33.50%

Step 2: DLBM 70.94% | 62.87% | 66.66% 70.22% | 60.52% | 65.01%
HAEM 75.23% 196.40% | 84.51% 72.94% | 81.58% | 77.02%
+Pruning 78.32% 195.20% | 86.39% 74.15% 1 79.27% | 76.62%

Table 3. Comparison of our method with benchmarks.

P R F1
HAEM 75.00% 77.96% 76.45%
[8] 69.73% 71.76% 70.73%
[12] - - 61.20%

5 Conclusion

In this research paper, we proposed a new hybrid method to extract the aspect terms.
In this method, we combined the linguistic knowledge based-methods with the deep
learning-based methods to obtain better results. We first extracted a list of highly-recalled
aspect terms using a set of rules. The latter detected the aspect terms based on the
dependency relations between aspects terms and opinion words. After that, this list
was exploited to create another list containing only the highly-precise aspect terms.
These terms were extracted based on the association rules and the dependency relations
methods. Finally, the deep learning technique (word embedding) was applied to form
another list of aspect terms semantically similar to the highly-precise aspect terms.
In addition, to ameliorate the performance of the proposed method, a new pruning
algorithm was proposed. This algorithm improved mainly the ratability of our method
and augmented the precision value by 3% and 2% for both mobile phone and restaurant
domains.

The suggested method achieved high performance and surpassed the other bench-

marks with a value of F-score equal to 86.39% and 76.62% for both mobile phone
and restaurant domains.

In our future work, we plan to enhance the precision of our method by applying a
new efficient pruning method using a set of rules and statistics. Then, we will be more
interested in detecting the implicit aspect terms that have become an important sub-task
in the aspect extraction task. Finally, we will suggest a method to analyze the sentiment
of users concerning the aspect terms.
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Abstract. Natural language models and systems have been shown to
reflect gender bias existing in training data. This bias can impact on the
downstream task that machine learning models, built on this training
data, are to accomplish. A variety of techniques have been proposed to
mitigate gender bias in training data. In this paper we compare different
gender bias mitigation approaches on a classification task. We consider
mitigation techniques that manipulate the training data itself, including
data scrubbing, gender swapping and counterfactual data augmentation
approaches. We also look at using de-biased word embeddings in the
representation of the training data. We evaluate the effectiveness of the
different approaches at reducing the gender bias in the training data
and consider the impact on task performance. Our results show that the
performance of the classification task is not affected adversely by many
of the bias mitigation techniques but we show a significant variation in
the effectiveness of the different gender bias mitigation techniques.

Keywords: Gender bias - Training data - Classification

1 Introduction

NLP systems are trained on natural language content and it has been shown
that they can display bias learned from the training data. Prior work has shown
gender bias in core NLP tasks such as co-reference resolution [5,13] and language
modelling [13] and in word embeddings which are used to represent text data
[3,4,12]. Gender bias has also been demonstrated in more practical applications
of NLP, such as abusive language detection [7,16] and sentiment analysis [11].

A variety of bias mitigation techniques have been proposed. These techniques
include approaches which manipulate the training data itself including removing
all gendered words, known as data scrubbing [6], or swapping gendered words
with their gender equivalent [25]. Techniques which attempt to de-bias word
embeddings have also been proposed, those that remove bias from static word
embeddings after they have been generated [3] and those that alter the training
process to generate de-biased word embeddings [26].
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In this work we compare different gender bias mitigation techniques on train-
ing data in two ways. We look at the effect that the techniques have on reduc-
ing the gender bias in the data and we evaluate the impact of the techniques
on a downstream task that a model which is trained on the data is built to
achieve. The techniques we consider include those that aim to neutralise the
gender through data manipulation and augmentation and the approach of using
de-biased word embeddings as the representation for the data.

To measure the gender bias on training data requires identifying gender in
some way in the training data. A challenge faced is identifying training datasets
that include appropriate labelling for the downstream task and labelling to facil-
itate measuring gender bias. We use the benchmark BiasBios dataset published
by [6] which has dual labelling; the target class is occupation but each instance
in the dataset, which represents an individual biography, is also labelled by gen-
der. In addition we use the technique which is named by [21] as Gender Bias
Evaluation Testsets (GBETSs) to generate a test dataset for a hate speech clas-
sification task. GBETs are designed to check that NLP systems avoid making
mistakes due to gender bias. Our results show significant variation in the effec-
tiveness of the different gender bias mitigation techniques on the gender bias of
the training data although the impact on the performance of the classification
task is less significant.

2 Related Work

Techniques used to remove the gender bias in training data primarily involve
(i) manipulation and augmentation of the training data and (ii) using debiased
word embeddings as the representation. There are two primary ways that the
data is manipulated, firstly by removing gender indicators from the data, known
as data scrubbing [6], and secondly by augmenting the data with additional
examples that are gender-swapped. Scrubbing has been shown to have effect on
reducing gender bias in classification while preserving the overall model accuracy
[17]. Gender swapping has been shown to be successful in reducing gender bias
in classification [16] and coreference resolution [25] and, although it is easy to
implement, it requires paired lists of gender specific terms and it doubles the
size of the training data which is computationally expensive.

Counterfactual Data Augmentation (CDA) [13] was proposed to improve
basic gender swapping. In addition to swapping gendered words which co-refer
to a proper noun, for example Queen Elizabeth, are not swapped. CDA also
includes the appropriate swapping of “her”, “he” and “him” to maintain the cor-
rect grammar of sentences. Counterfactual Data Substitution (CDS) [9] was pro-
posed to avoid duplicating the full dataset using gender swapping, and involves
substituting fifty percent of the data with gender-swapped versions. The sub-
stitution is done probabilistically on a per document basis rather than within
document to avoid grammatical errors.

The different approaches for de-biasing word embeddings can be grouped into
post-processing approaches that debias the embedding after it has been gener-
ated and those that attempt to train and generate embeddings with minimal
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bias. GN-Glove (Gender-Neutral Global Vectors) is an example of the latter [26],
training debiased word embeddings from scratch with gender as the protected
attribute. A common post-processing method for debiasing word embedding uses
the gender subspace or direction that captures the bias [3]. Gender-neutral words
(pre-defined) are altered to be zero in the gender subspace by projecting them
orthogonally to the gender subspace. Then predefined equality sets of words
which differ only in the gender component (e.g. grandfather, grandmother) are
altered to be equidistant from the gender neutral words. However, it has been
shown though that while this approach substantially reduces bias, it is not fully
removed, only hidden, and can be recovered [8]. A disadvantage of these post pro-
cessing approaches is that sets of gender neutral and equality words are required
prior to the de-biasing process. Debiasing embeddings can have negative effects
on gender bias in downstream tasks and has been shown to actually increase
gender bias, although classification accuracy was also increased [17].

The predictions from a unbiased or fair NLP model should not be influenced
by gender mentions in the input text content. Differences in system performance
for inputs where the text content varies only by gender can indicate that the
system is not fair. This can be achieved by gender swapping the test instances to
see whether the NLP system will perform differently on test data that is gender
specific. This approach has been used in coreference resolution [13].

Generating a synthetic test set with test instances that isolate gender, also
called Gender Bias Evaluation Testsets (GBETSs) [21], has been more commonly
used to evaluate gender bias. The GBET dataset can be mined from existing
natural language data [24] but, more commonly, the GBET dataset is generated
from sentence templates that reflect the NLP task and include gender iden-
tification words. Pairs of sentences are generated from the sentence template
each with a specific gender identity. Differences in the NLP system performance
across the pairs demonstrate the existence of gender bias in the training dataset.
The extent of the difference can reflect the extent of gender bias in the system.
Although GBETS have a few limitations including non naturalistic text and lack
of coverage [2] they have been used in a variety of different NLP tasks including
sentiment analysis [11], abusive language detection [7,16], coreference resolution
[5,18] and to evaluate bias in language models [15].

There are a variety of measures in the literature used to measure fairness or
bias for algorithmic classification problems [22] and to detect gender bias in NLP
methods [20]. Most of the recent work on evaluating gender bias in NLP systems
use variations on Hardt et al.’s work on equalised odds and equal opportunity
[10]. These measures are group measures and use the gender distributions in the
training data rather than the democratic parity measure which insists on equal
outcomes for both genders regardless of prevalence or ground truth. Based on
the equalised odds definition of fairness where the predictions are independent
of gender but conditional on the ground truth or actual outcomes in the training
data, error rate equality differences [7,16] capture the extent of unintended bias.
Other work focuses on equality of opportunity which considers only the desirable
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Fig. 1. Four datasets extracted from BiasBios each with biographies of two occupa-
tions, showing the class (occupation) distributions and the gender distributions across
each occupation.

outcome [17]. This means that the true positive rate of the system should be
independent of gender but conditional on the actual outcomes.

3 Approach

Our aim is to compare different data bias mitigation techniques for handling
gender bias in training data and to evaluate the impact of these techniques
on the performance of a downstream classification task. The bias mitigation
techniques we consider are scrubbing, CDA and CDS and we also consider the
impact of different word embeddings.

We use two datasets, one that is already labelled for gender, the BiasBios
dataset [6] a dataset of biographies across different occupations with a gender
label for each biography, and one where we utilise a Gender Bias Evaluation
Testset (GBET) to measure the gender bias. Biographies for pairs of occupa-
tions were selected from BiasBios that are likely to demonstrate gender bias but
that also have different class distributions. These pairs included surgeon-nurse,
engineer-professor, model-filmmaker, poet-painter. Figure 1 shows the occupa-
tion pairs and gender distributions across these datasets. The surgeon-nurse
dataset has high gender imbalance, nurses are 10 times more likely to be female
than male, but surgeons are almost 6 times less likely to be female than male
Fig. 1(a). The first step in pre-processing this data is to remove the first sentence
of each biography due to the existence of the occupation word [6]. Noise removal,
involving removing tags and replacing contractions (don’t is replaced with do not
etc.), and normalisation, converting all text to lower case, is performed. The text
is tokenised into words and stop words and all punctuation are removed.

Our second dataset is a Hate Speech dataset of tweets [23] where the down-
stream classification task is to predict whether the tweet is abusive or not. This
dataset, which has a size of almost 17K instances, was collected from Twitter
and consists of 3,383 samples of sexist content, 1,972 samples of racist content
and 11,559 neutral samples. We transform the dataset to a binary classification
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problem by concatenating the sexist and racist contents to “abusive” and assign-
ing neutral samples to “non abusive” labels. This data was pre-processed in a
similar way to the BiosBias datasets and split into 80%20% train and test splits
for experimentation. As this dataset does not have any gender label, to measure
gender bias a synthetic unbiased test set is generated using the identity term
template method proposed by [7]. This approach generates an unbiased test set
for each gender by filling in sentence templates with gender identity terms that
provide the gender label for the test instance. The template is also filled in with
offensive and non-offensive nouns and adjectives that provide the target label for
the test instance. Following work by [16] the templates, the identity term pairs
and the nouns and adjectives we used are given in Table 1. We generated 1332
test samples in total, 666 pairs giving equal sets of male and female instances
and equal distribution across abusive and non-abusive also.

We used a simplified version of the deep neural network model used by [6]
for classification. Our model included an embedding layer as an input layer,
followed by a bidirectional long short term memory (BiLSTM) layer to encode
the input sentence, a dropout layer and a linear output layer with cross entropy
to compute the loss which comes after a dense layer with Relu activation. All
hyper parameters were tuned and their optimal values determined.

We measured classification performance using average class accuracy (ACA)
due to the imbalanced class distributions in both datasets. We evaluated gender
bias using True Positive Rate Gap (T'PRgap) =| TPRmate — TPRemate | [17]
which measures the differences in the gender specific true positive rates.

4 Results

Figure 2 shows the average class accuracy across different embeddings using dif-
ferent bias mitigation techniques on the four occupation datasets. The base-
line model is trained without applying any data manipulation techniques to the

Table 1. The templates, identity term pairs and the nouns & attributes used to gen-
erate test data for the HateSpeech classification task.

Templates Identity Pairs
You are a < adjective > < identity term > woman/man girl/boy
< werb > < identity term > female/male sister/brother
Being a < identity term > is < adjective > daughter/son wife/husband
I am a < identity term > gal/guy mother/father
I hate < identity term (plural form) > grandmother/grandfather
Nouns & Adjectives & Verbs Target

disgusting, filthy, nasty, rotten, horrible, terrible
awful,stupid, moronic, dumb, ugly,repulsive, vile Abusive
idiotic,shitty, fucked, kill, murder, hate, destroy

great, fun, nice, neat, happy, good, best, fantastic
wonderful, lovely, excellent, incredible, friendly | Non-Abusive

gracious, kind, caring, hug, like, love, respect
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training data. All the explicit gender indicators are removed using data scrub-
bing. Results are also reported for the CDA and CDS data augmentation tech-
niques. Three different word representations were used to analyze the impact
of embeddings on gender bias. These include (i) pretrained word2vec embed-
dings [14], labelled Word2Vec, (ii) pretrained hard debiased word2vec embed-
dings [3], labelled Debiased-Word2Vec and (iii) pretrained conceptnet embed-
dings [19] labelled ConceptNet. The latter two embeddings were selected as they
were the top embeddings found to have least bias by [1].

In general, the classification performance with bias mitigation does not vary
significantly from the baseline. CDA has the best performance across all embed-
dings and datasets which is most likely due to the increase in training data as a
result of duplicating the training set. CDS and scrubbing tend to have a negative
impact on classification performance except for the ConceptNet embeddings.

Figure3 shows the gender gap TPRg,, for each of the four occupation
datasets. Results show that applying any data manipulation approach, scrub-
bing, CDA, or CDS significantly reduces the bias compared to the baseline. This
pattern is evident across all three embeddings and all datasets. It is particu-
larly apparent in the occupations which have a significant imbalance in gender
distribution including nurse and surgeon Fig. (3a), engineer Fig. (3b), filmmaker
and model Fig. (3c). Across all types of embeddings the CDA data augmentation
technique performs the best. Professor, poet and painter are occupations that
have more or less equal gender distributions and show a low gender gap indi-
cating a low level of bias. As can be expected with low bias, the bias mitigation
techniques do not have a significant impact on reducing the gender gap but do
not have any negative impact either.

Debiased-Werd2vec Conceptnet Word2vec M Baseline Debiased-Word2vec Conceptnet Wwordavec M Baseline

97.4% 97.9% M scrubbed M Scrubbed
97.1% 96.8%97.1% g¢ 0. 96.7% 96.9% 96.8% 96.49% 96.7% g6 095 95 g% 96.1% 96:6% oo - 196.5% 97.1%

97.4%
|m I I I I I I I .m |
(a) (b)

Surgeon vs. Nurse Engineer vs. Professor

Debiased-Word2vec Conceptnet Word2vec M Baseline Debiased-Word2vec Conceptnet Word2vec W Baseline
97.6% M Scrubbed W Scrubbed

97.1% 96.7% 96.4% 96.6% 96.3%| L 96.5% 96.8% g 195 96.9% 96.7% 96.% ¢ 0| gy

97.4% 97.3%
96.3% g5 6oy 95.9%95.4% 96.0% 95.7% 96.5%| m cpa 95.7%
II III III I.(DS IIIIIIIIIIIII(DS

(¢) Model vs. Filmmaker

Poet vs. Painter

Fig. 2. Classification performance (ACA) for the four binary occupation datasets
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Fig. 3. True Positive Rate gap (T'"PRgqp) for each of the occupation datasets.

Surprisingly, using debiased-word2Vec embeddings on the original training
data (without any data manipulation) does not reduce the bias significantly in
any case, and actually increases the gender bias for both classes in the surgeon-
nurse dataset as seen in Fig. 3a. However, combining debiased word2vec with any
of the data manipulation techniques does significantly decrease the bias, across
all datasets, more so that using the original word2vec. This suggests that using
de-biased word embeddings alone is not adequate to mitigate gender bias.

While CDA has shown good performance both in terms of classification per-
formance and reducing gender bias, the required duplication of the data means
it is computationally expensive. CDS was proposed to alleviate this challenge.
However, while CDS performs well compared with the baseline for all occupa-
tions, it is not as effective at reducing bias as CDA, particularly for occupations
where a material gender gap exists. The only exception to this is for word2vec
embeddings where the gender gap is comparable.

Inspired by CDA and CDS, we explored augmenting the training data by
adding a proportion of the original dataset, gender-swapped, to the original
dataset. We randomly selected 20%, 50%, and 70% percent of the dataset,
applied CDA to this proportion of the dataset and added it to the training
data. To counteract the random element in the data sampling, we repeated
the process twice with two different random selections for each proportion and
reported the average. Figure4 shows the average class accuracy and TPRyqp
results for different proportions of data duplication in addition to the TPRyqp
for CDS (which is labelled as GAP-CDS). As the results show the data duplica-
tion amount does not have a significant impact on the classification performance.
However, increasing the proportion of data duplication has a direct impact on
the gender bias. As gender-swapped data is added to the training data, the gen-
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der bias reduces, particularly for the occupations where the distribution of men
and women is highly imbalanced as seen in both nurse and surgeon in Fig. 4a,
engineer in Fig.4b and model in Fig.4c. In many cases adding 50% and 70%
data duplication to the training data has a good impact on gender bias and can
be even better than using CDS. Adding gender-swapped data to training data
with a relatively balanced gender distribution does not impact on the gender
gap or classification accuracy as seen in professor in Fig.4b and poet or painter
in Fig. 4d.
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Fig.4. ACA and TPRy,p results for different proportions of data duplication. The
CDS TPRgqp is labelled as GAP-CDS

We evaluated the impact of the bias mitigation techniques on the Hate Speech
data using the GBET template approach to generate synthetic test data to mea-
sure gender bias. Table 2a shows the average class accuracy on both the 20% test
split in the original data and the synthetic test dataset. Similar to our previ-
ous results bias mitigation techniques do not adversely impact on classification
performance and an interesting result here is that classification performance is
significantly improved by using CDA. Classification performance is significantly
lower on the test dataset, and although the purpose of this data is to measure the
gender bias rather than the classification performance, such poor performance
might suggest that this data does not match well with the classification. We also
looked at whether using different word embeddings for the text representation
had any impact. Results in Table 2b show that the word embedding used does
not have as much impact on gender bias as the data manipulation approaches.
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Table 2. (a) ACA and (b) TPRgyap for the hate speech
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5 Conclusion

In this work, we examined the impact of various bias mitigation techniques
on downstream classification tasks. We looked at different data manipulation
techniques including data scrubbing which removes explicit gender indicators
from the training data, and CDA and CDS, two data augmentation approaches
which use gender-swapping. We also looked at whether using different word
embeddings for the text representation had any impact. We evaluated the impact
on gender bias on datasets that are naturally labelled for gender. We also looked
at a dataset that does not have a gender label and generated synthetic non-biased
test datasets to allow an evaluation of gender bias.

Our findings show that while all the data manipulation approaches do reduce
gender bias, the CDA data augmentation approach has the best impact generally.
It does not impact on the classification performance of the downstream task and
in one situation actually improved it.

Where training data did not exhibit much gender bias the bias mitigation
techniques did not impact negatively on classification performance or gender
bias. This suggest that these techniques can be used on training data for classi-
fication tasks where the gender bias is unknown in advance.

CDA has a significant limitation in that as it adds a full gender-swapped
version of the training data it doubles the size of the training data. CDS, which
was proposed to offset this limitation, does not perform as well as CDA in our
experiments. We explored adding gender-swapped proportions of the training
data rather than the full dataset. These also do reduce the bias in the train-
ing data without impacting on classification performance. This suggests that a
smaller proportion of the training data could be used for CDA rather than the
full dataset.

Word embeddings are a popular text representation in NLP systems and
we included a number of word embedding models in our experimentation. The
embeddings used were selected as they had been shown to have the least gender
bias on a study of bias in word embeddings [1]. Our results show that the embed-
ding used does not have as much impact on gender bias as the data manipulation
approaches.
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Abstract. Question Answering (QA) is a critical NLP task mainly
based on deep learning models that allow users to answer questions
in natural language and get a response. Since available general-purpose
datasets are often not effective enough to suitably train a QA model,
one of the main problems in this context is related to the availability of
datasets which fit the considered context. Moreover, such datasets are
generally in English, making QA system design in different languages dif-
ficult. To alleviate the above-depicted issues, in this work, we propose a
framework which automatically generates a dataset for a given language
and a given topic. To train our system in any language, an alternative
way to evaluate the quality of the answers is needed, so we propose a
novel unsupervised method. To test the proposed technique, we generate
a dataset for the topic “computer science” and the language “Italian” and
compare the performance of a QA system trained on available datasets
and the built one.

1 Introduction

Natural Language Processing (NLP) models represent a class of Machine and
Deep Learning solutions devoted to automated tasks involving texts written in
natural language. Since such models need large amounts of data to train to
obtain good performances, one commonly faced problem is the lack of training
datasets. In the above-depicted context, it is convenient to have methods to
collect training data.

In literature, many datasets have been created to solve tasks related to Ques-
tion Answering. Their categorization is due to the type of Question Answering
problem faced. The main category is Open-domain one, in which datasets are
designed to train models to provide one-shot answers to factoid questions start-
ing from many available general-purpose texts. We can further categorize Open-
domain QA datasets by exploiting the type of QA task considered.

The first class of datasets that we will consider is the one for Extractive QA,
one well-known member of this category is SQuAD 1.1 [7,8] by Stanford Uni-
versity. This dataset has questions and answers generated from Wikipedia, more
details will be provided later. TiviaQA [4] is another data collection for extractive
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QA containing 650K question-answer-context triples collected by trivia enthusi-
asts and independently gathered by evidence documents. In average, each ques-
tion have six answers. NewsQA [11] is a dataset composed by 100K human-
generated question-answers pairs based on a set over 10K CNN news. All the
datasets cited until now can also be employed for Reading Comprehension (RC)
tasks. Another subcategory is that of conversational datasets, where different
rows are not only referred to the same context but also belong to the same dia-
logue. For this category, the most relevant datasets are CoQA (Conversational
Question Answering dataset) [9] and QuAC (Question Answering in Context).
[2] main goal is to train a predictor able to detect the question context and
suitably answer even if questions are meaningless if isolated by the context,
like “Where?” or “Why?”. In the second case, the model input is not a pair
(context, question), but a sequence (context, history). Looking at abstractive
QA, where answers are generated rather than retrieved, we find NarrativeQA
[10] a dataset with stories and related questions. The text sources are Project
Gutenburg and movie scripts repositories, mainly imsdb. It contains 46K sam-
ples. TweetQA dataset [15], which belongs to the same family, is composed of
information retrieved from twitter and contains 17K samples. The last subcate-
gory we will consider for Open-domain question answering is one of the datasets
for information retrieval QA (IR), in which we find the WikiQA [16] dataset.
Besides open domain datasets, there are several datasets for specific domains
like FiQA (Financial Opinion Mining and Question Answering) [5] or JEC-QA
(Legal Question Answering) [17].

Focusing our attention again on the SQuAD dataset, we have that each
dataset entry contains the context, question and answer fields. Different rows can
be related to the same context and since, as we have already said, this dataset
has been designed for extractive QA, the answer is a text segment coming from
the context. Consequently, the answer field is a dictionary containing texts of
correct answers and the initial position of the answer span. There are, typically,
three or four correct answers for each question. The accuracy of models trained
using this dataset is measured through EM (Exact Match) and macro-average
F1 scores.

As for datasets in the Italian language, in [3] a translation of SQuAD is
proposed. This dataset is available both in JSON format and on the Hugging
Face library [14], which is very popular for QA, since it allows it to work easily
with tokenizers, models and pipelines, to get datasets ready to use and contains
many pre-trained models.

However, there are no domain-specific datasets for question-answering in
the Italian language. Thus, we propose a modular pipeline for domain-specific
question-answering dataset generation. This generation pipeline can also apply
to other languages. The rest of the paper is organized as follows: Sect. 2 presents
the proposed framework, Sect.3 shows the experimental results and introduces
an alternative evaluation metric to measure answers quality, and finally Sect. 4
concludes this work.
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2 Proposed Method

In this Section, the method proposed in this work is described.

As previously stated, the proposed framework aims to automatically generate
datasets for the Question Answering (QA) task, which goal is achieved through
the construction of the complete pipeline sketched in Fig. 1.

Context Scrapl.ng Questhn Questl(.)n Translation |
& Data processing Generation Answering

Dataset

Fig. 1. Pipeline of the proposed approach.

The problem addressed by the proposed method is the lack of datasets in lan-
guages different from English and particularly domain-specific datasets for ques-
tion generation. For this reason, the pipeline is designed to generate datasets in
many languages and related to various user-defined topics. Framework modules
can also be easily customized. The strategy adopted is to extract the information
from plain text.

According to Definition 1, the main steps to be addressed to build a dataset
are (4) context definition, (i7) question generation and (iii) golden answer gen-
eration. Except for the first step, where contexts are chosen and acquired, the
other activities require specific models. The structure depicted by Definition 1 is
one of the Extractive QA datasets.

Definition 1 (Dataset for Question Answering). A dataset D suited for
the extractive QA task is a set of entries (c,q,a), where ¢ is a context, q is a
question and a s a gold answer.

Due to the absence of models able to generate answers and questions in the
Italian language, we have chosen to acquire texts in the English language and
add a translation phase to obtain the final dataset. This solution make this
methodology applicable also to other languages.

In Fig. 1 are reported main steps of the proposed pipeline, which are described
next. For fine-tuning, experiments, pipeline implementation and models testing,
HuggingFace’s Transformers library is employed.

Context Scraping and Raw Data Processing. Here the pipeline extracts
the text from a source. Typically this operation is performed through API. At
this point, the data retrieved is a raw text that must be pre-processed. Methods
for tokenization and features pre and post-processing are applied to it to obtain
a clean text. It is used then to exact the contests representing the starting point
for questions and answers extraction. Since models like BERT have problems
working with long texts, reference text dimension reduction is needed. If the
maximum embedding dimension is overtaken, then the sentence is truncated
The text is chunked into parts with a dimension of up to 512 tokens to extract
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the contexts. In the splitting operation, strong punctuation is considered to avoid
sentence breaking.

Question Generation. This phase consists of generating questions starting
from the text, which, in this case, is the context scraped during the first step of
the pipeline.

Three requirements should be satisfied: (¢) humans should be as less involved
as possible, so questions should be generated automatically; (i) questions should
have good quality; (ii7) the generated question has to be referred to the context
from which the answer is extracted.

To deal with this problem, we use answer-agnostic question answering solu-
tions, which do not require human selection of answer span, attaining ().
Because questions here must be extracted from the context, the task most related
to our problem is closed-book question answering. The model chosen is T5 [6],
which solves the previously mentioned problem allowing us to satisfy (i), thanks
to the good performances demonstrated. To attain also (4i7) the base version of
this model is employed. The mentioned model generates a pool of questions
starting from the context, each separated by a token. So, there will be about five
entries for the same context in the produced dataset.

Gold Answer Extraction. This step is devoted to the extraction of gold
answers and. In particular, two transformers models trained on SQuAD 1.1 [§]
are combined to perform this task. Since the model extracts a pool of questions,
there is a need to select the best one to insert into the dataset. We will refer to
this operation by the name of Gold Answer Extraction. To perform this opera-
tion, we use QA models. This task represents one of the main critical issues of the
proposed method, so a careful choice of models and methods is needed to select
the best answers for each row of the dataset. Among the two types of models
used for QA, we use Answer Extraction models because the dataset used is in
SQuAD format, so it is used for generative Question Answering. The pipeline
can also be adapted for generative datasets creation. To accomplish this issue,
we choose to use the MiniLM [13] model since, in our experiments, it shows the
best dimension-accuracy trade-off. For the answer span research inside contexts,
we need to consider three requirements: (i) we need answers as accurate as pos-
sible, and to satisfy this, we need models with high performances in terms of
EM and F1 scores. (ii) We must have correct answers also for specific questions.
Given that we consider the scientific field, we need to deal also with questions
related to specific terms, formulas and complexity values. (#ii) Since we need to
prevent the possible bottleneck, we must use efficient and thin models. To satisfy
these desiderata, we focus our attention on compressed models, which are less
complex, maintaining at the same time good competitive performances.

To satisfy (i7), we place MiniLM near a model pre-trained on scientific data.
The choice has fallen on SciBERT [1]. The main difference between the two
models is inside vocabulary since there is only a 42% of overlap between the
two dictionaries. This evidence suggests a substantial difference between the
recurrent terms in the scientific domain and general texts. Another difference is
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that MiniLM uses WordPiece tokenization while SciBERT uses SentencePiece
tokenization, which brings different token semantic representations.

Since both models are employed in the pipeline, we need a criterion to choose
between the different answers. The decision is performed by exploiting the model
prediction score. Generally speaking, the best one is selected using a standard
heuristic score. This score is computed as the sum between the starting and the
final span probability values. Rows with a score of less than 20% are dropped
away to improve the mean accuracy of the answers.

Translation. A text-to-text model is employed to obtain the in-language version
of the dataset. The role of this model is to perform the translation. It is an
optional model and has to be changed according to the desired language. In
the experiments, an English-to-Italian translator is employed. The choice to
divide the translation into other pipeline steps is performed to ensure flexibility
concerning different languages.

3 Experiments

In this section, we evaluate the quality of the dataset produced by the pipeline
to assess the efficacy of the proposed methodology. Since, without good data,
it is not possible to have good deep learning models, the strategy adopted is to
measure the quality of the proposed methodology result in quality terms of the
model trained using it as a dataset.

The first operation for the experimentation is to find a model to use for
dataset comparison. There are a few Italian language models, and none of them
has been applied before for the question answering task on the SQuaD-it dataset.
For this reason, we have fine-tuned some selected models to select the one to
use during experiments. As it is possible to see from the Table 1, Electra Italian
XXL is the model with the best performance both in terms of EM and F1 score,
so, from this point on, we will use it as a reference.

Table 1. Performance of models for Italian

language trained on SQuUAD-it. Table 2. Models evaluation on

MoQA dataset

Model EM F1 Score - -
DrOA =61 1659 Fine-Tuning EM F1
T -it . .
SQuAD-it 42.58 | 64.28

UmBERTo 60.5 | 72.41

- MoQA 11.81 | 44.61
Italian BERT 63.76 | 75.3 -

- SQuAD-it+MoQA | 19.58 | 72.55
Italian ELECTRA xxl | 65.6 | 77.13
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Table 3. EM and F1 scores before transla- Table 4. Caption

tion Fine-Tuning «
1.0 [2.0 |30
Fine-Tuning EM F1 SOuAD 535 1055 1035
SQUAD 80.44 | 88.43 MQI:QA a1 To5s To1s
SQuAD+MoQA | 84.62 | 91.08 o : : :
SQuAD+MoQA | 0.58 | 0.66 | 0.86

3.1 Quantitative Analysis

Here results of training the Italian ELECTRA XXL model with different datasets
are shown to assess the improvement introduced by the dataset obtained through
this pipeline. During this analysis, we will consider three datasets: SQuAD-it,
MoQA, and a dataset obtained by combining the two previously-cited datasets.

Table 2 shows the validation results of fine-tuned models on the MoQA
dataset. The validation is always performed on the MoQA validation set. The
first insight contained in these results is that there is an improvement if we com-
bine the MoQa dataset with SQuAD-it instead of considering only the MoQA
dataset. It is reasonable since SQuAD-it brings the model to extract semantically
correct answers while MoQA makes the model able to detect domain-specific
language and peculiarities. Without SQuAD-it, MoQA lacks general-purpose
language knowledge. Another observation is that the models trained only on
SQuAD-it perform better in Exact Match terms. One possible motivation is the
presence of only 1 golden answer inside the dataset. EM and F1 values could
be higher if we would insert 2 or 3 alternative answers for each question, as
happens in SQuAD. It is possible to mitigate this issue by extending the dataset
in such a way as to have more than one answer. Another possible motivation for
this issue involves translation, which is needed since it is impossible to extract
answers directly from the context in the considered language. Because of this
process, the context not always contains the answer span, so EM and F1 are
underestimated.

To investigate the impact of the translation, we computed the EM and F1
scores reached using the dataset resulting before the translation. In order to
see how the value of these metrics changes, we perform the validation on the
MoQA’s English version validation set.

Since the metrics values reported in Table 3 are better before the translation
process, our suspicion is confirmed. SQUAD+MoQA EM and F1 on validation
are better than the SQuAD ones, so the problem is not the quality of the answers
generated.

3.2 A Better Estimation for QA Model Performances

In agreement with [12], a way to understand model internal behaviour is to
analyze its latent space. Generally, the word’s embedding is influenced by its
position, so it is reasonable that near sentence tokens will be near also in latent
space.
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Given an answer a, let a1, ..., a, denote its tokens and let €(-) be the embed-
ding of a token. An embedding is a latent vector computed in the hidden states
of the model for each token of the input sentence. We do not consider punctua-
tion, padding and BERT’s special tokens in our calculation. It is important to
remember that a token is not a word but the minimum unit produced by the
model tokenizer for it.

The aggregation index t of a is defined as t(a) =, . [e(a;) — €(a;)||2.

Given an answer a and a context ¢, with a little abuse of notation, let ¢(c)
denotes the aggregation index of the context computed as the maximum aggre-
gation index of possible answers having the same length of ¢ in terms of number
of tokens. Thus, letting ¢}’ be the sentence in ¢ starting from 4 and composed by
n tokens, we have t(c) = max; t(c}").

Exploiting aggregation index and the above equation, the normalized aggre-

gation indezx of an answer a in the context ¢ can be defined as: 7(a) =1 — 18

Given two answers a and a', the matching index between a and
?

a’ is defined as: s(a,a’) = %Zal He(ai) — argming(q!) lle(ai) — G(a})HQHQ +

%Za; le(ar) — e(a)) 2],
and the normalized matching index between answers a and the associated golden

answer g(a) in the context ¢ is defined as o(a) =1 — ——— s_(:’ﬂi‘(lg?)ie(c_)”z.

Given an answer a and its related golden answer g(a), the latent quality score
& of a is computed as:

e(a;) —arg ming(,,)

~o(a), (1)

where « is an hyperparameter which controls the contributions provided by
aggregation and matching indices. In absence of further information, it can be
set to 2 for balancing.

To quantify the distance between points in the latent space of the last layer of
MiniML, we compute the Average Cosine Similarity between the answers token.
After, the distribution of correctly and wrongly predicted replies is compared.
The data considered here is the SQuAD validation set. The metric chosen is
unsupervised since it does not depend on the data’s nature or the model, and
further can also be used when golden answers are unavailable. To remove the
noise, the PCA is applied. We keep the 95% of variance. This metric is computed
between all answer span tokens. We discard single-token answers since they have
a similarity equal to 1.

What results from this analysis is that the similarity has different distribu-
tions on the correctly predicted samples and not correctly predicted ones. While
in the first case, there is a mean similarity of about 0.7 and less variance, in the
second case, the mean similarity is about 0.4.

A New Evaluation. Stated that translation brings to an underestimation of
the quality of the dataset when EM and F1 are used as metrics, we now perform
an evaluation using the metric defined in this section. The setting adopted uses
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a subset of the MoQA validation set composed of 1000 samples for evaluation.
It is performed considering three different values for the o hyper-parameter in
Eq. (1).

What is possible to observe from Table4 is that for all the alpha values
considered, the model trained on the SQUAD+MoQA dataset always reaches
the best result.

4 Conclusion

In this paper, we have proposed a pipeline to create domain-specific datasets for
question-answering models for languages different from English. We have also
assessed the quality of the proposed methodology by exploiting a state-of-art
QA model.
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Abstract. Adversarial training is an effective learning approach to
harden deep neural models against adversarial examples. In this paper,
we explore the accuracy of adversarial training in cybersecurity. In addi-
tion, we use an XAl technique to analyze how certain input features may
have an effect on decisions yielded with adversarial training giving the
security analyst much better insight into robustness of features. Finally,
we start the investigation of how XAI can be used for robust features
selection within adversarial training in cybersecurity problems.

Keywords: Cybersecurity *+ Deep learning + XAI - Adversarial
training * Features selection

1 Introduction

During the last decade, cybersecurity literature has given a prominent role to
deep learning as a powerful artificial intelligence paradigm to achieve advanced
classification capabilities in several cybersecurity problems [2,4,9]. Adversarial
training [22] is an increasingly popular adversarial learning approach to mitigate
the vulnerability of deep neural models to adversarial attacks. It incorporates
adversarial samples with correct class targets in the training stage to train a
new classification model that is more robust than the attacked model based on
given metrics. On the other hand, eXplainable Artificial Intelligence (XAI) [14]
is a preeminent sub-field of artificial intelligence that aims to enable humans to
understand decisions of black-box artificial systems (such as deep neural models).

In this paper, we explore how an adversarial training approach may con-
tribute to learn robust deep neural models in two cybersecurity problems, i.e.
malware detection and network intrusion detection. In addition, we use a post-
hoc, global XAI technique to explain how adversarial samples may modify fea-
tures that mainly attract attention of deep neural models. A few, recent, cyber-
security studies [13,17] have already investigated the XAI within the adversarial
learning field. However, these studies have used XAI as offensive means to com-
promise the confidentiality and privacy of deep neural models trained for cyber-
threat detection. Conversely to these previous studies, we explore the XAI for
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cybersecurity achievements under the umbrella of defensive adversarial learn-
ing. In particular, we take advantage of XAI techniques to explain the effect of
adversarial samples on features relevance in decisions yielded with a deep neural
model learned with adversarial training. In addition, we start the investigation of
how XAl-based features selection can help to harden deep neural models against
adversarial samples possibly improving the accuracy of unseen data.

The paper is organized as follows. Related works are presented in Sect. 2,
while the proposed methodology is described in Sect. 3. The results of the eval-
uation are discussed in Sect. 4. Finally, Sect.5 refocuses on the purpose of the
research, draws conclusions and illustrates future developments.

2 Related Work

Adversarial learning has recently attracted great attention in cybersecurity,
where various studies have mainly focused on the offensive perspective. In [9, 18]
several techniques to generate adversarial samples are studied to evade a variety
of models learned for both network intrusion detection and malware detection.
Meanwhile, a few recent studies have started the investigation of the defense
perspective in cybersecurity applications of adversarial learning. In particular,
adversarial training techniques have been recently used by security practition-
ers due to their ability to achieve high empirical robustness, to scale to deep
neural networks and to perform equally well for different attack models [6]. For
example, adversarial training is explored with generative adversarial networks
in problems of network intrusion detection [23] and malware detection [20].

Deep neural models are black-boxes, while easier-to-explain models are
becoming increasingly desirable also in cybersecurity. The recent study in [22]
has started to investigate how XAl techniques can be applied to produce explana-
tions for the decisions of deep neural models, trained for both malware detection
and vulnerability discovery applications. XAI techniques are also used in [5,21]
to identify the most relevant input features for detecting network intrusions. An
XAT analysis is conducted in [1] to monitor features that become relevant to
detect each category of network intrusions. XAI is used in [3] with the attention
mechanism, in order to improve the accuracy of deep neural models trained for
network intrusion detection. On the other hand, a few recent cybersecurity stud-
ies have investigated XAI coupled with adversarial learning. In [17] an X AT tech-
nique is used to express the minimal modifications required to change the output
of the black-box for any mis-classified sample. In [13] an XAI technique is used
to formulate black-box attacks against network intrusion classifiers. Notably, our
study continues the investigation of the XAl coupled with the adversarial train-
ing, but it stays under the umbrella of the defense perspective. In addition, it
starts the exploration of how explanations of decisions yielded with adversarial
training can be also leveraged for robust feature selection.
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3 Proposed Methodology

Let us consider a dataset 7 = {(x;,v;)}; of N training samples where x €
X C R is a d-dimensional vector of input features that describe cyber-data
samples (e.g., malware apps or network traffic flow traces), whereas y € Y is the
value of the target variable Y that may assume K distinct classes where: normal
samples and various types of threats, depending on those historically detected
and labeled. We define a six-stepped methodology for cyber-threat detection:

S1: We learn a deep neural model My: R? +— Y with parameter 6 estimated
from 7.

S2: We produce an adversarial set A from 7 using My.

S3: We learn a deep neural model My : R? — Y with parameter 6’ estimated
from 7 @ A through the adversarial training approach.

S4: We use an XAl technique to explain relevance of features in decisions of My
yielded for samples of 7 and A, respectively.

S5: We select features that appear at the intersection of the top-k positions of
the two ranks identified according to the relevance feature values measured
in step S4 on 7 and A, respectively. Let k be a user-defined parameter, while
h be the number of features selected in the intersection.

S6: We learn a deep neural model My : R" Y with parameter §” estimated
from the projection of 7 @ A on the h features selected in the step S5.

Let us denote: B — the configuration that learns My (step S1), T+A — the
configuration that learns My (step S3) and TH+A+XAIFS — the configuration
that learns My~ (step S6). The performance of T+A-+XAIFS depends on the
input parameter k£ that conditions the number h of features selected with the
XAI module in the step S5.

As an adversarial sample generator, we consider three possible techniques:
FGSM [12], BIM [19] and PGD [15]. These are white-box adversarial sample
generators that are based on the gradient formula g(x) = VyJ(0,x,y), where
Vx denotes the gradient computed with respect to x, and J(6,x,y) denotes
the loss function of the neural model Mjy. Specifically, FGSM determines the
minimum perturbation € to add to a training sample x to create an adversarial
sample that maximizes the loss function. According to this theory, for each
(x,y) € D, we generate a new sample (x24V y) € A such that x4V = x +
esign(g(x)). As in [6], we select the perturbation € as a small value in the range
between 0 and 0.1, in order to scale the noise and ensure that perturbations are
small enough to remain undetected to the human eye, but large enough to fool
the attacked neural model. Note that BIM extends FGSM in a straightforward
manner by applying FGSM multiple times with small step size, and clipping
values of intermediate results after each step to ensure that they are in an e-
neighborhood of the original sample. PGD is also a multi-step variant of FGSM
on the negative loss function with [, computed in place of ls. Both BIM and
PGD spend more training time than FGSM since they both perform multiple
iterations to generate perturbations. On the other hand, adversarial training
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with FGSM takes much less training time since the FGSM takes one step to
generate perturbations, but fails to increase adversarial robustness [15].

As XAI module we use DALEX framework [7] that integrates post-hoc XAI
techniques for both global and local explanations. We use the global explanation
technique of DALEX, which measures the global relevance of input features on
decisions of a deep neural model. Any global XAI technique may be used in this
step. DALEX uses a permutation-based variable-relevance black-box algorithm.
For each feature, its effect is removed by permuting the values of the feature and
a loss function compares the performance before and after. Intuitively, if a feature
is important, randomly permuting its values will cause the loss to increase. Based
upon this theory, we are able to sort the input features according the feature
relevance computed by DALEX on a specific dataset (the training set or the
adversarial set) so that the top-ranked feature is the one with the highest loss
increase computed by DALEX.

4 Empirical Evaluation

We analyzed the facets of defined methodology in two cybersecurity datasets
described in Sect.4.1. We illustrate the implementation used in the evaluation
in Sect. 4.2, while we discuss the experimental results in Sect. 4.3.

4.1 Dataset Description

Two cybersecurity datasets are used in this evaluation: MalDroid20 — an android
malware dataset — and CICIDS17 — a network traffic security dataset.

MalDroid20 [16]* includes samples of recent Android apps collected from sev-
eral sources. The dataset spans over five distinct categories: Adware, Banking
malware, SMS malware, Riskware and Benign. According to the study in [16],
each app is described by 40 features that represent the top-40 static and dynamic
features extracted with CopperDroid and ranked according to the Mutual Infor-
mation. The dataset is balanced. In this work, we used a stratified division of the
dataset in the training set (70%) and the testing set (30%). Notably, [16] used
the same strategy to divide the dataset. However, they performed experiments in
the semi-supervised setting using both the (labeled) training set and the (unla-
beled) testing set to train the model used to predict the testing data. Differently,
we worked in the supervised setting and processed the (labeled) training set only
to learn a model used to predict the testing set.

CICIDS17 is a 5-day network traffic data created on 2017 by the Canadian
Institute for Cybersecurity. This dataset has been recently revised by [10] who
has removed meaningless artifacts and dataset errors by reducing the number
of input features from 78 to 72.2 This revised dataset was used for binary clas-
sification in [5], while we used it for multi-class classification. In this work, we

! https://www.unb.ca/cic/datasets /maldroid-2020.html.
2 downloads.distrinet-research.be/WTMC2021.
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performed stratified sampling without replacement to extract two independent
sets of 100000 samples, as training and testing sets. The processed dataset com-
prised 8 types of attacks with DoS GoldenEye, FTP-Patator, SSH-Patator, DoS
slowloris, and DoS Slowhttptest as minority classes. In accordance with the orig-
inal distribution of the data, we extracted 80% of benign samples and 20% of
attacks for both the training and testing set.

4.2 Implementation Details

The methods considered in this evaluation were implemented in Python 3.9
using Keras 2.7 library. For each dataset we optimized the hyper-parameter of
the neural networks (i.e., mini-batch size in {2°, 26, 27, 28 29} learning rate
between 0.0001 and 0.001, number of neurons in {2°, 26, 27, 28 29 2101 and
dropout between 0 and 1) using the tree-structured Parzen estimator algorithm,
as implemented in the Hyperopt library, by using 20% of the training set as
a validation set. We selected the configuration of the parameter that achieved
the best validation loss. All the neural networks considered in this study were
defined with 3 fully-connected layers (the number of neurons was chosen with the
hyper-parameter optimization), one dropout layer and one batch-normalization
layer, to prevent the overfitting. The output probabilities were obtained using
the softmax activation function in the last layer, and the ReLU activation func-
tion was used in all the other hidden layers. We performed the gradient-based
optimization using the Adam update rule and initialized the weights following
the Xavier scheme. Furthermore, a maximum number of epochs equal to 150 was
set, retaining the best models, using an early stopping approach that achieves
the lowest loss on a validation set. Finally, we used the Adversarial Robustness
Toolbox library® to produce the adversarial samples and the DALEX Python
package? for measuring the global feature relevance®

4.3 Results

The empirical validation was done to answer the following questions: (Q1) To
what extent adversarial training influences the accuracy of the classification
model? (Q2) How do explanations disclose information on robustness of fea-
tures to adversarial samples? (Q3) Are explanations helpful in selecting robust
features for adversarial training? Experiments were run with adversarial samples
generated with e = 0.0001 for MalDroid20 and € = 0.01 for CICIDS17.

Adversarial Training Analysis (Q1). We measured the accuracy perfor-
mance of B and T+A by varying the adversarial sample generator of T+A among
FGSM, BIM and PGD. In all the experiments, we measured standard multi-class
accuracy metrics such as WeightedF1, MacroF1 and overall accuracy - OA - on

3 https://adversarial-robustness-toolbox.readthedocs.io/.
* https://github.com/ModelOriented /DALEX.
5 The source code is available at https://github.com/malikalessa/ISMIS.


https://adversarial-robustness-toolbox.readthedocs.io/
https://github.com/ModelOriented/DALEX
https://github.com/malikalessa/ISMIS

122 M. AL-Essa et al.

Table 1. WeightedF1, MacroF1 and OA of B and T+A with FGSM, BIM and PGD

Method MalDroid20 CICIDS17

WeightedF1 | MacroF1 | OA | WeightedF1 | MacroF1 | OA
B 0.830 0.800 0.83110.920 0.640 0.911
T+A (FGSM) | 0.880 0.860 0.871 ] 0.960 0.640 0.946
T+A (BIM) |0.870 0.850 0.87110.960 0.730 0.952
T+A (PGD) | 0.890 0.870 0.88710.950 0.650 0.940
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Fig. 1. Top-15 features ranked by DALEX on the training set and the adversarial set
with the deep neural model learned by T+A with FGSM, BIM and PDG

the testing set of each dataset. Table1 collects the accuracy metrics measured
in both the MalDroid20 and CICIDS17 datasets. These results show that the
use of the adversarial training approach contributes to gain accuracy in both
problems. In addition, this improvement is commonly achieved independently of
the adversarial sample generator used.
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Feature Explanation Analysis (Q2). We analyzed the information contained
in the visual explanation maps produced for both MalDroid20 and CICIDS17.
The heatmaps in Fig. 1 depict the rank of the average relevance of the features
that drew the attention of the deep neural models learned with T4A to classify
samples of the training set and the adversarial set, respectively. For each dataset,
the heatmap reports the union of the top-15 features ranked by DALEX by
varying the adversarial sample generator among FGSM, BIM and PGD. Notably,
the set of the top-ranked features that each deep neural model mostly attended
in the training set largely overlaps the set of the top-ranked attended in the
adversarial set. In fact, there are several features that are equally relevant in
classifying both training and adversarial samples independently of the algorithm
used to perturb the original training samples (for example, fs_access(create write)
and fs_access(create) in Maldroid20, as well as Bwd Packet Length Max and
Idle Std in CICIDS17). In both the datasets, the number of features that are
simultaneously ranked as the top-15 relevant features to explain the decisions
in both the training set and the adversarial set is greater in FGSM than in
BIM and PGD. This result suggests that the iterative perturbation mechanism
implemented by both BIM and PGD can lead to identify more vulnerabilities in
features than the one-step mechanism of FGSM.

XAlI-based Feature Selection Analysis (Q3). We completed this evalua-
tion by exploring the effect of the XAl-based feature selection on the accuracy
of T+A+XAIFS. Figure 2 shows the OA measured on the testing set of both Mal-
Droid20 and CICIDS17, as well as the number of features (k) actually selected
for learning the deep neural model in both B, T4+A and T+A+XAIFS. The per-
formance of T+A-+XAIFS is evaluated with k& ranging among 15 and 35. These
results show that the use of explanations for feature selection allows us to gain
significant accuracy in CICIDS17, where the OA grows about 4% from T+A
to T+A+XAIFS independently of the adversarial sample generator tested. This
improvement is achieved with a few features (k = 15 and 13 out of 72 features
selected in T+A (FGSM), k = 15 and 9 out of 72 features selected in both T4+A
(BIM) and T4+A (PGD)). On the other hand, a limited gain in OA is observed in
MalDroid20 with £ = 35 and 35 out of 40 features selected with explanations. We
recall that CICIDS17 is an imbalanced dataset, while MalDroid20 is a balanced.
Figure 3 collects the F1 per class of both T+A and T+A+XAIFS with BIM in
CICIDS17 (with k£ = 15) and in MalDroid20 (with & = 35). These results show
that the use of explanations for feature selection allows the adversarial training
approach to gain accuracy in detecting almost all the classes. The only exception
is observed for the class benign of MalDroid20. In addition, the gain in accuracy
is greater on the minority classes of CICIDS17. Similar conclusions are drawn
analyzing the F1 per class of T+A and T+A+XAIFS with FGSM or PGD. In
short, this analysis per class highlights that the adversarial training contributes
to gain accuracy in both balanced and imbalanced cybersecurity problems, while
the XAl-based feature selection contribute in further improving the performance
of adversarial training in the presence of imbalanced data.
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5 Conclusion

In this work, we explore the performance of a methodology formulated to com-
bine deep learning, adversarial training, XAl and feature selection for accurate
and explainable multiclass classification in cybersecurity applications. We show
the effectiveness of the various components of the proposed methodology in two
cybersecurity datasets. The future direction for this work is to extend the eval-
uation by considering additional cybersecurity datasets and to investigate the
use of multi-input neural networks to process simultaneously original samples,
adversarial samples and explanations, without requiring any separate feature
selection step. As cyber-data are commonly collected in a streaming scenario [5]
we plan to explore the proposed methodology in combination with data window-
ing mechanisms to be able of making the learned model more robust to novelties
[8]. Finally, we plan to start the investigation of how XAlI-based feature selec-
tion can help to harden deep neural models against adversarial samples in new
domains (e.g., securing smart home environments [11] from adversarial attacks).
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Abstract. Explanatory Interactive Learning (XIL) collects user feed-
back on visual model explanations to implement a Human-in-the-Loop
(HITL) based interactive learning scenario. Different user feedback types
will have different impacts on user experience and the cost associated
with collecting feedback since different feedback types involve different
levels of image annotation. Although XIL has been used to improve clas-
sification performance in multiple domains, the impact of different user
feedback types on model performance and explanation accuracy is not
well studied. To guide future XIL work we compare the effectiveness
of two different user feedback types in image classification tasks: (1)
instructing an algorithm to ignore certain spurious image features, and
(2) instructing an algorithm to focus on certain valid image features. We
use explanations from a Gradient-weighted Class Activation Mapping
(GradCAM) based XIL model to support both feedback types. We show
that identifying and annotating spurious image features that a model
finds salient results in superior classification and explanation accuracy
than user feedback that tells a model to focus on valid image features.

Keywords: Explanatory interactive learning - Deep learning -
Interactive machine learning - User feedback

1 Introduction

The need to involve humans (or experts) in the model training process, referred
to as Human-in-the-Loop Learning (HITL), has inspired research on interactive
and active learning [5]. Interactive Machine Learning (IML) [3] is a type of
machine learning that adds human interaction to the model training process, as
opposed to typical machine learning which aims to use training algorithms alone.
One example of IML is active learning [1,14] in which a human participates in
the model training process by providing labels for unlabelled instances.
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M. Ceci et al. (Eds.): ISMIS 2022, LNAI 13515, pp. 127-137, 2022.
https://doi.org/10.1007/978-3-031-16564-1_13


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16564-1_13&domain=pdf
http://orcid.org/0000-0002-9318-9417
http://orcid.org/0000-0003-0095-9337
http://orcid.org/0000-0003-2518-0274
https://doi.org/10.1007/978-3-031-16564-1_13

128 M. T. Hagos et al.

Even though the training process of IML and active learning is interactive,
it falls short in involving humans at a detailed level of interaction. Humans
are usually only involved in instance class labelling—a relatively low level task.
A recent trend in interactive learning, referred to as Explanatory Interactive
Learning (XIL) [16], proposes richer interaction with humans by accepting user
feedback on visual explanations (motivated by recent advances in Explainable
Artificial Intelligence (AI) [4]). Explainable Al is a research area that focuses
on providing understandable interpretations of AI models, which are usually
considered as a black-box, to end users. User feedback in the form of annotations
can be collected on explanations and used for model and explanation refinement
[11,13].

In classification tasks where the class labels are mutually exclusive, mutual
relations between image regions can be ignored and the expected user feedback
can be narrowed down to the object in an image and the confounding image
region. Assuming correct classification of instances, the two most common types
of user feedback solicited in XIL are: (1) Missing Region feedback: in which users
identify regions that the model is currently ignoring, but should be focused upon;
and (2) Spurious Region feedback: in which users annotate regions that the model
is currently focusing on but should have been ignored since they represent spuri-
ous signals. This gives rise to an obvious, but as yet unaddressed question: which
type of feedback is more effective in XIL scenarios? While the XIL literature
explores various rich feedback collection mechanisms for model training; analy-
sis and comparison of different user feedback types is largely ignored. Although
it might seem obvious to collect both types of feedback, user interaction is time
consuming and expensive. Moreover, different to active learning in which the cost
of labelling instances is largely uniform across unlabelled instances [14], different
feedback types in XIL have different impacts on user experience and the cost
associated with soliciting feedback, since the expected feedback involves anno-
tating image features which are not always uniform across input images. Given
that hundreds or thousands of images are usually required for model training,
the process of feedback collection in the form of annotation can take hours or
days. Another aspect of XIL that is usually ignored in the literature is reporting
its impact on the explanation localization accuracy of models. Since the basic
idea behind XIL is using model explanations as a medium of interaction with
annotators and a way to identify if a model is focusing on spurious features or
if it is ignoring important regions of an image, the model training that follows
should have a positive impact on the accuracy of the explanations too. In short,
a model trained using XIL should be better at focusing on important regions
and ignoring wrong image regions than models trained without feedback.

In this paper, we compare the effectiveness of the two most common types of
user feedback used in XIL on model performance and explanation accuracy. To
do this we use Gradient-weighted Class Activation Mapping (Grad-CAM) [12]
as a feature attribution based model explanation to visualize salient regions of
images. We train models on two decoy versions of the Fashion MNIST (FMNIST)
dataset [17] using cross entropy classification loss and explanation loss that is
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computed between missing and spurious region feedback and GradCAM expla-
nations. Furthermore, we compare the impact of using classification loss only
and adding feedback to model training on model performance and explanation
localization accuracy. The main contributions of this paper are:

1.

The first comparison in the XIL literature of the impact of different user
feedback types on the performance of XIL algorithms;

A class-wise decoy version of the FMNIST dataset is created and will be
provided as a resource for future XIL research;

Our experiments demonstrate that collecting spurious region feedback is more
valuable than collecting missing region feedback in XIL.

2 Related Work

As shown in Fig. 1, XIL methods can be categorized based on the approaches
they use during model training, model explanation, and user feedback collection.
We explore existing work within XIL through these three lenses.

Model
Training

Model
Explanation

Feedback
Collection

Fig. 1. The Explanatory Interactive Learning (XIL) loop.

2.1 Model Training

The two most common approaches to model training in XIL are model retraining
and model fine-tuning.

— Model-retraining. This approach utilises user feedback to produce new train-

ing examples, or counter examples, to mitigate against the impact of spurious
features [11]. In this approach, an expert is presented with explanations of
a model’s output showing features that a model finds useful for its predic-
tion. Based on the provided explanations the expert provides feedback on
whether the features are valid or not. Counter-examples are then fabricated
by removing spurious features and adding valid features into a sample dataset
for model refinement.

Model fine-tuning (explanation losses.) In this category, an explanation loss
penalty is added to the cost function (See Eq.1) that is optimised during
model training in addition to the loss terms that penalize a model for wrong
predictions. This approach is summarised in Egs.2 and 3 using GradCAM
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explanations, where M,, € {0, 1} is the ground truth annotation and norm
normalizes the Grad-CAM output, 6 holds a model’s parameters, with input
X, labels y, predictions ¢, and a parameter regularization term \. Techniques
such as Right for Right Reasons using Integrated Gradients (RRR-IG) [10],
Right for the Right Reasons using GradCAM (RRR-GC) [11], and Right for
Better Reasons (RBR) [15] modify a model through explanation and training
losses. Explanation losses can be computed between a feature annotations
ground truth dataset and model generated explanations as can be seen in
Eq.2 [11].

N K
Classification Loss = Z Z —Ynk 10g Ynk (1)
n=1 k=1
N
Ezplanation Loss = Z(Mn * norm(GradCAMy(X,)))? (2)
n=1

Loss = Classification Loss + Explanation Loss + )\Z 6? (3)

7

2.2 Model Explanation

There are two major categories of model explanations used in XIL: (1) Local
explanations that explain a single model outcome [16]; and (2) Surrogate model
based learning, which uses a simple interpretable model to explain a more sophis-
ticated black-box model, and to drive interaction with users [8]. While surrogate
models are effective for understanding the overall behaviour of a model, they
may miss unique features that can be observed if local explanations are used.

2.3 Feedback Collection

Better feedback collection mechanisms will increase user involvement in XIL.
Feedback in non-image domains, for example Recommender Systems (RS) and
Natural Language Processing (NLP), can be more transparent since their expla-
nations can be presented in a conversational natural language format and users
can provide feedback using template questionnaires [7,9]—for example, Dalvi
et al. (2022) used users’ textual feedback on explanations to refine a model
trained on a multiple choice questions dataset [2]. Models that learn and pre-
dict concepts [6] can simplify the feedback collection process because feedback
is expected to be one of the learned concepts and a user only needs to detect if
a wrong concept is being used for classification.

Due to the complex nature of image data, it is often more effective to use
visual feedback mechanisms. Missing region and spurious region feedback are the
two most commonly used types of user feedback in image-based XIL under the
assumption of correct classification of instances. While techniques such as RRR-
IG [10], RRR-GC [11] and RBR [15] use spurious region feedback to fine-tune
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Fig. 2. Sample images of class bag from FMNIST (left) and random decoy FMNIST
(right). Intensity values of pixels at the top right corner of the image from decoy
FMNIST are exaggerated for presentation purposes.

a model to ignore spurious features, Human Importance-aware Network Tuning
(HINT) trains a model to focus on valid image objects [13].

Although model explanations have been used for rich user interaction, the
most effective types of user feedback that lead to high performance in XIL remain
unknown. We compare the effectiveness of missing region and spurious region
feedback, in terms of model performance and explanation accuracy, using two
decoy versions of the FMNIST dataset. This has a potential to set the standard
for future designs of explanation-based interactive machine learning.

3 Methods

This section describes the datasets used, the experimental setup, and the model
training process employed in the experiments described in this paper.

3.1 Dataset for XIL

To demonstrate the effectiveness of XIL to refine models, Teso and Kersting
[16] used a decoy version of the FMNIST dataset [17]. The decoy FMNIST
dataset is made up of FMNIST images with 4 x 4 squares of high-intensity pixels
added to randomly selected image corners (example images are shown in Fig. 2).
Locations of these confounders are class independent. In our work, in addition
to experimenting with the decoy FMNIST dataset [16], we also created a class
dependent decoy version. Our decoy version of FMNIST contains confounders
in the same image region across the same class. For easier reference, we refer to
the Teso and Kersting [16] version as Random Decoy FMNIST, and our version
as Class-wise Decoy FMNIST.

3.2 Experimental Setup

Each of the two datasets contain 60,000 28 x 28 pixel images for model train-
ing. A test dataset of 10,000 unseen images each containing spurious region and
object ground truth annotations is used to measure model performance. The
spurious and missing region feedback are image masks of the added confounding
regions and objects in images, respectively. We used accuracy to measure clas-
sification performance, and dice scores to assess explanation accuracy between
model explanations and ground truth annotations.
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Table 1. Summary of feedback type influence on model performance.

Random decoy FMNIST | Class-wise decoy FMNIST

Feedback type None | Missing Spurious |None | Missing Spurious
Region | Region Region | Region

Explanation accuracy 0.27 |0.44 0.65 0.21 |0.44 0.70

against object annotations

Explanation accuracy 0.05 |0.03 0.02 0.04 |0.03 0.04

against spurious region
annotations
Classification accuracy 87.65|85.20 |85.53 88.0084.50 |86.21

3.3 Model Training

We trained six different models using the two datasets with the Adam optimizer
and a decaying learning rate starting with le~3. Two models are trained using
only classification loss (cross entropy loss) using the Random and Class-wise
Decoy FMNIST datasets. Two other models are trained using a combination of
classification loss and explanation loss based on missing region feedback using
each of the two datasets. The last two models are trained using a combination of
classification loss and explanation loss based on spurious region feedback on the
two datasets. After experimenting with different architectures and comparing
their performances, a convolutional neural network with 3 convolutional layers
followed by two fully connected layers was selected. We used a Right for the Right
Reasons using GradCAM (Eq.2) explanation loss that is computed between
GradCAM model explanations and missing region or spurious region feedback
and L2 regularization to address overfitting.

4 Results

This section describes the results of the experiments performed, first exploring
those based on the Random Decoy FMNIST dataset and then those based on
the Class-wise Decoy FMNIST dataset.

4.1 Random Decoy Fashion MNIST

Explanation Localization Accuracy. Figures3, 4 and 5 compare the per-
formance of models trained using classification loss alone, and models trained
with explanation losses using spurious region and missing region feedback on
models’ explanation accuracy using dice scores. Our target is to maximize dice
scores that are computed against object annotations towards one, and minimize
dice scores computed against spurious region towards zero. Average dice scores of
explanations of the models trained on random decoy FMNIST compared against
the test dataset of spurious region and object ground truth annotations is shown
in Table 1. In both cases, the model which used spurious region feedback to com-
pute explanation losses for training achieved superior performance.
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classification loss and missing region feedback explanation loss using object (left) and
spurious region (right) ground truth annotations.

Classification Accuracy. A summary of classification performance of the mod-
els trained on the random decoy dataset is displayed in Table 1. There is a slight
performance loss in models that added feedback to their training compared to
the model that only used classification loss. Compared against state of the art
XIL methods, RRR-IG achieved the highest accuracy of 89.40, while RBR, HINT
and RRR-GC scored 87.60, 58.20 and 78.60, respectively. All our models that
used GradCAM explanations to compute explanation losses achieved superior
performance scores compared to RRR-GC which also used GradCAM for model
training.
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Fig. 6. Dice score evaluation of a model trained on the class-wise decoy dataset with
only classification loss using object (left) and spurious region (right) ground truth
annotations.

4.2 Class-wise Decoy Fashion MNIST

Explanation Localization Accuracy. A dice score comparison between train-
ing with classification loss only, and training with added explanation losses using
spurious region and missing region feedback on a model’s explanation accuracy
on the Class-wise Decoy FMNIST data is displayed in Figs. 6, 7 and 8. Average
dice scores for explanations of models trained on the Class-wise Decoy FMNIST
dataset compared against the test dataset of spurious region and object ground
truth annotations is shown in Table 1. While the model trained with spurious
region feedback achieved the highest average dice score when compared against
object ground truth annotations, the model trained with missing region feedback
achieved the best against spurious region annotations.

Classification Accuracy. Average accuracy scores for all experiments are
shown in Table 1. Except for the model that was trained using missing region
feedback, the remaining two models achieved superior performance compared to
their counterpart models that were trained on the random decoy FMNIST.
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Fig. 7. Dice score evaluation of a model trained on the class-wise decoy dataset with
classification loss and missing region feedback explanation loss using object (left) and
spurious region (right) ground truth annotations.
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loss and spurious region feedback explanation loss using object (left) and spurious
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5 Conclusion

In this work, in addition to using a publicly available random decoy version
of the FMNIST dataset, we generated a class-wise decoy version to compare
effectiveness of different feedback types on a model’s classification performance
and explanation localization accuracy. We studied two feedback types: missing
region and spurious region feedback. Apart from a slight classification perfor-
mance loss when compared to a model trained using classification loss only, we
achieved improved classification performance when compared against RRR-GC
method that used GradCAM as explanations. In general, the models that uti-
lized explanation losses achieved better explanation localization accuracy than
models that only used classification losses. We believe the significant gains in
explanation localization accuracy performance outweighs the slight loss of clas-
sification performance that these models suffered. More importantly, we were
able to observe that using spurious region feedback is more valuable method
to increase a model’s classification and explanation accuracy than using miss-
ing region feedback. We believe our approach can be extended to other cases
and investing on collecting spurious region feedback instead of missing region
feedback has the potential to improve models and reduce associated cost. Most
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of the models trained on the class-wise decoy FMNIST performed better than
those that were trained on the random version. We accredit this to the class-wise
location uniformity of the confounding regions added to the class-wise version.
We are aware that the feedback used in our experiments are accurate annota-
tions which can not always be expected in real world scenarios and that feedback
quality can be affected by the employed user interface medium. For this reason,
we recommend performing user studies involving different feedback collection
tools and comparing their performances before selecting one. For future work,
we plan to compare impact of different feedback types with a user study.
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Abstract. Providing rich and accurate metadata for indexing media
content is a crucial problem for all the companies offering streaming
entertainment services. These metadata are typically used to improve
the result of search engines and to feed recommendation algorithms in
order to yield recommendation lists matching user interests. In partic-
ular, the problem of labeling multimedia content with informative tags
(able to accurately describe the topics associated with such content) is a
relevant issue. Indeed, the labeling procedure is time-consuming and sus-
ceptible to errors process as it is usually performed by domain experts in
a fully manual fashion. Recently, the adoption of Machine Learning based
techniques to tackle this problem has been investigated but the lack of
clean and labeled training data leads to the yield of weak predictive mod-
els. To address all these issues, in this work we define a Deep Learning
based framework for semi-automatic multi-label classification integrat-
ing model prediction explanation tools. In particular, Model Explanation
techniques allow for supporting the operator to perform labeling of the
contents. A preliminary experimentation conducted on a real dataset
demonstrates the quality of the proposed solution.

Keywords: Extreme multi-label classification - Image analysis *
Interpretable machine learning + Prediction explanation

1 Introduction

Nowadays, the entertainment industry represents one of the most profitable and
widespread business sectors, with constant growth in terms of the number of
users. With estimated revenues amounting to about 2 trillion dollars worldwide,
providing effective research services is a crucial task for the companies operating
in multimedia content delivery. In particular, the rise of streaming services and
on-demand content fostered the interest for Al-based solutions capable to facil-
itate the research and identification of content matching the user interests. Just
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as an example, Recommender Systems (RS) are technologies widely adopted
by big players (e.g., Netflix, Disney+, Amazon, etc.) to suggest items in their
catalogs able to arouse users’ interest.

Besides them, the technologies that allow for enriching content metadata
with informative labels (or tags) act a key role as they can be leveraged to
improve the RS performances and simultaneously enable more effective research
by means of the traditional research engines. Basically, these labels are used
to group content exhibiting common features and provide aggregated views for
the users. However, the labeling task is time-consuming and prone to the error
process since it is manually performed by domain experts. Indeed, the lack of
a commonly shared taxonomy can lead to yield repeated labels describing the
same concept. Moreover, the assignment of a label to content is subjective and
depends on the skill and perception of the expert.

In this context, Artificial Intelligence (AI) techniques can be leveraged to
automate such a process by limiting the human factor and, as a consequence,
reducing the classification error. However, effectively addressing this problem
requires the definition of specific solutions able to cope with different hard issues
e.g., unbalancing of the classes, lack of labeled data, the capability of the models
to process different types of data (text and images), and providing multi-class
predictions on a high number of labels.

The usage of the Deep Learning (DL) paradigm [10] represents a reliable
solution to tackle all these issues. Indeed, DL-based models allow for extracting
predictive models by combining raw low-level data, gathered from a wide variety
of sources (e.g., wikidata, IMDB, etc.). These models are learned with a hierar-
chical scheme: several layers of non-linear processing units are stacked in a single
network and each subsequent layer of the architecture can extract features with
a higher level of abstraction compared to the previous one. Therefore, DL-based
approaches allow for extracting data abstractions and representations at differ-
ent levels, they also represent a good choice for analyzing raw data provided in
different formats and by different types of sources.

Although the employment of Deep Learning models is considered a promising
approach to deal with the above described hard issues, the role of the domain
expert remains crucial since he/she is responsible for the final labeling. There-
fore, explaining the predictions yielded by the classification model is a further
important mechanism to support the operator. Moreover, the model explana-
tions can be used by the analyst to “debug” the model behavior and discover
the causes for misclassifications.

In this paper, we define a solution able to combine different types of data
(gathered from different publicly available data sources) for classifying media
data and enrich them with informative labels, named EMCEE (Extreme Multi-
label Classifier and ExplainEr). An explanation module (integrated into the
framework) allows for generating visual artifacts that enable the interpretation
of the recommendations generated by the model. In Fig. 1, we depicted the over-
all learning and explanation scheme. After an Information Retrieval stage in
which data are gathered and wrapped in a single view, these raw data are pro-
vided as input to Machine Learning block. Our solution relies on a hierarchical
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Fig. 1. Overview of the learning and explanation process.

DL framework: on top, an ensemble of pre-trained models (Embedder) are fine-
tuned and used to map the input (text and/or images) in a low-dimensional
latent space. Here, the underlying intuition is that media content with similar
labels generates similar vector representations (embeddings). Then, a clustering
algorithm (Clusterer) is used to group similar contents and yield sub-samples
of the original dataset. Finally, each sub-sample is used to train a local model
focused on a limited set of labels. This approach allows for generating more
accurate predictions for specific tags. Finally, data and models can be provided
as input to the explanation module in order to inspect the behavior of the model
and understand the root causes of the prediction for uncertain cases.

Although our approach is general and capable to cope with different types
of data by adding specific models to the Embedder, in this work we focus on
processing (classification and explanation) only image data. To the best of our
knowledge, our solution is the first tentative to add an explanation for the media
content labeling process. An experimental evaluation conducted on a real dataset
containing movie posters demonstrates the quality of our approach in labeling
the movie with related tags.

The rest of this paper is organized as follows: in Sect. 2 we provide an overview
of the main approaches proposed in the literature to tackle the automatic con-
tent tagging problem. In Sect. 3, we describe the framework used to address the
problem and the deep learning architecture used to learn the multi-label classi-
fication model, and the procedure to generate the explanations; while in Sect. 4
we discuss the experimental results. Section 5 concludes the work and introduces
some new research lines.

2 Related Work

The problem of classifying movies is not new in the literature and can be consid-
ered a general classification task on heterogeneous (video, images, audio, text)
data. [15] process user reviews to extract relevant tags for movies. Afterward,



Learning and Explanation of Extreme Multi-label Deep Classification Models 141

Table 1. Analysis of current literature on Genre/Tag classification.

Approach Dataset Number | DL architecture Data Type XMLC | Multi- Metric Result,
of tags Modal

Kar et al. [8] MPST 71 LSTM Text y n Micro F1 0.37

Arevalo et al. [1] MM-IMDb 26 Multimodal Fusion | Text, Image |n y Micro F1 0.63

with Pre-Trained
nets
Arevalo et al. [1] MM-IMDb 26 Multimodal Fusion | Text, Image |
with Pre-Trained
nets

Macro F1 0.54

<

Wehrmann et al. [14] | LMTD 22 Multimodal Audio, Image | n y Micro AUC-PR | 0.65
Convolutional NN

Wehrmann et al. [14] | LMTD 22 Multimodal Audio, Image | n y Macro AUC-PR | 0.74
Convolutional NN

Fish et al. [4] MMX-Trailer-20 | 20 Multimodal Audio, Image | n y Fl1-weighted 0.60

classifiers

they propagate these tags to less popular products according to the movie simi-
larity based on multiple attributes (e.g.: title, summary). Hence, this work draws
from the collaborative recommendation paradigm, while our proposal exploits
deep metric learning and content-based techniques to solve the tag sparsity prob-
lem. Arevalo et al. [1] employs a neural architecture - inspired by recurrent units
such as LSTM - named Gated Multimodal Unit (GMU) to effectively combine
features coming from the poster image and the plot synopsis. They focus on
solving the multi-modal fusion problem rather than the movie tagging itself.
Indeed, their dataset contains fewer tags than ours.

The work that most resembles our approach is [8], which makes use of plot
synopses to predict tags in the realm of movies. They focus on modeling the
plot text as an emotion flow - i.e.: a series of consecutive states of emotion.
Their main conclusion is that incorporating the emotion flow increases the tag
prediction quality with respect to naive approaches.

[14] analyze movie trailers for performing multi-label genre classification.
They explore the extraction of the audio and image features to establish spa-
tiotemporal relationships between genres and the entire trailer. Similar to our
approach, different learners are combined. Standalone models are trained sepa-
rately for the image and the audio input, then they are fused using a weighted
average. Anyhow, as stated by the authors, the main limitation of the work relies
on the use of only nine common movie genres.

[4] highlight how a single movie genre holds back a large semantic that can
be exploited to have a fine-grained description of the movie. The proposed model
merges the embeddings yielded by four pre-trained multi-modal ‘experts’ pro-
cessing the audio and video of the movie. The goal of the learning process is to
improve the quality of the embeddings, i.e. the similarity between each movie
clip and one of the 20 tag genres.

Table 1 summarizes the most significant approaches among those described
above. Compared to these approaches, there are some major differences with
regard to the problem we aim to tackle: first, the tagging task is relative to a
high number of labels. Second, this large number of labels exhibits a long-tail
distribution as discussed later in the paper. To the best of our knowledge, our
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solution is the first approach that can handle large amounts of labels (XMLC -
eXtreme Multi-Label Classification), process different types of data and provide
interpretable explanation of the predictions.

3 Framework

In this section we illustrate our solution and the main components of the pro-
posed DL based architecture. As highlighted in Sect. 1, we adopted a hierarchical
approach composed of three main components shown in Fig. 2: (i) an Embedder,
devoted to summarizing the original input into a vector representation (with
size N); (i) a cluster module (Clusterer) that allows for identifying media with
similar contents and extracting focused sub-samples of the original dataset; and
(#i) the local models that perform the final predictions.

3.1 Hierarchical Deep Multi-label Classification

Embedder. As introduced in Sect. 1, the current implementation of our classi-
fication and explanation framework allows for analyzing image data. Although
in literature several approaches have been proposed to effectively process image
data, an emerging research topic focused on the usage of Transformer [13] archi-
tectures (typically used to process text data) for the image classification as
their accuracy and scalability. In a nutshell, the Transformer models integrate
an Attention Mechanism aiming at increasing the importance of a part of the
input sentence while decreasing other sections. Basically, this mechanism per-
mits the removal of uninformative parts of the raw input and reduces the effect
of noisy data. In our EMCFEEFE | the backbone used for our embedding phase
is the architecture proposed in [3], named Vision Transformer (ViT). Similar
to a traditional Transformer, ViT attempts to discover relations among the sin-
gle information units composing the input (words for traditional Transformer
models, pixels for ViT). However, since the size of the input for an image is
typically higher than the text, the model is trained against sub-portions of the
images (patches). In more detail, we used a pre-trained instance against ILSVRC-
2012 ImageNet dataset with 1k classes and 1.3M images of ViT are adopted in
EMCEE to yield the poster embeddings.

Notably, our ViT instance is further fine-tuned by adopting a Deep Metric
Learning [9] based approach: three instances of the same architecture sharing
the same weights are trained against triplets (anchor, positive, negative). Basi-
cally, the term anchor refers to the reference input whereas positive and negative
are other image instances respectively similar and dissimilar to the anchor. The
objective is to minimize the distance between the anchor and the positive exam-
ple while, simultaneously, the distance between the anchor and the negative one
is maximized. A customized version of the triplet loss for multi-label tasks is
employed in the learning phase. Specifically, we adopted a semi-hard negative
mining approach that filters out negative instances which share more tags with
the anchor w.r.t. the positive ones. At prediction time, only a model is used to
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Movie Poster

Embedding Module Clustering Module Classification Module
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Fig. 2. Our multi-label classification approach includes three main stages: embedding,
clustering, and classification. The respective implementations can be modified to address
different goals - e.g.: different data modalities, training strategies, or models.

compute the vector representation of the input data. The main benefit of this
approach relies on the possibility of combinatorically increasing the input size
and handling the lack of labeled examples.

Clusterer. A clustering algorithm is involved in the framework to group similar
movies, thus allowing the deployment of local classification models. Specifically,
each movie poster is mapped in a latent space (i.e., a numeric vector) via the
embedder described above, then the clustering is performed only on the basis of
this compact representation. Each cluster includes movies that share a minimal
number of tags with respect to the whole label space. Hence, this phase further
alleviates the extreme-classification problem. New instances, to be classified, are
assigned to the closest cluster on the basis of a suitable distance metric (in our
case, euclidean distance is adopted). As shown in Fig. 2, we adopted the K-Means
algorithm as our clusterer.

Local Models. In our framework, local models take the form of neural networks
too. Specifically, the DNN-based architecture, shown in Fig. 3, is used to provide
more accurate predictions also for minority classes. Basically, it can be thought
of as a Feed-Forward Neural Network composed of more instances of a specific
pattern that includes: (i) a fully-connected dense layer equipped with Rectified
Linear Unit (ReLU) activation function [11], for each node composing the layer,
(ii) a batch-normalization layer for improving stability and performances of the
current dense layer [7], (iii) and a dropout layer for reducing the overfitting
problem [6]. Several instances of this base component can be stacked in a single
model, in particular, in our experimentation, we tested a solution with three
instances. The output layer of the architectures is equipped with a sigmoid acti-
vation function [5] and a variable number of neurons (generically denoted with C
in the figure) depending on the number of labels falling on the cluster associated
with the local model. Basically, the output layer provides a class probability
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Fig. 3. Neural architecture of a generic local model. It is fed with a compressed repre-
sentation (with size N) of the Image and yield the probability score to belong to each
of the C classes.

for each label. To address the Class Imbalance Problem, each local model is
trained by using the Class-Balanced (CB) loss proposed in [2]. Here, the main
idea consists of weighting loss inversely with the effective number of samples per
class.

3.2 From Prediction to Explanation

Our framework integrates a public Python implementation of the post-hoc expla-
nation method LIME (Locally Interpretable Model-agnostic Explanations) pro-
posed in [12]. Although different frameworks (e.g., SHAP and Grad-CAM) have
been proposed in literature to make interpretable black-box models, LIME is
adopted in our solution in order to limit the computational costs required to
yield the explanations. The main idea of the technique consists in approximat-
ing the behavior of a given Black Box Model M around the instance  (for which
we want an explanation of the classification yielded by M) by perturbing = and
training a surrogate local model. In more detail, a (sparse) linear classification
model is learned through Ridge regression on several artificial instances (result
of the original input perturbation). Every generated example is labeled with the
class predicted by M for it, and it is weighted according to its proximity to x
(measured on the basis of a suitable similarity measure), in order to increase the
attention of the model to the examples closer to z. Notably, for image expla-
nations LIME works in a slightly different way since the perturbation on single
pixels could be unmeaningful. Therefore, image variants are generated by seg-
menting the image into macro-regions (superpixels) and turning them off or on.
These regions are typically identified on the basis of the color homogeneity in
such regions, although other strategies could be implemented. Let g a surrogate
model able to explain the model behavior, f a classification function that maps
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the input with the probability to belong to a class, and 7, the neighborhood of
x, then the loss function L(g, f, 7, ) estimates the error of g in reproducing f
behavior in the neighborhood 7. Then, the explanation e is computed as fol-
low e = argmingL(g, f,72) + §2(g) where 2(g) measures the complexity of the
explanation (£2(g) depends on the type of model used e.g., it could be the depth
for a decision tree).

4 Experimental Results

In this section, first, we provide some numerical results in terms of predictive
accuracy of the approach, then we show how the explanation allows for confirm-
ing/rejecting the recommendations generated by the model.

4.1 Numerical Results

In order to assess the quality of our approach in labeling movies with related
tags, we conducted a preliminary experimentation on a real dataset extracted
by fusing data from different sources. In particular, first we illustrate the dataset
and the challenges to address for providing accurate predictions in this scenario;
then we describe the adopted evaluation protocol and metrics; finally, we show
an ablation study aiming to highlight the benefits of the proposed solution.

EMCEE has been evaluated on a novel media content dataset gathering dif-
ferent types of information on a movie catalog (e.g., movie plot, trailer, poster,
synopsis, tags, etc.). Specifically, we focused our analysis on visual data (i.e.,
posters) and tags extracted from multiple open sources such as Wikipedia, Wiki-
media, and TMDB in order to provide also a visual interpretation of the pre-
dictions. When available, a poster image is associated with the movie. The final
dataset contains ~14k movies and 134 different tags, with an average of ~3 tags
per movie. We can observe that the data distribution exhibits a long tail shape,
indeed a restricted number of tags (mainly the genres) occurs more frequently
than other specific ones (which can be considered as keywords summarizing some
aspects of the movie), resulting in a Gini Index equal to 0.67. Basically, 113 out
of 134 tags have a number of occurrences less than the average value.

The experiments are performed on a DGX machine equipped with V100
GPUs. The dataset has been partitioned (in a stratified fashion) into training
and test sets respectively with 70%/30% percentages. Adam is used as optimizer
while, as mentioned above, we exploit two loss functions to handle the imbalance
problem i.e., the triplet loss and the CB-loss. The first one is used during the
Embedder learning phase while the last is used for training the local models. As
regards the Clusterer, the number of groups k£ has been empirically determined
to 20. In more details, we tested different values of k£ and selected the best trade-
off between variance within the clusters and number of clusters. As a result, each
local model can focus the learning on a limited number of tags, in particular,
the average number of tags per cluster is ~23.
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An ablation study has been conducted to demonstrate the quality of the
EMCEEFE approach: the idea to evaluate the contribution to the predictive per-
formances of the different components building up the framework i.e., ViT, Clus-
tering, and loss. Specifically, in Fig. 4 we reported the results in terms of F1-Score
by excluding the last two components. First, we can observe that a single com-
ponent is not able to exhibit good predictive performances whereas the overall
approach allows for boosting the initial result. Moreover, EMCEFE approach
allows us to predict some examples as belonging to minority tags that are totally
ignored in the other cases.

0.3

Micro-F1
o
N}

o

00 viT EMCEE w/o

Clustering

EMCEE w/o EMCEE
Triplet Loss

Model

Fig. 4. Experimental Results. EMCFEEFE shows an higher Micro-F1 with respect to a
ViT trained on the same dataset. We also report an ablation study highlighting the
contribution of both clustering and Triplet Loss to the EMCEFE performances.

4.2 Explanation Prototypes

We next show three examples illustrating the exploitation of the explanation
capabilities of our framework in a simulation scenario where the hierarchical
model, named hereinafter M, is used to predict the tags of the posters. Figure 5
shows some tag recommendations yielded by the model for the tag sailing (under-
represented tag in the training set). The first two columns depict two positive
examples for which the interpretation allows for confirming the model classifica-
tion. Indeed, we can observe that the tool seems to label these movies as sailing
since two ships are present in both the posters, and in particular the model has
been able to reveal the presence of the hull among the objects included within
the pictures without any previous pre-training on this concept. The third movie
presents a false positive i.e., a case for which EMCFEFE miss-classifies the tag
sailing. In more details, the explanation emphasizes a rigid airship - which is
deceiving the model - but helps the operator to reject the classification.
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Fig. 5. Explanation of the prediction yielded for three movies sharing the same tag
i.e., sailing. In the first row, the original posters provided as input to the framework
are shown, the second one contains the LIME-based Explanations.

5 Conclusions and Future Work

Enriching metadata with informative labels is a crucial problem for the compa-
nies operating in the media content delivery field. However, automating this task
requires addressing different challenging issues (i.e., noisy data, class imbalance,
and lack of labeled examples for the training phase). Moreover, the final label-
ing is delegated to the operator, therefore the interpretation of the classification
model output is likewise important to make aware the expert in its decisions.
In this work, we defined a hierarchical DL-based solution for extreme multi-
label classification that integrates model explanation tools. An experimentation
conducted on a real dataset demonstrates the quality of the approach.

As a pointer for further research, we aim at boosting the overall performance
of the proposed approach by integrating information coming from unlabeled data
in a semi-supervised or self-supervised way. Also, active learning schemes can be
fruitfully exploited by implementing ad-hoc oracle labeling strategies. Finally,
we are interested to extend the experimentation for a fully multi-modal scenario
by including heterogeneous data e.g., movie plots and subtitles.
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Abstract. Clinician burnout is a multi-factorial problem, and there are limited
studies utilizing a theoretical model to assess factors contributing to clinician
burnout. A survey of demographic characteristics and work system factors was
administered to 278 clinicians (participation rate: 55%). We compare four clas-
sifiers with four feature selection methods to predict clinician burnout. We used
SHapley Additive exPlanations (SHAP) and permutation importance to prioritize
key factors contributing to clinician burnout and interpret the predictions. Ran-
dom forest had the highest AUC of 0.82 with work system factors only. Six work
system factors (administrative burden, excessive workload, inadequate staffing,
professional relationship, intrinsic motivation, and values and expectations) and
one demographic factor (race) had the highest impact on predicting clinician
burnout. Identifying and prioritizing key factors to mitigate clinician burnout is
essential for healthcare systems to allocate resources and improve patient safety
and quality of care.

Keywords: Clinician burnout - Medicine - Machine learning - Explainable Al

1 Introduction

Recognition of burnout among healthcare clinicians has increased over the past ten years.
Before the COVID-19 pandemic, more than 50% of US clinicians reported experienc-
ing symptoms of burnout, “a syndrome characterized by high emotional exhaustion,
high depersonalization (feelings of detachment and lack of empathy), and low personal
achievement” [1]. The COVID-19 pandemic has placed tremendous mental and physical
stress on clinicians and has markedly worsened the outstanding concerns about clinician
well-being and burnout [2]. As of April 2021, 3607 US healthcare workers died during
the COVID-19 pandemic, with clinicians constituting ~80% of all deaths [3]. Clinician
burnout has wide-ranging consequences, including but not limited to increased medical
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errors, [4] lack of motivation, absenteeism, poor morale, turnover, and reduced produc-
tivity leading to a deterioration in the quality of healthcare services [5-7]. A recent
US-based study estimated that $4.6 billion in annual costs is attributable to burnout,
primarily related to staff turnover and reductions in clinical hours [8]. Thus, there is an
urgent need to examine the key factors contributing to clinicians’ burnout during the
COVID-19 pandemic.

Although demographic factors such as gender and age are often independent predic-
tors of burnout, studies suggest that clinician burnout is a complex multifactorial problem
[9]. Recently, the US National Academy of Medicine (NAM) proposed a systems-based
framework and identified multiple evidence-based work system factors contributing to
clinician burnout [10]. This theoretical framework demonstrates how these numerous
interacting work system factors are often mediated by individual characteristics such as
gender, age, and race resulting in clinician burnout. Although the association between
job-related factors and clinician burnout is well established, [11, 12] there is limited
research utilizing a theoretical model of clinician burnout to explore the relationship
between distinct work system factors and burnout. Further, to the best of our knowledge,
no previous study has utilized the NAM framework to examine the relative importance
of key work system factors contributing to clinician burnout during the COVID-19
pandemic. Identifying and prioritizing specific and potentially modifiable work system
factors in a healthcare system is crucial to identifying interventions likely to yield the
highest return on investment and guide the optimal allocation of scarce resources to
mitigate and prevent clinician burnout.

Although machine learning has been advancing for several years, it has only recently
been used for behavioral sciences and, more specifically, in predicting burnout in health-
care workers. Lee et al. used k-means to group about one thousand nurses working in a
medical center in Taiwan into two classes (burnout and non-burnout states). Then they
applied the convolutional neural network deep learning method to build a predictive
model to estimate 38 parameters for the burnout sample [13]. Kurbatov et al. used k-
means unsupervised clustering (k-means analysis) and supervised clustering (k-means
cluster group) on survey data (53 respondents) to identify and predict burnout in surgi-
cal residents [14]. Nishi et al. used an ensemble model comprising elastic net, average,
median, and generalized linear model (GLM) blender on survey data (422 responses)
to predict Japanese physician’s well-being and identified high-impact predictive factors
for physicians’ well-being [15]. Thus, to the best of our knowledge, no previous study
has utilized machine learning approaches to examine the role of work system and demo-
graphic factors in predicting US clinicians’ burnout during the COVID-19 pandemic.
Further, we use feature selection and feature importance methods to identify key factors
that best predict US clinicians’ burnout to provide evidence for targeting interventions
to reduce US clinicians’ burnout and improve the quality of care.

2 Methods

2.1 Data Collection and Study Measures

A composite survey was created to assess the following: demographic factors (clinical
position, gender, race, and marital status), burnout using the 2-item Maslach Burnout
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Inventory (MBI) [16], and severity ratings of 21 evidence-based work system factors
based on the NAM’s system-based framework. The survey was designed using Qualtrics
Online Survey Software and administered to clinicians in a large academic medical
center’s oncology, primary care, and surgery departments. For this study, we used the
Centers for Medicare & Medicaid Services (CMS)’ definition of a clinician - those
who provide “principal care for a patient where there is no planned endpoint of the
relationship; expertise needed for the ongoing management of a chronic disease or
condition; care during a defined period and circumstance, such as hospitalization; or care
as ordered by another clinician [17].” Per CMS’ definition, clinicians may be physicians,
nurses, pharmacists, or other allied health professionals. The survey was administered
between November 2020 and May 2021 with a participation rate of 55% (Table 1). The
study was approved by the UNC-Chapel Hill Institutional Review Board.

Table 1. Number and type of survey responses

Feature Feature Categories No. (%)
Burnout ‘With burnout 110 (61.45%)
Without burnout 69 (38.55%)
Clinical position Attending physicians 70 (39.11%)
Nurses 89 (49.72%)
Training physicians (residents) 17 (9.50%)
Pharmacists 3 (1.68%)
Gender Male 32 (17.88%)
Female 132 (73.74%)
Non-binary 3 (1.68%)
Transgender male 3 (1.68%)
Transgender female 1 (0.56%)
Prefer to self-describe 2(1.12%)
Prefer not to disclose 6 (3.35%)
Race (R) Caucasian 133 (74.30%)
African American 10 (5.59%)
Latino or Hispanic 1 (0.56%)
Asian 8 (4.47%)
Native American 2 (1.12%)
Native Hawaiian or Pacific Islander 2 (1.12%)
Other 10 (5.59%)
Prefer not to disclose 13 (7.26%)

(continued)
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Table 1. (continued)

Feature Feature Categories No. (%)

Marital status Single 26 (14.43%)
Married 119 (66.48%)
Divorced 10 (5.59%)
Separated 6 (3.35%)
Widowed 4 (2.23%)
Other 3 (1.68%)
Prefer not to disclose 11 (6.15%)

Work system factors (WS)

Job demands (JD)

Excessive workload

177 (98.88%)

Unmanageable work schedules

175 (97.77%)

Inadequate staffing

174 (97.21%)

Time pressure

174 (97.21%)

Inefficient workflows

173 (96.65%)

Interruptions and disruptions

173 (96.65%)

Inadequate technology

172 (96.10%)

Moral distress

175 (97.77%)

Patient factors

172 (96.10%)

Administrative burden

173 (96.65%)

Job resources (JR)

Lack of recognition for QI activities

173 (96.65%)

Lack of dedicated time

173 (96.65%)

Lack of support for research

172 (96.10%)

Professional relationships

172 (96.10%)

Organizational culture

173 (96.65%)

Physical work environment

171 (95.53%)

Values and expectations

171 (95.53%)

Job control

174 (97.21%)

Intrinsic motivation

169 (94.41%)

Extrinsic motivation

175 (97.77%)

‘Work-life integration

175 (97.77%)

Categorical: Burnout, clinical position, gender, race, marital status; Ordinal: Work system factors.

2.2 Dataset Preparation

The input variables were the 21 work system factors and four demographic characteris-
tics. Further, the 21 work system factors were divided into ten job demand factors and
11 job resource factors. The outcome variable for the analysis was burnout as measured
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by emotional exhaustion (EE) (1 to 6) and depersonalization (DP) (1 to 6). An EE and
DP summative score > 3 correlates best with a more inclusive definition of burnout
[18]. However, for this analysis, we considered a score > 3 on EE and DP individually
as a more restrictive definition of burnout to categorize the clinicians into two classes:
with (>3 EE & >3 DP) and without burnout (<3 EE & <3 DP) to enable a binary
classification.

The dataset (179 cases) was separated with a stratified split, where 143 cases were
used as a training set, and 36 cases were used as the test set. The test set was set aside
to evaluate performance after all model training and parameter tuning. The training set
was further divided with a split stratified by burnout category into a train set (114 cases)
and a development set (29 cases). The development set was used to rank the models in
terms of their accuracy as defined by the area under the receiver operating characteristic
curve (ROC-AUC) and decide which model to use for testing. 5-fold cross-validation
(CV) was used for training and hyperparameter tuning to avoid overfitting.

2.3 Feature Selection

Feature selection is a preprocessing technique that detects relevant features and discards
redundant attributes that do not contribute to predicting clinician burnout and remov-
ing them. We used the following four feature selection methods: mutual information,
chi-square, recursive feature elimination, and manual selection. Manual selection con-
sisted of selecting variables based on NAM groupings and past literature. All feature
selection methods were compared across the three classifiers. Mutual information is the
measurement of mutual dependence between two random variables, where the larger
the measurement, the more dependent one variable is on another. The top ten features
with a mutual information score > 0.05 were included in the analysis. The mutual infor-
mation score threshold was selected by training classifiers with 5-fold cross-validation
and setting the threshold related to the highest accuracy. Chi-square feature selection
consists of testing the independence between variables, and we aim to select the features
that are significantly dependent on the outcome variable. The top ten features ranked by
p-value < 0.01 were included in the analysis. In recursive feature elimination (RFE),
features were iteratively selected while optimizing the area under the receiver operating
characteristic curve (AUC) performance. After each iteration, the less relevant features
were removed, and the key factors that best predicted clinicians’ burnout were identified.

2.4 Classification

We used random forest (RF), linear support vector machine (linear SVM), decision tree
(DT), and logistic regression (LR), four widely used classifiers for binary classification
to predict clinicians’ burnout. Initially, the classifiers were trained with factors based
on the NAM framework: work system factors (WS) & demographic characteristics (all
factors), work system factors & race (R), work system factors only, job demand (JD)
factors only, job resource (JR) factors only, job demand factors 4 race, job resources
factors + race (manual feature selection). AUC was used to evaluate the models. Random
forestincluded 100 estimators, and the linear support vector machine had a scaled gamma
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value. Logistic regression had an L2 penalty, the maximum number of iterations was set
to 10,000, and a Limited-memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS) solver.

2.5 Feature Importance

Feature importance (variable importance), in this work, refers to estimating how much
each work system factor and demographic characteristic contributed to predicting clini-
cians’ burnout. Thus, feature importance helps determine the key predictors of clinicians’
burnout on the test set (i.e., after training) to explain the learned model as opposed to
feature selection methods mainly applied before or during model training to select the
principal features of the final input data. Studies suggest that feature importance estimates
might be biased if only a single method is employed, as it might not consider the synergy
between orthogonal features [19]. Utilizing multiple feature importance methods makes
the final feature importance estimates robust and helps explain the results of machine
learning models more accurately. We computed permutation importance (PI) and used
Shapley Additive Explanations (SHAP) to evaluate and understand key predictors of
clinicians’ burnout on the test set for the final selected classifier. We used PI and SHAP
because they are model-agnostic, reasonably efficient, and reliable techniques. PI mea-
sures variable importance by observing the effect on model accuracy while randomly
shuffling each predictor variable [20]. We choose PI over Mean Decrease Impunity
(MDI) using Gini importance, another model-agnostic approach, as MDI disproportion-
ately increases the importance of continuous or high-cardinality categorical variables
[21]. We did not choose local interpretable model-agnostic explanations (LIME) as it
does not have a good global approximation of feature importance and only provides
feature importance for individual instances. Furthermore, LIME is sensitive to small
perturbations in the input, leading to different feature importance for similar input data
[19]. Although widely used, we also recognize that PI can result in misleading results
as highly correlated features affect PI [22]. We use SHAP explanations based on the
cooperative game theory approach to explain the machine learning model predictions
with SHAP values, calculated as a weighted average of features’ marginal contribution
[23]. SHAP is a consistent and accurate feature attribution method that shows the overall
importance of features via a mean SHAP values metric and how the models perform
with and without a feature for every combination of features [23]. Thus, we used PI
and SHAP as feature importance methods but will primarily use mean SHAP values to
interpret the test predictions with the final selected algorithm.

3 Results

3.1 Feature Selection

Table 2 shows the top ten features with a mutual information (MI) score >0.05 and the
top ten features from chi-squared (CS) with a p-value <0.01. Features that are similar
in both MI and CS are marked in bold.

The number of features with which RFE showed the highest CV accuracy for each
classifieris shownin Fig. 1. The three classifiers had varying numbers of optimal features-
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Table 2. Mutual information and chi-squared features

MI features

CS features

Time pressure

Time pressure

Intrinsic motivation

Intrinsic motivation

Extrinsic motivation

Extrinsic motivation

Lack of dedicated time

Lack of dedicated time

Job control

Job control

Values and expectations

Values and expectations

Professional relationships

Lack of support for research

155

Work life integration Administrative burden

Interruptions and disruptions | Moral distress

Excessive workload Patient factors

random forest (7), decision tree (8), logistic regression (21), and linear SVM (21). Only
two features, organizational culture and intrinsic motivation, were chosen by all four
classifiers.

3.2 Classification

The three classifiers were trained using the training set and development set. Table 3
shows the accuracies (i.e., AUC) of classifiers using and not using feature selection
methods (i.e., using all features) with the highest accuracy for each classifier highlighted
in bold, and the classifier with the highest average cross-validation AUC is highlighted in
bold and underlined. Random forest achieved the highest AUC with chi-squared feature
selection (0.80). Also, random forest consistently outperformed all other classifiers with
and without feature selection (highlighted in bold and italicized). The highest AUC of
decision tree was with work system factors and work system factors + race (0.68). The
highest AUC for logistic regression was with job demands (JD), job demands + race
(JD 4+ R), and work system factors + race (WS + R) (0.66). Linear SVM achieved 0.62
highest AUC with job demands.

Table 3. Model cross-validation (5-fold) average AUC

Models All |JID |JR |JD+R |JR+R WS |WS+R |MI |CS |RFE
RF 79 .69 .71 .70 75 76 .77 .76 .80 |.78
DT .63 .64 |58 |.66 .65 .68 |.68 .61 | .64 |.64
LR .64 .66 | .53 .66 54 .63 |.66 56 |58 .62
Linear SVM | .58 |.62 | .51 | .41 48 59 .60 46 |43 | .61
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Table 4 shows the average AUC of classifiers using and not using feature selection
methods on the development set out of 100 runs. Random forest achieved the highest
AUC with chi-squared feature selection (0.71) (highlighted in bold and underlined).
Also, random forest consistently outperformed all other classifiers with and without
feature selection, like in CV (highlighted in bold and italicized).

Table 4. Average AUC for all classifiers on the development set

Models All  |JD JR JD+R |[JR+R |WS |WS+R |[MI |CS |RFE
RF 0.66 |0.69 |0.66 |0.66 0.64 0.67 |0.67 0.68 |0.71 | 0.69
DT 0.52 |0.57 |0.63 |0.54 0.58 0.55 |0.54 0.61 | 0.66 |0.54
LR 0.65 |0.60 |0.64 |0.62 0.62 0.62 |0.61 0.56 1055 |0.61
Linear SVM | 0.54 |0.52 |0.42 |0.51 0.43 0.55 |0.52 045 1049 |0.55

Since random forest consistently outperformed other classifiers on the development
set, only random forest was evaluated on the test set. Table 5 shows the test set AUC
for random forest with and without feature selection methods. Random forest with work
system factors had the highest test AUC. Among feature selection methods, mutual infor-
mation and RFE achieved identical test AUC. Chi-squared feature selection, which con-
sistently had the highest CV and development AUC, had the lowest test AUC compared
to other feature selection methods and without feature selection methods.

Table 5. Test set AUC for random forest

Models | All JD JR JD+R |JR+R |WS |[WS+R |MI CS RFE
RF 0.76 |0.72 10.78 |0.71 0.75 0.82 0.80 0.77 10.69 |0.77

3.3 Feature Importance

SHAP provides both global and individual explanations. The SHAP summary plot brings
all data to a single plot and helps identify how impactful each feature is on the model
output for cases in the test set. On the y-axis, the features are sorted by decreasing order
of importance. The top features are the key contributors to clinician burnout prediction,
and the bottom ones are the least impactful predictors. The x-axis shows the mean SHAP
values (the average impact on model output). Thus, the features are sorted by the sum of
the SHAP value magnitudes across all samples. Figure 1 (top) shows that professional
relationships, administrative burden, intrinsic motivation, excessive workload, race, and
inadequate staffing with high mean SHAP values are the key predictors for the without
(class 0, blue color) and with burnout groups (class 1, red color).
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PI generates an ordered list of features along with their importance values. Figure 1
(bottom) is a PI plot with the y-axis highlighting the feature importance value, esti-
mated by the mean accuracy decrease across 20 model runs, and the x-axis showing
different features. The longer blue bars indicate higher importance than the shorter blue
bars. Each bar also shows the average feature importance value and the standard devia-
tion of importance values across all random forest iterations. Professional relationships,
inadequate staffing, intrinsic motivation, values and expectations, patient factors, and
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Fig. 1. SHAP summary plot (top) and permutation importance plot (bottom)
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excessive workload have the highest impact on model prediction. The negative values
for PI, as shown under the dashed blue line (e.g., job control, race, organizational cul-
ture, moral distress), occur when features do not contribute to predictions. This is more
common with small datasets such as in this study because there is more room for chance.

4 Discussion

This study utilized machine learning methods to examine the role of work system factors
and demographic characteristics in predicting clinicians’ burnout within a large inte-
grated academic medical center during the COVID-19 pandemic. Work system factors
manually curated from the NAM theoretical model of clinicians’ burnout achieved the
highest test accuracy in predicting clinicians’ burnout. This result provides data-driven
evidence to the NAM theoretical model of clinician burnout. Our other key findings are
consistent with prior studies that have identified job-related factors as core determinants
of clinicians’ burnout. Among the work system factors, we have also identified six pri-
mary drivers of clinicians’ burnout evenly divided among job demand (administrative
burden, excessive workload, and inadequate staffing) and job resource (professional rela-
tionship, intrinsic motivation, and values and expectations) factors. Excessive workload,
administrative burden, and inadequate staffing have been previously identified as drivers
of clinicians’ burnout within other healthcare organizations and diverse settings (e.g.,
non-academic settings and community clinics) [24, 25]. Still, their relative importance
has never been compared with other work system factors. Professional relationships,
intrinsic motivation, and values and expectations emerged as uniquely influential pre-
dictors of clinicians’ burnout. Collectively, these study findings provide evidence to
healthcare system leaders to prioritize interventions and system-level changes targeting
these key predictors of clinicians’ burnout.

This study provides insights into the association between US clinicians’ burnout and
demographic factors. Among demographic factors, only race emerged as a key predictor
of clinicians’ burnout, and our study findings also highlight the relative importance of
race compared to other demographic factors. Previous studies have found lower rates
of burnout among physicians in minority racial/ethnic groups compared with white
physicians. Still, no study has explored the relative importance of different demographic
factors in predicting burnout [26]. Our study could not show that gender, clinical position,
and marital status are key predictors of clinician burnout. Nishi et al. have demonstrated
that gender is a predictive factor of physicians’ well-being but has a relatively low impact
[15]. Studies suggest that female physicians experience a higher risk of burnout, are
more likely to experience work-home conflict, and face hurdles such as male-dominant
structures of the medical society and unconscious discrimination [27]. However, the
sample used in this study is 73% female, so we could not evaluate the impact of gender on
clinicians’ well-being. Thus, future studies with a larger and balanced sample size must
explore the impact of gender on clinicians’ well-being. Overall, consistent with previous
studies, our study demonstrated that demographic factors such as clinical position and
marital status had a relatively lower or no impact on clinicians’ burnout.

During COVID-19, clinician burnout has emerged as a significant public health
issue. As healthcare systems devise strategies to recruit, retain and support clinicians,
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our research provides an important contribution by providing an evidence-based pri-
oritization of work system factors and demographic characteristics. By identifying six
work system factors and one demographic factor as the most influential predictors of
clinician burnout among 25 work system factors and demographic characteristics, our
findings are likely to help guide the allocation of resources to where they may have the
greatest impact in mitigating and preventing clinician burnout. Most of our findings are
consistent with Nishi et al.’s recent study that used Japanese physician survey data to
develop an ensemble of machine learning models with the highest mean AUC of 0.72.
Some of the key differences between our study and their study are that they did not
use a theoretical model to determine the work system factors contributing to clinicians’
burnout, did not evaluate performance on a test set, and used only one feature importance
method (i.e., PI) to assess key factors predicting burnout.

This study has several limitations that need acknowledgment. First, our results are
based on a small sample of clinicians at a single US academic medical center with unique
institutional characteristics, which may limit generalization to other practice settings.
Second, the clinicians who responded to this survey do not represent all the major medical
specialties, groups, and subsets of clinicians, which may add potential response bias.
Third, the study’s objective was to identify key predictors of US clinicians’ burnout;
thus, the findings should not be interpreted as causal. Therefore, our study findings,
although promising, cannot be generalized without further investigation.

5 Conclusion

The increasing prevalence of burnout adversely affects clinicians, patients, and health-
care systems. Although demographic characteristics such as race play a role, the primary
drivers of clinician burnout are related to work system factors. The COVID-19 pandemic
has placed an acute strain on the US clinician workforce, and healthcare systems are under
greater pressure to implement effective burnout mitigation and prevention strategies. Our
findings provide evidence-based prioritization of key factors contributing to clinicians’
burnout, and healthcare systems may consider targeting these factors to optimize scarce
resources. Future studies should extend this analysis with a larger dataset, different
demographic sub-populations, urban-rural locations, academic and non-academic set-
tings, medical specialties, and team structures to understand the potential differences in
feature importance across diverse clinician populations and practice environments.
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