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Abstract. This work aims to systematize the knowledge on emerging
Intelligent Information Retrieval (IIR) practices in scenarios whose con-
text is similar to the field of tax law. It is a part of a project that cov-
ers the emerging techniques of IIR and its applicability to the tax law
domain. Furthermore, it presents an overview of different approaches for
representing legal data and exposes the challenging task of providing
quality insights to support decision-making in a dedicated legal environ-
ment. It also offers an overview of the related background and prior
research referring to the techniques for information retrieval in legal
documents, establishing the current state-of-the-art, and identifying its
main drawbacks. A summary of the most appropriate technologies and
research approaches of the technologies that apply artificial intelligence
technology to help legal tasks is also depicted.

Keywords: Legal knowledge · Information Retrieval · Artificial
intelligence · Legal domain

1 Introduction

Any technical domain, be it legal, tax, computational, or otherwise, is charac-
terized by a highly specialized discourse using its terminology and style in the
textual codification of the underlying themes. Thus, it is accepted that under-
standing a technical discourse requires a certain level of literacy suitable for the
identification and analysis of the discourse. However, interpretation, as an act
of inference about what is written from the perspective of its application to a
given context, may require more than understanding the terminological and con-
ceptual framework of the domain, implying a set of epistemic practices [7] from
which new structures of knowledge emerge that tend to facilitate the process
of interpretation. These practices contribute to meaning construction through
collaborative activities, where experience and knowledge representation models
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Marreiros et al. (Eds.): EPIA 2022, LNAI 13566, pp. 119–130, 2022.
https://doi.org/10.1007/978-3-031-16474-3_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16474-3_11&domain=pdf
http://orcid.org/0000-0001-6370-9955
http://orcid.org/0000-0001-9138-9143
http://orcid.org/0000-0001-7953-677X
https://doi.org/10.1007/978-3-031-16474-3_11


120 M. Gomes et al.

are crucial factors. Notwithstanding the importance of tacit knowledge and the
models that facilitate its explanation, the interpretation process also depends on
the quality of information and mechanisms of analysis and research of interre-
lated content, that is, identification of relationships between different types or
categories of information.

The field of taxation and tax law is complex by nature, typically consist-
ing of large volumes of highly technical textual information and categorized by
codes (VAT, IRS, ...) and laws. Moreover, the different sources of information
that make up this technical domain are characterized by a high degree of inter-
dependence and dynamics, where inter and intratextual references and updates
are frequent. Therefore, the correct and precise treatment of this information,
its temporal location, and its availability in an organized and adequate way to
the needs of different users can create added value for professionals and organi-
zations, but, above all, it can serve to avoid legal disputes or promote necessary
tools for support in resolving these, whether with the Tax Authority or with
the Courts. In this work, the knowledge management process is assumed as a
critical process, representing a key factor of organizational performance and an
essential tool for competitiveness [26]. The availability and access to updated
legislative information, complemented with objective and timely explanations,
allows the users to comply with their tax obligations, promote tax efficiency, and
reduce tax burdens. However, this process often results in querying data from
multiple sources of information, where each document can handle updates and
cross-references, which increases process complexity. In many cases, excessive,
mismatched, and disorganized information can affect the entire data exploration
process, which can lead to wrong decisions if improperly interpreted. For this, it
is necessary to identify relevant information (Information Retrieval - IR), con-
sidering the existence of typically unstructured data and in large quantities [32].
However, considering the technological evolution in knowledge base management
and new intelligent models of collection, processing, analysis, and representation
of information, several of the existing gaps can be adequately explored. In this
sense, the consortium presents this project, presenting complementary capabili-
ties in the areas involved and proposing an intelligent solution to the problems
encountered. This document contains four sections and is organized as follows.
In the first section, the main problem is contextualized and described as the
principal motivation for this work. Next, the following section (Sect. 2) presents
an overview of different approaches for representing legal data and exposes the
challenging task of providing quality insights to support decision-making in a
dedicated legal domain. Section 3 proposes an overview of the related back-
ground and prior research referring to the techniques for information retrieval
in legal documents, establishing the current state-of-the-art, and identifying its
main drawbacks. A summary of the most appropriate technologies and research
approaches for developing the research work is also depicted. Moreover, this
section also gives an overview of the technologies that apply artificial intelli-
gence technology to help legal tasks. Finally, the conclusion provides a summary
of contributions to the main points of this work.
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2 Legal Knowledge Representation

Legal data is typically represented using natural language framed within a spe-
cific domain and context. For that reason, expressing and sharing legal knowledge
so that computers can explore is a challenging task. Therefore, the emergence
of disruptive techniques for handling, modeling, and using data became very
popular in the last decade, particularly with the advent of Artificial intelligence
techniques used to implement Machine Learning algorithms that have enhanced
the development of expert systems. However, systems cannot analyze and pro-
vide quality insights to support decision-making in a dedicated legal domain
without a proper representation of knowledge. As stated by Ramakrishna and
Paschke [24], knowledge represents a relation between a knower and a proposi-
tion, expressed by a declarative sentence. In [3], three types of knowledge are
discussed: experiential knowledge is acquired based not only on experiences but
also connects to the environment through the sensory before being processed
by the individual, which means that the same experience may result in differ-
ent knowledge (since it is associated with previous experiences and knowledge);
the skills that represent the know-how resulting from doing specific actions; and
claims that define what is known based on explicit knowledge (provided by,
for example, by books or legislations). Each type is interconnected and is par-
ticularly relevant in the legislation domain since the same explicit knowledge
(law) and its application by judiciary entities is influenced by experimental and
know-how knowledge. In the last years, several research works have proposed
technologies, methods, and languages to identify requirements and represent the
specificities of the legal domain. The primary purpose is to capture informa-
tion that can be processed and shared by computers. In [33] a categorization
based on generations for describing the efforts to provide access to legal elec-
tronic data is presented. The first generation refers to a representation closer
to word processing and database models; the second generation refers to the
adoption of metadata for structuring and modeling, the third generation focuses
on grammar for preserving consistency over time and the ability to share and
integrate new knowledge to existing one (e.g., using ontologies). Finally, the
four-generation provides prescriptiveness using constraint-based grammar. Some
approaches have been used for legal knowledge representation during the last
decades. For example, the LEXML [33] is a European model to promote inter-
operability for legal and legislative data. The LEXML was born from several
countries’ initiatives to find similarities between the national and international
legal systems. However, LEXML is currently only implemented in Brazil and can
be framed within the second generation of legal data representation. The EUR-
Lex [33] provides European legal documents with Formex, an XML standard
used for managing legal (not for representation) data in the EUR-Lex service
that provides access to EU legislation such as the case law of the Court of Jus-
tice of the European Union, and other EU public documents. EUR-Lex supports
multi-language to cover several European languages, supporting law or interna-
tional agreements. Formex is widely adopted in the European community and
defines the logical markup for legal documents. It can be framed in the first
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generation of initiatives to standardize legal documents. The CEN MetaLex [2]
is an XML standard used to represent sources of law and references to sources
of law as CEN MetaLex documents. It provides the interchange of data in a
standardized way. In addition, it provides mechanisms to link legal information
from various levels of authority, supporting different countries and languages
and information exchange and interoperability. These characteristics allow for
the classification of this standard as the third generation. Akoma Ntoso [27] is an
international technical standard for representing executive, legislative, and judi-
cial documents in a structured way using a domain-specific XML vocabulary.
It provides a framework for exchanging parliamentary, legislative, and judiciary
documents. In addition, Akoma Ntoso maintains connected standards and lan-
guages that provide: document format (for open documents that cover areas
such as Parliamentary Debates, Primary Legislation, or Judgements); a model
for document interchange (supporting the generation, presentation, accessibil-
ity, and description of documents), data schema (all document types share the
same basic structures), metadata schema and ontology (the ontology is designed
to be extensible to accommodate extra elements and qualifiers to meet spe-
cific requirements), and a schema for citation and cross-referencing (relying on
a name convention and a reference mechanism to connect a distributed docu-
ment corpus). Due to these characteristics, Akoma Ntoso was originally a third-
generation Initiative for legal knowledge representation. LegalXML1 approach
produces technical standards for structuring legal documents and information
using XML, enabling the adoption and convergence of e-business standards for
the legal domain. LegalXML has standards to support court documents, legal
citations, or transcripts. In addition, it includes the LegalDocML, a legal rule
representation language based on Akoma Ntoso for structuring legal content, the
Electronic Court Filing for supporting interoperability among electronic courts,
the LegalRuleML for representing legal norms and rules, among other technical
specifications such as the LegalRuleML for supporting legal arguments represen-
tation and evaluation.

Among the presented approaches for representing legal data, the LegalXML
initiative covers several aspects of legal knowledge representation [33]:

– Supporting the ability to represent different knowledge aspects with clear and
expressive semantics.

– Provide mechanisms for knowledge sharing, reusability, and extensibility.
– Provide support for reasoning and inference over the legal content.
– The capacity to reference other legal documents, which is very useful in the

jurisdiction context;
– Defining rules for legally checking
– Capacity to support authoring and to link the law context according to a

specific temporal occurrence
– Support to track changes and amendments
– Support directions or injunctions indicate how a language should be used in

specific contexts.
1 http://www.legalxml.org/.

http://www.legalxml.org/
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The main difference between LegalXML, CEN-Metalex, and Akoma Ntoso is
related to the lack of prescriptiveness in CEN-Metalex and the original Akoma
Ntoso version. With LegalRuleML, prescriptive statements are modeled by “If”
conditions, describing rules application. Not only baseline rules but also the
exceptions to the baseline.

3 Approaches for Information Retrieval in Legal
Documents

Legal documents represent a complex knowledge composed of lengthy texts that
need to be analyzed and interpreted by domain personnel (e.g., lawyers or judges)
to extract meaningful information. In several cases, data is extracted with other
related documents to select the right documents and for understanding the doc-
ument content.

A legal document can involve several uses cases (such as contracts, regula-
tions, or privacy documents). They typically involve several entities, relation-
ships between, and the relationships between external documents, such as laws,
amendments, or revocations. Thus, the complexity and time spent extracting
relevant data in legal documents are challenging and error-prone. Since legal
documents are subject to different interpretations, misinterpretations or preci-
sion loss are common problems related to text interpretation.

To analyze and reason over the documents, users need expert systems to sup-
port decision-making requirements. Due to their nature, extracting, organizing,
and interpreting legal documents requires the application of several advanced
techniques and algorithms. Techniques such as semantic web, text mining, and
NLP (Natural Language Processing) techniques can be used to reveal under-
standings and patterns that can be used to support decision-making. Moreover,
the knowledge extracted from legal documents will be used to support critical
decisions related to its applications in judgments or legal decisions. This means
the inappropriate legal data handling can lead to disastrous results and can be
seen with mistrust from the decision-making personnel [5].

Legal search queries can be framed according to several dimensions (e.g.,
legal issues, jurisdictions), which imposes the evaluation of the proper algo-
rithm, retrieval and ranking models to effectively extract meaningful data. Legal
Information Retrieval (IR) and legal argument data mining represent two typ-
ical strategies to extract knowledge from legal documents. Despite focusing on
different perspectives, several approaches can be used together [1]. The legal
argument retrieval (AR) [1,36,37] use these two techniques for returning argu-
ments and not just documents. In this context, Xu [39] addressed the possibility
to automatically generate succinct summaries of legal documents through the
identification of legal arguments.

3.1 Information Science

In the field of legal knowledge, there are several contributions not only for
knowledge representation, as stated in the previous section, but also for rule
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interchange [13]. Furthermore, for judicial interpretation based on domain, con-
ceptualization [8].

The approach presented in [8] connects the knowledge coming from different
decisions and highlights similarities and differences between them. The authors
introduce JudO, an OWL2 ontology library of legal knowledge that relies on the
metadata contained in judicial documents. JudO represents the interpretations
performed by a judge while conducting legal reasoning toward adjudicating a
case. JudO provides meaningful legal semantics while retaining a strong connec-
tion to source documents (fragments of legal texts). This approach detects and
models jurisprudence-related information directly from the text and performs
shallow reasoning on the resulting knowledge base.

In [14], the authors present a formal model of legal norms modeled in OWL.
It is intended for semiautomatic drafting, semantic retrieval, and browsing leg-
islation. Most existing solutions model legal norms by formal logic, rules, or
ontologies. The proposed model formally defines legal norms using the elements
of legal relations they regulate. The paper presents a formal model of legal norms
used to develop expert systems for semiautomatic drafting and semantic retrieval
and browsing of legislation.

Semantic web techniques are also used for modeling legal information and
reason about related data. These networks represent the relevant entities, their
properties, and their relationship considering the legal domain [38]. The research
work presented in [9] describes the implementation of a semantic network. The
authors implemented an entity recognition task using a NER Tagging tool to
identify victims, places, or organizations as entities involved in the related legal
case to produce nodes for the knowledge graph. To identify words and their
context and their relationship with associated words, Part-of-speech [18] tagging
was used for identifying edges (mainly verbs) between the entities previously
identified. Additionally, they used an information Extraction tool to identify the
relationships between entities from plain text. In [16], the authors present ALDA,
a legal cognitive assistant to analyze digital legal documents. They addressed
several components, including the development of ontological representation:
the extraction of data to create knowledge bases (using text-mining and natural
language processing), the cross-referencing between related documents (which
results in the development of subgraphs), and the use of deep learning to extract
semantically similar legal entities and terms.

3.2 Artificial Intelligence

Almost since 1970, it has been noticed the “information crisis in law” (an ever-
increasing amount of legal data that is being generated and not plenty or prop-
erly used) encouraging the development of legal Information Retrieval systems
[28]. Also, almost since 2007, the “natural language barrier” [23] has been dis-
cussed as a barrier that hinders artificial intelligence in the legal domain. How-
ever, even using artificial intelligence and other computing approaches almost
since the 1970 s,s, there has been no breakthrough in such matter [25]. Most
of the research performed on the use of Artificial Intelligence in the legal
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domain appears to relapse into three main categories: Computer-Aided Reason-
ing (CAR), Knowledge-Based Systems (KBS), and Legal Language Processing
(LLP). Those categories are highly coupled since CAR needs KBS, which relies
on LLP, so those groups are a matter of research focus. This is suggested to be
called a LIIS. Considering a legal system stack, CAR appears to be performed
most by Case-based Reasoning. KBS seems to be built in most cases using one
or another ontology strategy; on the other hand, on LLP, a commonly used app-
roach appears not yet to exist. Regarding application, most of the research seems
to aim one way or another at Legal Information Retrieval. Datastore and query-
ing are ancient human needs performed by cataloging and retrieving systems
[25,31]. Cataloging systems are used to handle structured data and retrieve the
system’s unstructured data. The first is related to SQL (or relational) within a
computer science scope, yet the second is NoSQL (or non-relational) technology.
Shall highlight that it is not a matter of choice but the impossibility to structure
some types of information [22]. Moreover, Computer-aided Reasoning cannot
only rely on formal logic [6]. It must also rely on a knowledge-based system that
needs a legal language processor to be composed [31]. The stack sits on legal
language processing. While it is not properly settled, it will not be possible to
reach the expected breakthrough, called the “natural language barrier” [31]. The
stack sits on legal language processing. While it is not properly settled, it will
not be possible to reach the expected breakthrough, called the “natural language
barrier” [23]. In this sense, it was realized that most natural language processing
approaches do not adequately suit legal texts due to their idiosyncrasies, and
legal language processing comes into use [6].

Specific issues of legal texts include sentences twice longer, and preposi-
tional chaining is a third deeper than those used in newspapers [6]. Also, legal
terms may present proper semantics being different from the regular use. More-
over, the law of each country is written in its official language and considers
a particular legal structure [19]. Because of that, those concerns must be dealt
with locally and hinders international cooperation. In other words, the ”nat-
ural language barrier” in the legal field includes lexical, syntactic, semantic,
pragmatic, and idiom obstacles. But once surpassed, it is believed that conven-
tional approaches of Computer-aided Reasoning and knowledge-based systems
are feasible to be used [23]. Meanwhile, researchers’ efforts over the years led
to tremendous advances in applying artificial intelligence (especially NPL) tech-
nology to help legal tasks. Nowadays, the Legal Information Retrieval datasets,
including COLIEE, CaseLaw, and CM. Both COLIEE and CaseLaw are involved
in retrieving the most relevant articles from a large corpus, while data exam-
ples in CM give three legal documents for calculating similarity. Moreover, these
datasets provide benchmarks for the studies of LegalIR.

The difficulties are not restricted to legal language processing, although it
typifies a barrier. Information retrieval itself presents several issues to be han-
dled. The index formation (that can be static or dynamic), according to the
complexity of data and the index itself, may lead to computational complexity
(time and space) issues requiring some cluster processing and other big-data
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approaches [11,22]. A significant data source may return more information than
the user can handle, requiring a scoring system to rank the fetched documents.
Due to the diversity of possible approaches, shall build an information retriever as
specific as possible given a domain and user [25] within a user-centered design.
Also another peculiarity of legal retrieving is the need to encompass juridical
dynamics and context. CBR is a problem-solving method that addresses new
problems by remembering and adapting solutions previously used to solve simi-
lar issues [17]. CBR is based on two tenets to understand intelligence: problems
tend to occur repeatedly, and similar problems have similar solutions [20]. Also,
the answer to each new problem in CBR becomes the basis for a new case, being
learned and stored for potential reuse in the future [35].

The typical CBR cycle is composed of [17,34]: Retrieve, Reuse, Revise and
Retain. The retrieving step is responsible for determining which case is most
similar to the new problem. Two different approaches can calculate cases’ sim-
ilarities: the K-Nearest neighbours approach - which uses a weighted sum of
features to identify the similarities - and the template retrieval approach - which
returns all cases that fit within specific parameters. During the CBR cycle, some
stages usually have human interaction. For example, while it may automate case
retrieval and reuse, case revision and retention are performed by human experts.
Reuse is the process that receives the retrieved cases and makes the necessary
adapts to solve the new problem. There are two methods used to perform this
action: transformational and derivational. While derivational methods modify
the previous solution using domain-specific transformation operators, the trans-
formational methods reuse the algorithms, techniques, or rules that generated
the original solution to produce a new solution to the current problem.

Traditionally, intelligent systems procedures were described through rules
called RBR. For Hayes [15], expressing knowledge using this model is difficult
and time-consuming in real situations. In contrast, in CBR systems, the cases are
knowledge, leading to automatic maintenance and updating of knowledge, while
in RBR systems, new rules are created. This type of system proposes a solution to
a given problem, from knowledge not wholly defined, low structured, or unknown,
as well as allows it to pay attention during the process of constructing a solution
to the aspects/characteristics of the problem considered a determinant for the
construction the same solution.

In the legal context, CBR-based systems have found vast opportunities to
develop their application methodologies and with satisfactory results [29]. The
SCALIR is an example of a hybrid symbolic/sub-symbolic system that uses legal
network knowledge to perform retrieval through spreading activation to perform
the task [30], considering legal decisions as complex networks [21]. Indeed, the
law may thus be thought of as a giant network containing information embedded
in cases (nodes) and relationship information called citations (arcs) going from
node to node. Measures such as betweenness, closeness, and Markov Centrality
can help find the causes at the core of a judicial system. Likewise, measures such
as clustering enable understanding the degree of interdependence of cases that
comprise a jurisprudence database.
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Meanwhile, as pointed out by Carneiro and Gomes [4,10,12], both RBR and
CBR approaches to negotiation face criticism. Thus the main drawbacks can be
briefly enumerated as follows [ibid]:

– Laws constantly change, thus implying updates to the rules that establish how
solutions are generated in RBR. This may result in inconsistencies and/or
redundancy. Moreover, this might be quite a complex task (depending on the
complexity of the legal domain) that must be performed manually, despite
the use of some supporting tool;

– The quality of an RBR tool is directly dependent on the quality of the work of
the humans, translating the legal norms into rules. The quality of information
of the rules may be hard to determine;

– RBR are static and will not shape changes in the legal domain unless these
are coded manually by a human expert;

– The quality of a CBR tool is directly dependent on the quality and amount
of past cases known;

– The fact that legal norms change frequently also has a negative impact on
CBR approaches, rendering past cases potentially useless under the light of
the new norms;

– Both CBR and RBR approaches are domain-dependent. This implies that
rules are defined independently for each legal domain and that cases from a
specific field can hardly be reused.

3.3 An Overview of the Related Background and Prior Research

According to the most recent literature, AI solutions in legal services can
be grouped into document analysis, legal research, and practice automation.
While the first two categories correspond to tools that support lawyers in their
work, practice automation refers to the automation of a lawyer’s work. Practice
automation via AI tools might bring considerable gains in productivity and a
significant change in the legal profession, with the automation of discovery (e-
discovery) and the redaction of court briefs. However, datasets are essential for
AI systems, both as training material for developing AI algorithms and as input
material for its actual use. The data (or its lack) might constitute a barrier to
entry for small law firms or solo practitioners who want to create their own AI
systems. Data has been considered a bottleneck: In its decision v. Google (Shop-
ping), the European Commission stated that the search data held by Google
constituted a barrier to entry for other prospective market players. In the legal
context, it has been described that most law firms are “document rich and data-
poor”, and public data such as judicial decisions and opinions are either not
available or so varied in the format as to be challenging to use effectively.

4 Conclusion

The field of taxation and tax law is complex by nature, typically consisting of
large volumes of highly technical textual information and categorized by codes
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(VAT, IRS, ...) and laws. The development and deployment of techniques and
approaches using AI and Law can help this field of knowledge to assist the legal
professionals in interpreting this type of information, providing added value in a
collaborative context that enriches the information and the professionals who use
it. Bearing this in mind, this work intended to characterize the existing techno-
logical infrastructure and present the most relevant literature and understanding
gathered related to these topics.
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