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Abstract. Recently, deep-learning-based approaches have been widely
studied for deformable image registration task. However, most efforts
directly map the composite image representation to spatial transforma-
tion through the convolutional neural network, ignoring its limited ability
to capture spatial correspondence. On the other hand, Transformer can
better characterize the spatial relationship with attention mechanism, its
long-range dependency may be harmful to the registration task, where
voxels with too large distances are unlikely to be corresponding pairs. In
this study, we propose a novel Deformer module along with a multi-scale
framework for the deformable image registration task. The Deformer
module is designed to facilitate the mapping from image representation
to spatial transformation by formulating the displacement vector predic-
tion as the weighted summation of several bases. With the multi-scale
framework to predict the displacement fields in a coarse-to-fine manner,
superior performance can be achieved compared with traditional and
learning-based approaches. Comprehensive experiments on two public
datasets are conducted to demonstrate the effectiveness of the proposed
Deformer module as well as the multi-scale framework.

Keywords: Deformable image registration · Displacement bases ·
Multi-scale framework

1 Introduction

Deformable image registration (DIR), which aims to estimate a proper deformable
field φ that can warp the moving image Im to align with the fixed image If , is
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an essential procedure in various medial image analysis tasks, such as surgical
navigation [8], image reconstruction [18] and atlas construction [5]. Traditional
registration approaches [1,27,28] align voxels with similar appearance through
solving an optimization problem for each volume pair. Unfortunately, the compu-
tational intensive optimization limits their usage in practical clinical applications.

Recently, unsupervised deep-learning-based DIR approaches [2,12,29–31]
have been widely studied for their computational efficiency. Many methods, such
as VoxelMorph [2], Dual-PRNet [12] and FAIM [17], adopt the convolutional
neural network (CNN) as their backbone because of its superior performance for
various vision tasks [13,25]. However, CNN shows limited capability in capturing
spatial relationship [24], which becomes a bottleneck for these methods. With the
recent development of vision Transformer, some efforts have also been made to
explore its effectiveness in DIR task [3]. Although its attention mechanism [24] is
potentially more suitable to characterize spatial relationship, directly applying it
for DIR task may lead to inferior performance due to its long-range dependency.
Because of the fixed anatomical structure of medical scans, preserving tissue
discontinuity [4] is essential for medical image registration task. Therefore, the
corresponding voxel should only be found in a limited local range, which could
be undermined by the long-range dependency.

To this end, we propose a Deformer module to explicitly exploit the intrinsic
property of registration task for facilitating the mapping from image represen-
tation to spatial transformation. We make a simple yet critical formulation that
the displacement between a pair of voxels can be considered as the weighted
summation of several basic vectors (referred as displacement bases as well) with
three elements, representing the x, y and z components, respectively. Lever-
aging attention mechanism’s ability to capture spatial relationship from image
representation, the proposed Deformer module adopts two separate branches
to implement such a paradigm. The first branch learns the displacement bases,
denoting the potential deformable directions, while the other one predicts the
attention weight for each basis, representing the offset length along each direc-
tion. Thus, the voxel-wise displacement can be obtained via matrix product of
the basis vectors and the attention weights. In addition, the multi-head strategy
is applied to enable the Deformer module to extract latent information from dif-
ferent representation subspaces. Furthermore, a multi-scale framework, namely
Deformer-based Multi-scale Registration (DMR) is customized to further boost
the performance. Unlike previous methods, which either successively predict the
displacement fields at different scales [1,21,28] or only exploit multi-scale feature
maps through U-Net architecture [2,22], we propose to introduce the Deformer
module along with an auxiliary loss at each scale to learn the displacement
fields in a coarse-to-fine manner and automatically fuse them through the tai-
lored refining network, such that the information at different scales can be fully
exploited without intensive successive computation.

2 Method

Problem Setting. Given a pair of moving and fixed medical 3D scans
(called images or volumes as well) {M,F} ∈ R

D×W×H , the objective of image
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registration is to estimate a deformation field φ ∈ R
3×D×W×H such that the

warped moving scan T (M,φ) ∈ R
D×W×H can be aligned with the fixed scan

F , where D denotes the depth, W the width, H the height and 3 for the 3D
spatial dimension. Specifically, the φ can be represented as Id + u, where Id
denotes identity transformation and u represents the displacement field. To be
consistent with previous registration studies [2,3,15], a spatial transformation
network [14] is adopted to map the moving image to the fixed image with the
estimated displacement field.

Method Overview. As shown in Fig. 1, the proposed DMR framework consists
of three main components, the multi-scale encoder to extract L (L = 4 in this
study) pairs of feature maps {f l

M , f l
F }L

l=1 from both the moving image M and the
fixed image F , the proposed Deformer modules to exploit the interaction between
M and F to deliver the displacement vector fields from coarse to fine, and the
refining network to combine the latent information from different representation
subspaces to enable high-resolution large-deformable registration. The detailed
explanations of the Deformer module, the DMR network, as well as the loss
function are stated in the following sections.

Deformer Module. To facilitate the mapping of the image representation to
spatial relationship and increase the interpretability of the network, a Deformer
module is designed to learn the displacement field. Based on the linear alge-
bra theory, a displacement vector between two voxels can be formulated as the
weighted summation of several basic vectors. For implementing this paradigm
through network, the proposed Deformer module adopts attention mechanism
with two separate branches, as displayed in Fig. 1b.

The first branch, i.e., the left branch in Fig. 1b, adopts a linear projection to
convert every voxel-wise feature vector into N bases, each of which consists of
three elements to represent the displacement values in three spatial directions,
i.e., the x, y and z axes, respectively. In addition, we adopt the multi-head
strategy [26] so that the information from different representation subspaces

Fig. 1. The proposed DMR framework (a) and Deformer module (b).
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can be obtained, leading to K × N bases for each voxel, where K represents the
number of heads in each Deformer module. Note that only the feature maps of the
moving images f l

M are employed in this branch, which is sufficient to extract the
most representative displacement bases for denoting the most likely deformation
directions as demonstrated by the ablation study. On the other hand, the second
branch, i.e., the right branch in Fig. 1b, adopts the concatenated feature map
[f l

M , f l
F ] from both the moving and fixed images to learn the attention weight for

each displacement basis. The similarity between the moving image and the fixed
image is measured by a linear layer followed by a softmax function to impose the
non-linearity of the module. It is worth mentioning that both linear projections
are performed on each pair of voxel-wise feature vectors independently, resulting
in a small number of parameters comparing with standard CNN or Transformer
block. Besides, the latent information of the nearby voxels has already been
incorporated into the feature vector through the CNN-based encoder. Therefore,
the similarity measurement is not limited to the voxels at the same location, and
the field-of-view is expanded with the decreasing of the feature map resolution.
Finally, the attention weights are multiplied to the displacement bases followed
by a head-wise average to obtain the displacement field ul at scale l. The overall
process can be formulated as:

ul =
1
K

K∑

i=1

N∑

j=1

wl
i,j × vl

i,j , l = 1, ..., L, (1)

vl
i,j = fc1(f l

M ), wi,j = fc2([f l
M , f l

F ]), (2)

where vl
i,j denotes the displacement basis, wi,j is the attention weight, [·] rep-

resents the concatenation operation, while fc1 and fc2 denote the mapping
functions of two branches, respectively.

Network Architecture. In order to fully exploit the latent information at
different representation subspaces without introducing the intensive computation
of successive network, we propose a DMR framework to learn displacement fields
at different scales via the proposed Deformer module along with auxiliary loss
to provide additional guidance.

As shown in Fig. 1, we first adopt a multi-scale CNN encoder to extract the
latent representations at different scales from both the moving and fixed images.
Specifically, sharing a similar architecture as [2], the encoder is composed of
L 3D convolution blocks, each of which consists of a convolutional layer with a
stride of 2 and a kernel size of 4, and a batch normalization layer followed by a
leaky rectified linear unit (LeakyReLU) with a negative slope of 0.2. Therefore,
the encoder can extract a sequence of L pairs of intermediate feature maps
{f l

M , f l
F }L

l=1 with different scales through different convolution blocks. Note that
both the moving and the fixed images are fed into the same encoder for feature
extraction.

The refining network consists of repeated application of the fusion block
followed by a convolution head to convert the last feature map to the final
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displacement field at the original resolution. Specifically, we denote the output
feature map of fusion block l as gl, then the displacement field ul at scale l is
converted to a feature map hl with a fixed number of channels C via a convolution
block. Subsequently, the feature map of the last fusion block gl+1 is upsampled
by a bilinear interpolation and added to hl followed by the concatenation of the
latent representations f l

M and f l
F to provide image information, formulated as:

gl =

{
hl, l = L[
2 × upsample(gl+1) + hl, f l

M , f l
F

]
, otherwise.

(3)

The final component of the fusion block is another convolution block, i.e.,
Conv3d reducer, for reducing the channel of output high-level latent represen-
tations to C. After three cascaded fusion blocks, a convolution head including
three decoding blocks, each of which has two successive structures with a con-
volutional layer and a ReLU activation function, is applied to deliver the final
displacement field. An upsample layer is introduced after the first decoding block
to restore the original resolution. More details about the refining network can
be found in the supplementary materials.

Loss Function. To validate the effectiveness of the proposed DMR framework
and Deformer module, we adopt the most commonly used objective function [2]
for a fair comparison, which is defined as:

L(M,F, φ) = Lsim(T (M,φ), F ) + λLreg(φ), (4)

where λ is the regularization trade-off parameter, setting as 1 empirically. The
first term Lsim(T (M,φ), F ) measures the similarity between the warped moving
images and the fixed scans using local normalized cross-correlation. The second
term Lreg(φ) is a regularization imposed on the displacement fields to penalize
local spatial variation.

As stated above, we propose to impose penalty on the intermediate displace-
ment field at each scale to provide direct guidance for each level of Deformer
module as well as the feature extractor. It is worth mentioning that the inter-
mediate displacement fields should be upsampled to the original scale to warp
the moving image for the computation of objective function. The overall loss
function can be written as:

Ltotal = L(M,F, φ) +
L∑

l=1

βlL(M,F, φl), (5)

where βl is the weight for the intermediate loss function at scale l.

3 Experiments and Discussion

Datasets. To validate the performance of the proposed approach, we conduct
experiments on two publicly available datasets, i.e., the LONI Probabilistic Brain
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Atlas (LPBA40) dataset [23] and the Neurite subset of the Open Access Series
of Imaging Studies (Neurite-OASIS) dataset [19]. The LPBA40 dataset [23] con-
tains 40 3D volumes of whole-brain Magnetic Resonance Imaging (MRI) scans
from normal volunteers, which is divided into 29, 3 and 8 scans for training, val-
idation and testing, respectively. Skull stripping and spatial normalization are
performed on each scan, followed by padding and cropping to ensure the same
size of 160 × 192 × 160 voxels for each scan. Manual annotation of 56 struc-
tures are provided as the ground truth. The Neurite-OASIS dataset1 is from the
learn2reg 2021 challenge [11] and is a part of the OASIS Dataset Project [19],
It contains 414 inter-patient 3D T1-weighted MRI brain scans from abnormal
subjects with various stages of cognitive decline, which is split into 374, 20 and
20 scans for training, validation and testing, respectively. The scans are pre-
processed by the challenge organizer, including skull stripping and spatial nor-
malization via FreeSurfer and SAMSEG, and then cropped to 224× 192 × 160
voxels. The subcortical segmentation maps of the 35 anatomical structures are
provided as the ground truth for evaluation.

Evaluation Criteria. In the experiments of both datasets, we use subject-
to-subject registration for optimization, where each pair of volume is selected
randomly from the training sets. For evaluation, 8 LPBA40 and 20 Neurite-
OASIS scans are mapped to a standard atlas [1]. Following previous works [2,15],
we adopt the commonly used average Dice score of the region-of-interest (ROI)
masks between the warped images and fixed images as the main evaluation
metric. To quantify the diffeomorphism and smoothness of the deformation fields,
the average percentage of voxels with non-positive Jacobian determinant (|Jφ| ≤
0) in the deformation fields, the standard deviation of the Jacobian determinant
(std(|Jφ|)) the number of parameters, GPU memory and average running time
to register each pair of scans on Neurite-OASIS dataset are also provided as
supplementary metrics.

Implementation Details. Our method is implemented with PyTorch 1.4
and optimized using Adam optimizer [16] with mini-batch stochastic gradi-
ent descent. The model is trained on 4 NVIDIA V100 GPUs for 2,000 epochs.
The batch size is set as 4 pairs. The learning rate is set as 4 × 10−4 for the
LPBA40 dataset, and 10−3 for the Neurite-OASIS dataset to reduce the time
consumption as it contains more images with larger size compared to LPBA40.
Similar to previous studies [2,21], no data augmentation is employed in our
experiments. As for the Deformer modules, the head number K is 8 for all
scales and the number N of displacement bases for each head is 64. In the
refining network, C is set to 128. For optimization, we measure image similar-
ity using local normalized cross-correlation with windows size of 9 × 9 × 9 in
all the loss functions. The regularization parameter λ is empirically set as 1.0
and the weights βl are all set to 1. Our implementation is publicly available at
https://github.com/CJSOrange/DMR-Deformer.
1 https://learn2reg.grand-challenge.org/Datasets/.

https://github.com/CJSOrange/DMR-Deformer
https://learn2reg.grand-challenge.org/Datasets/
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Fig. 2. Qualitative results with segmentation labels of the example axial MR slices
from the moving, fixed and warped images from different methods. The color curves
represent the boundaries of several structures, including caudate (pink/red), putamen
(brown/green), and lingual gyrus (blue/purple). The last image in the second row is
the visualization of the final displacement field of our method. (Color figure online)

Comparison Study. For a quantitative comparison, we first compare with
five state-of-the-art methods. Two of them are traditional methods, i.e., SyN [1]
and NiftyReg [20], two of them utilize convolution neural networks, including
VoxelMorph [2] and CycleMorph [15], and the rest two approaches incorporate
vision Transformer or attention mechanism into the network, i.e., VIT-V-Net [3]
and Attention-reg [24]. The results of these approaches are obtained based on
the official codes released by the authors. As shown in Table 1, the proposed
approach achieves 68.4% in Dice on the LPBA40 dataset and 80.4% in Dice on
Neurite-OASIS, which outperforms the second best methods by 1.5% and 1.6%,
respectively. Our method only generates a small percentage of folding voxels
(0.624% and 1.024%) on both datasets, indicating reasonable smooth deforma-
tion fields. Moreover, we can reduce last three metrics to 7.2M/46.7G/0.61s by
using a single head with little performance degradation, as shown in Table 1 of
the supplementary. Figure 2 illustrates the registration results of various meth-
ods for qualitative analysis. Similar to the quantitative comparison, the pro-
posed DMR achieves the most appealing qualitative results with better align-
ment between the warped image and the anatomical structure boundaries. For
comparing with other multiple cascaded networks on Neurite-OASIS, we add a
weakly-supervised Dice loss. DMR achieves 84.2% Dice which is comparable to
Learn2Reg winner LapIRN [21] (86.2% Dice), and is superior to DLIR [6] (82.9%)
and mIVIRNET [10] (83.4%). For detailed evaluation of the Dice scores for indi-
vidual anatomical structures and more visualization of segmentation results as
well as the displacement fields, please refer to the supplementary materials.

Ablation Study. For ablation study, we first conduct experiments to verify the
effectiveness of the proposed Deformer module along with the auxiliary losses.
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Table 1. Comparison results of the proposed DMR framework and other state-of-the-
art methods on LPBA40 [23] and Neurite-OASIS [19].

Method LPBA40 Neurite-OASIS

Dice (%) |Jφ| ≤ 0 (%) std(|Jφ|) Dice (%) |Jφ| ≤ 0 (%) std(|Jφ|) Para(M) Memo(G) Time(s)

SyN [1] 66.5 0 0.126 78.0 0 0.124 - - 1504

NiftyReg [20] 66.9 0.135 0.093 78.5 0.102 0.197 - - 378

VoxelMorph [2] 64.2 0.961 0.379 78.1 1.236 0.463 0.573 34.9 0.56

CycleMorph [15] 65.0 0.437 0.216 78.8 0.854 0.377 0.784 42.8 0.58

VIT-V-Net [3] 61.3 1.307 0.481 78.2 2.045 0.902 31.6 60.5 0.85

Attention-reg [24] 62.7 0.808 0.342 77.5 1.435 0.501 0.883 56.4 0.78

DMR (Ours) 68.4 0.624 0.334 80.4 1.024 0.441 7.9 120.3 0.63

Specifically, we compare the Deformer module with four variants: 1) Deformer-
A: feeding the concatenated feature maps to the left branch for displacement
basis extraction, instead of using only the feature maps of the moving images; 2)
Deformer-B: removing the left branch of the Deformer module, which is equiv-
alent to fix the displacement bases as (0, 0, 1), (0, 1, 0) and (1, 0, 0); 3) CNN:
replacing the Deformer module with a CNN block, i.e., 3D ResNet [9]; 4) Trans-
former: replacing the Deformer module with a vision Transformer block [7]. It
is worth mentioning that with only two fully connected layers performed on
voxel-wise feature vectors, the proposed Deformer module has fewer parame-
ters compared with CNN or Transformer (7.98M vs. 12.35M and 132M). The
results in Table 2 demonstrate that the proposed Deformer module can better
characterize the spatial transformation from image representation and using the
moving images alone is sufficient to find optimal displacement bases.

We further evaluate the impact of Deformer modules at different scales by
gradually removing the Deformer modules from fine to coarse scales (1/2, 1/4,
1/8 and 1/16). Naturally, the auxiliary loss at the same scale is removed along
with the Deformer module. As shown in Table 3, with the removing of Deformer
modules, we can observe steadily degeneration of registration performance from
68.4% to 66.2% in Dice on the LPBA40 dataset, supporting the assumption
that the multi-scale Deformer module and the corresponding auxiliary loss can
effectively improve the registration ability of the network. The impact of more
hyper-parameters can be found in the supplementary materials.

Table 2. Evaluation of different conver-
sion modules on LPBA40 [23], including
Deformer-A, Deformer-B, CNN and Trans-
former.

Method Dice (%) |Jφ| ≤ 0(%) std(|Jφ|)
Deformer (Ours) 68.4 0.624 0.334

Deformer-A (Ours) 68.0 0.702 0.368

Deformer-B (Ours) 66.2 0.945 0.432

CNN [9] 66.7 0.896 0.426

Transformer [7] 66.3 1.003 0.455

Table 3. The impact of the number of
Deformer modules on LPBA40 [23]. “�”
represents applying the Deformer module
at this scale.

Scale LPBA40

1/2 1/4 1/8 1/16 Dice (%) |Jφ| ≤ 0(%) std(|Jφ|)
� � � � 68.4 0.624 0.334

� � � 67.8 0.706 0.354

� � 67.1 0.751 0.368

� 66.7 0.813 0.382

66.2 0.867 0.395
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4 Conclusion

In this paper, we proposed a novel Deformer module along with a multi-scale
framework for unsupervised deformable registration. The Deformer module was
designed to formulate the prediction of displacement vector as the learning of
most likely deformation directions and the offset length via attention mechanism.
With the two fully connected layers applied on each pair of voxel-wise feature
vectors independently, the Deformer module could better characterize the local
spatial correlation with fewer parameters comparing with CNN or Transformer.
Further, we showed that introducing the Deformer module along with auxiliary
loss in a multi-scale manner to learn the displacement fields from coarse to
fine could substantially boost the registration performance. Experiments on two
publicly available datasets demonstrated that our strategy outperformed the
traditional and learning-based benchmark methods.
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