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Abstract. BOLD fMRI has been an established tool for studying the
human brain’s functional organization. Considering the high dimension-
ality of fMRI data, various computational techniques have been devel-
oped to perform the dimension reduction such as independent compo-
nent analysis (ICA) or sparse dictionary learning (SDL). These meth-
ods decompose the fMRI as compact functional brain networks, and
then build the correspondence of those brain networks across individ-
uals by viewing the brain networks as one-hot vectors and performing
their matching. However, these one-hot vectors do not encode the reg-
ularity and variability of different brains, and thus cannot effectively
represent the functional brain activities in different brains and at differ-
ent time points. To bridge the gaps, in this paper, we propose a novel
unsupervised embedding framework based on Transformer to encode the
brain function in a compact, stereotyped and comparable latent space
where the brain activities are represented as dense embedding vectors.
The framework is evaluated on the publicly available Human Connec-
tome Project (HCP) task based fMRI dataset. The experiment on brain
state prediction downstream task indicates the effectiveness and general-
izability of the learned embeddings. We also explore the interpretability
of the embedding vectors and achieve promising result. In general, our
approach provides novel insights on representing regularity and variabil-
ity of human brain function in a general, comparable, and stereotyped
latent space.
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1 Introduction

FMRI has been an established neuroimaging technique for studying the human
brain’s functional organization [10]. However, a major challenge in fMRI-based
neuroscience studies is that the number of voxels in 4D spatiotemporal {MRI data
is greatly larger than the number of subject brains [12]|, which is also known
as “curse-of-dimensionality” problem [3]. To mitigate negative effects brought
by this imbalance, various computational tools have been developed to select
the task-relevant features and discard the redundant ones as well as the noises
[1,4,11]. For example, principal component analysis (PCA) transforms the cor-
related voxels into several uncorrelated principal components, which is used as
representation of the spatiotemporal fMRI data [1]. Independent component
analysis (ICA) based methods assume that the fMRI signals are a “mixture” of
spatially or temporally independent patterns (e.g., paradigm-related responses)
that could be decomposed from brain fMRI signals [4]. In this way, the analy-
sis can be performed on those much more compactly represented independent
patterns rather than the raw voxels in 4D space. In addition to PCA and ICA
based matrix decomposition methods, sparse dictionary learning (SDL) was also
employed to decompose the fMRI into a over-complete dictionary (temporal
activities) and a sparse representation matrix (spatial patterns) [11].

Despite the wide adoption and application of the above-mentioned matrix
decomposition techniques, the resulted temporal and/or spatial patterns
obtained by those methods are not intrinsically comparable across different indi-
vidual brains. That is, even with the same hyper-parameters in those matrix
decomposition methods like ICA/SDL for different brains, there is no corre-
spondence among the temporal and/or spatial brain network patterns from dif-
ferent subjects. Moreover, even with image registration or pattern matching
methods, the huge variability of brain function across individual brains can-
not ensure that corresponding brain networks can be identified and matched in
different brains. From our perspective, a fundamental difficulty in traditional
matrix decomposition methods for fMRI data modeling is that these methods
attempt to decompose and represent the brain’s functional organization as brain
networks and then try to match the correspondences of those networks across
individuals and populations. In this process, different brain networks are viewed
as one-hot vectors and the mapping or matching are performed on those one-
hot vectors. Actually, the one-hot vector representation and matching of brain
networks in those matrix decomposition methods do not encode the regularity
and variability of different brains, and as a consequence, these one-hot vectors
of brain networks do not offer a general, comparable, and stereotyped space for
brain function. To address this critical problem, an intuitive way is to encode
brain function in a compact, stereotyped and comparable latent space where the
brain activities measured by fMRI data in different brains and at different time
points can be meaningfully embedded and compactly represented.

As an effective methodology for high-dimensional data embedding, deep
learning has been widely employed in fMRI data modeling and achieved supe-
rior results over those traditional matrix decomposition methods [6,8,13,17].
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However, as far as we know, prior deep learning models of fMRI data were not
specifically designed towards the effective embedding of human brain function
for the purpose of compact representation of regularity and variability in differ-
ent brains. Instead, prior methods were designed for specific tasks, such as fMRI
time series classification [9], hierarchical brain network decomposition [5], brain
state differentiation [15], among others. Therefore, existing deep learning models
of fMRI data still do not offer a general, comparable, and stereotyped space for
representing human brain function. Importantly, the compact and comparable
embeddings can also be easily integrated into other deep learning frameworks,
paving the road for multi-modal representation learning such as connecting the
text stimuli in semantic space of Natural Language Processing (NLP) and the
brain’s responses to those stimuli in brain function embedding space.

To bridge the above gaps, in this paper, we formulate the effective and general
representation of human brain function as an embedding problem. The key idea is
that each 3D volume of fMRI data can be embedded as a dense vector which pro-
files the functional brain activities at the corresponding time point. The regular-
ity and variability of brain function at different time points and across individual
brains can be effectively measured by the distance in the embedding space. That
is, our embedding space offers a general, comparable, and stereotyped space for
brain function. Specifically, to achieve such effective embedding space of human
brain function, we designed a novel Temporal-Correlated Autoencoder (TCAE)
based on the Transformer model [14] and self-attention mechanism. The major
theoretical and practical advantage of Transformer is that its multi-head self-
attention can explicitly capture the correlation between time points, especially
for those far away from each other and jointly attending to information from
different representation subspaces, which is naturally suitable for our objective
of holistic embedding of human brain function. We evaluate the proposed brain
function embedding framework on the publicly available Human Connectome
Project (HCP) task based fMRI dataset and it achieves state-of-the-art perfor-
mance on brain state prediction downstream task. The interpretability of the
learning embedding is also studied by exploring its relationship with the block-
design paradigm. Overall, our method provides a novel and generic framework
for representing the human brain’s functional architecture.

2 Methods

2.1 Overview

The proposed framework is shown in Fig. 1. We first illustrate the TCAE embed-
ding framework used in this study in Sect. 2.2. Then, the learned embeddings

are evaluated on a downstream task of brain state prediction which is introduced
in Sect. 2.3.

2.2 Temporal-Correlated Autoencoder

In this section, we introduce the TCAE embedding framework based on the
Transformer model and multi-head self-attention [14]. As illustrated in Fig. 1,
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Fig. 1. Tllustration of the proposed TCAE embedding framework. The 4D spatiotem-
poral fMRI data are firstly rearranged into 2D signal matrix and then input into the
encoder. The output of the encoder is recognized as the learned embedding, which is
used for the brain state prediction downstream task and reconstructing the input signal
matrix.

TCAE has an encoder-decoder architecture. For both encoder and decoder, they
consist of one embedding layer and one multi-head self-attention module. Specif-
ically, in the encoder, the rearranged 2D fMRI signal matrix § € R**", where ¢
is the number of time points and n is the number of voxels, is firstly embedded
into a new feature matrix Sy € R*™™ through a fully-connected (FC) layer,
where m is the reduced feature dimension (m < n). Then, for attention head 4,
the self-attention map that captures the temporal correlations of different time
points is computed as:

Attn_ Map; = Sy W?(Sf W'ZK)T (1)

where WZQ € R™** and WZK € R™*F are projection matrices and k is the
feature dimension of the self-attention operation. With the self-attention maps,
the output of attention head 7 can be computed as:

Attn_ Map;
Vk

where W) € R™*" and v is the feature dimension for the output of attention
heads. We then concatenate Sy, along the feature dimension and transform
the concatenated matrix into a new feature matrix Sy € REX™ as:

)S; W (2)

Sattn, = softmax(

Spmuiti = Concat(heady, . . ., heady,) W° (3)

where Concat(-) represents the concatenation operation. h is the number of
heads and WY € RMX™ ig the projection matrix. Sy,,¢; is further fed into the
feed forward layer to obtain the encoder output E € Rt*™:

E = ReLU (Smuei Wi + by) Wy + by (4)
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where Wy € R™¥47 Wy € R47*™ by and by are biases. ds¢ denotes the
feature dimension of the inner layer. The encoder output E is recognized as
the learned embedding from our model. For the decoder, it fetches the encoder
output E to reconstruct the input fMRI signal matrix. The multi-head self-
attention module in the decoder is same as that in the encoder except that the
FC layer increases the feature dimension from m to n to match the input signal
matrix.

The TCAE embedding framework is optimized in an unsupervised manner
by minimizing the Mean Square Error (MSE) between the original fMRI signals
S € R™™ and their corresponding reconstruction § € R*".

2.3 Prediction of Brain State

In this subsection, we introduce a brain state prediction task to evaluate the
learned embedding. Specifically, each time point can be classified into a specific
brain state according to the task that the subject participated in, e.g., math
calculation or listening to a story. The prediction of brain state is performed
by a two-stage manner. In the first stage, we pre-train a TCAE model to learn
the embedding as described in Sect. 2.2. In the second stage, we fix the pre-
trained model and obtain the embedding for each time point. The embedding
is then input into a classifier consisting of two fully-connected (FC) layers with
tanh/softmax as activation function, respectively. The classifier is optimized
by minimizing the cross-entropy between predictions and labels. In this way, the
learned embedding is not task-specific and the effectiveness and generalizability
can be fairly evaluated.

3 Experiments

3.1 Dataset and Pre-Processing

We adopt the publicly available HCP task fMRI (tfMRI) dataset of S1200 release
(https://www.humanconnectome.org/) [2]. In this paper, among 7 different tasks
in HCP tfMRI dataset, Emotion and Language tasks are used as testbeds for
our framework due to the space limit. The acquisition parameters of HCP tfMRI
data are as follows: 90 x 104 matrix, 72 slices, TR =0.72 s, TE=233.1 ms, 220
mm FOV, flip angle = 52°, BW = 2290 Hz/Px, in-plane FOV = 208 x 180
mm, 2.0 mm isotropic voxels. The preprocessing pipelines of tfMRI data are
implemented by FSL FEAT [16], including skull removal, motion correction, slice
time correction, spatial smoothing, global drift removal (high-pass filtering) and
registration to the standard MNI 152 4 mm space for reducing the computational
overhead. Besides, time series from the voxels of 4D tfMRI data are rearranged
into a 2D array with zero mean and standard deviation one. For a total of more
than 1000 subjects in HCP S1200 release, we randomly select 600 subjects as
training set, 200 subjects as validation set, and another 200 subjects as testing
set for both two tasks, respectively. All the experimental results in our study are
reported based on the testing set.
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3.2 Implementation Details

In our experiments, we uniformly set the embedding dimension as 64, i.e., the
embedding has 64 digits. For TCAE model, the m,k,v are set to 64 and dy is set
to 128. For the predictor, the size of two FC layers are 64/32, respectively. The
framework is implemented with PyTorch (https://pytorch.org/) deep learning
library. We use the Adam optimizer [7] with 8; = 0.9 and 82 = 0.999. The batch
size is 16 and the model is trained for 100 epochs with a learning rate 0.01 for
both tasks on a single GTX 1080Ti GPU. It is noted that all experiments were
performed with testing set based on model with the lowest loss on validation
dataset.

3.3 Brain State Prediction Results

In this subsection, we evaluate the learned embedding on a brain state predic-
tion downstream task. Here, we introduce several baseline methods for com-
parison: Autoencoder (AE), deep sparse recurrent autoencoder (DSRAE) |[§],
deep recurrent variational autoencoder (DRVAE) [13], spatiotemporal attention
autoencoder (STAAE) [6]. AE denotes an autoencoder model consisting of one
FC layer with tanh activation function in both encoder and decoder, which can
be considered as a baseline without the multi-head self-attention module of our
model. It is noted that DSRAE was designed for decomposing the spatial and
temporal patterns as SDL; DRVAE model aimed at the augmentation of fMRI
data; STAAE was proposed for the classification of Attention Deficit Hyperac-
tivity Disorder (ADHD). We implement their network architectures and take
the encoder’s output as embedding. The details about the configuration of those
baselines can be found in supplemental materials. In Table 1, we report the brain
state classification accuracy as well as the number of parameters (Params) and
the number of multiply-accumulate operations (MACs) of those baselines and the
proposed method with an embedding size of 64. The results for other embedding
size and the hyper-parameter sensitivity analysis can be found in supplemental
materials.

Table 1. The prediction accuracy, number of parameters and MACs of baselines and
the proposed framework on brain state prediction tasks. The accuracy is averaged
among all subjects in testing dataset on both Emotion and Language task. Red and
blue denotes the best and the second-best results, respectively.

Methods Accuracy Params(M) | MACs(G)
Emotion | Language

AE 0.6989 |0.8481 3.68 10.29

STAAE [6] |0.6080 |0.8165 | 14.70 41.32

DRVAE [13] | 0.6364 0.8418 15.13 42.54

DSRAE [8] |0.6932 | 0.8006 | 15.12 42.52

TCAE 0.7557 | 0.8829 3.75 10.47
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It is observed that all baselines have an accuracy over 0.6. The baseline AE
outperforms all the other baselines in terms of prediction accuracy with much less
parameters and MACs. This is probably because other baselines such as DRVAE
are designed for a specific task which requires a specially designed architecture
with more parameters. On the other hand, an architecture with more parameters
may not be generalizable for our embedding task and thus degenerate the per-
formance. Our proposed TCAE embedding framework introduces an additional
self-attention module with slight increases in model parameters and computa-
tional operations compared with the baseline AE. But the performance gain is
significant with the highest accuracy (two-sample one-tailed un-pair-wise t-test
(p < 0.025, corrected)). This observation indicates that our model is compact
and can learn a more generalizable embedding compared with other baselines.

3.4 Interpretation of the Learned Embedding

To explore the interpretation of the learned embedding, similar to [§], we assume
that each digit of embedding corresponds to a temporal brain activity pattern,
which can be obtained by extracting the digit value over time. With the extracted
temporal pattern of each digit, we compute the Pearson Correlation Coefficient
(PCC) between each pattern and the Hemodynamic Response Function (HRF)
responses of task stimulus. From all digits, we select the one with the highest
PCC value as the task-relevant digit which is an indicator of the embedding’
relevance to task stimulus. Here, we randomly select four subjects as examples
to show the temporal pattern of task-relevant digit from the TCAE model as
well as the corresponding HRF responses in Fig. 2.

Table 2. Mean (+ standard deviation) PCC (Pearson Correlation Coefficient) between
the temporal pattern of task-relevant digit and the HRF response. E1: ‘Faces’ stimulus;
E2: ‘Shapes’ stimulus; L1: ‘Math’ stimulus; L2: ‘Story’ stimulus. Red and blue denotes
the highest and the second-highest PCC, respectively.

Methods Emotion Language
El E2 L1 L2
AE 0.45+0.09/0.51+0.11|0.76 +0.10 | 0.61 +0.10

STAAE [6] |0.48+0.11/0.40+0.11|0.734+0.09 | 0.72 £ 0.09
DRVAE [13]]0.46£0.11 | 0.40£0.10 | 0.59 £ 0.08 | 0.68 £0.10
DSRAE [8] |0.48+0.11|0.45+0.10 0.68 +0.08 | 0.71 £ 0.08
TCAE 0.55+0.09 | 0.53£0.09|0.66 £0.09 | 0.71+0.09

Generally, the temporal pattern of task-relevant digit matches the corre-
sponding HRF response well with PCC value larger than 0.45, indicating that
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Fig. 2. The temporal pattern of task-relevant digit from TCAE model’s embedding
compared with HRF responses from 4 randomly selected subjects for each task stimu-
lus, respectively. Abbreviations: E1: ‘Faces’ stimulus; E2: ‘Shapes’ stimulus; L1: ‘Math’
stimulus; L2: ‘Story’ stimulus.

the digits of the learned embedding are to some extent correlated to task stimu-
lus. To quantitatively measure such correlation, we average the PCC of all sub-
jects and compare it with those from baseline models in Table 2. It is observed
that in Emotion task, the averaged PCC of TCAE’s task-relevant digit is larger
than that of all compared baselines. However, in the Language task, AE and
STAAE have the highest PCC for two task designs, respectively. A possible rea-
son is that in Emotion task, the response of task stimulus is more complex and
hard to be decoded and decomposed from the raw fMRI data. Our embeddings
from TCAE model can better characterize such responses, which is in alignment
with the highest brain state prediction accuracy in Table1l. While in the Lan-
guage task, the responses are quite straightforward and can be easily captured
by other deep learning models. It is consistent with overall higher brain state
prediction accuracy in Table 1 than Emotion task. The TCAE embedding model
may focus on more intrinsic responses and patterns which are still task-relevant
but discriminative, resulting in a higher accuracy in brain state prediction but
relatively lower PCC than baselines. Overall, the embedding from TCAE frame-
work provides rich and meaningful information which is relevant to the brain’s
response to task stimulus.
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4 Conclusion

In this paper, we proposed a novel transformer-based framework that embeds the
human brain function into a general, comparable, and stereotyped space where
the brain activities measured by fMRI data in different brains and at different
time points can be meaningfully and compactly represented. We evaluated the
proposed framework in brain state prediction downstream task, and the results
indicated that the learned embedding is generalizable and meaningful. It was also
found that the embedding is relevant to the response of task stimulus. Our future
works include evaluating the framework with more cognitive tasks in tfMRI and
applying the embedding for disease diagnosis such as ADHD and Alzheimer’s
disease.
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