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Abstract. Industry 5.0 complements the Industry 4.0 paradigm by highlighting
research and innovation as drivers for a transition to a sustainable, human-centric
and resilient industry. In this context, new types of interactions between operators
and machines are facilitated, that can be realized through artificial intelligence
(AI) based and voice-enabled Digital Intelligent Assistants (DIA). Apart from
the existing technological challenges, this direction requires new methodologies
for the evaluation of such technological solutions that will be able to treat AI in
manufacturing as a socio-technical system. In this paper, we propose a framework
for the evaluation of voice-enabled AI solutions in Industry 5.0, which consists of
four dimensions: the trustworthiness of the AI system; the usability of the DIA;
the cognitive workload of individual users; and the overall business benefits for
the corporation.
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1 Introduction

Industry 4.0 has revolutionized themanufacturing sector by integrating several technolo-
gies, such as Artificial Intelligence (AI), the Internet of Things (IoT), cloud computing,
and Cyber Physical Systems (CPS). On the other hand, Industry 5.0 complements the
existing Industry 4.0 paradigm by highlighting research and innovation as drivers for
a transition to a sustainable, human-centric and resilient industry [1]. In this context,
new types of interactions between operators and machines are facilitated, thus foster-
ing the hybrid-augmented intelligence paradigm [2]. This paradigm can be realized
through voice-enabled Digital Intelligent Assistants (DIA), which is more than a voice-
based human-computer interface; its intelligence rests with the integration of diverse AI
functionalities that have the capability to interact with the user via voice [2, 3].

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
D. Y. Kim et al. (Eds.): APMS 2022, IFIP AICT 664, pp. 503–510, 2022.
https://doi.org/10.1007/978-3-031-16411-8_58

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16411-8_58&domain=pdf
https://doi.org/10.1007/978-3-031-16411-8_58


504 A. Bousdekis et al.

Although industrial applications of DIAs have emerged only recently, they are
expected to play a significant role in the collaboration between humans and AI sys-
tems [4–6]. Apart from the existing technological challenges, this direction requires
new methodologies for the evaluation of such technological solutions that will be able
to treat AI in manufacturing as a socio-technical system.

In this paper, we propose a framework for the evaluation of voice-enabled AI solu-
tions in Industry 5.0, which consists of four dimensions: the trustworthiness of the AI
system; the usability of the DIA; the cognitive workload of individual users; and the
overall business benefits for the corporation.

The rest of the paper is organized as follows. Section 2 describes the four dimensions
of the proposed evaluation framework and reviews the state-of-the-art in each dimension.
Section 3 presents the proposed evaluation framework. Section 4 presents three use cases
in which we will apply the proposed framework, while Sect. 5 concludes the paper and
outlines our plans for future work.

2 Dimensions of Evaluation for Voice-Enabled AI Solutions
in Industry 5.0

In this Section, we describe the four dimensions of the proposed evaluation framework,
i.e. AI trustworthiness, system usability, cognitive workload, business benefits. For each
dimension, we review the governing principles, and we review the state-of-the-art of
related approaches tools in the literature.

2.1 AI Trustworthiness

To maximize the benefits of AI, while at the same time mitigating its risks, the concept
of Trustworthy AI (TAI) promotes the idea that individuals, organizations, and societies
will only ever be able to achieve the full potential of AI if trust can be established in
its development, deployment, and use [7]. The TAI concept has been studied in several
works (e.g. [8–10]. The increasing literature implies that although human-centricity is
an indispensable feature of AI, it has not suited to be used by data scientists in the
development of AI-based services or products [9, 11].

Therefore, AI should be: Lawful, complying with all applicable laws and regula-
tions; Ethical, ensuring adherence to ethical principles and values; Robust, both from a
technical and social perspective [7]. These requirements serve the need for trust [8, 10].
Despite their value for a realization of TAI, the outlined principles and the corresponding
frameworks and guidelines face two major limitations [9]. First, several TAI principles
may conflict with each other. Second, they are so general that do not provide sufficient
guidance on how they can be transferred into practice. To this end, the High-Level Expert
Group on Artificial Intelligence (AI-HLEG) has created the Assessment List for Trust-
worthy Artificial Intelligence (ALTAI) tool that helps organizations to self-assess the
trustworthiness of their AI systems [7].
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2.2 System Usability

Usability and user experience has become an important performance measure in the
evaluation of interactive systems, since improving the end-user satisfaction leads to a
greater adoption of the products [12]. A large number of usability evaluation tools are
available, such as: The Usability Metric for User Experience (UMUX) [13], The Com-
puter System Usability Questionnaire (CSUQ) [14], Software Usability Measurement
Inventory (SUMI) [15], AttrakDiff [16], System Usability Scale (SUS) [17].

The SUS is the most widely used questionnaire for the assessment of perceived GUI
usability that has significantly attracted the researchers and practitioners’ interest [12,
18]. However, the application of SUS in voice assistants is limited [18]. Voice-interfaces
face some distinct challenges, such as: the ability to understand non-conversational cues
(i.e., pauses in the middle of a conversation) [18, 19], difficulty with back and forth
navigation [20], absence of a visual feedback that increases the cognitive workload [21],
users’ pre-conceived expectations as to how a conversation should proceed [19], the
effect of the quality of the synthetic voice to the perception of the users [22].

In the past, there had been an explosion of usability evaluation approaches, metrics
and scales focusing on conversational interfaces, chatbots and intelligent assistants.
Examples include: Subjective Assessment of Speech System Interfaces (SASSI) [23],
Speech User Interface Service Quality (SUISQ) [24], SUXES [25]. However, recent
literature on the usability of AI-based voice-assistants is lagging [12, 18]. To this end, an
extension of SUS targeted explicitly to chatbots and voice-enabled interfaces has been
developed, called Voice Usability Scale (VUS) [19].

2.3 Cognitive Workload

When attempting to solve a problem, humans call upon their limited cognitive resources.
The degree of their utilization is described as cognitive load [26]. While the number of
parameters to be considered and to be processed by modern-day knowledge workers
increases, their cognitive resources do not [27]. The evaluation of cognitive workload
is a key point in the research and development of human–machine interfaces, in search
of higher levels of comfort, satisfaction, efficiency, and safety in the workplace [28].
The workload level experienced by an operator can affect task performance, since too
high a load can increase stress and failure rates and decrease the work satisfaction and
performance of employees [29].

The existing evaluation tools fall into three categories [30]: (a) performance-based
measures, (b) subjective measures, and (c) physiological measures. The performance-
based measures are grounded on the assumption that any increase in task difficulty will
lead to a decrease in performance. Subjective procedures assume that an increased power
expense is linked to the perceived effort. Physiological indexes assume that the mental
workload can be measured by means of the level of physiological activation.

As human–machine systems have become more complex and automated, evalua-
tions based on the operator’s performance have become prohibitively difficult. To this
end, subjective measures are becoming an increasingly important tool [28]. The rea-
sons for their frequent use include their practical advantages (ease of implementation,
non-intrusiveness) and current data which support their capability to provide sensitive
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measures of operator load. Themost well-established andwidely used subjectivemethod
is the NASA-TLX, which allows a detailed analysis of the workload source (Task Load
Index) (e.g., [28, 29, 31, 32], which was proposed by [33].

2.4 Business Benefits

The business benefits are defined in the form of business Key Performance Indicators
(KPIs). KPIs are the quantifiable operational and strategic measurements that reflect the
success factors of the manufacturing processes that adopt a technological solution. In
this sense, they are used to quantify the efficiency and effectiveness of manufacturing
processes [34]. Acknowledging the contributions and support of the KPIs, the decision-
makers can evidence the existing gap between the before and after situation in terms
of performance. According to the manufacturing process under examination and the
business requirements, different KPIs can be defined and measured.

3 The Proposed Evaluation Framework

In this Section, we present our proposed evaluation framework for voice-enabled trust-
worthy AI solutions in Industry 5.0. As shown in Fig. 1, it is structured across the four
dimensions of Sect. 3: AI trustworthiness, system usability, cognitiveworkload, business
benefits. Below, we present the methods that address these dimensions.

Fig. 1. The proposed evaluation framework for AI-based digital assistants in manufacturing.

AI Trustworthiness: In the proposed framework, AI trustworthiness is addressed by
the ALTAI questionnaire which adopts the Ethics Guidelines for Trustworthy Artifi-
cial Intelligence proposed by the AI HLEG in order to self-assess its compliance to
the seven requirements of Trustworthy Artificial Intelligence (TAI) [7]: Human agency
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and oversight; Technical robustness and safety; Privacy and data governance; Trans-
parency; Diversity, non-discrimination and fairness; Societal and environmental well-
being; Accountability. Interdisciplinary expertise is required to answer since the very
first questions.

System Usability: Voice-enabled AI solutions are implemented with a Digital Intel-
ligent Assistant (DIA) as an interface, while they are usually accompanied by a GUI
for visualization. The GUI can be evaluated through the well-established SUS which
has proved to have high reliability, validity, while it is sensitive to a wide variety of
independent variables. Drawing parallels to SUS, the VUS scale is also a 10-item one,
a 7-point Likert scale having declarative statements of opinion to which the participants
will respond with their rate of agreement, allowing meaningful comparisons to be made
between the two [18]. The problem of developing a usabilitymeasure for voice-assistants
is that there are no commonly accepted usability dimensions.

Cognitive Workload: This dimension is addressed by the NASA-TLX, a well-
established and widely used subjective method, which includes six dimensions: Mental
Demand; Physical Demand; Temporal Demand; Overall Performance; Effort; Frustra-
tion Level. The adoption of emerging AI technologies poses new challenges to both
employers and employees of manufacturing companies who need to adapt to new pro-
cesses requiring an efficient management of workload [35, 36]. Virtual assistants provide
opportunities to reduce the workload by assisting in the execution of repetitive tasks that
require the fast retrieval and processing of data [27, 37]. It was only recently that there
is some preliminary evidence that virtual assistants are able to reduce the cognitive load
when performing tasks [27]; however, evaluation in real manufacturing environments is
still at its early stages [38].

Business Benefits: The business benefits are defined in the form of business KPIs by the
use cases in which the voice-enabled AI solution under evaluation is deployed. Various
categories of KPIs can be examined according to the scope of the technological solution,
the manufacturing processes under consideration, and the business goals, such as: orga-
nizational, financial, business, operational, technology, health & safety, environmental
sustainability.

4 Use Cases

In this Section, we briefly describe three use cases in which we will apply the proposed
framework.

On-the-Job Training in Textile Production: This scenario addresses the shortage of
qualified labor force in processes from raw materials to fabric delivery and, to clothing
sale to consumers. A key goal is to maintain the worker’s autonomy instead of promoting
the unquestioned execution of instructions. A voice-enabled AI solution will identify the
worker’s current skill level and will adapt the advising behavior according to the learn-
ing experience, accompanied by explainability functionalities. In this way, the training
support will contribute to the defects reduction that are caused by human errors.
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End-of-Line Quality Control in White Goods Production: This scenario addresses
the support of operators at the end-of-line quality control through a Digital Intelligent
Assistant (DIA) in order to adopt a predictive quality strategy that will link the quality
control of the finished product with the design stage and the shop floor. By integrat-
ing all available information sources (e.g. sensor data, historical operational data, and
expert knowledge), it will be able to predict low-quality products and to plan mitigating
actions in order to proactively identify their root causes in order to, among others, reduce
organization, warranty but also reputation costs.

LineRe-configuration inHygieneProductsManufacturing: This scenario addresses
the setup and change-over of production lines that require trained workers capable of
(re)configure machines, align production speeds, and adjust machine settings within a
given amount of time. To address these problems, the company aims to standardize the
reconfiguration process by capturing the best practices and by sharing them through a
digital intelligent assistant which will guide the workers towards optimum configuration
of the production line. This will reduce the change-over time, time pressure caused
by downtime, and lessen the cognitive workload of workers in solving unpredictable
complex tasks.

5 Conclusion and Future Work

Although industrial applications of DIAs have emerged only recently, they are expected
to play a significant role in the collaboration between human and AI. This direction
requires new methodologies for the evaluation of such AI solutions.

In this paper, we proposed a framework for the evaluation of AI-based Digital Assis-
tants in smart manufacturing, which consists of four dimensions: AI trustworthiness,
system usability, cognitive workload, business benefits.

We are currently in the process of applying the evaluation framework in the three
aforementioned real-life scenarios. An early application of the ALTAI framework with
a first demonstration version of the DIA has already demonstrated the benefits, and also
some limitations, of the approach. In the near futurewewill apply all four dimensions and
examine their suitability and usefulness for digital intelligent assistants inmanufacturing
use cases.
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