Duck Young Kim
Gregor von Cieminski

W David Romero (Eds.)
\/

Advances in Production
Management Systems

Smart Manufacturing and Logistics
Systems: Turning Ideas into Action

[FIP WG 5.7 International Conference, APMS 2022
Gyeongju, South Korea, September 25-29, 2022
Proceedings, Part II

Ziart il

@ Springer



IFIP Advances in Information
and Communication Technology

Editor-in-Chief
Kai Rannenberg, Goethe University Frankfurt, Germany

Editorial Board Members

TC 1 — Foundations of Computer Science

Luts Soares Barbosa®, University of Minho, Braga, Portugal
TC 2 — Software: Theory and Practice

Michael Goedicke, University of Duisburg-Essen, Germany
TC 3 — Education

Arthur Tatmall®, Victoria University, Melbourne, Australia
TC 5 — Information Technology Applications

Erich J. Neuhold, University of Vienna, Austria
TC 6 — Communication Systems

Burkhard Stiller, University of Zurich, Ziirich, Switzerland
TC 7 — System Modeling and Optimization

Fredi Troltzsch, TU Berlin, Germany

TC 8 — Information Systems
Jan Pries-Heje, Roskilde University, Denmark

TC 9 — ICT and Society

David Kreps®, National University of Ireland, Galway, Ireland

TC 10 — Computer Systems Technology

664

Ricardo Reis®, Federal University of Rio Grande do Sul, Porto Alegre, Brazil

TC 11 — Security and Privacy Protection in Information Processing Systems

Steven Furnell®, Plymouth University, UK
TC 12 — Artificial Intelligence

Eunika Mercier-Laurent®, University of Reims Champagne-Ardenne, Reims, France

TC 13 — Human-Computer Interaction
Marco Winckler®, University of Nice Sophia Antipolis, France

TC 14 — Entertainment Computing
Rainer Malaka, University of Bremen, Germany


https://orcid.org/0000-�0002-�5037-�2588
https://orcid.org/0000-�0003-�4317-�971X
https://orcid.org/0000-�0002-�5776-�2888
https://orcid.org/0000-�0001-�5781-�5858
https://orcid.org/0000-�0003-�0984-�7542
https://orcid.org/0000-0003-2303-7263
https://orcid.org/0000-�0002-�0756-�6934

IFIP - The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the first World
Computer Congress held in Paris the previous year. A federation for societies working
in information processing, IFIP’s aim is two-fold: to support information processing in
the countries of its members and to encourage technology transfer to developing na-
tions. As its mission statement clearly states:

IFIP is the global non-profit federation of societies of ICT professionals that aims
at achieving a worldwide professional and socially responsible development and
application of information and communication technologies.

IFIP is a non-profit-making organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees and working groups, which organize
events and publications. IFIP’s events range from large international open conferences
to working conferences and local seminars.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers
may be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a work-
ing group and attendance is generally smaller and occasionally by invitation only. Their
purpose is to create an atmosphere conducive to innovation and development. Referee-
ing is also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of se-
lected and edited papers.

IFIP distinguishes three types of institutional membership: Country Representative
Members, Members at Large, and Associate Members. The type of organization that
can apply for membership is a wide variety and includes national or international so-
cieties of individual computer scientists/ICT professionals, associations or federations
of such societies, government institutions/government related organizations, national or
international research institutes or consortia, universities, academies of sciences, com-
panies, national or international associations or federations of companies.

More information about this series at https:/link.springer.com/bookseries/6102


https://springerlink.bibliotecabuap.elogim.com/bookseries/6102

Duck Young Kim - Gregor von Cieminski -
David Romero (Eds.)

Advances in Production
Management Systems

Smart Manufacturing and Logistics
Systems: Turning Ideas into Action

IFIP WG 5.7 International Conference, APMS 2022
Gyeongju, South Korea, September 25-29, 2022
Proceedings, Part II

@ Springer



Editors

Duck Young Kim Gregor von Cieminski
Pohang University of Science and ZF Friedrichshafen AG
Technology Friedrichshafen, Germany

Pohang, Korea (Republic of)

David Romero
Tecnolodgico de Monterrey
Mexico City, Mexico

ISSN 1868-4238 ISSN 1868-422X  (electronic)
IFIP Advances in Information and Communication Technology
ISBN 978-3-031-16410-1 ISBN 978-3-031-16411-8  (eBook)

https://doi.org/10.1007/978-3-031-16411-8

© IFIP International Federation for Information Processing 2022

Chapter “Ways to Circular and Transparent Value Chains” is licensed under the terms of the Creative
Commons Attribution 4.0 International License (http:/creativecommons.org/licenses/by/4.0/). For further
details see license information in the chapter.

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors, and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://orcid.org/0000-0003-0072-4693
https://orcid.org/0000-0001-9869-5055
https://orcid.org/0000-0003-3610-0751
https://doi.org/10.1007/978-3-031-16411-8
http://creativecommons.org/licenses/by/4.0/

Preface

Over the past few years, we have been going through tough times with the COVID-19
pandemic. This coincides with other fundamental risks to the global economy. If we
look at the manufacturing and logistics industries, we have experienced an ever more
challenging environment in the global supply chains and networks. Sustainable energy
management and global environmental issues are no longer just regulations but top
priorities for competitiveness and even survival. Most manufacturers and logistics
providers have nowadays to operate in very volatile, uncertain, complex, and
ambiguous market conditions. For example, product lifecycles are becoming shorter
and shorter; customers’ demands are turning out to be highly unpredictable and
unbounded; raw material and energy prices are being subject to sharp increases; and
transport, logistics, and distribution systems are being demanded with almost impos-
sible delivery times, all threatening the break-even point of manufacturing and logistics
enterprises.

To meet these urgent business and operational challenges, many studies on manu-
facturing and logistics management systems have been conducted in academia. Some
research topics such as Industry 4.0, digital transformation, and cyber-physical pro-
duction systems are buzzwords in many consulting firms without concrete action plans.
Therefore, the International Conference on Advances in Production Management
Systems (APMS 2022) in Gyeongju, South Korea, aimed to bridge the gap between
academia and industry in the development of next-generation smart and sustainable
manufacturing and logistics systems. The conference spotlighted internationally
renowned keynote speakers from academia and industry, and the active participation of
manufacturers, their suppliers, and logistics service providers.

A large international panel of experts reviewed 153 submissions (with a minimum
of two single-blind reviews per paper) and selected the best 139 papers to be included
in the proceedings of APMS 2022, which are organized into two parts. The topics of
special interest in the first part include Al and Data-driven Production Management;
Smart Manufacturing and Industry 4.0; Simulation and Model-driven Production
Management; Service Systems Design, Engineering and Management; Industrial
Digital Transformation; Sustainable Production Management; Digital Supply Net-
works; and Urban Mobility and City Logistics.

The conference featured special sessions to empathize with the real challenges of
today’s industry, and accordingly, to exchange valuable knowledge and promote dis-
cussions about new answers while emphasizing how to turn technological advances
into business solutions. The following important topics were actively discussed in the
special sessions and these topics are included in the second part of the APMS 2022
proceedings: Development of Circular Business Solutions and Product-Service Sys-
tems through Digital Twins; “Farm-to-Fork” Production Management in Food Supply
Chains; Digital Transformation Approaches in Production Management; Smart Supply
Chain and Production in Society 5.0 Era; Service and Operations Management in the
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Context of Digitally-enabled Product-Service Systems; Sustainable and Digital Servi-
tization; Manufacturing Models and Practices for Eco-efficient, Circular and Regen-
erative Industrial Systems; Cognitive and Autonomous Al in Manufacturing and
Supply Chains; Operators 4.0 and Human-Technology Integration in Smart Manu-
facturing and Logistics Environments; Cyber-Physical Systems for Smart Assembly
and Logistics in Automotive Industry; and Trends, Challenges and Applications of
Digital Lean Paradigm.

APMS 2022 was supported by the International Federation of Information Pro-
cessing (IFIP), and it was organized by the IFIP Working Group 5.7 on Advances in
Production Management Systems (APMS) established in 1978, the Department of
Industrial and Management Engineering of Pohang University of Science and Tech-
nology (POSTECH), the Korean Institute of Industrial Engineers (KIIE), and the
Institute for Industrial Systems Innovation of Seoul National University. The confer-
ence was also supported by four leading journals: Production Planning & Control
(PPC), the International Journal of Production Research (IJPR), the International
Journal of Logistics Research and Applications (IJLRA), and the International Journal
of Industrial Engineering and Management (IJIEM).

We would like to give very special thanks to the members of the IFIP Working
Group 5.7, the Program Committee, the Organizing Committee, and the Advisory
Board, along with the reviewers of each submission. Finally, we deeply appreciate the
generous financial support from our sponsors, namely, Pohang Iron and Steel Company
(POSCO), POSTECH, and the Institute for Industrial Systems Innovation of Seoul
National University.

September 2022 Duck Young Kim
Gregor von Cieminski
David Romero
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Abstract. Continuous industrial processes will play a key role for the sustain-
able transition worldwide. Different flows of matter and energy must be recovered
through these systems and integrated in a Circular Economy fashion. To foster in
such a virtuous trend the involvement of companies, mostly SMEs (often lack-
ing critical assets, funds, technologies or knowledge), the continuous processes
should be packaged, servitized and marketed as plants-as-a-service. Model-based
design (MBD) tools can provide test before invest and decision support in the
feasibility and procurement phases, as well as optimization and self-diagnosing
during operation, in a cyber-physical system (CPS) setting. To ease their provi-
sion, a cloud-based collaboration platform, enabling providers to deploy tools in a
sandbox, has been developed by the HUBCAP project. The purpose of this paper is
to introduce the web application tool built for the evaporation process simulation,
validated against real-world performance data for the reference evaporation plant,
and deployed to the HUBCAP platform. To structure it, data collection, filtration,
processing, and reporting have been performed on the full-scale pilot plant (the
EVAPOSIM experiment), a triple-effect evaporator operating in counterflow and
vacuum condition. To explore the sustainability of their plant, companies can use
this MBD tool through the sandbox of the HUBCAP platform under a servitized
(use- or result-oriented) business model (software as a service).

Keywords: Bioeconomy - Circular economy - Model-based design -
Evaporation plant - Digital platform - Sandbox - Product-service systems -
Software as a service

1 Introduction

Continuous industrial processes (e.g., biogas upgrading [1], hydrogen as energy carrier
[2], industrial wastewater recovery [3] can play a key role for the sustainable transition
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worldwide. Different flows of matters and energy are indeed intended to be recovered
through these systems under a Circular Economy (CE) and Bioeconomy fashion [4].
To foster in such a virtuous trend the involvement of companies, mostly SMEs (often
lacking critical assets, funds, technologies or knowledge) and push the transitioning of
manufacturing plants into a cyber-physical system (CPS) setting, it becomes essential to
provide test before investing tools [5]. Enriched with digital model-based design (MBD)
tools [6], such tools can provide decision support and can help to find the most suitable
set-points to optimally use the infrastructure under analysis in multiple domains (e.g.,
energy management, manufacturing process, real-time optimization [5, 7]). To ease their
provision, a cloud-based collaboration plat-form, enabling tool providers (companies,
research organizations, and Digital Innova-tion Hubs (DIHs)) to deploy tools in a sand-
box [6], has been developed by the HUBCAP project [8]. For example, concerning
evaporation process, once the plant has been designed and implemented, the main issue
is to understand how to make it run efficiently, through a decision-making system to
look at daily operation in real time able [9].

However, even simpler solutions are still needed and also a visualization interface
able to easily show results to the human operators needs to be developed to involve them
into the decision-making process. In addition, such a tool has not been tested online.
Therefore, the purpose of this paper is to introduce EVAPOSIM, a web application tool
built for the evaporation process simulation, validated against real-world performance
data for areference evaporation plant, and deployed to the HUBCAP platform. To explore
the sustainability of their plant, companies can use this MBD tool through the sandbox
of the HUBCAP platform under a servitized (use- or result-oriented) business model
(software-as-a-service (SaaS)).

The paper is structured as follows. Section 2 introduces the concept of (bio-) economy
in the evaporation plants context and the servitized digital platform deploying MBD to
develop CPS. Section 3 presents the research methodology, detailing how the tool has
been built based on data collection from a real case. Section 4 presents the tool and
Sect. 5 discusses its functionalities. Finally, Sect. 5 concludes the paper.

2 Research Context

2.1 Evaporation Plants and Circular Economy

Industrial wastewaters and landfill leachates are among the most polluted water steams
produced by human activity. They can be treated with a combination of several processes
(membrane separation, electrochemical and physicochemical processes), to recover a
concentrated solution to be disposed of and a purified water stream. Evaporation is one of
those treatment processes, whereby a more concentrated solution is obtained from a more
dilute solution by evaporation of the solvent (i.e., in the case of wastewater treatment).
In this sense, the terms evaporation and concentration are often used synonymously. The
input is the diluted solution, the output is the evaporated solvent and, as a residue, the
concentrated solution. The concentration of the final solution depends on the amount
of evaporated solvent. Evaporation requires large amounts of low-thermal-level heat,
required to boil off the solvent and then remove it as vapor from the solution that is
gradually becoming concentrated. The relevance for the CE of evaporation applied to
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the treatment of landfill leachates is twofold. From one hand the purified water can
be reused following the CE principles, in relation to its specification preferably as a
feedstock or auxiliary in industrial processes or on the landfill site itself. On the other
hand, the low-thermal-level heat can be obtained by recovering thermal wastes elsewhere
on the site, for example the thermal exhaust from a cogeneration plant fed with the locally
produced landfill gas.

2.2 Servitized Digital Platforms: Model-Based Design Models and Tools

The HUBCAP project developed a collaboration platform, based on the DIHIWARE
collaboration platform (a web portal offering several social collaboration features already
used in previous European funded projects), under the shape of a web-portal offering
portfolios of services [ 10] and MBD assets (models and tools) to be adopted in the CPSs’
development. These services and assets are offered for experimentation in a test before
invest approach through a sandbox enabling users to access them in a ready to use way.
The platform aims at attracting end-users interested in adopting MBD assets, aggregating
them in a community composed of DIHs, providers of MBD assets and developers of
CPS solutions. Through its platform, HUBCAP is providing several streams of funding to
lower entry barriers for European SMEs interested in adopting MBD in the development
process of their CPSs. However, in the future, the use of the HUBCAP platform will be
open to a wider worldwide user base community of MBD asset providers and consumers,
offering assets according to a SaaS business model.

3 Research Methodology

To develop the tool, data collection, filtration, processing, and reporting have been per-
formed on the full-scale pilot plant (the EVAPOSIM experiment), a triple-effect evapora-
tor operating in counterflow and vacuum condition. Over 40 sensors, distributed through-
out the whole process, collect data and load them into the plant supervisor system and
can be easily retrieved by plant operator and manager.

The evaporation plant is installed close to a landfill that collects municipal solid
waste and nonhazardous special waste. The flow scheme of the plant and its top view
are shown in Fig. 1 and 2. The landfill produces approximately 280 t/day of leachate
characterized by high concentrations of chemical oxygen demand, ammonia, heavy
metals, perfluoroalkyl substances and chlorides. The leachate is first treated with areverse
osmosis plant, producing about 208 t/day of permeate with characteristics suitable for
discharge into surface waters and 72 t/day of retentate which is sent to the evaporation
plant with a dry matter (DM) concentration of about 3.5%. The quantity of distillate
produced is approximately 60 t/day, while the final quantity of concentrate with a DM
concentration of approximately 20% is 12 t/day. The distillate in this case is recirculated
to the head of the osmosis plant, but could be reused after conditioning in the industrial
processes.
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Fig. 1. Flow scheme of the evaporation plant in object [credits: NBT Bulgaria EOOD]

Leachate from
Reverse
Osmosis section

-
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Fig. 2. Evaporation plant: top view [credits: NBT Bulgaria EOOD]

3.1 Data Selection and Criteria

The evaporator plant has installed a set of sensors and instruments that are fundamental
to control the evaporation process and help to analyse its status. All the plant works
on functional logics that control its automatism: these logics are written into the Pro-
grammable Logic Controller (PLC) control system. The plant operator works on the
Supervisory Control And Data Acquisition (SCADA) system, the interface between the
operator and the control systems PLC able to change some set points and take the data
necessary for work. The data recorded by the system (stored in the SCADA and graphed
for immediate viewing at the operator panel or with remote access to the plant) are tem-
peratures, flow rates, density, electrical conductivity, pressures, and other parameters.
The data used for the EVAPOSIM experiment refer to the year 2020, during which the
plant was in the start-up and commissioning phase and different plant operating modes
were possible (making data collection accurate and verified on site).

3.2 Data Extraction Preparation, Filtering and Range Definition

The data collected by SCADA are saved into external storage unit that can be taken
directly from operator panel, or, for a more specific analysis, extracted from storage
unit and copied to a PC into a.csv file (containing max. 500k records). When the file
unit is full, a new one is created by SCADA and new data are saved. Given the large
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amount of data to be processed, it was decided to process these files in spreadsheets.
It is also essential to choose which measuring instruments are of interest for the model
validation. The purpose of data selection was to find data that can be assumed acceptable
for the EVAPOSIM project. Data preparation and filtering is an important step prior to
processing and involves reformatting data, making corrections to data and the combining
of data sets. The selected data are:

e Temperature, to understand the heating status of the plant, the heat exchange efficiency
in the heat exchangers, the operating temperature of effects.

e Pressure, regulating the evaporation process, connected with temperature of all the
system (with lower pressure value the effect needs less temperature to evaporate).

e Volume of inlet and outlet, to define the evaporator concentration performance.

e Density of concentrate, controlling the discharge set point (connected to the %DM).

e Electric conductivity of distillate, showing the “quality” of distillate, the amount of
salts inside the distillate and so the purity of the evaporate.

It is possible to look at the different modes of operations where specific days and
precise times were chosen to analyse the functionality of the plant. During these periods
there was a precise control of the plant by specialised technicians, who were able to val-
idate the accuracy of the instrumental measurements and plant operativity. In addition,
the evaporator was performing adequately without any anomalies and the data was in
line with the design performance. All these indications allowed to validate the param-
eters recorded in different operating conditions. To make useful the chosen modes of
operations for software development, operating windows during the designated running
day were identified, choosing working windows as steady state of the plant.

4 Results

The EVAPOSIM experiment was run to enable the cloud-based simulation of evaporation
plants and deliver the related web-app. The simulation approach used is:

o first-principle-based (the behaviour of the physical system is described a-priori using
fundamental laws (e.g., mass and energy conservation) and empirical engineering
correlations from textbooks and literature (e.g., reaction kinetics)),

e steady-state (the process is assumed in steady operation, i.e. all intensive variables
and the fluxes of extensive properties are constant in time (so unsuitable for transients
processes, control system design, or processes inherently unsteadily operating)),

e concentrated-parameters (it is assumed that each unit can be represented as a homo-
geneous portion of matter (this drastic simplification is widely employed in process
engineering, most in the Continuously Stirred Tank Reactor (CSTR))),

e process simulation (the scope of the simulation is an entire process or plant unit (not
a single device), accepting coarse-grained, less detailed results in exchange).

The application of this simulation approach to continuous evaporation plants is well-
established and gives accurate results. In a previous project, the LIBPF™ process simu-
lation technology was successfully used to model a triple-effect evaporator operating in
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counterflow and vacuum conditions during the design phase. This process model was the
starting point and was validated against real-world performance data (collected, filtered,
and pre-processed from a reference evaporation plant in operation).

4.1 Web Applications

The EVAPOSIM web-app is simple-to-use, customized web applications for the cloud-
based simulation of the evaporation plant and the demo process respectively. They make
the process models more accessible so that non-experts can prioritize and optimize
decisions in the proposal and design phases of new plants. Both are based on pretty
much the same code base and work in a similar way. The users can configure simulation
cases (full load, partial load, high concentration, etc.), run simulations, and graphically
examine results. Figure 3 reports screenshots of the web-app.

EVAPOSIM - Cloud-based simulation of evaporation plants.

Fig. 3. Top-left: start page of the EVAPOSIM web-app; Top-right: new case creation form of the
EVAPOSIM web-app; Bottom-left: case detail page of the EVAPOSIM web-app with PFD view;
Bottom-right: case detail page of the EVAPOSIM web-app with bar chart view.

4.2 Demo Process Model

The demo process model has been deployed to the HUBCAP platform a demo instance
of the web application so that new adopters can test it and evaluate its suitability for their
customized applications.

Three requirements have been defined (it should be: 1) relevant to perspective
adopters; 2. Non-confidential and validated against publicly available data; 3. Easy to
grasp). Based on a screening of the continuous industrial processes in relation to the CE,
renewable hydrogen electrolysers have been identified as most relevant.

Electrolysis is an electrochemical process that uses direct electric current to drive
an otherwise non-spontaneous chemical reaction, such as the decomposition of water
in hydrogen and oxygen. Alkaline water electrolysis employs Nickel-based electrodes
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separated by a diaphragm (to make sure the product gases are separated), and immersed
in a concentrated alkaline solution of potassium hydroxide as electrolyte, and does
not require the costly and rare precious metals as catalyzers. Alkaline water electrolysis
plants are operated under pressure (typically 30 bar) and at mild temperature (around 60—
90 °C). Currently, this is the most mature electrolysis technology and it is commercially
available up to the range of 10-MW plants. Therefore, the alkaline water electrolysis
was implemented as demo process and validated [11].

5 Discussion and Conclusions

This paper reports the work conducted to develop EVAPOSIM, a cloud-based simulation
tool of evaporation plants into a cloud-based platform. EVAPOSIM makes the evapo-
ration process model more accessible so that non-experts can prioritize and optimize
decisions in the proposal and design phases of new plants.

With the same methodology, models for other processes and plants relevant for
the CE (such as water electrolysis, membrane separations, fuel cells, steam reforming,
cogeneration etc.) can be created and provided for servitized, cloud-based simulation.

The process model can be used in all phases of a project: in the feasibility phase to
estimate plant size and capital costs; in the proposal phase to estimate operating costs
(mainly electrical and thermal energy consumptions) and key performance parameters
(conversion efficiency and hydrogen production); in the design phase to guide the equip-
ment sizing and selection; in the operator training phase, to help bring up to speed the
operators on the new technology; during operation for on-line monitoring to troubleshoot
and optimize the plant.

The development of the tool started taking as reference an evaporation plant installed
into a landfill that collects municipal solid waste and nonhazardous special waste. The
tool will be provided in a cloud asset (the HUBCAP platform), to impel its function of
testing before investing for a wide range of evaporation plants.

Its use should facilitate users to realize the actual effects of CE and Bioeconomy,
giving evidence of which could be the flows of materials and energy related to a specific
setting of the plant and of the wastes adopted. Indeed, the main outcome for the users will
be the very fast evaluation of the economic and environmental sustainability of the plant
analyzed before investing in a specific technology. On the other side, the usage of this
tool in a cloud-based environment concurs at facilitating and impelling the provision of
such MBD simulation tools through a PSS business model. The tool provider can offer
the SaaS, obtaining revenues based on its use or result. In addition, the paper aims at
facilitating the adoption of other tools and at attracting other models and tools interested
in finding new partners and applications in the energy domain.

The main future work could be the implementation of the functionality of collecting
real-time data from the sensors, obtaining a digital twin of the plant. This could first
support the internal measurement of the circular flows going through the plant and second
trigger a more effective alignment of the plant resources with its external stakeholders,
paving the way towards a Circular Bioeconomy community [12]. Finally, the main issue
to be faced to exploit this tool is the need of dedicated process managers fostering the
transfer of tacit knowledge and experience belonging to the experts operating on the
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plants to feed the plant automated system. Therefore, a new business model is needed
where software providers become the integrator of those advanced systems. In this
context, a big contrast is raised between SMEs (typically flexible) and big companies
(instead rigid and more reluctant to upset their processes).
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Abstract. The digital twin technology offers a tight coupling between
the simulated process and the actual world events. In the field of tool wear
monitoring (TWM), such system characteristic is essential to maintain
the accuracy of the wear prediction by taking into account the actual
condition data during the machining process. This paper presents the
implementation of the digital twin technology where the micro-milling
machining process is simulated by using the spindle controller, spindle
motor, and cutting torque model. The wear monitoring was performed
by comparing the spindle motor’s simulated and real-time electric cur-
rent. A virtual environment was developed using FreeCAD - an open-
source CAD system, to represent the processes and objects involved in
the machining. The digital twin framework ensures that the simulation
and real-time data were synchronized in the virtual environment. This
paper focuses on the building blocks and technical implementation in
realizing a digital twin application in the domain of micro-tool wear
monitoring.

Keywords: Digital twin - Tool wear monitoring + Micro-milling -
FreeCAD

1 Introduction

Tool wear monitoring (TWM) has been actively researched for two decades.
The research aimed to develop a system or method that accurately predicts
the actual wear of the tool during the machining process. TWM system has an
important role in achieving the properties of high-quality machining, i.e., excel-
lent surface integrity, accuracy, and cost-efficiency. TWM systems were mostly
developed for the macro-machining application, such as macro-milling or micro-
turning. However, the increasing demand for miniaturization of many advanced
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devices with micro-feature, such as bio-sensor with their micro-fluidic channel,
has stimulated the expansion of TWM research to the micro-machining domain.
In particular, many recent works of TWM development were focused on improv-
ing the micro-machining quality for micro-milling applications due to the advan-
tages of micro-milling compared to other micro-fabrication methods. Some of the
micro-milling advantages are macro-milling technique derivation and the ability
to process 3D-complex geometry with various materials. However, micro-milling
is very susceptible to tool breakage due to the rapid wear during the machining
and the downsized dimension of the tool. Therefore, the TWM system is needed
and has become an important part of the high-quality micro-milling process.

Industry 4.0 has brought one key-enabler technology named digital twin
(DT) to seamlessly combine the simulation and the real world for providing
various services. This new technology allows the development of a new class
of TWM methods that combines simulation and real-time data simultaneously.
Within the future smart factory of Industry 4.0, the digital twin approach is very
plausible since the computing power for the simulation process equipped with
a high-speed sensors network will be common in the machining environment of
the future smart factory. Thus, both simulation and real-time data acquisition
can be executed and integrated seamlessly. Even more, the DT-based TWM
may anticipate and benefit the advancement in the field of industrial sensors in
the future since the newly developed sensors can be easily integrated into the
existing sensor networks.

This paper presents the development of a DT-based TWM system for the
micro-milling application. The micro-milling process was simulated by using the
spindle motor model, the spindle controller model, and the cutting torque model.
The wear monitoring was performed by comparing the simulated and the real-
time electric current from the built-in sensor of the spindle motor. The virtual
environment was built by using FreeCAD - an open-source CAD system. The
development was targeted for the broad range of machining sites to represent
the micro-milling process and all the machining objects. The DT synchronizes
the data from the simulation and real-time data acquisition inside the virtual
environment. The presentation of this paper focuses on the building blocks and
technical implementation in realizing a digital twin application in the domain of
micro-tool wear monitoring.

2 Literature Review

2.1 Digital Twin in Manufacturing Applications

The digital twin (DT) technology has been adopted for several manufacturing
applications with some specific goals. Aivaliotis et al. developed a DT system
for the predictive maintenance of industrial robot [1]. The robot gearbox param-
eters’ iterative fine-tuning was performed using the DT system. Kannan et al.
predicted the wear of the grinding wheel by using a DT system [2]. The pre-
dictive model of the grinding redress was constructed from the auto-regression
moving average (ARMA). The model was selected due to the static properties
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of the motor spindle signal in the time series. Botkina et al. have developed a
DT system for cutting tool [3]. In their system, the information of the physi-
cal tool was continuously and digitally updated during the machining process.
The data representation and exchange of the cutting tool followed ISO 13399
standard. The updated information of the cutting tool was targeted for precise
process simulation, control, and analysis. Eventually, the result of the DT sys-
tem gave benefits for the continuous improvement of the production process.
The aforementioned DT systems show that the application needs at minimally
three major building blocks, i.e., a) the object to be imitated, b) the digital
twin, ¢) the communication means between the imitated object and
the digital twin.

2.2 Digital Twin Building Block

The digital twin building block contains information to model the real object
digitally. The digital model can represent the process (dynamics, state prop-
agation) related to the objects [1], the physic (shape, form, geometry) of the
objects [3], or the properties (surface roughness) of the objects [4]. The model
can be generated from the industrial standard, physics law derivation, or empir-
ical equation from the experiments. In order to monitor the variable of interest,
the digital twin often contains a virtual environment to report the latest status
of the simulation and the incoming real-time data. The virtual environment is
obviously needed for the applications where the motion or object changes should
be visually presented to the DT users. At a minimum, the digital twin has a user
interface, e.g., a software dashboard, to monitor the variable of interest. Cai et al.
presented the technique to build a DT system and fused the sensor information
in the cyber-physical manufacturing [4]. Their DT system has a virtual machine
to visualize the running process and a data acquisition module to get the 3-axes
accelerometer data for monitoring the surface roughness of the workpiece.

2.3 Virtual Environment for the Digital Twin

There are many methods to build a virtual environment for the DT applica-
tion. As suggested by Cai et al., the developments of virtual environments may
take reference from the previous works of virtual system developments, such
as Virtual Assembly [5], Virtual Tooling [6] and Virtual Prototyping [7]. Most
of the virtual environments were developed with 3D graphic libraries on some
programming language and separated from the CAD system. However, as a mat-
ter of fact, the CAD system was the initial place where the virtual object was
designed. For the reason of seamless interoperability and further expandability,
the virtual environment for DT would be more appropriate to work inside the
CAD system. FreeCAD - an open-source CAD system that offers functionality
to develop specific modules inside its 3D graphic environment [8]. The virtual
environment development for various engineering applications has been reported
using FreeCAD as the virtual environment [9,10]. Compared to OpenSCAD -
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another open-source cad system, FreeCAD has advantages in exporting the stan-
dard parametric models, Python programming, and combining external models
to its 3D graphic interface [11].

2.4 Micro-milling Model for the Digital Twin

The micro-milling process can be modeled by using the mechanistic model with
the tool wear as the contributing factor [12,13]. Later, the micro-tool wear infor-
mation is inferred by comparing the cutting force data from the actual machin-
ing and the simulation. However, acquiring the cutting force data is costly in
micro-milling due to the high price of the force sensor with the micro-meter
specification. Alternatively, the micro-milling process can be modeled by using
the information from the built-in sensors of the machining devices, e.g., torque
and electrical current sensors of the motor spindle [14]. This strategy cuts down
the cost of the sensor installation. As far as the tool wear is concerned, the
data-driven method can actually generate the model relating the tool wear and
the input data from various sensors, such as cutting force, vibration, acoustic
emission, and power sensors [15,16]. However, such a data-driven approach will
lose the concept of DT where the imitated object should ideally represent and be
derived from the actual phenomena of the process, i.e., using physic (mechanic)
law.

3 Methodology

3.1 System Architecture

The system architecture of DT-based tool wear monitoring (Fig. 1) follows the
building blocks explained in the Subsect. 2.1 and 2.2. The system consists of the
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Fig. 1. The system architecture for micro-tool wear monitoring with digital twin
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three big blocks, i.e., a) the object to be imitated, b) the digital twin, and c) the
communication. The micro-milling machine is a miniaturized 5-DOF (degree
of freedom) CNC machine with a linear resolution of 1 pm. The motor con-
troller provides position (z, y, z, v, 0) information through the RS-232 serial
communication. The spindle uses a high-speed brushless DC motor with 80000
rpm maximum speed and air coolant. The data acquisition (DAq) module gath-
ers real-time information on the spindle’s working condition through the GPIO
port. The spindle information consists of the torque (T"), current (i), and speed
(w) in real-time.

3.2 Micro-milling Simulation

The simulation uses the spindle motor model in Eq. (1), the spindle controller
model in Eq. (2)—(3), and the cutting torque model in Eq. (4)—(5) to represent
the imitated micro-milling process. The formulation of the models has been
taken from our previous work in [17]. Machining parameters are known prior to
the simulation run. The micro-tool wear monitoring is performed by compar-
ing the real electric current from the built-in current sensor of the spindle to
the simulated current from the simulation. The difference between the two elec-
tric current values can infer the abnormality and wear progression profile. The
numerical engine for the simulation uses XCOS dynamic system library from
SciLab.

d*0 (t) do (t) :
Im 2 + B ke Kr-i(t)— 1T, (t) (1)
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T.(t)=g((t) - ¢ bilog(t) +be;  for steady (4)

c1t? + cot + c3; for fall
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3.3 Virtual Environment

The environment of the micro-milling was built inside the FreeCAD. All the 3D
object files were imported to the FreeCAD in assembly mode. The 3D environ-
ment of micro-milling consists of the CNC machine and workpiece 3D models.
For the CNC motion simulation, the CNC machine’s kinematic chain should
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be defined by arranging the hierarchy of the kinematic joints and links (bod-
ies). Figure 2 shows the example of the 1-DOF kinematic chain definition with
two links (Linkl, Link2) and one joint (J12). This work only used the prim-
itive types of joint, i.e., revolute and prismatic. To realize such an idea in the
FreeCAD system, the body coordinate with respect to the world coordinate
(Hworld) was assigned by using an entity named part. Then, each imported
body was attached to the part entity coincidently. FreeCAD stores the local
coordinate of each entity (H) relative to the coordinate of the parent entity.
Therefore, actuating the intermediate part (e.g., J12) between the two con-
nected parts (e.g., J1, J2) has the similar effect of having one primitive joint
with variable 6. The refresh event of the virtual environment depends on the
clock signal issued by the simulation block (see Fig. 1).
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Fig. 2. Kinematics definition for the virtual environment

4 Experiment and Result

The machining experiment was conducted with the three sets of machining
parameters as reported in the Table.1 of our previous work [17]. For the analysis
purpose, the time-stamped data of the motor position and spindle information
were recorded into the files. Then, each data entry from the files was replayed
sequentially in the simulation according to the time stamp. The current presenta-
tion emphasizes the quality of the simulation and real-time data synchronization
in a virtual environment. In particular, the activation function of cutting torque
from the Eq. (5) was executed based on the collision event between the virtual
micro-tool with the virtual workpiece in the FreeCad as the virtual environment.
The collision volume became the substitution for the uncut chip thickness (UCT)
to calculate the simulated cutting torque.

Figure 3 shows the synchronization between the real-time data and the sim-
ulation. Point A in Fig.3 is the starting event when the collision is about to
occur with partial tool immersion. Point B is the event boundary when the tool
was in full contact with the workpiece. The event triggering mechanism came
from the micro-milling machine’s motor controller’s real-time position data. This



Digital Twin for Micro-Tool Wear Monitoring 17

mechanism realized the concept of a digital twin where the simulation and real-
time events are integrated and coupled in one process. The tool wear monitoring
was performed by observing the spindle electric current during the machining
process. Abnormality of the wear progression can be detected by comparing the
simulated and actual electric current of the motor spindle. Compared to the
torque sensor, the electric current sensor is more economical. The experiment
has shown the tight interaction between the simulation, the real world, and the
targeted service.
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Fig. 3. Experiment result

5 Conclusion

The development of a tool wear monitoring system using digital twin technol-
ogy with an open-source CAD system has been presented. The micro-tool wear
monitoring was realized by observing the simulated electric current of the spin-
dle motor. The digital twin of the micro-milling process was developed based on
the three digital models, i.e., the spindle motor model, spindle controller model,
and cutting torque model. The integration of real-time position data into the
simulation was useful for calculating the virtual collision volume to simulate the
cutting torque. The proposed system becomes an example for further works on
the realization of various services in machining by using digital twin technology.
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Abstract. The design of a circular PSS solution goes beyond the traditional per-
spective of circular product design encompassing multiple complexity dimensions
that need to be considered and addressed in the early stages of design. The paper
provides a literature-based outlook on the levels of complexity to be faced when
making decisions in early PSS design by positioning the concept of changeability
inherited from the systems engineering literature into the context of the design of
circular PSS. The paper ultimately stresses the need to consider the changeability
of PSS as arelevant dimension in the assessment of its circularity potential. It does
so by proposing a framework for the design of circular PSS solutions, summariz-
ing the main design strategies and approaches currently described in the literature
to mitigate the uncertainties generated by PSS complexity.

Keywords: Changeability - Product-service systems - Complexity - Circularity

1 Introduction

Governmental institutions and researchers agree that a move toward circular economy
systems would contribute to the achieving of the sustainable development goals defined
by the United Nations [1]. Manufacturing companies play a key role in realizing sustain-
ability ambitions and a consistent research effort has been spent on identifying what are
the fundamental criteria upon which circular economy is defined and measured in the
industry (e.g., [2]). From a product development perspective, circularity consideration
makes early decisions more and more difficult, increasing the level of complexity of
the design problem, now addressing the development of a complex system featuring
the combination of product and service components (i.e., developing Product-Service
Systems solutions or PSS) to be delivered in a lifespan that could, in some cases, extend
over several decades. In such contexts, the translation of high-level circularity consid-
erations into specific product requirements that guide design decisions is a challenging
task. Methods to promote the development of circular systems have been proposed in
literature both from a business development and a product development perspective (e.g.
[3, 4]). However, the literature still does not provide a comprehensive outlook on how
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to deal with the new uncertainties introduced by circularity considerations during the
early engineering design of PSS. In this regard, one of the challenges is the lack of lit-
erature elucidating the complexities that exist in and around the inferred PSS. To bridge
this knowledge gap, the paper aims to provide a comprehensive outlook on the level
of complexity introduced by PSS, stressing the need to consider the changeability of
PSS as a relevant dimension in the assessment of its circularity potential. As a result,
the paper positions the concept of changeability in relation to the available literature
about the design of circular solutions and in relation to the literature concerning systems
complexity and changeability in systems engineering. Ultimately the paper summarizes
the main available design strategies and approaches currently described in the literature
to mitigate the uncertainties generated by PSS complexity.

The definition of the research problem and objective is the results of a participatory
action research approach in collaboration with two major Swedish companies operating
in the aerospace and construction machinery industry. Qualitative data were gathered
through semi-structured interviews, workshops, and focus groups, initially to compile
a comprehensive descriptive analysis, although the contribution of this paper shall be
seen as largely based on literature review and synthesis. A narrative-styled literature
review, complemented by a snowballing technique, was performed in the field of PSS
and systems engineering. The choice of not performing a more structured and formalized
systematic review was driven by the acknowledgment of the high variety of synonyms
of changeability, flexibility and adaptability available in literature, that led, in a first step,
to an unmanageable number of publications from multiple research fields.

2 Literature Review

2.1 Design of Circular PSS Solutions

The academic discussion about how to design circular products can be framed into
the broader research effort of developing and implementing methods for sustainability
quantification. In product design, this translates into the capability of integrating new
methods and approaches into the current well-established engineering practices. In such
a context a broad range of engineering methods have flourished under the umbrella of
Eco-design (e.g. [5]), Design for Sustainability (e.g. [6]), Design for environment (e.g.
[7]), Sustainable Product development (e.g. [8]) and Design for Circularity (e.g. [4]). The
latter has focused on understanding what the features of a circular economy system are,
and therefore, what kind of circular economy indicators can be introduced to measure
the circularity of a product or a system. To enable this, the Ellen McArthur Foundation
published a list of material circularity indicators at the product level and at the company
level [3]. Pauliuk [9] stressed the importance of circular strategies to be monitored from
a higher system perspective, to avoid defining indicators that would bring companies’
decisions in the wrong direction. This highlights the need to have the right indicators used
in the correct context and with a suitable level of granularity based on the specific focus of
the design activity. Den Hollander et al. [4] argued that circular product design is guided
by the Inertia Principle, prescribing product integrity to be the main design objective
to be pursued and to be preferred to product recyclability. Based on this they defined
circular product design as the combination of both design for integrity (i.e. aiming at
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resisting, postponing, and reversing obsolescence at the product and component level),
and design for recycling, aiming at preventing and reversing obsolescence at a material
level.

2.2 Complexity and Changeability in Systems Design

In the realm of systems engineering, Magee and de Weck [10 p. 2] defined a complex
system as “a system with numerous components and interconnections, interactions or
interdependencies that are difficult to describe, understand, predict, manage, design,
and/or change”. Further, Gaspar et al. [11] defined the complexity of a system as the
quantity of information necessary to define a system, understand the interdependencies,
and predict future scenarios. In such a context, five essential aspects for engineering a
complex system were proposed by Rhodes and Ross [12], namely, structural, behavioral,
contextual, temporal, and perceptual complexity. Addressing such complexities reflects
the primary need to deliver desired value to all the associated stakeholders throughout
the lifecycle [12]. In such a context changeability is a property of the system to reach
various conceivable states to allow a robust value delivery during the operational stage
while embracing changes in the operational context [13]. Changeability is a collection
of many change-related “ilities” such as adaptability, flexibility, scalability, etc. and it is
acknowledged as an over-arching property of the system of being able to either change the
“form” or “function” of the system to bring about a change in the operation as a response
to changes in the context [13]. Changeability is highly related to the complexity of the
system; however, changeability excludes change-related ilities outside the operational
life of the system thus excluding factors such as “remanufacturing” or “recycling”, that
fall inside the “traditional” boundaries of design for remanufacturing and recyclability.

3 Defining Changeability in the Design of Circular PSS Solutions

The existing literature shows some limitations in supporting the design of circular PSS
solutions. Firstly, limited methods and tools are capable of identifying and assessing cir-
cularity in early design phases, which requires linking PSS circularity with stakeholder
needs, as well as potential business implications, that may change over time. Secondly,
when working on the conceptual design of PSS components (or sub-systems), engineers
work with requirements that seldom reflect the overall design rationale of circular solu-
tions. Thirdly, even if circularity-related product requirements are in place there is a lack
of understanding about the value robustness of a circularity solution along its lifecycle,
that is, about how the PSS solution will deal with the behavioral, structural, contextual,
perceptual, and temporal complexity, or, in other words, about how “changeable” a PSS
solution will be.

Based on such considerations Fig. 1 proposes a framework for design of circular
PSS solutions, positioning design for PSS changeability as a complementary dimension
to design for integrity and recycling. The framework adds the “Design for PSS change-
ability” dimension (bottom part of Fig. 1) listing potential design strategies and potential
methods to mitigate the negative impact of five levels of system complexity. The com-
plexity levels are derived from the work by Rhodes and Ross [12] further investigated by
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authors in the field of aerospace and maritime engineering (e.g. [11, 13, 14, 15]), while
the potential design strategies and methods to mitigate the negative effect of complexity
in design decision making are derived from the available scientific literature in the field.
In detail the five levels of complexity are:

Structural Complexity. Defined by the system components and their relationship. The
structural complexity is determined by the decision made by engineers and designers in
PSS design; thus, it is normally in the control of decision-makers. Structural complexity
is often addressed and reduced by applying strategies for modular product and service
design, that are claimed to be able to mitigate changes and conflicting requirements. In
this regard, an example of concept selection for elevators provided as PSS is presented in
literature by [16]. Here the selection of proper PSS module instances which are a function
of product and service modules combined into a solution under relevant constraints is
the design strategy to address the structural complexity of the product while developing
as PSS solution [16].

Behavioral Complexity. Defined as the complexity given by the multiple parts of the
designed system that concurrently operate to deliver the intended value. Such definition
does not encompass external factors that can influence the system under design, thus also
the behavioral complexity can be considered as a parameter in the control of the decision-
makers. Model-based systems engineering (MBSE) is one of the known approaches to
simulate such behavior while systems are still in the design stage. Based on the use of
“executable” models (often based on SysML or UML language), MBSE is increasingly
adopted in industry to address the behavioral complexity of complex systems.

Contextual Complexity includes all external factors that can influence the behavior of
the system. Contextual complexity is focused on understanding the influence of external
stimuli and it has been the focus of research for many decades. The challenge is that the
decision-makers can manage the uncertainties internal to the system to a certain level,
but the external uncertainties are beyond the control of the decision-makers, thus making
it cambersome to build a system capable of handling these uncertainties. This viewpoint
is preserved in PSS design, where many researchers have actively acknowledged the
changing context and its influence on the lifecycle of the [17]. Emerging design strategies
dealing with PSS contextual complexity encompass the use of scenario simulations based
on agent-based and discrete event modeling (e.g. [18]) or the creation of environmental
interaction models [19].

Temporal Complexity. Temporal complexity escalates the concept of contextual com-
plexity by introducing a time dimension in the system-context interaction. Researchers
agree on the unexploited potential of the PSS value delivery given by the lack of integra-
tion of long-term thinking during the design, stating that PSS must include a lifecycle
or through-life perspective, (e.g. [20]). In such a context, scenario-based simulations
linked to the development of digital twins are seen as the potential strategies to deal with
temporal complexity in PSS design. In particular, the literature identifies as a poten-
tial future scenario the use of virtual “beta prototypes” of PSS (also defined as “fake
twins” [21]) capable of simulating radical changes in the PSS hardware while running
in parallel with the entity that exists in reality. This is based on the idea that, through the
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accumulation of data, the virtual models will reach a tipping point showing when a fake
twin (i.e., aradical redesign of the original PSS concept) will become more value-adding
for both the provider and its customers, considering investments, switching costs, risks
and more in the equation.

Perceptual Complexity. Such complexity is generated by the differences in the opinion
of the stakeholders about the value of a system. The essence of perceptual complexity
is the dynamics of expectations from the system through time [11]. Work in the field
of PSS prototyping has focused on PSS perception by crating shared stakeholders’
experiences and providing a sense of full scalability of PSS solutions [22]. Additionally,
virtual reality applications have been proposed to replicate intangible and subjective
customers’ experiences during PSS testing [23], although the use of such technology to
address the perceptual complexity in PSS design is still in its infancy.

SysML)

|
i
|
2 DESIGN FOR PRODUCT INTEGRITY |
o DESIGN FOR :
5 Resisting Postponing Reversing RECYCLING !
° obsolescence obsolescence obsolescence !
(%] |
o I T T
7
[l - - - - e e e mm e ———— - :
05‘ ]
3 DESIGN FOR CHANGEABILITY :
2 i
O Structural Behavioral Contextual Temporal Perceptual |
‘é complexity complexity complexity complexity complexity :
|
; * Product and * Model-Based * Scenario/context * Scenario based * Datavisualization 1
(G} service Systems simulation e.g. simulations * Physical :
) modularity Engineering Environmental * “Fake” digital prototyping !
g * Platform-based * Executable interaction twins (e.g. [19]) * Virtual :
approaches models (e.g. models [17] prototyping [21]. :
|
|

Fig. 1. Framework for Design for PSS circular solution positioning “Design for PSS changeabil-
ity” in relation to circular product design.

4 Conclusions

The design of a circular PSS solution goes beyond the traditional perspective of circular
product design encompassing multiple complexity dimensions that need to be considered
and addressed in the early stages of design. The paper has presented an outlook on
various levels of complexities that affect PSS design stressing the need to consider the
changeability of PSS as an integral part of the effort toward designing new circular
solutions, complementing the established approach for circular product design available
in literature. The paper positions its contribution in between the field of PSS design and
systems engineering and shall be seen as a tentative to provide a framework of reference
around which to further develop future research efforts in the field.
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Abstract. In the transition towards a more sustainable future, circular economy
is a key concept. Manufacturers play a key role in this transition, and different
circular manufacturing strategies rely on digital technologies and information
systems to be fulfilled. These systems and technologies need master data, basic
data a firm’s business activities are based on, to work. However, manufacturing
companies still have little knowledge on which master data are needed, and how
these data can support decisions in circular manufacturing strategies. In this paper,
we bridge different circular manufacturing strategies with important master data
elements in a framework for master data management. The basis for the framework
is scientific literature within the domains of circular manufacturing strategies and
information systems. The framework can be used by researchers to explore master
data requirements for different strategies, and by practitioners to get an overview
of data requirements for different circular manufacturing strategies.

Keywords: Circular manufacturing - Master data - Master data management

1 Introduction

In the transition to a more sustainable future, circular economy (CE) is an important app-
roach. The idea of CE is to move from a traditional linear economic model characterized
by a take-make-use-and-dispose approach to a CE model, in which materials and the
embodied energy of products remain in a restorative system for as long as possible [1].
Literature are connecting the CE transition to extensive use of digital technologies [2].
New emerging technologies as internet of things (IoT), cloud computing, additive man-
ufacturing, blockchain, and augmented and virtual reality are, among others, mentioned
as enabling technologies for CE [3]. These technologies, together with cyber-physical
systems, digital twins, big data and analytics, and autonomous robots are also impor-
tant for the future of manufacturing, labeled Industry 4.0 [4]. System integration is often
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mentioned as another important building block for Industry 4.0 [5]. Manufacturing com-
panies play an important role in this transition since they usually are the focal actor who
manages upstream and downstream activities in the supply chain [6]. Different strategies
have been conceptualized for the CE, ranging from recover to refuse [7] and, within the
supply chain, a set of strategies specifically for circular manufacturing (CM) has been
identified [8]. Manufacturing companies rely on a portfolio of information systems to
support their operation and business processes [9], and all these systems and technologies
need master data to work.

However, manufacturing companies have little knowledge on which master data are
needed, and on how these data can support decisions in CM strategies. In addition,
they have little visibility and access to these data — especially for long, complex supply
chains — and the management of master data is still a practical issue in companies.
Unfortunately, scientific literature still overlooks this domain, and the role of master
data and master data management in the context of CM strategies has received very
little attention to date. A resent research from Acerbi et al. [10] propose a data model
for CM. Our work focusses on the need for master data, and is guided by the following
research question: which master data is needed for the different CM strategies? For
this purpose, a framework for master data management (MDM) for CM strategies is
proposed, based on a literature review. The organization of the rest of the paper is as
follows. In Sect. 2, we present background information on CM strategies and MDM. In
Sect. 3, we introduce and discuss our framework for MDM for CM strategies. Lastly,
Sect. 4 holds the conclusion, including limitations and suggestions for further research.

2 Background

The main idea of CE is to move from a traditional linear business model characterized
by a take-make-use-dispose approach to a circular model in which materials and energy
remain in a restorative system [1, 11]. Manufacturers play a key role in this transition,
managing activities both upstream the supply chain to suppliers and downstream to cus-
tomers, and in addition interact with other actors. Today’s supply chains are recognized
as complex, often global, and with a high degree of specialization [12, 13].

CE can be achieved by implementing different circular strategies. Blomsmaetal. [14]
divide these strategies into preventive strategies, loop-closing strategies, loop-extending
strategies, and longevity strategies. Potting et al. [7] use the “R’s and Re’s” categories
when they describe 10 different Re strategies from Refuse (R0) to Recover (R9) arguing
for implementing an as high circular strategy as possible (low R). Given the relevance of
manufacturing companies for the CE, the concept of CM has been recently established.
Acerbi and Taisch [15] define the goal for CM to “reduce resources consumption, to
extend resources lifecycles and to close the resources loops, by relying on manufacturers’
internal and external activities that are shaped in order to meet stakeholders’ needs”. In
addition, they propose the following CM strategies for manufacturers: circular design,
remanufacturing, disassembly, reuse, recycle, resource efficiency, cleaner production,
servitization-based business models, industrial symbiosis, and closed-loop supply chain.

Information Systems (IS) has been an important success factor for supply chain
management. Magal and Word [16] define IS as “computer-based systems that capture,
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store, and retrieve data associated with process activities [...] IS also organize these data
into meaningful information that organizations use to support and assess these activ-
ities”. Manufacturing companies have a portfolio of IS to support their operation and
business processes [9]. Examples are computer aided design (CAD) for product develop-
ment, customer relationship management (CRM) for interaction downstream the supply
chain, product lifecycle management (PLM) for total management of products in all
their lifecycle [17], advanced planning and scheduling (APS), manufacturing execution
system (MES) and supervision, control, and data acquisition (SCADA) for the manufac-
turing process. Enterprise resource planning (ERP) has an important role in a company,
both for internal planning and control and for collaboration along the supply chain [18].
The different systems have different purposes and target different processes within a
company. For instance, SCM work upstream the supply chain, CRM downstream, PLM
adopt a product development perspective, while MES target the manufacturing process
on the shop floor. One way to define this IS ecosystem is using the product, process
(production) and profit (business or enterprise) dimensions, where different IS support
different activities within each dimension [19] and the automation pyramid (ISA 95) rep-
resent the connection between the dimensions. In addition, information systems can be
vertically integrated (inside a company), and horizontally integrated among companies
in the supply network.

Master data is basic data a firm’s business activities are based on. Magal and Word
[16] define master data as “key entities with whom an organization interacts” like cus-
tomer data, supplier data and product data. As contrast to transaction data, master data
typically describes basic characteristics of objects and is relatively static, meaning that
they do not change much over time. As a result, master data usually remain largely unal-
tered, are quite constant regarding volume, and are the basis for transaction data [20].
Since the complexity in companies and supply chains is constantly increasing, also the
number of IS in use in manufacturing companies is augmenting. In addition, these IS
are often integrated with Industry 4.0 technologies as robots, IoT, big data and analytics,
where the IS may serve as master data managers while the industry 4.0 technologies will
generate a huge amount of transaction data [19]. All these IS need master data to work.
This has led to an increased relevance for MDM, defined as best practices to manage
master data where the main purpose is to secure master data’s quality and that these data
are updated to support transactions and business operations [21].

3 A Framework for Master Data Management for Circular
Manufacturing Strategies

Based on a preliminary literature review, we propose a framework for MDM for CM
strategies in Fig. 1. The first column refer to the CM strategies (adapted from Polenghi
etal. [8]) and to the life cycle phases Begin of Life (BoL), Middle of Life (MoL) and End
of Life (EoL). The second column refer to the business process related to the CM strategy
and MDM. This can be firm internal processes or inter-company processes. The third
column refer to the product, process, or business domain. The Information System and
Master Data element columns are discussed hereafter. For the EoL activities, we have
only included the supply chain activities between actors, not specific activities for the
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different strategies (reuse, remanufacturing, disassembly, recycle or waste management).
The last column holds examples of master data for the specific CM strategi.

Information

CM strategy/LC phase  Activity Domain Svstien Master Data element Examples
Circular design BoL Product development Product gLﬂ\\li CAE MD for products Products, BoMs
. . Process MD for products Products, BoMs
SRR B D s Product EELE MD for mamifacturing Routing, CO2 emission pr product
. X ERP/MES MD for products Products, BoMs
Resource efficiency, BoL  Manufacturing Process EDIBC MD for mamfacturing ~ Routing, CO2 emission pr product
o . Platforms/ Customer data,
Servitization, MoL Product usage Business ERP/PLM MD for product usage D T T o POt
. Platforms/ MD for energy usage
7. M N & g
Resource efficiency. MoL Product usage Product ERPPLM 1D for product usage €02 emission pr product
Returnto service Process PLM (CLSC) MD for products B
Reuse, EoL 2 MD fi utilization of products
s s provider, reuse Product BC (OLSC) MD for product usage e et
i Returnto Process PLM(CLSC) MD for products Material composition
R emamuf: EoL
emanufacturing, Lo manufacturer Product BC (OLSC)  MD for product usage MD for utilisation of parts
. Returnto Process PLM (CLSC) MD for products Material composition
Disassembly, EoL TR
manufacturer Product BC (OLSC) MD for product usage MD for utilisation of parts
R line EoL Returnto parts Process PLM (CLSC) MD for products Material composition
ecycling o manufacturer Product BC (OLSC) MD for product usage MD for utilisation of material
Returnto waste Process PLM (CLSC) MD for products . cre
Waste t, Eol Material i
" a— handler Product BC (OLSC) _ MD for product usage S i—

Fig. 1. A framework for master data management for circular manufacturing strategies

Circular design has its origin in the product development process. Traditionally
computer aided design (CAD) and computer aided engineering (CAE) were the Infor-
mation systems supporting this business process. Later on product data management
(PDM) and product lifecycle management (PLM) systems has evolved [22]. Varl et al.
[23] argue for CAD and PLM as tools supporting customized product development, a
product development approach with similarities to circular design. Myung [24] identified
the following master data for PLM: Parts Data, Design Data, BOM, Docs/Specification,
Configuration Data, Work Instructions, Product Quality Data, Product Compliance Data,
Product Service Data. In the construction industry, Building Information Models (BIMs)
is established, holding information about size, volume, weight, time, costing, facility
management, maintenance, and operation [25, 26] of buildings, or its components.

While circular design focus on closing the loop with a Cradle to Cradle approach
in the design phase of a product, cleaner production has the goal to minimize the
environmental impact in production [27]. Information systems in this process are the
typical systems from the automation pyramid, ERP and MES. Basic business processes
supported by an ERP system are procurement, fulfillment and production process [16].
Basic master data for these processes are product data, supplier data, customer data,
BOM’s, routing and work centers [28].

Resource efficiency in the BoL phase can be internal production [28], or activities
along the supply chain. As for cleaner production, the automation pyramid is important to
measure resource efficiency on a product level. In addition, information from upstream
and downstream supply chain actors are valid for measuring resource efficiency. For
supply chain activities, information sharing techniques and standards are dominating.
Electronic data interchange (EDI) is still an important standard [29], however interest in
implementation of blockchain technology for supply chain collaboration is increasing
[30].
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Servitization or Product Service Systems is not only a CM strategy, but a business
model, where a products functionality is delivered rather than the productitself [31]. Here
the need for master data is moved to the use phase of a product. Data for measurement of
the usage of the product or service is important. This can be done by a digital platform
for measurement and value added services [32]. Data needed is related to customer,
usage, and condition of the product, eventually suppliers involved in the delivery of the
service. The resource efficiency in the use phase of a product differs from the resource
efficiency in the production phase. In a servitization business model with a platform
approach, it is natural that the platform hold this information [32]. For traditional sales,
where the ownership of the goods is transferred from the supplier to the customer, either
the customer/owner or the supplier can measure the resource efficiency. This will need
computation capabilities not usually available among consumers. If these measurements
is done by the supplier, they will have a PLM approach focusing on the customer and
the goods sold [33], If it is done by the owner of the goods, an ERP approach seems to
be reasonable, where the goods is an asset in the company owning the goods [8].

The last CM strategies are connected to the EoL phase of a product. According to the
CE butterfly model [34], material shall flow back to service provider (reuse), product
manufacturer (remanufacturing, disassembly) and parts manufacturer (recycle). All
of these strategies will need some kind of supply chain coordination to be able to follow
the “Rs” hierarchy among the strategies[35]. The communication need will depend on
if the loop is closed, meaning that the same actor handles the EoL treatment as placed
the goods to the marked, or open if not [36]. In both cases, flow of information from
the BoL and MoL phase may have relevance [37], but technologies used for this flow
may differ. In a closed-loop supply chain, it should be expected that the manufacturer
or service provider have followed the product via their PLM systems. In an open-loop
supply chain this is not expected since the original manufacturer or service provider are
not connected to the EoL treatment. Here, blockchain technology may be a solution [37].

The last CM strategy, waste management is a non-preferred strategy. The overall
goal for CE is to prevent waste [34]. However, waste must be handled in an optimal
way. Waste management face some of the same challenges as other open-loop supply
chain challenges. Digital Product Passport (DPP) may solve some of the issues related
to product lifecycle information flow in the supply chain [38].

4 Conclusion

This paper presented a framework for master data management for different CM strate-
gies. In our point of view information flow is, together with flow of products and value
the three main flows for supply chain performance [39]. Enterprises are using IS to
enable this information flow [17, 18]. For CM, new and extended information flow is
needed, valid for all product lifecycle phases [8, 40]. However, the needs are different
both related to lifecycle phases, activities and technology used. Manufacturers are in a
unique position for improved circularity. Depending on the level of Supply Chain integra-
tion, they have information about the product they manufacture, and the actors upstream
and downstream the supply chain [12, 13, 17]. Future manufacturing will increase IS
integration, both horizontal and vertical [11]. Thus, frameworks are needed to under-
stand the different needs for future manufacturing: our framework documents different
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master data needs for different CM strategies, and it can thus guide future research in
different perspectives for different CM strategies. The framework shows that there are
different IS and technologies, activities to be supported by digital technology and IS,
leading to different master data to focus on, based on the different CM strategies.

Nevertheless, our research has limitations. The findings follow a preliminary liter-
ature search. A more structured approach for the collection of current literature would
make this study more robust. In addition, the framework is purely based on scientific
research. The topic covered in this research is also on the agenda both for the man-
ufacturing industry, and for software and digital technology providers. Including grey
literature may give new insight. Moreover, the framework has not been validated in real
use. Using a case study including the use of the framework to validate its usability would
make the framework more robust. All these issues are under consideration for further
research to strength the study.
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Abstract. The Industry 4.0 has boosted technological advancements leading to
the development of predictive maintenance solutions in the manufacturing sector.
In this scenario, companies are dealing with complex decision-making problems
involving investments in technological solutions and data analytics modelling
implementation. Therefore, there is a need for strategic guidance for defining
the best investments options through a technical-economic approach based on
system modelling and lifecycle perspective. This paper presents the implemen-
tation within a relevant Italian food company of a methodology developed to
evaluate predictive maintenance implementation scenarios based on alternative
condition monitoring solutions, under the lenses of Total Cost of Ownership.
Technical systemic performances are evaluated through Monte Carlo simulation
based on the Reliability Block Diagram (RBD) model of the system. The results
provide concrete evidence of effective applicability of the methodology guiding
decision-makers toward a solution for improving technical system performances
and reducing lifecycle costs.

Keywords: Predictive maintenance - Total cost of ownership - Condition
monitoring - Decision-making

1 Introduction

Predictive maintenance solutions have become widely adopted in the manufacturing sec-
tor thanks to the possibilities provided by the new technological advancements and data
analytics developments [1, 2]. Indeed, it can not only reduce the failure rate of machinery,
but also it allows to extend the service lifetime and globally, plays a fundamental role in
cost reduction and business performance improvement [3]. For its practical deployment,
it is necessary for decision-makers to comprehensively evaluate the technology, consid-
ering holistically all issues of safety, availability, and cost-effectiveness [4—6]. In this
context, safety life cycle and dependability concepts are key aspects that have a significant
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impact on decision-making process thus, their evaluation has been widely investigate
in literature through reliability model. Reliability Block Diagram (RBD) model is one
of the most used techniques [7-9]. Moreover, in the manufacturing industry, companies
nowadays are facing a vast offer of solutions for predictive maintenance by technology
providers and are expressing the need for having formal guidelines to understand where
to address their investments [10—12]. Particularly, the adoption of the total cost of own-
ership (TCO) to support decision-making within the asset management framework is
one of the most suitable accounting techniques in different industrial application [13—
17]. In [1], we proposed a methodology to combine technical performance analysis with
economic evaluation, representing a structured approach that supports the implemen-
tation of predictive maintenance activities in industrial applications. This paper aims
to provide a more detailed overview of the application case that was developed within
the production plant of a leading food company to demonstrate the applicability of the
methodology and its main benefits. In the following Sect. 2, the main steps of the pro-
posed methodology are described, in Sect. 3 the application case within the food sector
is described, and finally, the main findings are commented in Sect. 4.

2 Methodology Overview

This paper refers to the methodology presented in [ 1], which is aimed to support industrial
engineers in defining which is the best solution for installing in the industrial system
technologies for collecting monitoring data and which type of solution to select, for
predictive maintenance implementation. In particular, the methodology is made up of
10 main steps as depicted in Fig. 1.

The first step consists of the identification of the context in which predictive main-
tenance activities should be introduced, defining the asset system to be analysed and
modelled. The second step is aimed to build the Cost Breakdown Structure for the Total
Cost of Ownership (TCO) model of the reference asset system. Step 3 consists of system
modelling implementing a Failure Mode and Effect and Criticalities Analysis (FMECA)
for getting information on asset components degradation and its detectability, and the
Reliability Block Diagram (RBD) to model the entire system including the impact of
each component failure at system level. Step 4 is dedicated to data collection includ-
ing technical and economic data. After that, in step 5, Monte Carlo simulation is used
to evaluate and compare several scenarios derived from different condition monitoring
(CM) systems. This step is run for the case base scenario, enabling identified critical
components within the system, and for any alternative scenarios defined in the follow-
ing step, through an iterative procedure, enabling evaluating alternative CM solutions.
Based on criticality analysis of system components carried out in step 5, step 6 allows
defining several scenarios (derived from different CM techniques on critical equipment).
In this step alternative types and installation locations of tools to monitor asset health and
different expected level of quality of capability of the diagnosis and prognosis process
can be evaluated. Moreover, the economic impact of the solution is considered. These
elements are input for running again step 5 (simulation) for each alternative scenario
and evaluating the impact of condition monitoring measurement systems on the system
performance during its lifecycle. Step 7 allows evaluating each single scenario through
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TCO. After the analysis of the results obtained in each scenario (step 8), the predictive
maintenance activities based on the CM systems as chosen can be planned and imple-
mented in step 9. Last step identifies feedback and review on performed maintenance
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Fig. 1. Proposed iterative methodology [1].

activities and corrective actions and it is not reported in this work.

3 Application Case

The proposed methodology was applied at the Beginning of Life (BOL) stage of a pro-
duction line of an industrial plant recently installed by a large food company, producing
cocoa panels. The line enables the whole production process, starting from raw material

collection to finished good packaging as reported in Fig. 2.
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Fig. 2. Schematic representation of cocoa production process
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The analysis is performed through a differential evaluation between the AS-IS base
case, considered as the reference scenario, and the proposed scenarios based on alterna-
tive solutions for improving technical and economic performances. Thus, these solutions
are achieved by the implementation of CM measurement techniques on critical machines.
Through the methodology, the implementation of the first five steps, was done by the
use of a Reliability Engineering software (R-MES ©) which supports Reliability Block
Diagram modelling and Monte Carlo Simulation. The application of the methodology
is briefly described step by step hereafter.

STEP 1 - The company has provided technical accurate chart (P&I diagrams) of the
line. During first two phases cleaning and de-bacterizing machines are used to eliminate
impurities and wastes from cocoa beans, avoiding reduction of output quality; while,
during last two phases, machines are dedicated to roasting of cocoa nib and to mechani-
cal treatments of liquid cocoa mass, through milling and pressing stages, to obtain cocoa
panels and cocoa butter. In this step, the context and assumptions were clarified: (i)
industrial plant works continuously 24/7; (ii) based on company experts’ opinion, pro-
duction process does not present quality problems in terms of product scraps or reduction
of speed.

STEP 2 - In this step, the cost items are identified for the CBS of the TCO model,
and they are: investment cost, involving acquisition and wiring cost of CM systems and
related planned plant downtime (design, construction, and installation phase), Utiliza-
tion and Maintenance costs, including costs related to production losses due to failures
and production stoppage and to energy consumption due to installation of new diagnos-
tic techniques (utilisation and maintenance phase) and, finally, dismissing costs or the
possibility of recovering CM systems inside production plant (disposal). The technical
parameters required for the estimation of the cost items are the Time to Repair (TTR)
and the Time between Failure (TBF) of the different machines in the line and their
Availability.

STEP 3 - The system modelling phase is performed through: (i) the identification of
the department areas, that compose the production line of cocoa, to make the list of
significant components and elements, and (ii) the identification of impacts of failure
effects for each component’s failure modes, for building the RBD model of the line. Six
department areas have been identified including 95 equipment’s overall.

STEP 4 - Being at the BOL stage of the line, no failure historical data are available. For
this reason for the technical data acquisition we relied on maintenance experts’ opinions
on asset behaviour considering other similar lines in other plants of the company and
on benchmark data from similar assets derived from literature research. For this, a wide
research was carried out to identify similar processes in the food sector, using similar
machines. Summarizing the technical data collection, 95 components are considered,
and for each of it the best fitting for probability distributions of two required variables
(TBF and TTR) was modelled based on the data collected.

STEP 5 - This step represents the innovative aspect of the proposed methodology since it
allows overcoming the criticalities associated with the lack of historical data by estimat-
ing several scenarios a priori through Monte-Carlo simulation technique. The simulation
process is performed to assess the impact of equipment failure on the entire production
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system aiming at identifying critical assets and the system expected Availability. Accord-
ing to RBD modelling, R-MES software is adopted firstly to estimate the availability for
the whole production system in the AS-IS scenario which is used as reference value. In
this case, a mean value of 81.57% was achieved. Subsequently, based on overall technical
performances, a critical analysis of each component involved in production process is
carried out to identify equipment with the highest impact on overall system availability.
In detail, most critical components are: 4 hydraulic units, 4 cake conveyors and 2 mills,
having the lowest impact on system availability among the analysed assets (=0.990).
STEPS 6 and 7 - These steps involve two different tasks: (i) generation of scenarios
for the implementation of CM systems on the critical assets identified in step 5, and
(ii) ATCO calculation obtained as the difference between the TCO for each generated
scenario and the reference AS-IS situation. For this case, two different scenarios are
depicted and each of it is analysed in terms of type of CM systems to install and quality
of its diagnostic capabilities, considering the following cases: (I) best operating con-
dition (hypothesizing ideal operative condition of the adopted CM system); (ii) worst
operating condition (hypothesizing that CM systems are not perfect in detecting failures
and also, delays could affect restoration activities). In particular, the following scenarios
are selected:

e Scenario la/lb: implementation of pressure sensors on 4 hydraulic units (Best
operating condition/Worst operating condition);

e Scenario 2a/2b: implementation of inductive sensors on 4 cake conveyors and vibration
analysis sensors on 2 mills (Best operating condition/ Worst operating condition).

Each scenario is evaluated by considering three different parameters, i.e., availability,
pay-back time, and total annual equivalent cost (AEC) (Fig. 3).

The parameters of the probability density functions of TBF and TTR were modified

for representing the best and worst operating condition scenario (Roda et al. 2019) as
depicted in the following Fig. 2.
STEP 8 - In this step, the achieved results for the generated scenarios are summarized
ad reported in Table 1. The achieved results showed that the generated scenarios provide
an increment of the overall system availability thus, all the proposed solutions are cost-
effective compared to the AS-IS condition, even under the worst operating conditions
scenarios. It can be noticed that several differences exist by comparing separately the
cases in best and worst operating conditions. Indeed, in both cases, best solution is
scenario 2 because, despite a higher investment due to the higher cost of vibration analysis
systems, it provides a higher increment of technical system performances. Concerning
the economic aspect, scenario 2 turns out to be the best solution since TCO value, and
consequently, AECy is the lowest. Thus, it represents the best investment considering
the entire plant life-cycle and it can provide a high reduction of production losses costs.
Moreover, the pay-back time showed the same values by considering the best and worst
operating conditions separately.
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Fig. 3. Summary of proposed scenarios and assumptions

Table 1. Summary of achieved results for the proposed scenarios

A Availability AECot Pay-back time
Scenario la (Best Op. Cond.) +1.88% —58851 € <1 year
Scenario 1b (Worst Op. Cond.) +0.64% —16488 € <2 year
Scenario 2a (Best Op. Cond.) +2.32% —73246 € <1 year
Scenario 2b (Worst Op. Cond.) +0.76% —19951 € <2 year

4 Discussion and Conclusions

This work reports the application of the methodology proposed by [1], to a real industrial
case in a leading food company. The methodology provides support for the decision-
making process for the implementation of predictive maintenance through the integra-
tion of technical performance analysis (RAM analysis) with economic evaluation (TCO
approach) based on simulation. The case study provides concrete evidence of the appli-
cability of the established methodology, highlighting its potentials to be applied in cases
where no historical data are available as well. In accordance with company experts’
opinion, the defined methodology represents a good decision-making support to iden-
tify critical components where predictive maintenance should be implemented. In fact, it
allows to manage a better utilisation of resources avoiding the installation of CM systems
on machines and components, that are not critical from a system level perspective.
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Abstract. The present study aims to analyze the impact of Precision Agriculture
(PA) on food production in Brazil. We applied the multicriteria group decision
using the Analytical Hierarchy Process (AHP) to weigh several selected criteria.
The group consensus was very high (91.9%). The most critical criteriain level 1was
the machinery input (48.9%), followed by software (44.4%) and human resources
(6.7%). In level 2, within the machinery criterion, the sub-criteria soil was the
most critical (31.9%), followed by pest control (28.5%). In level 2, within the
software criterion, the sub-criteria input management was the most critical one
(48.4%), followed by product management (42.3%). The four most significant
global priorities are the sub-criteria soil (31.9%), Input management (21.5%),
Product management (18.8%), and Pest control (13.9%). Results indicated that
the use of PA in grain crops has a high impact on food production (71.1%).

Keywords: Multicriteria analysis - Agriculture 4.0 - Grain production

1 Introduction

The UN’s 2030 agenda aims for sustainable development [1], and some actions are
needed to increase world food production. However, current production rates meet con-
sumer demands but do not necessarily feed the world population [2]. Information tech-
nology (IT) tools have impacted the industrial sector and the agriculture segment in the
same way, and it is named Precision Agriculture (PA). PA’s use focuses on boosting
productivity rates, reducing labor costs, improving work quality and worker safety, and
reducing environmental impacts [3, 4].

PA is a group of agricultural practices that uses information technology (IT) based
on spatial and temporal variability. Such methods manage the agricultural production
system carefully, not only in applying inputs or various mappings but also in all the
processes involved in production [5, 6]. Thus, the potential of PA generates economic
and environmental benefits [7, 8].

The Analytical Hierarchy Process (AHP) is a multicriteria decision-making app-
roach that includes qualitative information (in the form of judgments) with accessible
quantitative data. AHP is a decision-making tool that can help define the general decision
operation by decomposing a complex question into a multi-level hierarchical structure
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of objectives, criteria, sub-criteria, and alternatives [9, 10]. Applications of AHP have
been reported in various fields [11-13]. AHP hierarchic structure reproduces the actual
trend of the human mind to sort out elements of a system [10]. AHP is a helpful tool for
decision-making when professionals deal with complex and interactive systems [14, 15].
The present study aimed to evaluate PA use’s impact on Brazil’s food crop production.
This case study is based on grain production (soybeans, corn, and rice).

2 Methods

We applied the Analytical Hierarchy Process (AHP) to analyze PA techniques’ impact
on Brazil’s food production. First, we invited three experts to rate the criteria and weigh
them towards the adequate answer of the perceived impact, as shown in Fig. 1. The inputs
from the group of three experts were computed using the defined concepts (Table 1).
The AHP-OS online software [16] was used to process the calculations.

Figure 1 was developed from a literature review carried out on published articles
concerning PA and the technologies involved in food production, where the following
criteria were selected (1) related topic addressed, (2) year of publication and (3) number
of citations. From the literature reviewed, the most used technologies were extracted
and divided into criteria and sub-criteria, as identified in Table 1, for later judgment
and impact measurement according to the experts. The profile of the specialists were
determined as (1) expertise with the PA use and application; (2) presented publication
on PA use and application; and (3) proper knowledge on the judgment of the criteria.

— Precision Agricultureimpact on food
Objective g S P )
production in Brazil
T Machinery Management Human
Criteria
(Hardware) (Software) resources
° 00 c c 4]
= < ] “ =] —
Sub-criteria - = = B w = g
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Fig. 1. Scheme of the AHP goal selected criteria, and alternatives for choosing the impact of PA
on food production in Brazil
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A set of pairwise comparison matrices (A; Eq. 1) was built. Each element on an
upper level was used to compare the elements in the level below [9, 10]. The decision
of relative weights (w;) of all pairs of the n elements and these decisions are included as
a number (a;j) in a square matrix A (i.e., the comparison matrix):

A= (a), G,j = 1,2....., n) (1)

where aij = wi/wj and aij = 1/aji. The parameters for the pairwise comparison followed
a 1-9 scale [9], where: 1 = not a priority; 2 = no to moderate; 3 = moderate; 4 =
moderate to high; 5 = high; 6 = high to very high; 7 = very high; 8 = very high to
greatest; 9 = highest priority. The weight was assigned to the (i, j)™ position of the
pairwise matrix chosen to compare with high sensitivity. The reciprocal of the assigned
number was automatically given to the (j, pHth position. The highest eigenvalue (Amax)
was used to determine the consistency index (CI, Eq. 2).

Cl = (Amax —1) / (n — 1) )
Table 1 shows the concepts used for each factor to help normalize the group

participants’ criteria weight.

Table 1. Selected criteria, sub-criteria, their description, and the references used to support the
decision.

Factors Factor’s description References
Machinery (Hardware)
Soil Agricultural machinery with onboard electronics (plowers and seeders) and an automated [17-21]

steering system. Remotely Piloted Aircraft (RPAs) or Unmanned Aerial Vehicles (UAVs) act
in the mapping using a global positioning system (GPS). Sensors to measure organic matter,
soil characteristics, and contaminations. Seal mapping using electrical conductivity (ECa)
measurements

Pest control | Sensing and mapping to measure productivity, fertility, and compaction attributes, based on | [22, 23]
topography, terraces, and soil type, for later dosing and localized application. Monitoring of
temporal variability

Survey of diseases and diseases through RPAs or UAVs. Optical sensors and sprayers for
localized application. Use of multispectral images, together with GIS tools

Harvesting | Combines equipped with GNSS (Global Navigation Satelite System) and productivity [24, 25]
sensors. Harvesters with autopilot and harvest monitor

Software

Input Images linked to the interpolation and transformation of data to generate maps of indexes, [18,26-30]

management | the health of the crops, soil conditions and management, and even crop productivity
estimates. Use of data for decision-making, climate forecast, phytosanitary management, and
financial market perspectives. Use the Graphical Information System (GIS), geostatistics,
and data mining in databases

Production | Productivity sensors used on production. Use of the Variable Rate Technology (VRT) as [24, 25]
management | inputs at a variable rate. Modeling via geographic information system (SIG)

(continued)



46 A. H. Ivale and I. de Alencar Néiis

Table 1. (continued)

Factors Factor’s description References

Process Analytical methods and solutions to process data and build support systems for [31, 32]
management | decision-making in crop management. Use of the Internet of Things. IoT, sensors, and
implements reduce operating costs, increase productivity, and create new business
opportunities and services. Use computational tools based on artificial intelligence

Human resources

Education Agricultural production must integrate several areas of knowledge. The education of rural [26, 33]
producers directly impacts the adoption of new technologies

Ergonomics | Use machines and tools to aid in workers’ activities and automate exhaustive work [34]

3 Results and Discussion

Table 2 shows the hierarchy found by the consultant group. The most critical criteria
in level 1was the machinery input (48.9%), followed by software (44.4%) and human
resources (6.7%). In level 2, within the machinery criterion, the sub-criteria soil was the
most critical (31.9%), followed by pest control (28.5%). In level 2, within the software
criterion, the sub-criteria input management was the most critical one (48.4%), followed
by product management (42.3%). The four most significant global priorities are the sub-
criteria soil (31.9%), Input management (21.5%), product management (18.8%), and
pest control (13.9%).

Table 2. Decision hierarchy of the criteria with corresponding weights.

Decision Hierarchy

Level 0 Level 1 Level 2 PGr:Z. High Average Low
Soil (01653 ||31:9% | [0740 0.063)
Machlnery(Hard Pest control (0289 | 13.9%
Harvesting [0.062) | 3.0%
Input mgmt (3484 | 21.5%
Precision Agriculture impact on food
producti Software [ Prod mgmt [0423) | 18.8%
P t
mcessm 4.1% 0.309)
Education [0:875) [ 5.9% (0658
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Table 3 presents the overall group results and the values registered by each consultant.
There was a slight variation amongst the experts’ results; however, the AHP group
consensus was high (91.9%).

Table 3. Overall results from the group weigh.

Participants High (%) Average (%) Low (%) ClImax (%)
Group 71.1 20.3 8.7 11.9
Consultant 1 69.8 16.2 14.0 30.8
Consultant 2 72.0 21.9 6.1 66.2
Consultant 3 67.7 24.7 7.6 8.4

PA is paving the way for big data in agricultural production [18, 32]. Clear docu-
mentation of such practices based on new technologies, possibly combined with other
technologies such as blockchain, will strengthen the role of these certifications. Such
measures can play a significant role in both conventional and organic farming [34]. Addi-
tionally, insurance products could become more effective when information unevenness
can be decreased when providing information on yields, input use, and environmental
conditions to insurance companies.

Worldwide, there are two major issues related to food production. First, enough food
needs to be produced to feed the increasing population. Second, the environmental issue
needs to be addressed due to the overuse of antimicrobials, fertilizers, and pesticides
contributing to the greenhouse effetc, directly impacting the soil quality and contamina-
tion of the water sources. However, the AP application can contribute to measuring and
quantifying the ideal amount for each application, avoiding excess and the environmental
impact [22, 23].

A crucial aspect needed for the increasing uptake of PA is the improvement of
decision support systems and software solutions that assist farmers in most efficiently
administrating their purchases, planning requirements, and cost calculations [23, 31].
The overall vision is to come from precision to decision-making. The advent of machine-
learning and deep-learning possibilities has improved the power and consistency of such
decision support systems in crops mainly related to chemicals application [4, 5, 8, 28].

An increased interlinkage of agricultural production with upstream industries based
on PA technologies might create incentives for more robust vertical adoption in the
agrifood sector [7, 8]. For instance, highly integrated firms might realize the required
integrated data systems more efficiently [18]. The increasing transparency of farming
practices and the need to disclose some practices and adjust them to consumer needs
might lead to more substantial incentives for backward integration.

The results obtained are based on the judgment of experts based on a literature
review. It is recommended for future studies to compare the data obtained with real data
on precision agriculture productivity, as well as the impact of each applied technology
(criteria and sub-criteria). It is also suggested to explore and survey the impact of using
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artificial intelligence for decision-making supported by bigdata, as it is one of the most
used emerging technologies today.

4 Final Remarks

Advanced technologies will possibly increase the capital intensity of PA, and this could
mean that just a few farms can afford it. As aresult, this may lead to concentration and ris-
ing inequality in the agricultural sector. To avoid such an outcome, diverse technologies
must be available for different agricultural systems, ranging from small to large-scale
farms and crops. Moreover, different forms of cooperation and PA technology distribu-
tion can enable many farms to benefit from the technologies. In developing countries,
education is probably the most critical field to expand the potential use of PA. Results
indicated that the use of PA might present a high impact on food production in Brazil.
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Abstract. To ensure the farmer follows up on the new consumer demand for pork
traceability and welfare during production, we developed a concept of applying
the good practices during on-farm pig production. The productive meat sector has
undergone technological transformations in recent years by searching for prod-
ucts with better quality, social responsibility, and sustainability. The worldwide
good-practice norms are already known, and further information is already pub-
lished by breeders, technical manuals, and scientific papers. New advancements in
information and communication tools (ITC) can allow farmers to access real-time
farm data and check their compliance with the established good-practices norms.
The present study aims to conceptualize a digital solution suitable for evaluating
the compliance of the pig farming management conditions. A mobile application
will be made based on the standards of good practices as a digital transformation.
The producer will be able to continuously check in real-time through the mobile
application, assuring that his herd complies with the worldwide standards during
production.

Keywords: Mobile app - Pig farm - Good practices of production - Technology

1 Introduction

Brazilian swine farming is among the ten largest meat exporters. However, it faces
numerous challenges; animal welfare stands out due to the high-value investment in
technologies, management, and facilities to promote well-being as agreed with the Euro-
pean Union [1, 2]. Consumer behavior change has encouraged the automation of farms,
causing the productive sector to suffer transformations in the search for better quality
products and sustainability in recent years. Pig farming is an activity practiced in several
regions of the world, and pork is the most consumed meat worldwide.

Animal production standards rely on worldwide norms based mainly on EU norms,
legislation, and farm assurance schemes. The EU norms are based on scientific informa-
tion and aim to safeguard the species’ welfare [3]. Variations in environmental factors
such as sunlight, temperature, metabolism characteristics, humidity, and thermal regu-
lation can cause imbalances in the animal’s body, and temperature causes stress. It is

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022

D. Y. Kim et al. (Eds.): APMS 2022, IFIP AICT 664, pp. 50-56, 2022.
https://doi.org/10.1007/978-3-031-16411-8_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16411-8_7&domain=pdf
http://orcid.org/0000-0002-5463-9673
http://orcid.org/0000-0002-4901-1195
http://orcid.org/0000-0001-7184-8162
http://orcid.org/0000-0003-0663-9377
https://doi.org/10.1007/978-3-031-16411-8_7

Farm Management of Pig Production 51

considered one factor that negatively affects animal production [4]. These factors com-
promise feed consumption, growth, the composition of animal products, fertility, and
mortality, impacting productivity and profit [5].

All the losses caused by problems related to the lack of instruction in the Manuals
of Good Practices can reach 0.15% of the animals unloaded in the slaughterhouses.
Although this rate may seem small, the swine production chain has large proportions,
where Brazil is the fourth-largest pork producer in the world, this percentage represents
very significant annual losses, with approximately R$ 30 million [6, 7]. According to
data from the Business Benchmark on Farm Animal Welfare [8, 9], consumer demand
is increasingly growing worldwide regarding product quality and concern for animal
welfare, making it a critical point that affects buying decisions.

New Technologies are helping livestock production for both efficiency and more
focus on the welfare of the animals. These advances are necessary to ensure innovations
from applications using cameras, microphones, and sensors to enhance the farmers’
presence in everyday farming and technology for remote livestock monitoring. With the
increasing use of mobile technology, the mobile application allows the ability to track
individual livestock in real-time [10] automatically. Methods based on newly developed
technology, such as sensor and machine vision technology, are non-contact and devel-
oped as an alternative to direct measurement methods [11-13]. Advanced technology
increases productivity and improves production quality [14, 15]. The general application
of digital contributes to the rapid development of indirect measurement methods [16,
17].

This study aims to conceptualize a digital solution suitable for pig farming. A mobile
application will be made based on the standards of good practices as a digital transfor-
mation. From there, the producer will be able to know through the mobile application if
his farm complies with the pork standards of production.

2 Methods

2.1 Mobile App Conceptualization

The digital mobile App conceptualization phase involves drafting the scope of that project
and the documentation of all the desired features and requirements [18]. Creating the real
digital is critical for successful product development, as it forms the fundamental basis
of the project. The digital conceptualization of a couple of scattered ideas and visions
requires an extensive amount of knowledge on how to target an audience and how the
market of digital products functions [19]. This is an essential part of the problem when
creating a tailored solution.
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The application development software platform in swine farming is responsible
for coding the application and executing management to develop and monitor results
obtained on the farm. Android Studio will obtain better results in developing the soft-
ware application providing agility and flexibility, enabling the system to analyze the
conditions and variations of the development index to assist the farmer in monitoring
management through physiological data and measurements [20-22]. The software will
define evaluation criteria of management and control of the development of the animal,
where the software monitors the interfaces of the storage and treatment of data based on
the information comparing control methods and parameters of its development. Figure 1
shows the mobile conceptualization scope.
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Fig. 1. Structural model of the mobile App. Adapted from [23]
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2.2 App Development

The variables or classes included in the application are shown in Fig. 2. The associations
between the application classes were based on the most critical factors in the pig farm
production process.

We propose the input of the region characteristics (where the farm is located), the
housing characteristics (height of the building, herd density - pigs/m?, roof material,
management data), data on housing temperature, and air velocity. The input will also
come from data on drinkers, feeders, water quality, and specific details of management.
We will give weights to each input based on the literature, and a final score is proposed
based on the good practices used.
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Fig. 2. Proposed flowchart of the App Pig’s development

The calculation of the final score (scores) resulting from the diagnosis of a swine pro-
duction good practices by the App is obtained by assigning weights to each class/variable
or question. According to the production phase (week), the different categories of ques-
tions are based on factors of importance. Thus, scores are calculated according to the
chosen region and the production phase (Eq. 1).

S, = x1q; +x2¢g2 +x3q3 + ... Xnqy (D

where S, = diagnostic score of good practices in n weeks of production and q = ques-
tions asked to a farmer. The weights attributed to each question are proportional to the
importance of the question.

The interaction diagram between the user and the App functions like this: (1) the user
selects the region the farm is located; (2) the user enters the answers to the questions
corresponding to the phase of the production process in which the batch is located;
(3) after answering all the questions, the user receives an output answer with scores
of good production practices is presented. The questions will be related to parameters
considered for the elaboration of the questions about good practices of production, were
about rearing environment, the temperature and relative humidity of the environment, the
airspeed, the amount and quality of water flow from drinking fountains, the regulation
and flow of feeders, and the quality of the water. The weights (1 to 5) will be given
following the instructions shown in Table 1. The idea is to give a higher weight to the
highest impact the compliance with that specific variable affects the total output.
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Table 1. Variables, limits, and observations related to the importance of the attribute.

Variable Limits Observation

Rearing environment

— temperature 25-20 °C Depending on the age range [2, 5, 24]
— relative humidity 60-85% Depending on the age range [1, 24]

— air speed 0.8-1.5 m/s [4, 24]

Water

— quantity ~8.5 L/day Depending on the age range [7, 12, 24]
— quality Clean and potable [24]

Feeder

— feed quantity ~1.9-3.0 kg/day Depending on the age range [24]

— feed quality With proper components | [3]

2.3 Mobile App Concept Results

The schematic of the Pig’s App concept and use is shown in Fig. 3. This mobile appli-
cation will be used in an integrated analysis platform for producers and technicians in
pig production based on the (24, 25).

Figure 3 shows the schematic of the mobile application concept that transforms data
entered by the user into information on the farm level and allows users to collect and
communicate best practice diagnostic recommendations digitally, providing real-time
production analysis.

The methodology used in developing the swine application is customized and opti-
mized in the procedures for monitoring swine development in swine farming by analyz-
ing the monitoring processes through the usability and functionality of the application
activities. According to [26], the App guarantees improvements and adaptations of the
execution according to the user’s needs, benefiting his purposes.

The application structure is related to the swine monitoring system provided in the
graphical interface. More information is applied to the functions of the concepts of
understanding the user interface, the use of monitoring and development of the swine is
interconnected in the connection of the physical part and the logical part of the software.
Software is the visible part of the system that interacts in the user interface communica-
tion system in a direct communication system—providing usability and ease of platform
interaction and performing tasks in monitoring the pig growth.
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Fig. 3. Schematic of the App concept with the input data and the output results as input for
decision-making.

3 Final Remarks

We conceptualize a mobile application based on standards of good practices for pork
production, allowing farmers to comply with the norms and evaluate the herd in real
time. Such an initiative might increase farmer control of the herd and reduce losses in
pig farming since the farmer might follow up continuously on the data.

Using mobile data to record quantitative and qualitative data might enable analyzing
environmental and swine management data. It might also prioritize and communicate
technical visits and share the diagnosis with the entire management team.

It might manage and track essential communications from the farm with the technical
team/company, visualize the best practices indicator with easy-to-view information,
make decisions guided by insights and reduce losses in the production process.
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Abstract. Currently, DPO (Data Protection Officer) professionals are working in
sectors of the economy in the adaptation of the LGPD (Brazilian General Data Pro-
tection Law) in Brazil with the use of best management practices. Companies with
consolidated corporate governance admit the incorporation of the LGPD (Brazil’s
General Data Protection Law) into their strategy, with highly trained profession-
als to consolidate leadership and monitor results. The commitment to enhance the
structures that serve logistics companies is preferably used only by highly trained
professionals, including internationally. In this sense, it was sought to list points
that the sector should develop throughout the adaptation and especially in a con-
tinuous way to help achieve the objective within the institution. Data provided and
collected in 2022 by the ANPPD (National Association of Data Privacy Profes-
sionals) from the almost 4 thousand (associates) trained professionals working in
the Brazilian market show us that service sectors (50%) are using professionals
trained in the LGPD, as well as in commerce (17%), in the industry (15%), in other
segments (14%), and even showed in particular growth in agribusiness (4%) of
professionals both in awareness and adaptation of the LGPD. And as strengths that
must be followed in both awareness and adequacy, are the continuous improve-
ment in acculturation processes, creation of orientation guides, training, until its
implementation by outsourcing (DPO-as-a-Service), and professional responsi-
bilities trained in LGPD and recognized by the CBO (Brazilian Classification of
Occupations).

Keywords: Brazilian general data protection law - Protection - Logistics -
Corporate governance - Professional guidance

1 Introduction

Identifying the core recognition aspect and its risks sectors in internal and external
controls in corporate governance is one of the improvement challenges to DPO — Data

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022

D. Y. Kim et al. (Eds.): APMS 2022, IFIP AICT 664, pp. 57-65, 2022.
https://doi.org/10.1007/978-3-031-16411-8_8


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16411-8_8&domain=pdf
http://orcid.org/0000-0001-8636-0100
http://orcid.org/0000-0003-2088-9065
http://orcid.org/0000-0002-0052-0132
http://orcid.org/0000-0003-1092-4314
http://orcid.org/0000-0002-3278-3471
http://orcid.org/0000-0002-6730-9315
http://orcid.org/0000-0003-1780-2571
https://doi.org/10.1007/978-3-031-16411-8_8

58 L. S. Sakamoto et al.

Protection Officer in the enterprises in Brazil in compliance with LGPD (Brazil’s General
Data Protection Law) [3]. The external segments can be converted into better observance
throughout Society, with a focus on Corporate Social Responsibility.

In Brazil, advances achieved by the capital market in Brazilian companies began
with the Law n° 6.404/1976 and the creation in 1976 of the Brazilian Securities and
Exchange Commission, like SEC - Securities and Exchange Commission in the USA. In
1995 with the Brazilian Institute of Corporate Governance (IBGC), and later in the 1988
Constitution [4] and with the national environmental policy. Brazilian business sectors
are using the best market practices through Corporate Governance of Information and
Technology with the support of specialists recognized by the Brazilian Classification of
Occupations [5]. This study aims to elicit the main sectors of the Brazilian economy that
are acting in the awareness, adequacy of LGPD and motivators of regulations as well as
guidance by experts in LGPD in supply chain too.

1.1 Corporate Governance

Corporate Governance is due to the fact of mitigating misconduct that occurs within
the Companies. The path pursued by the implementation and continuous improvement
is based on its level of quality (transparency in business conduct, trained professional),
and adequacy to regulation. And so, the guarantee of shareholders’ rights is allowed [6].

Researchers point out that Corporate Governance allied to Corporate Social Respon-
sibility and Information Technology (IT) brings significant gains for all those involved
(Company Departments, Shareholders, Society). Therefore, when implemented by
trained managers [9] internationally to work in the public and private sectors. Cor-
porate Governance allied to Information Technology contributes to the improvement of
Brazilian companies, as it allows providing all necessary support for strategic definitions
under the responsibility of top management. In other countries, this contribution creates
many governance innovations for assertive decisions.

COBIT 2019 is a Framework with a structure of Governance and Management
internal control objectives [10], it is divided into two parts that address the corpo-
rate aspects that are Governance and Management. This guideline helps integrate stan-
dards, other guidelines, regulations, and best practices like Six Sigma, ITIL, PMBOOK,
Sarbanes-Oxley regulations and community contribution.

Each partis organized into domains, in the Governance part there is only 1 domain and
in the Management part, there are 4 domains. In EDM - Evaluate, Direct, and Monitor -
Governance domain, there are 5 objectives: Ensured Governance Framework Setting and
Maintenance, Ensured Benefits Delivery, Ensured Risk Optimization, Ensured Resource
Optimization, and Ensured Stakeholder Engagement [10].

In Management 4 domains: APO - Align, Plan and Organize, BAI - Build, Acquire
and Implement, DSS - Deliver, Service and Support, and MEA - Monitor, Evaluate and
Assess, there are 35 control objectives. Inside its control objective, there is a description,
and this purpose is described as a waterfall model, beginning with Enterprise Goals and
this corporate alignment, with example metrics for each enterprise goal match to other
example metrics for alignment goals [10].
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It Control objective is organized by processes or tasks with organizational structures
(Information Flows and Items) and presents the detail of people, skills, competencies,
policies, procedures, culture, ethics and behavior, services, infrastructure, and applica-
tions. The innovation in this COBIT 2019 version is the addition of Design Factors
and Focus Area to tailor the framework to priority objectives, adapt the guidance from
the specific focus area, and target the capability and performance customized for each
organization, see Fig. 1 [10].
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Fig. 1. COBIT 2019 framework [10]

IT Governance Models have been highlighted with the use of frameworks (Model
of the Center for Information Systems Research (CISR) of MIT, COBIT 2019 - Control
Objectives for Information and related Technology of ISACA- Information Systems
Audit and Control Association, Corporate Governance of Information and Technology)
as a means of support [10], with a focus aligned with the Company’s business. In COBIT
2019, the corporate objectives in item 03 (EG-Enterprise Goals) stand out for dealing
with the financial part and its compliance with external laws and regulations.

In COBIT® 2019, one of the models [10] used by Brazilian companies with an
emphasis on the design factor, corporate objectives (EG-Enterprise Goals), and espe-
cially in the 19 risk categories shown in Table 1 [10]. These risks must be addressed by
the DPO, which will be one of the main governance actors.
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Table 1. Risk category COBIT® 2019.

Item Risk category
1 Making IT investment decisions
2 Program and project lifecycle management
3 IT costs and oversight
4 IT expertise, skills, and behaviors
5 Enterprise IT Architecture
6 IT operational infrastructure incidents
7 Unauthorized actions
8 Software adoption and usage issues
9 Hardware incidents
10 Software flaws
11 Logical attacks
12 Third party and supplier incidents
13 Incompatibility
14 Geopolitical issues
15 Industrial action
16 Action of nature
17 Technology-based innovation
18 Environmental issues
19 Data and information management

1.2 Supply Chain Management and Logistics

A Supply Chain Management (SCM) is characterized by the standardization of opera-
tions integrated with several processes of purchase/sale, transport, storage, and distribu-
tion. This supply chain deals with flows and information [2] and is subject to compliance
with the LGPD [3] because sensitive data travel between internal and external processes.

One of the bottlenecks in Brazil in terms of logistics costs is in agribusiness due to
the production volume and distances between those who produce and their destinations.
The sector in constant evolution seeks improvements in its processes with a Corporate
Governance in the adaptation of commercial partners, suppliers, and farmers to adequate
social-environmental practices.

Agribusiness evolves and updates itself, as does the awareness [16] of LGPD by
trained DPO professionals [15] and its importance [17]. New processes are attributed to
the use of the Artificial Intelligence technique [14] for prediction as support, and analysis
[18]. Faced with these technological advances in the agribusiness sector, there has been
a significant improvement in decision-making.

The adequacy of the LGPD [3], by producers still treated with costs, move towards the
awareness of understanding as an investment, since agribusiness deals from confidential
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information of employees, suppliers, and customers to the culture of using paper to
record personal data that are subject to LGPD [3].

Precision agriculture is also a point of attention as they are susceptible to data leaks
and the possibility of having their entire operation interrupted. In this sense, as aresponse,
the sector incorporates Corporate Governance allied to Information Technology.

In systemic terms, a strong ally in the supply chain is the ERP Enterprise Resource
Planning tool for logistics [11] that allows numerous advantages, such as real-time
information, identification of bottlenecks in processes, better inventory control, reduction
in delivery time, compliance with the LGPD [3].

Professional DPOs guide the use of ERP systems approved by the association [1]
with methodological quality [7] in their evaluation, as it has been a differential in
standardization, and data integration as support in the adequacy by the small company.

And another differentiator for the DPO in the supply chain is knowing about KGM
- knowledge governance mechanisms [13] using agri-food supply chain (AFSC) [8].

1.3 LGPD Regulation

Amends the Federal Constitution [11] to include the protection of personal data among
fundamental rights and guarantees and to establish the exclusive competence of Brazil
to legislate on the protection and processing of personal data.

The regulation of the Law in Brazil has been used as a complement to the under-
standing of the Law. It is worth remembering that no regulation takes away the right of
the Law, as there are always unfounded attempts by parts of regulatory authorities.

We have recently managed to advance and regulate small businesses: Resolution
CD/ANPD [12]. Approves the Regulation implementing Law No. 13.709, of August 14,
2018, General Law for the Protection of Personal Data (LGPD) [3], for small treatment
agents (micro-companies, small companies, startups, legal entities governed by private
law, including non-profits organizations).

Interms of regulations and ordinances, we are at the beginning because we have along
way to go on several points such as the definition of the Anonymization technique[16],
portability standard, legacy base sharing, international agreements for data transfer,
revocation in the punishment of DPO, among others in its Art.41, §2, III [3], violations
in the Brazilian electoral context, and including the performance of inspection by the
recently created National Data Protection Authority (ANPD).

Main Motivator for Regulation of the LGPD [3]. Much is researched on the real
reasons that lead companies to adhere to adequacy after the awareness stage. The result
of a discussion on the topic “Motivator for Regulation™ is elicited (see Fig. 2) and shows
that the main one is the fear of Fines (36%), followed by Pressure from Customers (26%),
Pressure from Customers Regulators (24%), Employee Pressure (10%), International
Pressure (2%), Others (2%).
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What has been the main
motivator for LGPD regulation in
your company?

m Fear of Fines

m Customer pressure

m Pressure from Regulators
m Employee pressure

® International pressure

Others

Fig. 2. Main motivator for regulation of LGPD in Companies. (Author).

2 Methodology

The methodology used was the literature review of Corporate Governance, LGPD Reg-
ulation e Supply Chain Management and Logistics. It was allied to an analysis of
exploratory statistical research conducted by ANPPD on the training of professionals
working with data protection and privacy, such as DPOs, mainly working in the supply
chain area.

3 Professional Guidance for DPOs

3.1 Data Protection Officer Occupation

In 2016 in Europe, the European Regulation on Privacy of Personal Data [8] was created
and served as a model in 2018 for Brazil. This model was the basis for the creation of
the General Law on Personal Data Privacy-LGPD [3]. The purpose of the Law is to
protect the fundamental rights of freedom and privacy and the free development of the
personality of the natural person.

The LGPD — General Personal Data Privacy Law [3] was authorized in 2018, sanc-
tioned by the then President of the Republic Michel Temer on August 14, 2018, taking
full force in 2020.

The laws agree that for companies to adapt, it is necessary to involve areas such
as [T/Information Security and regulation. And for that, they bring as a requirement a
professional responsible for the privacy of personal data, the Data Privacy Officer in
Brazil, known worldwide as DPO — Data Protection Officer.
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And by LGPD Law in its Section II - Person in Charge of the Processing of Personal
Data, its Art.41, §2, III [3] the professional is responsible for guiding and acting in the
activities: accept complaints, receive communications, guide employees, and perform
other duties. Important and recognized functions [5] by the Brazilian Classification of
Occupations.

The Brazilian Classification of Occupations — CBO [5], established by ministerial
decree no. 397, of October 9, 2002, aims to identify occupations in the labor market, for
classification purposes with administrative and household records:

e CBO Code: 1421-35 — Personal Data Protection Officer.

3.2 Profissional Training

And as strengths that must be followed in awareness and adequacy, they range from
continuous improvement in acculturation, and guidance guides, to their implementation
by outsourcing and responsibilities of the professional training in the LGPD [3].

These points are the major contribution of DPOs in Brazil as recognized by the
CBO [5] (Brazilian Classification of Occupations) body. Due to the recognition of the
profession, there is also a growing demand in the service format (DPO as a Service) in
hiring a data privacy specialist to fill the role, ensuring compliance with a fundamental
point of the General Data Protection Law [16].

About Sector with DPO, Brazilian companies shown in Table 2 reflect the use of IT
support (Information Technology). The professionalism of the DPO has been a bench-
mark among the sectors. The service sector has come out ahead with 50% of the market,
just as agribusiness already appears in the survey as initially active with DPO.

Table 2. IT Governance Sectors - 2022 (Author).

Item Sector Representation
st Services 50%
2nd Business 17%
3rd Industry 15%
4th Others 14%
5th Agribusiness 4%

4 Conclusion

This research study presented training on data privacy controls to DPO professionals in
controllers to help reduce the penalty of fines (36%).

Another point raised in this semester of 2022 was the emergence of agribusiness (4%)
in the search for awareness and adequacy of the LGPD through trained professionals.
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The data showed that lessons learned by the Corporate Governance of Information and
Technology are standing out in the service sector (50%) in the pursuit of LGPD.
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Abstract. The world’s population is estimated to exceed 9 billion peo-
ple by 2050. A rapid and safe increase in food production associated with
the use of agro-industrial technologies is necessary. The aim of this article
is to investigate the use of technologies in the coffee sector. Recognizing
the need for a concise and accessible source of literature to disseminate
the findings about the coffee sector regarding new technologies. It collects
abstracts of articles from 2017 up to 2022 systematically raising impor-
tant issues to be studied. The coffee sector brings proposals on the use of
different technologies and how to use them. A gap is evident for studies.
The quality of the grains is emphasized, but no studies which corroborate
to the competitiveness of the segment are presented. The results suggest
investments in the agro-industrial sector to promote competitiveness and
offer products with higher quality and competitive prices.

Keywords: Coffee + 4.0 Industry - Market competition

1 Introduction

The United Nations estimates that by 2050 the world population will exceed
9 billion people [1]. Therefore, it is necessary a quick and safe increase in food
production [2]. It leads to the use of technologies which are essential for farmers
who have as their only source of income their agricultural crops.

A challenge faced by the agricultural sector is the climate conditions which
affect production and cause environmental changes. To monitor environmental
variables and create large database is of paramount importance for producers
to make assertive decisions. In this sense, Smart Farming (SF) is considered by
several authors to be the best solution for data-driven monitoring and decision-
making issues. It is the use of information and communication technologies to
identify, monitor, analyse and represent the characteristics of agricultural pro-
duction and support decision-making [3,4].

Wolfert et al. [5] proposes a flexible architecture for the management of agri-
cultural chains. Popovi¢ et al. [6] presents a private platform for IoT which meets
different stakeholders. Colezea et al. [7] feature a cloud web service platform
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which improves product quality and stimulates agricultural business develop-
ment.

In the coffee sector, there is an effort to monitor climatic conditions which
affect harvesting. The grain harvest is done in months of drought, preferably not
on rainy days. Excess water can deteriorate the grain. In Brazil, it is common
to use adapted technologies which help small producers during plantations and
crops. Large producers, who are in the minority, have access and structure to
use specific machinery.

Another point is the use of technologies aimed at grain processing. The pro-
cessing phase consists of sorting and separation for transfering to the coffee
industry afterwords. At this stage, the grains will be prepared for roasting in
the industry. Grain roasting guarantees all grain qualities. There are not many
reports on the use of available technologies in this segment.

To fill this gap, this article aims to investigate the use of technologies in
the coffee sector. It is recognized the need for a concise and accessible source of
literature to disseminate the findings about the growing knowledge in the coffee
sector according to new technologies. This review brings together abstracts of
articles from different sources in a systematic way, and presents the chosen ones
as having relevance in the coffee technology sector.

2 Methodology

This review was provided as follows using articles between the years 2017 and
2022:

1. Literature Search: Indexed databases were used as Science Direct, Emerald,
Web of Science, Taylor and Francis and others. Articles were selected in
English. Terms such as drones, IoT, Big Data, Blockchain, artificial intel-
ligence, Cloud and cloud computing associated with agribusiness were used;

2. Article screening: The titles and abstracts of the articles selected were based
on their relevance to the subject and technological innovations used. Articles
related to the studied pillars were included to show the scenario. Therefore
articles dealing only with technologies were excluded;

3. Full article review: The articles chosen were summarized, highlighting the
main findings and strengths of each one, so that it was possible to present an
overview of the sector.

3 Literature Review

3.1 Smart Farming

Smart farming or precision agriculture covers the use of new agricultural tech-
nologies which emerged at the beginning of the fourth industrial revolution to
increase quantity and quality of production, minimizing environmental impact
and increasing food safety [3,4,8].
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It consists of applying personalized treatments to each portion of production
area to get the most out of it. Some technologies stand out : drones, IoT, Big
Data, Blockchain, artificial intelligence (AI), Cloud and cloud computing [8].

Drones are remotely commanded aircrafts of various sizes. They are used for
image capture, image transmissions, object delivery and fun [9]. In the agricul-
tural environment, they facilitate the supervision of farms, can cover hundreds
of hectares in a single flight, gather images from different angles and collect a
wide variety of information of land conditions, need to irrigation, crop growth
and possible pathogens [10].

Big Data is a huge collection of online databases, to be used anywhere in
the world and for different purposes [11]. Farmers can manage the information
obtained by drones, IoT and other measurement instruments and integrate them
with historical farm information and weather data in order to optimize produc-
tion steps [12].

Blockchain is a network of distributed information records that change
through encryption-protected transaction blocks and cannot be changed or
deleted after their verification [13]. Technology makes it possible to monitor
growth crops delivery to suppliers, improving supply chain traceability [14].

Artificial intelligence has potential to modify the way organizations oper-
ate. It goes beyond mechanical automation, encompassing cognitive processes
which generate learning capacity. This system is capable of performing repeti-
tive, numerous and manual activities and also performs activities that require
analysis and decision making [15,16]. In agriculture, artificial intelligence and
robotization are used in interpretation of field images and in application of fer-
tilizers and pesticides with surgical precision or to deal with weeds [15].

Cloud transforms the IT framework into software which performs tasks on
the computer. It is possible to connect it to a structure over Internet and use its
resources without having to install resources on physical equipment [17,18].

3.2 State of the Art Smart Farming in Agricultural Sector

Here, some papers on the technologies used in the agro-industrial sector which
are considered part of Industry 4.0 are presented.

A field-focused study on Agro-gain brings an end-to-end platform for data-
driven agriculture, collecting data from different sources such as drones, cameras,
and sensors. It uses weather forecasts to click work of different components of
base station [19].

Another point is the study on the implementation of industry 4.0 strategies
in companies, enabling them to improve efficiency and keep growing in face of
international competition. It was a survey via mail to collect information about
people’s knowledge about technologies in the primary products industry in the
case of wood. The knowledge of technologies is low. The main limiting factor for
implementation of technologies is lack of skilled workers, outdated facilities and
unclear financial benefits [20].

Use of smart farming for sustainable agricultural systems is a competitive
advantage for farmers, extension services, agribusiness, and policymakers. Other
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authors claim to be the best solution, but do not bring recommendations on how
to elect the best and most appropriate IoT technology and do not provide options
for managing IoT. This study brings the implementation of a Smart Farming
System based on three layers (Agriculture Perception, Edge Computing and Data
Analytics). SF increases farmers’ profits by improving product quality; coffee
value chain model provides usability and farm management; data analysis flavors
implementation of machine learning algorithms; Edge Layer is able to detect
discrepancies by avoiding use of unreliable data; Perception Layer compares
technologies by performance, usability and price [2].

Carraro et al. [21] bring a study on the applicability of terms of industry 4.0
in Brazilian agribusiness, ascertaining whether its use can be a mechanism for
reducing production costs.

This review shows the trajectory of industrial and agricultural revolution,
analysing challenges faced by agriculture along supply chain, to allow imple-
mentation of industry guidelines 4.0 and how to improve these techniques to be
relevant to agricultural sector [22].

The article brings a systemic vision on how to learn to manage all processes
that characterize agricultural chain from production to sale to the final consumer.
It investigates the use of digital technologies to boost agribusiness supply chain
[23].

Colezea et al. [7] comes up a web service platform based on cloud. It increases
quality of products and supports development of agricultural businesses. It is
related to providing detailed information to elect the most appropriate IoT tech-
nology, IoT infrastructure management and agricultural production estimation.

Strozzi et al. [24] puts on scene an overview of scientific literature on the
concept of smart farming, which remains in focus in academic and professional
environment due to innovations in manufacturing sector.

Rodriguez et al. [25] bring an estimate of coffee production based on computer
vision techniques that deal with rust, a disease that affects plants, but smart
farming techniques are not implemented because there are few sample data.

Kouadio et al. [26] proposes an extreme learning machine model to ana-
lyze soil and its fertility properties with the intention of generating an accurate
estimate of robust coffee production based on environmental, climatic and soil
fertility conditions.

Bergier et al. [17] bring the use of a cloud mobile app. This connects landown-
ers and slaughterhouses; it is a point-to-point network. They bring the perspec-
tive that livestock farming is associated with unsustainable land use and climate
change. Moreover, the use of geolocation and traceability can promote sustain-
able meat markets. A digital market has been designed to produce reliable data,
generating big data. This big data analysis has potential sustainability compli-
ance.

Debauche et al. [27] bring the perspective that smart farming is at the origin
of producing a large amount of data that must be collected, stored, and processed
quickly. For processing to be performed, a specific infrastructure *which uses
adapted IoT is needed. They offer a comparison of Central Cloud, Distributed
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Cloud Architectures, Collaborative Computing Strategies, and new trends used
in the context of Agriculture 4.0.

Guo [28] understands that knowledge of agricultural cycle of current agribusi-
ness is concerned with information, veracity, and perspectives. With the use of
IoT, innovations quickly overhauled all sectors, including smart agribusiness,
transforming their business. It provides the description of remote sensor and
functions of Horticulture IoT and how to handle applications related to remote
sensors experienced in agriculture.

Sreeja et al. [29] show that IoT is moving forward with various technologies
to renew agriculture and increase crop efficiency and yields. They focus on an
ToT-based crop monitoring system with three sensors, a WiFi module and a DC
engine that measure and display the different parameters for the crop, promote
intelligent agricultural monitoring by providing water and air to the system. It
provides real-time assistance to farmers using an IoT platform.

Relf-Eckstein et al. [30] have the prospect that a new smart agricultural
future is created as digital technologies meet with agriculture. It’s a case study
on an intelligent agricultural innovation of machines used in conservation crops.
They find that knowledge and experiences of agriculture, coding skills and
robotics generate innovations in problem solving. However, there is still a lack
of evidence, mechanisms for assessing environmental and social benefits/risks.

4 Results and Discussion

Figure 1 presents an overview of the scenario of the coffee bean production,
industrialization and commercialization.

In Fig.1 it is possible to observe that in the first phase of production, the
“Farm”, the agricultural sector is influenced by Artificial Inteligence, Blockchain,
Big Data and Cloud technologies. The same influence is perceived in the third
phase “Market” of marketing. It is noted that the processing in the “Industry”
phase is not influenced by the technologies used by the sector. However, these
technologies could be used to increase the competitiveness of the sector.

The use of technologies significantly impacts the agricultural sector [28,29]. It
allows a controlled and monitored production, with correct use of pesticides and
quality assurance. Consumers are increasingly concerned about environment.
One way to minimize impacts and optimize results is to worry about shape of
the planting and how this production was cultivated. In this sense, technologies
such as drones, cameras and sensors which monitor and collect data for upcoming
plantations stand out [2,7,19,26-29]. A different view is brought to this study. It
uses computational techniques to predict coffee production and possible pests but
reinforces that these techniques are not used because there are few sample data
[2]. The producer who perceives this new niche stands out and has advantage
over others.

Investment in technologies is still an obstacle for small producers and benefi-
ciaries. In general, coffee sector is made up of family producers and for producers
to invest a large amount is not always an option. Public policies are necessary
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Fig. 1. Technologies that may influence the coffee bean production, industrialization
and commercialization

for agro-industrial coffee sector to transform Industry 4.0 and improve its com-
petitiveness in the sector. A study shows that the applicability of Industry 4.0
can be a cost reduction mechanism [21].

Another important issue in the coffee segment is the scarcity of labor due
to seasonal production and poor qualification of workers. A differential in the
sector would be the use of technologies to monitor coffee production together
with other crops for better utilization and adequacy of soil nutrients. In addition
to investments in new technologies, producers should also qualify professionals
who will make use of these technologies.

It was observed that most of the studies found are related to the use of
technologies in the field and that the industry which benefits coffee beans do
not suffer the same influence. Few works address Industry 4.0 technologies in
the primary products industry. Legg et al. [20] brings a study on the subject
and finds that about 77% of the surveyed group does not recognize the terms
Industry 4.0 or Smart Manufacturing. Another review presents considerations
on how technological development affects industry and agriculture in different
ways but does not bring recommendations on how to apply such resources in
practice [22].

5 Final Remarks and Outlook

This work aimed to explore how technologies that are part of Industry 4.0 work
in coffee agro-industrial sector. A literature review showed an overview of the
sector and brought important issues that inspire further studies.
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The coffee agricultural sector has significantly contributed for studies. It
brings some proposals on which technologies could be used and how each of
them could help during plantations and crops. The coffee industry has a gap
for studies. The sector that emphasizes the qualities of grains does not present
studies to improve its competitiveness and keeps doing its work without major
innovations. One exception is the coffee industry in capsules, which is a specific
market and differs from the proposal of this study.

Investments in the agro-industrial sector are needed in order to the sector
to be competitive worldwide and to offer the consumer, who is increasingly
demanding, a quality product with a better price. For future work, technical
visits are suggested in the coffee bean processing industry to score the key points
and propose the use of technologies that meet Industry 4.0.

This study was financed in part by the Coordenacao de Aperfeigopamento de
Pessoal de Nivel Superior - Brasil (CAPES). Finance Code 001.
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Abstract. Projections by the Food and Agriculture Organization of the United
Nations (FAO) of a significant increase in protein production by 2050 to feed an
estimated 9 billion people raise concerns about healthiness and sustainability, as
this growth is linked to the challenges non-increase in land use, decrease in energy
and water consumption and reduction of CO, emissions. This scenario makes
the food and food ingredients industry look for innovative ways of producing
proteins. The production of edible insects is part of this quest. The objective
of this article is to analyze the evolution of the scientific field of the role of
insects in human food in a sustainable way, considering the state-of-the-art study
(reference to the current state of knowledge about a particular topic being study)
as a tool to analyze the value chain of edible insects. The bibliometric results show
the evolution of publications referring to the term “edible insects”, which were
qualitatively categorized into three main topics: 15 articles about insects as food
and feed, 34 articles about food science, and 1 article about veterinary humanities
and social sciences. This article may be useful for researchers interested in the
topic, especially those who wish to respond to the challenges imposed to meet the
global demand for sustainable protein.

Keywords: Edible insects - Insect cultivation - Sustainability - Value chain

1 Introduction

According to updated projections from the Food and Agriculture Organization of the
United Nations (FAO), a 60% increase in protein production will be needed by 2050 to
feed a world population that will reach around 9 billion people [1]. A major challenge to
meet this demand is related to how to do it without increasing the use of resources such
as land, consuming less energy and water, and reducing CO 2 emissions. To meet this
challenge, FAO points out the need to use alternative sources of proteins. An alternative
to keep up with the increase in this demand is the production of edible insects as a

sustainable proposal for human consumption [2].
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Despite the worldwide attention on the topic, a bibliometric review on the Web of
Science on the term “edible insects” resulted in only 50 articles, demonstrating a research
gap. The objective of this article is to analyze the evolution of scientific articles on the
role of insects for human food in a sustainable way. In this article the study of art will
be considered to analyze the value chain of edible insect production.

2 Literature Review

2.1 Climate and Environmental Changes and the Cultivation of Insects

Global warming has become a problem, mainly due to the great impact it has on agri-
culture and consequently on food security, triggering climatic events that have affected
food sustainability [3]. In this way, it has become a focus of interest for researchers from
different areas, who strive to solve its negative and often irreversible effects [4].

As adaptation and mitigation strategies to combat the effects of climate change
in 2015, 195 countries and the European Union (EU) signed the first universal global
climate agreement, pledging to stop the rise in the planet’s temperature below 2 °C above
pre-industrial levels, significantly reducing the impacts of climate change.

According to Huis and Oonincx [5] to reduce such impacts, some measures can be
taken, such as reducing demand for livestock products, reducing manure emissions, and
increasing carbon sequestration in pastures. As a quarter of all anthropogenic greenhouse
gas emissions from global food production, insect consumption has been suggested as
a sustainable and healthier route to animal protein consumption [6].

Climate and environmental changes have contributed to the increasing popularity
of this consumption. Thus, it has become increasingly important to protect traditional
practices of harvesting edible insects, especially in countries where the practice is already
a daily habit, as in several parts of Africa, and thus guarantee the availability of these
resources for future generations [7].

2.2 Food Safety and Consumption of Edible Insects

According to the Committee on World Security, food security exists when all people
always have access to sufficient food to meet their needs, considering four pillars: avail-
ability, access, use and stability, in which the nutritional dimension is considered a part.
Integral to food security [8].

Simion et al. [4] consider the risks are global and access to food has become a
challenge not only for developing countries, but an economic priority around the world,
as many causes have contributed to the increase in food insecurity, such as: increasing
population growth, global warming, use of food resources, natural disasters, and armed
conflict. According to FAO data (2018), 60% of people who suffer from hunger are in
countries affected by conflict and 40% are in countries that suffer from drought.
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According to Van Huis [2], edible insects can contribute to food security and be
the solution to the lack of nutrients, especially as a source of protein. In addition, the
production of edible insects emits low greenhouse gas emissions, requires reduced land,
and has high conversion efficiency, and insects can partially replace ingredients in com-
pound feed for livestock and aquaculture, allowing cereals used as animal feed will be
used for human consumption.

Countries such as Belgium, Switzerland and the Netherlands have shown favorability
for the production and consumption of insects. Switzerland has supported the sale of
crickets, locusts, and mealworms since 2015, while Belgium in 2014 concluded that it
seems highly unlikely that insects raised in controlled and hygienic circumstances will
become infected, although the heating step is essential before being infected. Available
for consumption [8].

2.3 Edible Insect Value Chain

The topic of edible insects involves several areas of research, such as: nature conser-
vation, food, feed, organic waste recycling, poverty reduction, business development,
food and agricultural policy and legislation, involving many stakeholders who meet at
different operational levels of the value chain [9].

Research on the consumption of edible insects has grown over the last few years,
bringing together international scientists to present their analyzes and findings related
to the applicability of consumption as a new source of protein, both for human food and
for animal feed, in addition to considering the different stages of the value chain. An
example of this scientific interest and commitment was the symposium held in 2018 in
the Netherlands, which marked 10 years of research in this area [10].

Odongo et al. [11] investigated the commercialization of edible insects in Uganda
and Burandi, describing the value chain and market opportunities, revealing results in
which the edible insect trade presents an alternative source of livelihood from collectors,
street vendors and traders alike of rural and urban areas. Research data showed that a
specific kilo of edible insect cost US$3.00, while beef and fish cost US$3.50 and US$1.95
respectively.

Considering that insect value chains can suffer structural differences according to
the analyzed country, Mermudez-Serrano [12] elaborated a value chain of edible insects,
considering an overview of the main actors involved, showing in Fig. 1.

The value chain of edible insects is composed of the main actors involved in produc-
tion, processing, and international marketing, but does not consider the interrelationships
between the different actors, since these relationships depend on the context in which
they are inserted [12].
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Fig. 1. Main actors in the edible insects’ value chain

2.4 Regulation of Edible Insects

Since November 25, 2015, the EU, through Regulation 2015/2283, considers insects
as a novel food, subjecting them to a simpler, clearer, and more efficient authorization
procedure, in which insect-based foods can be marketed in throughout the territory,
explicitly clarifying that insects can be consumed whole or in parts [12, 13].

However, this type of regulation does not occur in most countries, in which the lack
of regulation is caused. Decision makers interpret insects as pests and not as poten-
tial food, directly affecting entrepreneurs as the challenges in marketing and product
development increase, in addition to generating irrational exploitation, ineffective col-
lections, promotion of monopolies, over-intermediation and poor conservation of the
animals. Resources [12, 14].

According to Vantomme [9], FAO can help member countries by gathering and
comprehensively disseminating the following information on edible insects, showing in
Table 1.
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Table 1. FAO - information on edible insects

Topics Information

Nutritional composition tables for more insect species,
promoting similar methodologies across countries on nutritional
Nutritional composition compositions of insect consumption, easily comparable with
other major protein sources such as fish, chicken, pork, beans

and pulses

Such as iron, zinc and others, mainly due to the massive
occurrence of these deficiencies in the tropics, leading to stunted
) o ) . growth in children. This is very important in many developing
Bioavailability of micronutrients ) ) ) )
countries characterized by protein-deficient diets and where, for
example, mixing cassava flour with ground insect powder could

easily improve local diets.

Extracts in recomposed foods: extraction of proteins and by-
insect processing products such as fats, chitin, minerals, vitamins in hamburgers,

spreads, energy bars, etc.

Support inclusive legal and regulatory frameworks for insect

Legal and regulatory frameworks consumption, such as novel foods, Codex Alimentarius, food

safety standards, and healthy food regulations

3 Methodology

Considering the study of art to analyze the consumption of insects for human consump-
tion in a sustainable way, the qualitative approach was adopted. This article was prepared
through bibliographic research. Bibliometric analysis emerged with the aim of studying
and evaluating scientific production activities in the early 19th century. Its development
took place having as main landmark the studies from empirical laws on the behavior of
literature [15].

The study used Thomson Reuters’ Web of Science database, the former ISI Web
of Knowledge, which is an online scientific information wizard. This database allows
scholars access to journal articles, books, and other scholarly documents in all fields of
science. In addition, Thomson Reuters Web of Science journals have impact factors in
the Journal Citation Report (JCR).

To answer the research objective the search string “edible insects” was defined. After
using the search string in the Web of Science database, the following criteria were used to
select the articles included in this systematic review: Articles published in peer-reviewed
journals or conferences that answer questions and research:
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Articles published in the last 16 years, from 2006 to 2021;

e Studies available for download in the defined search bases.
e Duplicate studies were excluded from the sample.
e Articles that did not answer the research question were excluded.

Bibliometrics was carried out with the purpose of gathering knowledge about edible
insects and other areas of knowledge, aiming to find primary studies on the subject and
the solutions pointed out in the literature.

4 Analysis and Discussion of Results

The research examined articles published from 2006 to 2021 in the Web of Science
database, focused on insect consumption, totaling a sample of 50 articles. The biblio-
metric indicators used considered: research publications on insect consumption; number
of research papers on insect consumption published between 2006 and 2021; areas of
knowledge in which the authors have published research on insect consumption and the
authors published: insects as food and feed, food science and veterinary humanities, and
social sciences. Food insects being the most studied topic with 34 articles. Bibliometric
indicators are shown in Fig. 2.

2006 2011 2013 2014 2015 2016 2017 2018 2019 2020 2021

Fig. 2. Scientific production on insect consumption.

The period from 2006 to 2015 has an average of 1.5 articles per year. From 2016 to
2019, there was a linear growth of 2 articles per year, representing an annual average
of 6 articles. After a decrease in 2020, it is possible to observe a significant increase in
2021 with the publication of 14 articles, demonstrating the evolution of research in the
analyzed period. Based on the selected articles, the scientific journals were qualitatively
categorized as follows: insects as food and feed, food science, and veterinary humanities
and social sciences. The main contributions of the most recent publications are shown
in Table 2.
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Table 2. Categorization of selected surveys

Categorization

Authors

Main Contributions

Insects as food and feed

Mermidez- Serrano (2020)
[12]

It analyzes the potential for
cultivation and processing of
edible insects in Latin America,
using the systemic
competitiveness approach to list
the main opportunities and
challenges for the development
of the sector in the region,
considering the coordinated
efforts between all the actors
involved in the different
systemic levels: entrepreneurs,
research institutions,
government, and society

Niassy et al. (2018) [16]

Organization of the 22nd
meeting of the Association of
African Insect Scientists (AAIS)
in Wad Medani, Sudan, in 2017,
aiming to support impactful
research that will produce
genuine edible insect products,
sustain value chains that
improve food and nutrition
security, and support sustainable
livelihoods in Africa

Vantomme (2015) [9]

Analyzes the main activities and
achievements of insect
recognition as a contribution to
food security, suggesting ways
forward, particularly from the
FAO perspective

Food science

Ayieko et al. (2021) [17]

Selectively summarizes current
trends related to the
consumption of edible insects
among residents, consumers in
the food and beverage industry,
and its prospects as a major
draw in tourist destinations

(continued)



Value Chain of Edible Insect Production: A Bibliometric Study 81

Table 2. (continued)

Categorization Authors Main Contributions

Nyangena et al. (2021) [9] Reviews the discussion of how
climate change has affected food
production and cash crops, along
with animal production, the
resulting human nutritional
imbalances, and the impact of
climate change on edible insects

Kyung Kim et al. (2019) [18] | It summarizes current trends
related to insects as food
resources among consumers,
industry, and academia,
revealing that entomophagy is
experiencing a steady increase
worldwide, despite its
unfamiliarity to consumers
influenced by western eating

habits
Veterinary humanities and | Musundire et al. (2021) [7] It proposes a path that can
social sciences accelerate the recognition and

appreciation of edible insects as
important food and feed
resources in Sub-Saharan Africa,
including improved policies to
support good stewardship of
these resources for sustainability

5 Conclusion

The objective of this article was to analyze the evolution of scientific articles and the role
of insects for human food in a sustainable way. To achieve this objective, a bibliometric
analysis was carried out in the Web of Science database. A list containing 50 articles
published between 2006 and 2021 was diligently extracted and analyzed.

The bibliometric results of the term “edible insects” showed the evolution of publi-
cations. The period from 2006 to 2015 has an average of 1.5 articles per year. From 2016
to 2019, there was a linear growth of 2 articles per year, representing an annual average
of 6 articles. After a decrease in 2020, it is possible to observe a significant increase
in 2021 with the publication of 14 articles, demonstrating the evolution of research in
the analyzed period. The content of scientific journals was qualitatively categorized into
three main topics: insects as food and feed, food science, and veterinary humanities and
social sciences.

From the analysis of scientific productions, it was possible to identify an increasing
number of publications about edible insects, especially from 2017, strengthening the
expansion of the field.
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This article may be useful to researchers interested in the topic, especially those who

wish to respond to the challenges imposed to meet the world demand for protein without
increasing land use, consuming less energy and water, and reducing CO; emissions by

2050.
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Abstract. The use of digital technologies has spread to areas other than industry
and has given rise to new areas such as smart cities, smart health, and education
4.0. The milk production chain is also benefiting from these digital innovations,
but due to their characteristics, in a gradual and focused way. The objective of this
research is to verify the use of digital technologies through digital transformation to
improve the dairy production chain in the last 14 years. The methodology consisted
of a longitudinal survey between 2008 and 2022. In 2008, we analyzed the digital
technologies used in 3 large Brazilian dairy farms. In 2022, we look at the digital
technologies that the XPTO company offers to dairy farms. We were able to verify
that the use of digital technologies through digital transformation improved the
production of the dairy chain. We can highlight that the main advances were in
the automation of production with intelligent sensors such as IOT and digital
platforms for online data processing with the use of Al, the evolution of computer
network technologies and farm management systems.

Keywords: Digital transformation - Digital technologies - Al - Dairy chain

1 Introduction

Currently, there is a lot of discussion about the application of new digital technologies in
the industrial production chain, the so-called Industry 4.0. It is also known as the Fourth
Industrial Revolution. Strictly speaking, Industry 4.0 is a technological concept based
on cyber-physical systems, the Internet of Things (IoT), which enables the factory of
the future [1].

According to Portal da Industria [2], examples of technologies used in industry 4.0
are: artificial intelligence, cloud computing, big data, cyber security, internet of things,
advanced robotics, digital manufacturing, additive manufacturing, systems integration,
simulation and digitization systems.

The use of these digital technologies has spread to other areas and given rise to new
areas like smart cities, smart health, education 4.0, etc. The milk production chain is
also benefiting from these digital innovations, but due to its characteristics, in a gradual
and focused way.
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According to Pezzuolo et al. [3], dairy production is rapidly shifting in recent years
towards intelligent livestock systems, driven by the rapid pace of technological advances
such as the Internet of Things, big data, machine learning, augmented reality and
robotics. These technologies are driving the collection, implementation, transmission
and widespread use of digitized information on livestock farms.

In other areas, Creedon et al. [4] consider that new digital technologies providing vet-
erinarians with immediate on-farm test results will allow for early clinical interventions,
thus ensuring food safety and reducing losses.

Kochetkova and Shiryaeva [5] define that main reason for the low rate of dairy
farming digitalization is that enterprise top executives are lacking clear understanding
of how their organization should be transformed using modern information technologies.

Milk production in Brazil is an important activity of the agricultural sector has a
vital role in the process of economic and social development of the country [6]. Digital
technologies have contributed to improving dairy production in terms of control, mea-
surement, analysis and cost reduction, in addition to making the entire chain reliable and
safe.

The objective is to verify the use of digital technologies through digital transforma-
tion to improve the dairy production chain in the last 14 years.

2 Literature Review

2.1 Digital Transformation

According to Schwertner [7], digital transformation mainly involves production pro-
cesses. This is particularly typical for manufacturing companies. Reducing costs by digi-
tizing the development, testing and production processes of new products is of paramount
importance. Mobile applications are most important for improving production processes
and internal communications for employees who interact with customers that are mostly
unusual. Large databases and information processing are more production focused. The
digitalization of production processes opens opportunities to expand business and for its
great internationalization/globalization.

Digital Transformation can be defined, according to Ebert and Duarte [8], as the
adoption of disruptive technologies to increase productivity, value creation and social
well-being. In this sense, Digital Transformation is enabling the development of the
following types of technologies: collaborative equipment (drones and robots), 3D print-
ing, digital interconnection of objects (IoT - Internet of Things), agile development,
blockchain (trust protocol), APIs and Artificial Intelligence (AI). Finally, the authors
highlight, in Table 1, that this Digital Transformation has objectives both in the social
and economic fields.

In this scenario, Bharadwaj et al. [9] highlight that, during the last decade, impres-
sive improvements in information, communication and connectivity technologies have
triggered new functionalities. Thus, the following external digital trends provided the
foundation for the new business infrastructure in the digital age: pervasive connectiv-
ity, information abundance, global supply chains, better IT price/performance, growth
of cloud computing, and the emergence of Big Data. Therefore, the expanded scope
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Table 1. Objectives of digital transformation

Perspective | Objective

Social Promote the development of a more innovative and collaborative culture in
industry and society

Change the education system to provide new skills and future guidance to people
so that they can achieve excellence in digital work and society

Create and maintain digital communication infrastructures and ensure their
governance, accessibility, quality of service and accessibility

Strengthen digital data protection, transparency, autonomy and trust

Improve the accessibility and quality of digital services offered to the population

Economic | Implement innovative business models
Increase income generation, productivity and added value
Improve the regulatory framework and technical standards.1 Introduction

Source: Adapted from Ebert and Duarte [8].

and scale of digital business can assist in executing the digital business strategy to create
business differential and value creation, as the speed of decisions and actions are aligned
with the speed of market conditions.

2.2 Milk Production Chains

The dairy chain is one of the most important activity of the agricultural sector and it
plays a vital important role in the process of economic and social development of the
country. After half a century of little change, largely explained by strong government
intervention in the market sector, the milk production chain begins in the early 90s to
experience profound changes as genetic control, artificial insemination, endemic con-
trols, improvement of feeding and grazing, establishment of strict criteria for inspection,
treatment, and sanitation, technological advances and product quality. These changes
helped to increase the productivity of farms that were able to invest and to plan but
impaired the dairy farms which were not able to keep up with changes, thus leading to
dissatisfaction producers [10].

The milk production chain is one of the main economic activities in Brazil, with a
strong effect on the generation of employment and income. Present in almost all Brazilian
municipalities, milk production involves more than one million producers in the field,
in addition to generating millions of jobs in other segments of the chain. In 2019, the
gross value of primary milk production reached almost R$35 billion and the net sales of
dairy products reached R$70.9 billion [11].

There is no consensus on the answer to the question whether technology adoption
increases the cost of milk production. This question can be asked another way: Do more
technical milk production systems have a higher average cost? Some think so, others,
no. Those who think so argue that the adoption of technology implies the use of more of
this food, medicines, fertilizers, correctives, mineral salt and other inputs from nature.
Thus, higher technological level implies higher average cost [12].
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According to de Rocha et al. [11], due to the adoption of new technologies, it was
possible to significantly increase the productivity of animals, land and labor and conse-
quently the scale of production of farms. Thus, Brazil has become the third largest milk
producer in the world, but still has great potential to be explored, mainly in terms of
productivity gains, in order to also become one of the main players in the global milk
market and derivatives.

On the other hand, those who don’t argue that the main purpose of technology is
to increase productivity and, by extension, reduce average cost. In addition, the more
technified production systems, the production grows, or are the most technified, which
have greater power of competition either because of the lower average cost [12].

3 Methodology

The methodology consisted of a longitudinal survey between 2008 and 2022, where the
following variables were studied, according to Table 2, related to digital technologies
used in dairy production.

Table 2. Variables and descriptions.

Variable Description

Automation and robotics systems Applied at different levels of livestock production
systems, for example Automatic Milking Systems
(AMS), Automatic Feeding Systems (AFS) and
Automatic Robotic Systems (ARS)

Digital and precision livestock farming To increase the number of correct decisions per
sensors/tools animal or per unit time. For example, the use of
accelerometers for the monitoring, classification
of behavior’s, the use of NIR (Near-Infrared
spectroscopy) technology during the preparation,
mixing and distribution phases of the feed-ration

Farm management systems Such as tools for data collection, processing,
storing and disseminating data in specific form to
carry out livestock operations, analysis and
functions. Although the development of Farm
Management Systems able to manage data
deriving from multiple sources is in strong
growth, today there are difficulties at farm level in
the compatibility and data management between
different technologies

(continued)
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Table 2. (continued)

Variable Description

Data sources Represent the “sites” where the data are originally
produced, stored or computed. For example:
sensors technology for animals or livestock
environment (dairy barn), remote animal
monitoring (cow feeding, standing behavioral
activities), feed ration analysis and monitoring of
milking efficiency/parameters (e.g. Near Infrared
Spectroscopy - NIR)

Data users As the devices which receive data and provide a
representation (results) or decision, such as
management software’s, plant/machine terminals
(e.g. Automatic Milking Systems, mixer wagon,
...), smart devices (smartphones, tablet, etc.)

Data repositories As the “places” where historical/new data or
synthesis parameters and processed data are
stored. Technologies for the storage of such data
are represented by hard drive (conventional), farm
server but the “Cloud” technology is increasingly
widespread to facilitate access and sharing of data
with other support figures for the livestock activity
(e.g. veterinarian, agronomist, nutritionist)

Transmission systems Constitute an enabling technology supporting data
transfers

Source: Pezzuolo et al. [3].

In 2008, we analyzed the digital technologies used in 3 large Brazilian dairy farms.
In 2022, we look at the digital technologies that the company XPTO offers to dairy
farms.

4 Results and Analysis

Table 3 shows the results:
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Table 3. Results

Variable

2008

2022

Automation and robotics
systems

The three farms were the most
modern in the country, the main
systems Automatic Milking Systems
(AMS), Automatic Feeding Systems
(AFS) and Automatic Robotic
Systems (ARS)

XPTO has not developed a solution
for AMS, but according to the
Milkpoint website [13], Automatic
Milking Systems simply have been
present in the dairy industry for two
decades. Currently more than 40,000
units are ordering cows and buffaloes
in different production systems around
the world

Digital and precision livestock
farming sensors/tools

The three farms used sensors for
identification and traceability of cows,
such as: the most used identification
in dairy herds, kept in an intensive
production system, was the use of
electronic collars. Another type of
electronic animal identification was
microchip identification, also known
as transponder and bar codes and
RFID allow the automatic capture of
the animal’s identity

Another sensor used was the
pedometer, which is an electronic
equipment that continuously records
the movement of animals by counting
steps, is used for their identification
and evaluation of their movement and
the application is the detection of heat,
as cows with hormonal changes,
characteristic of the estrus period,
walk more

The sensors attached to the animals
monitor temperature, steps,
rumination, estrus potential and send
the information to an artificial
intelligence platform that indicates,
according to XPTO, clearly and easily
accessible information, reproductive
cycles, health problems or any
nonconformity in behavior. of the
animal. This data helps prevent
possible diseases, with a direct impact
on farm productivity

The tool makes it possible to follow
the entire route, monitoring the
temperature, number of times the tank
was opened and if the milk was
removed without authorization

The sensors located in the cooling
tanks indicate if the product
temperature is adequate to market
standards or if it has undergone any
variation above what is allowed. The
technology also ensures that the
volume sold with the dairy is the same
as indicated in the tanks, ensuring
operational efficiency and avoiding
losses or contamination at the time of
collection

The sensors also guarantee cheaper
maintenance and less technical
unavailability, as they follow the
usage time and useful life of the tank
cooling motors, predicting with the
help of artificial intelligence, the need
for replacement, repair and root cause
of the problem

(continued)
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Table 3. (continued)

Variable

2008

2022

Farm management systems

The existing systems in 2008 were
very precarious compared to the
current ones, the data was not
collected online as they did not have
networks or technologies that allowed
covering the entire dairy farm, the
data generated by the systems and
sensors were manually updated on the
farm’s server. There were several
types of data analysis for decision
making, but only with manually
collected data and this system helped
the property management

Currently, XPTO has created a system
that combines the use of Artificial
Intelligence, an Internet of Things
network and monitoring and tracking
sensors for monitoring the milk
production chain, generating
indicators for quality assurance,
operational efficiency gains and
agility in all the stages of the
production process

Data sources

In 2008, data was not shared

In 2022, XPTO uses a digital platform
that integrates IoT solutions

Data users

In 2008, it was not available

In 2022, several devices, mainly
mobile

Data repositories

In 2008, on server disks and backups

In 2022, in the clouds

Transmission systems

The existing systems in 2008 were
very precarious compared to the
current ones, the data was not
collected online as they did not have
networks or technologies that allowed
covering the entire dairy farm

According to XPTO, application
eliminates the need for a robust
technological infrastructure, such as
connectivity and energy on the farms.
Batteries with an average lifespan of
ten years and specific communication
networks for IoT are used, in addition
to enabling a simple implementation,
in a plug-and-play model

“Through Wi-Fi coverage, or other
similar technology, the information
captured is sent to the cloud, where
software can intelligently process and
generate the data on screen”, Words
from XPTO’s CTO

In 2008, automation represented the main advances in digital technologies applied in
dairy production, the farms surveyed already used the AMS, AFS and ARS systems, but
it was not the reality of most dairy farms. According to Pezzuolo et al. [3], automation
has historically represented the first line of development in the livestock sector and
is currently successfully developed for various commercial applications. XPTO chose
not to develop a solution for automation, as competition is high in this area, and they
preferred to focus on an area with fewer competitors.

The evolution of these automatic systems has shown an important reduction in the
necessary manpower but, thanks to the growing equipment of sensors and intelligent
technologies [3], in 2008, the sensors were already being used in a timid way and in
2022, we could verify that sensors are being used in all areas of dairy production, mainly
for data collection for decision making.
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The systems or programs used to manage the farms have evolved a lot in 14 years. In
2008, the systems were used for controls with little data collected online, because, due
to the large extensions of the properties, there were no systems, sensors and networks
that allowed the coverage of the entire area. In 2022, systems and programs are con-
sidered digital platforms that receive data instantly from an Internet of Things network
and monitoring and tracking sensors and process with the use of Artificial Intelligence
allowing to monitor the milk production chain.

The evolution of data, users and network are linked to advances in digital technologies
that have provided new network technologies such as wireless networks and devices for
the use of the internet in mobile devices such as cell phones, tablets and sensors and
also the emergence of cloud computing. In 2008, networks were non-existent for dairy
production areas, only the headquarters and some parts of the farm had quality internet,
which had an impact on not having online data in real time. The advancement of digital
technologies has allowed technological advances such as mobile applications that have
improved production processes and internal employee communications [7], the use of
IoT sensors in various parts of the dairy farm to collect data and have the data stored in
the clouds (cloud computing).

5 Conclusion

The objective was achieved, we were able to verify that the use of digital technologies
through digital transformation improved the production of the dairy chain. We can high-
light that the main advances were in production automation because despite being the
pioneer and the main focus in 2008, the AMS, AFS and ARS systems received several
updates such as intelligent sensors such as IOT and digital platforms for online data
processing. Line with the use of Al, the evolution of computer networking technolo-
gies such as wireless networking, cloud computing and the Internet itself to obtain data
anywhere in dairy production and farm management systems that with online data line
allow for better property management.

As future studies, research with production and economic indicators is suggested
to measure the benefits obtained from the use of digital technologies and digital
transformation.
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Abstract. Governments are facing the challenge of feeding students in
schools in a city environment in a process that revolves around the coordi-
nation of multiple producers, distributors, logistics operators and traders
of perishable foods. This paper aims to analyse food collection and distri-
bution to assess the potential of urban food systems regarding school feed-
ing. To do so, we compared school feeding distribution systems in Brazil
and France to identify the main issues and investigate the role of local
food systems. Our results showed that all cities are concerned about the
involvement of short food supply chains to provide vegetables and fruits
for schools to promote small local farming but there are cultural charac-
teristics that require the use of different approaches.

Keywords: School canteens - Local production - Organic food
production - Short food supply chains

1 Introduction

Nowadays, the governments are facing the challenge of feeding cities, involving the
coordination of multiple producers, distributors, logistics operators and traders
of perishable foods. Because the increasing of population, more food and better
freight transport systems are required [1-3]. In the last 10 years, the demand for
locally grown food has dramatically increased in countries [4] and due to the con-
centration of the population in the cities and urban areas, the task of feeding has
taken great attention since the growing population needs to be fed.
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Food supply brings several implications such as sustainability, social equity
and economic development, and they are key in different policy discussions
and must be considered in the food transportation strategy. In fact, aiming to
decrease the transport nuisances and to improve the quality and sustainability
of the food supply systems, several cities have started to think on how to out-
perform their local supply systems by combining proximity producers’ supply
with advanced city logistics systems.

To deal with the food supply requirements, several control entities and supply
chain stakeholders have promoted local food production and consumption [5].
Compared to conventional channels, they propose to reduce the distance that
food travels to reach the consumer [6], becoming easier to access to freshest and
better quality foods [1]. In fact, local authorities have introduced a requirement
for short circuits and local products in institutional catering [7].

A well planned food supply system is key to ensure the distribution of food
in an efficient way both time and quality wise [6]. However, according to Barham
et al. [8], one of the challenges faced by food producers is the lack of a distribution
infrastructure that can allow them to respond against the increasing demand of
local products in large markets. This added to the fact that food distribution
system seeks to capture the growing demand at lower prices, but they do not
always share the localization and distribution infrastructure strategies [9].

Despite the concept of food supply chain deal with the idea of ‘farm to fork’, in
which raw material is transformed as it goes through multiple stages and agents
[10] some researchers point to the shortening of these food supply chains [11].

Short food supply chains involve direct purchases of local food from familiar
farmers with smaller distances between the production and consumption [12].
It contains the idea of local food, which means distinguishing product features,
natural raw materials and methods, and direct incomes for families [13].

In this sense, some initiatives are gaining core around the world. French cities,
for instance, are nowadays organizing collective restauration under unified struc-
tures that allow initiatives like consolidation and food hub (FHs) deployment.
The local authorities has been promoted two main sustainable food policies: (i)
to deploy organic and local supply strategies (fruits and vegetables); (ii) to make
opportunities such as grouping local producers into urban food hubs. And this
is not only a case for developed countries, Brazil, for example, include in law the
obligation of municipalities spends at least 30% of resources destined for school
feeding to purchase products coming from family farms.

With these ideas in mind, the aim of this paper is to analyse food collection
and distribution to assess the potential of urban food systems for collective uses
revolving around school feeding. To do so, we compare schools feeding distribu-
tion systems, one in Brazil and one in France to identify the main issues and
investigate the role of local farm systems.

2 Methodology

The methodology proposed here is that of case study research [14] but will include
both a quantitative assessment and a qualitative analysis. The construction of the
case study and its consequent analyses is organized in the following phases:
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1. Data collection: mainly based on a documentary analysis (with both scientific
and technical/legislation documents) [15,16], this phase consists on collecting
the main information to describe the case and the context that explain how
the meals distribution works.

2. Data analysis for food distribution system comparison: after having described
the case qualification, a comparison between two distribution systems for
school canteens is performed.

— Data is analysed with two objectives: the first is to define the current context
by addressing the main issues of the distribution services; and

— The second is to examine data to propose practical implications and proposals
of actions for the municipality.

3 Results and Discussion

3.1 French Case

The case study is that of two French cities. The geographical scope of the study
focuses in two urban area that has about 160 school canteens, that represents
28,000 meals per day and works 140 days per year. The main families of products
distributed are groceries, fresh and frozen products (for this study it will be
only considered the fruits and vegetables supply). In France, the percentage
of students eating at the school canteen was set to 40%—60% of the students
registered.

Aiming to allow all children to have equal access to food, the meal prices
vary between French municipalities. The meal cost is defined by the city, the
department, or the region according to the school level. The parents pay part of
this cost considers the income and family size. The average price per meal paid
by parents is between 3 and 3.50 euros, but wealthiest families pay 7 euros, and
the lowest-income families pay 20 cents per meal.

The school canteens is used to be supplied mainly on semi-manufactured and
frozen products coming from platforms at different locations of the urban area.
The aim of the municipality is to substitute some of those industrial distribution
chains by short circuits of small local and organic producers.

The menu for school canteen is planned for the year and adjusted monthly.
This means that the producer knows in advance the approximately amount of
food that will be requested by the central kitchen (where the food is cooked) via
the Food Hub (FH), nevertheless, the central kitchen confirms two days before
the right amount of food that will request. Also, institutional catering is not the
only customer of the FH, they also served other establishments from HORECA
sector. The FHs are in charge of collecting, storing and distributing the products
from the producers to the customers.

By using FHs enable short supply chains and allow an increase in the share of
local and organic products available for institutional catering [17]. Nevertheless,
the main issues of the distribution system founded are:



Supplying School Canteens with Organic and Local Products 95

1. The producers allocation related to an administrative subdivision or a geo-
graphical proximity allocation; and

2. The impacts on the transportation collaboration policy related to food deliv-
ery directly by the producers or food collected from the FHs.

3.2 Brazilian Case

The Brazilian city is located in the metropolitan area of Sao Paulo, in Sao Paulo
state, southeast region in Brazil. The municipality has 28.7% of urban areas and
71.3% of rural areas. There are 203 schools that provide meals 200 days per year
for more than 55 thousand students (2017 number). In this study, we considered
only vegetables supply by 58 local family farmers. Each school has a kitchen and
cooker to prepare meals. Before being dispatched to the schools, products are
stored in cooperative deposits or sometimes collected directly from the field and
delivered to the logistics operator.

Vegetables are acquired for three local cooperatives of farms that gather
the items in a central deposit and the vegetables are distributed twice a week
per school using a third party logistics provider. The aim of the municipality
is to guarantee at least 30% of financial resources obtained from the Federal
Government are used to purchase products from small family farm producers
(Brazilian law 11,947/2009).

The local government based on the immense rural area of the municipality
and agriculture cluster area seeks to promote short supply chains assuring that
federal government investments in school feeding add-value to the municipality.
The main issues in the distribution system are:

— Food menu - (a) schools can choose items in a list of secretary of education
- there is no obligation of purchase all items, (b) farmers offer vegetables
according to the seasonality and their production;

— Transportation - (a) there are many schools in rural areas that difficult the
access and distribution, (b) there is no pattern of vegetables, it difficulties
the logistics operation;

— Budget restrains - the value per student is less than 0.20 US$ per student/day;

— Storage: the area in schools for is storage items are insufficient and there are
deficiencies in refrigeration systems.

3.3 Case Comparison

Figure 1 presents the comparison of both cases.

All cities are concerned about the involvement of short food supply chains to
provide vegetables and fruits for schools to promote small local farming, however,
there is a difference in the production of these items. In France, there is a concern
to use organic items, and in Brazil, the challenge is one step behind, the idea
is offered to students more vegetables in the menus but the use of agricultural
pesticides is permitted.
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Fig. 1. Case comparison

Regarding the approach of distribution while in France the meals are pre-
pared in a central kitchen in Brazil the operation is decentralized and each school
has a kitchen and cooker.

For logistics distribution in Brazil, a 3rd party logistics has a contract with
the city hall and is responsible to distribute the items from a central deposit
managed by cooperatives of farmers to the schools while in France the food is
delivery directly by the producers to FHs or it is food collected from the FHs.
Then, the food is distributed to a central kitchen where the food is cooked. The
last mile distribution is performed by a 3rd party logistics who has a contract
with the city hall, who supplies the school canteens.

Finally, in order to identify a policy, practical implications and proposals of
actions for the municipality, the proposed systems imply a consequent modifi-
cation of supply chain and transport practices. Indeed, those changes impact
different stakeholders in the distribution chain, who have different objectives,
issues, and perspectives. A particular focus will be made on the comparison
between two different context and how those food supply systems impact cur-
rent practices considering the risks related to their development.

4 Conclusions

This paper analysis local food distribution to school canteens in two cities in
France and one in Brazil and compare challenges and logistics distribution.
Our results showed that in both countries there is the use of short food
supply chains to provide vegetables and fruits for schools to promote small local
farming. However, we observed the existence of different approaches. In France, is
adopted organic items and ready-to-eat meals using a central kitchen delivered by
producers. While in Brazil the canteens are centralized in schools and vegetables
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and fruits are conventional - the use of pesticides is allowed - delivered by a 3PL
partner contracted by the city government.

The limitation of this study is the sample size, and the results need to be
viewed in an exploratory manner. However, this fact does not invalidate the
importance of this comparison using two different countries - developed and
underdeveloped - but with the same objectives to ensure that students of school
age could receive assistance to focus on their studies development.

As further research is an analysis using more delivered systems in the same
and other countries to identify similar and different approaches that can be used
in a future model of distribution of food for school canteens, considering short
food supply chains.
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Abstract. School meals made in partnership with family farmers tend to foster
local economies, driving productive diversification and increasing the income of
family farmers. Through the Brazilian School Meals Program, purchases of family
farming products are encouraged, under special conditions of at least 30% of the
resources transferred by the Brazilian Fund for Education Development. This
incentive allows better marketing alternatives and valorization of the local farmer.
The municipality has a significant return on its economy when these resources
are added to those spent by the municipality itself. Numerous benefits would
be generated for family farmers, shop- keepers, industrialists, and local service
providers, as well as the return of revenue in the form of consumption taxes. This
paper describes financial and social gains in the presence of municipal policies
that induce the food acquisition process.

Keywords: Family farming - School feeding - Food bank - Micro-economy

1 Introduction

School feeding in partnership with family farming tends to foster local economies,
enabling actions that generate employment and income. The National School Feed-
ing Program of Brazil (PNAE), among its competencies, should also stimulate local
economies and enable productive diversification and income increase of family farmers,
offering more and better-marketing alternatives and valorization of the local farmer [1].

The program advocates legally the purchase of food produced by family farmers,
be at least 30% of the resource transfer, favoring the generation of income, causing a
greater impact on small and medium-sized cities, while promoting citizenship and food
security, encouraging education in the communities through a comprehensive feeding
system in public schools [2].

The effectiveness of school feeding will be expressive the greater the involvement
of the community, public management, and inspection. The objective of this article is to
evaluate how the resources used in school feeding can contribute to the local economy,
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adding income to family farmers and the community, and bringing social returns to the
municipality. In May 2020, a governmental resolution made clear the understanding of
all the eligibility criteria for family farmers and forcefully addresses considerations of
the Food Guide for the Brazilian Population and the Food Guide for Brazilian Children
recommending the purchase of fresh or minimally processed foods [3].

PNAE is an important tool for partnerships between the executing units, to pro-
vide opportunities for the generation of employment and income, because it recognizes,
stimulates, and values the local agricultural family production, and the cultural speci-
ficities of food consumption, resulting in the construction of a healthy school menu and
the movement of the financial wheel that provides all the access and consumption of
the participating community. This includes all sorts of services involved in the smooth
running of the school kitchen, such as maintenance, logistics, and other necessary in-
puts, as well as goods and services accessible to family farmers with their new income
possibilities.

2 Literature Review

Initiatives around the world to meet food needs in schools reveal the concern with the
school environment, including factors such as childhood obesity and the counterpoint
to large-scale consumption of industrialized products. This premise brings benefits such
as the correction of poor food environments, improvement in the nutritional quality of
students, and revitalization of local agriculture [4].

In Brazil, public policies have been implemented to ensure nutritional food security
as a human right to healthy food and in adequate quantities. As part of its historical
landmarks, it instituted the Federal Law n°® 5.537 in 1968, establishing the Brazilian
Fund for Education Development (FNDE), whose function is to elaborate educational
policies and provide resources for school feeding [1].

The National School Feeding Program of Brazil was created to elaborate policies
on school feeding and is managed by the FNDE. PNAE is responsible for technical
assistance and supports the states and municipalities, to contribute to the implementation
of educational actions [5].

For the food to arrive on the table of the school canteen, the capillarity was pro-
moted, transferring the execution to the municipalities, which must complement the
financial resources passed by FNDE, set up and manage the whole infrastructure, from
the purchase of food, its transport, organization, and preparation of the menus with the
assistance of nutritionists [1].

To meet the requirement of spending a minimum of 30% of school feeding expenses
on in-nature products, the process favors the elimination of intermediaries and the exemp-
tion of bidding processes based on the lowest price. It will be up to each executing entity
to publish this demand through a public call, at fair prices, publicizing it widely in
newspapers, electronic media, or in other ways, prioritizing family entrepreneurs or
organizations of agrarian reform settlements, and indigenous people [6].

The respect for food culture and seasonality of production are also beneficial effects
in this construction so that the preparation of this menu following these premises can
positively affect the field and the student’s plate [5]. The increasing use of quality and



School Feeding and Family Farming 101

fiber-rich foods, and the strengthening of the micro-economy for food production and
food delivery should be a systematic search to guarantee this public policy [3].

The menu should be prepared by a nutritionist who is registered in PNAE, and it
should respect the local food culture, and specify the variety of products and quantity,
with high nutritional content so that it can base the list of products for the acquisition.
The nutritionist must be aware of the local production to compose the menu. In this way,
the public call, the modality that governs this acquisition will be compatible to meet
the intended demand. The production of healthier food for students reinforces the local
economy, as it proposes a guaranteed fixed income to the family farmer [7].

The supply chains should be short to preserve the freshness and quality of food,
respect regional eating habits, and generate a supply of products that can even promote
food education and change eating habits. The economic, social, and local development
effects of school feeding influence the performance of the local economy, the National
School Feeding Program of Brazil helps in the economic capillarity of the municipalities
because the amount received by farmers will also reverberate in small businesses and
the increase of tax collection in the municipality [8].

PNAE grants election criteria to suppliers of the short chain that produce organic and
ecological food, because the resolution allows that in these cases the price is increased
by 30% valuing the responsible cultivation and aligned to the Sustainable Development
Goals (SDG) of the UN agenda 2030 [9].

The construction of a sustainable development mechanism for family farmers must
be a systematic and holistic project, so that the support can be continued and translated
into the inclusion of family farming, especially in the attention to their needs and future
projects [10].

For the farmer to participate in the public call, it is necessary to follow and be up
to date with the documentary requirements qualifying them as suppliers. The reference
prices should be parameters so that the products can have a fair and balanced price. In this
document, the producer will indicate which products and quantities will be made avail-
able, compatible with its production and limits of individual resource contracting/year,
established by Resolution N° 21, of November 16, 2021 [6].

The most important resource of income comes from the PNAE, that despite priori-
tizing local producers, the same producers can access several municipalities where sur-
pluses are available, accumulating in the same year several sales projects and multiplying
its income [11].

In Brazil apart from PNAE there are other school feeding programs and modali-
ties that aid small producers such as PAA - Food Acquisition Program, the modality
CONAB - National Supply Company and the modality Term of Adhesion (municipal
and state). The creation of a partnership among economic agents that encourages net-
working to strengthen management and promote exchange within the region itself is
necessary since the work of social policies presents different realities and capabilities
but is complementary and essential for sustainable rural development [12].
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3 Methods

The research was carried out with family farmers, members of the Association of Rural
Producers of the Rio Branco Basin, Artisanal Fishermen, and Indigenous People of
Itanhaém/SP-Brazil and Region - AMIBRA, the main suppliers who deliver foodstuffs
to the city government. In the first stage of the research, visits were made to understand
how producers in the region have increased food production with the help of PNAE,
PAA, and local companies, to make a diagnosis. Data collection was carried out at the
Food Bank of Itanhaém, to assess how the resources employed in school feeding can
contribute to the local economy, adding income to family farmers and the community,
and bringing social returns to the municipality. The data collected was compiled in an
electronic database of the Microsoft Excel program, and from there it was possible to
structure and understand the income generation model of the farmers.

4 Result and Discussion

Itanhaém was based on local food characteristics, with banana cultivation as its main
crop, but the new perspective of access to commercialization, such as the PNAE and
institutional support, have changed the production dynamics, posing the challenge to
the producers’ associations of changing and diversifying the plantation to meet the de-
mands of school meals.

According to the farmers’ reports, the first participation in sales was only bananas,
and when the diversification occurred the number of products grown from 1 to 10.
Table 1, data from the public call 001/2021 demonstrates this alignment, in addition to
the respect for the cultivars of traditional communities [13].

Table 1. Public call 001/2021 - Itanhaém/SP-Brazil

Product Unit Quantity Price unitary USD Total USD
Banana silver kg 50.000 0.673 33.674.99
Dwarf banana kg 60.167 0.631 37.989.81
Lettuce kg 24.104 21.047 50.731.37
Processed manioc kg 11.000 14.733 16.206.09
Organic Cabbage kg 10.000 11.576 55.000.00
Organic beet kg 10.100 10.944 11.575.77
Sweet potato kg 10.000 0.758 7.576.87
Yam kg 10.000 0.842 8.418.74
Guarani sweet potato kg 300 18.521 555.63

Guarani corn kg 60 1.869 168.20

Source: Prepared by the authors

In 2009/2010, the municipality of Itanhaém published the public call for proposals,
quickly complying with the new legislation, on the back of the positive experience of
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the implementation of the Food Bank (2007) and the Food Purchase Program - Purchase
for Simultaneous Donation.

The coincidence of the Food Bank is in the same organizational chart as the School
Feeding Department, both in the Municipal Education Secretariat, provided the articu-
lation of a socio-technical network beneficial to the PNAE and especially to the group
of farmers who were assisted in the field extension, strategic planning, formalization,
and document updating, in addition to the defense of seasonality and delivery logistics.

The agriculture department aligned itself with the Food Bank and it was decisive for
the productive group to change the banana monoculture characteristic in the following
years, besides the revival of local culture products and the valorization of the Guarani
ethnic group. In the same way, together they have elaborated the routes to facilitate point-
to-point delivery as required by the public call: Center/East (Beach) and Center-West
(Hill) distributing in a logical line about 62 schools including 8 state schools that are
annually agreed in the municipal school feeding.

With Resolution N. 21, November 2021, the bill that can be glimpsed is the same one
that transformed the lives of farmers in [tanhaém and made sustainable rural development
move forward, consolidating the real short chain around local products and above all
returning the socio-political visibility of the right. The resolution changes the value of
the individual sales limit of the family farmer and the rural family entrepreneur for school
meals, establishing a new maximum value to be respected, setting it to USD 8§,500.00.

Table 2 shows the real gain for producers, adding the maximum values of the family
farm in Itanhaém/SP-Brazil from 2009 to 2021.

Table 2. Income Generation USD - Public Policies - Food Purchase Program

Year | PNAE income/year |PAA CDS income/year |Income total/year |Income/month
2009 1.000.00 1.000.00 80.00
2011 | 1.800.00 1.000.00 2.800.00 237.00
2013 | 4.200.00 1.000.00 5.200.00 430.00
2015 | 4.200.00 1.400.00 26.500,00 465.00
2017 | 4.200.00 1.400.00 26.500,00 465.00
2019 |4.200.00 1.400.00 26.500,00 465.00
2021 | 8.500.00 2.500.00 11.000.00 920.00

Source: Prepared by the authors from various reports on the operationalization of food acquisition
programs

One of the most successful actions of the whole process was the inclusion of the
indigenous family farmer as a priority beneficiary of these programs. The joint work
between the Brazilian Indian Foundation - Southern Coast Regional Coordination and
the Food Bank revitalized the planting of Guarani corn, soon introduced in school meals
for consumption in indigenous schools, as sacred food for the ethnic group [14]. This
initiative pushed the inclusion of other products from the villages, meeting the criteria
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of prioritization of traditional peoples and communities, specificities that are foreseen
in the guiding Resolution of PNAE [7].

The collaboration between the government and farmers promoted food security and
income generation, through the implementation of these programs. It is known that the
benefits of school meals vary according to the economic needs of the region, in the
richest and most developed regions school meals are a source of nutritious meals that
complement the food offered by the family, in the poorest regions and countries is an
incentive to send children to school and continue their education, being, therefore, a
relevant factor to ensure food security and attention to children in vulnerable situations

[8].

5 Conclusion

The results observed point out that the purchase of family farming through the PNAE can
contribute to the local economy, adding income to family farmers and the community,
and bringing social returns to the municipality. According to the association of farmers
of Itanhaém, promoting food production and local supply systems operated by short
production and supply chains are instruments for generating income and promoting
citizenship.

The access to public purchases, besides revitalizing the rural area, served to
strengthen the associative arrangement of small local producers, reflecting on the quality
and freshness of the school feeding supply, and providing social and economic visibility
for each producer in the community [14].

The supply of food for PNAE, with the support of the city hall, helps local farmers
employing direct purchase, promoting the improvement of their incomes that are guar-
anteed for a certain time, giving rise to situational diagnoses such as higher generation
of jobs; increase of the portion of re- sources destined to the remuneration of labor and
the increase of the economic movement in the whole region, reorganization in the food
production process, increase of the productive volume, the incentive to the consumption
of fresher and healthier products by the students. The development of family farming
to improve school meals, the central pillar of PNAE, can also eliminate the interme-
diary agent, allowing a direct connection between the field and the table, generating a
fairer income for farmers. Other modalities of food acquisition programs also provide
opportunities for diversification and direct commercialization of Family Farming [15].

Given this, the Itanhaém Food Bank, as executor of the purchase modality has been
the guiding thread of the connection between family farming production, menu formula-
tion, and preparation of the school feeding public call, establishing healthy management
in the municipality, presenting itself as a viable alternative for the success of food sys-
tems around school feeding and the processes that culminate in the restructuring of short
production and supply chains. Because of the impression that there are opportunities
optimized by partner actions in the execution of the PNAE, it is understood that by force
of law there is a preexisting demand to be met and important socio-economic gains. The
Itanhaém Food Bank in a collaborative role appears as a viable alternative for the success
of food systems around school meals. The technical interventions have formalized an
expressive number of small producers that were irregular, from 28 to 61, an increase of
117% [16].
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However, weaknesses such as the different productive stages may respond with little

supply in local agriculture. It was found that knowing the reality of local rural production
and intersectional strategic planning can in-cite and produce short-term changes and real
impacts on the local economy.
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Abstract. The one-third rule, which sets tight wholesale and retail limits for food
products, is arguably a primary cause of huge food waste in Japan. However, the
effect of relaxing the limits was found to vary depending on some conditions.
Thus, to further understand how these limits affect food wastage, we take a game-
theoretical analysis approach. In this approach, we formulate a normal-form game
played by a manufacturer and a retailer in a milk supply chain, develop a simu-
lation model of the chain, and use the simulator to obtain sample values of the
players’ payoffs earned under every pair of their strategies. We then apply a statis-
tical multiple comparison test to the data to identify the statistical best responses
of a player to each opponent strategy, derive statistical Nash equilibriums, and
compare the equilibriums obtained under different limits and consumers’ pref-
erences. Consequently, it is confirmed that relaxing the limits may undesirably
impact food waste.

Keywords: Food supply chain - Food waste - Normal-form game

1 Introduction

The Sustainable Development Goals (SDGs) adopted at the United Nations Summit in
2015 aim to reduce by half the per capita global food waste at the retail and consumer
levels and the food losses along the production and supply chains [1]. Reportedly, about
25.31 million tons of food waste was caused in FY 2018 in Japan [2]. Further, the
waste is estimated to include six million tons of food that were still edible, of which
3.24 million tons were generated from businesses, including the food manufacturing,
wholesale, retail, and restaurant industry, and 2.76 million tons were generated from
households. Thus, it is crucial to mitigate food waste across the whole supply chain
[3.4].

It is argued that the one-third rule [5] is a primary cause of the significant food
waste. This rule is a commercial custom that is widely followed in the Japanese food
industry. It divides the time between production and expiration dates of a food product
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into three equal length intervals and sets the wholesale and retail limits of the food at
the end of the first interval and the second interval, respectively. Such limits are also
imposed in some other countries; however, they tend to be more relaxed than those in
Japan are. Furthermore, social experiments conducted in 2013 observed the effect of
relaxing the wholesale limit to one-half to be bidirectional [6]. While, relaxing the limit
reduced the amount of waste in some food categories, the waste caused by retailers in
other categories slightly increased. This suggests the complexity of the relation between
the limits and food waste, mediated by various decisions made by the different players
in the food supply chain, such as manufacturers, wholesalers, retailers, and consumers.
Therefore, deepening the understanding of the mechanism of how the limits affect food
wastage is required to devise effective means for food waste reduction.

To address this challenge, we take a game-theoretical analysis approach in this paper.
Since most supply chains are composed of several self-centered business entities, game
theoretical models have become a standard approach for analyzing supply chains [7-9].
When using a game-theoretical model, we usually simplify the supply chain considerably
to make it straightforward to calculate the payoffs that each player earns in the game.
However, such simplification makes it difficult to investigate the complex mechanism
that we are interested in, here. Thus, in this paper, we rely on the numerical simulation
instead, to obtain sample values of the players’ payoffs and utilize statistical techniques
to analyze the data.

In the remainder of this paper, after introducing the supply chain simulation model
and statistical game-theoretical analysis approach, we present numerical experiments,
their results, and discuss their implications. Finally, we conclude this paper by providing
some future research directions.

2 Supply Chain Simulation Model

2.1 Model Outline

Our milk supply chain model comprises a manufacturer, a retailer, and anonymous
consumers. The manufacturer produces particular milk packages from raw milk and
holds them in their warehouse. The retailer buys the packages from the manufacturer
and takes them to their warehouse. They then move packages to their shelf and sell them
to consumers. The number of consumers visiting the retailer each day d is a random
variable following anormal distributionng ~ N (ﬁ, 0,12) (= N(100, 100) in the numerical
experiments below). Each consumer may choose a candidate package on the shelf and
buy it or leave the store without buying the milk package. This decision is affected by
the remaining days to expiration and the price of the milk packages on the shelf. That
is, they prefer fresher and cheaper milk packages.

The time to expiration of the milk packages is L days, including the date of pro-
duction as the first day (L€ = 12 in the numerical experiments). Thus, if the one-third
rule is applied, the wholesale limit L and the retail limit LR are set at [L€ /3] th day
and [2 - L€ /3] th day respectively (LM = 4, LR = 8). Otherwise, both are regarded as
equal to LC (IM = LR = 12).
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The number of milk packages whose days-from-production (DFP) is § held in the
manufacturer’s warehouse is denoted by sg’l , and the total number of packages in the
warehouse is given by s¥ =} Bsg’l . This inventory is controlled by determining the
production order quantity 02” placed on day d according to a standard periodical order-
ing policy. A fixed lead time I#™ (= 1) is necessary between planning and completing
production. Raw milk is assumed to be always available as much as required at a fixed
cost per unit. Its storage is outside the scope of the model, and no other costs related to
production are considered.

The numbers of milk packages whose DFP is § held in the retailer’s warehouse and
on-shelf are denoted by s§ and s(SS , respectively, and the total numbers of packages in
the warehouse and on the shelf are given by s% = > 3s§ and 5% = > 35239 , respectively.
The total inventory of the retailer s® + 55 is controlled by determining the purchase
order quantity 05 placed on day d according to a standard periodical ordering policy.
A fixed lead time /t®(= 1) is necessary between placing an order and replenishment.
The capacity of the shelf is limited to ¢5(= 50); no capacity limit is imposed on the
warehouses of the manufacturer and the retailer.

2.2 Operational Flow of Manufacturer
At the beginning of each day d, the manufacturer determines the order quantity:
d—1 d—1
oM = Z of+b§_1+(ltM—ltR+2)~ﬁ— Z o — M+ (1)
r=d—IiR r=d—ItM

where b571 specifies the number of stockout milk packages remaining unshipped on the
day before, and ss™ denotes the safety stock level:

ssM =M . /max(0, itM — 1R +2) - o, (2)

where k™ is the manufacturer’s safety stock coefficient.
Then, it ships out milk packages to the retailer. The total number to be shipped is:

. R
£t =minG", of x5, ) A3)

The manufacturer chooses the order in which the packages are shipped between FIFO
(from old to new) or LIFO (from new to old). In the case of FIFO, the number of milk
packages shipped whose DFP is § is given recursively by:

LM
fd"f’(s:min syl M — Zfd"jlf S=IMIM_1, ... )
T=8+1

Otherwise, it is given by:

5—1
fdA,/{S =min<s§/1,fdM —ZfdAjIT> =12 - (5)
=1
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After shipping out, the manufacturer’s inventory is updated as sg’l = sg’[ —f dA”IS (V6) and

the stockout is given by b§ = os_hR + bsil —fdM.
When the production of the day is completed, the produced milk packages are
replenished in the warehouse as sjlu = 02’17 e
At the end of the day, the milk packages whose DFP has reached the limit L are
wasted as (wg’l , s%u) = (s%w , 0), where wg’l is the number of milk packages wasted by

the manufacturer on day d. Further, the reward of the manufacturer is updated:
LM
M R M
s=1

where p§ is the wholesale price of a milk package whose DFP is &, p™ (= 100) is the
unitary price of raw milk, and p?(= 5) and p" (= 0) are the penalty of stockout and
wastage, respectively. The wholesale price is given by:

pR=150-AM©B - 1) (7

where AM is the discount rate of the wholesale price determined by the manufacturer.
Finally, when the next day starts, the DFP of the milk packages in the warehouse is
updated:

0 =1
M
= 8
% {s§{1(1<55LM) ®
2.3 Operational Flow of Retailer
At the beginning of each day d, the retailer determines the order quantity:
d—1
of = (1 +2) - 7i— Y of—bf_ —sF =5 st ©)
t=d—ItR

where ss® denotes the safety stock level:
ssR=kR . VIR +2 -0, (10)

where kR is the retailer’s safety stock coefficient.

At the beginning of the day as well as, at most, twice during the day when s’ reaches
the ordering point op(= 10), the retailer moves milk packages from the warehouse to
the shelf. The number of packages to be moved at i (< 3) th occasion of day d is given
by:

S = min(s®, ¥ — %) (an
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The retailer chooses the order in which the packages are moved between FIFO or
LIFO. In the case of FIFO, the number of milk packages moved on this occasion whose
DFP is § is given recursively by:

IR
fRis=min|s§ R — > gR ) @=LRLF-1..) (12)
T=8§+1

Otherwise, it is given by:

§—1
fdl?,‘,a = min(sg,fdl?i - Zfdl?i,r> 6=12--) (13)

=1

After moving them to the shelf, the retailer’s inventory is updated:
(sF.53) = F =i +1fp)  99) (14)

The number of milk packages on the shelf sg decreases when a consumer buys one.
At the end of the day, the packages shipped from the manufacturer arrive, and they
are replenished in the warehouse as s§ = s§ +f j”g (V48). Then, the milk packages whose

DFP has reached the limit L* are wasted as (w%, sz, siR) = (SIZR + siR, 0, 0), where w¥

is the number of milk packages wasted by the retailer on day d. Further, the reward of
the retailer is updated:

LR L

M
R R
TR DR IRV DY 7y B
s=1 é=1

where f dS s 1s the number of milk packages, whose DFP is §, sold to consumers on day
d,and pés is the retail price of those packages:

Py =200 — ARG - 1) (16)

where AR is the discount rate of the retail price determined by the retailer.
Finally, when the next day starts, the DFP of the milk packages in the warehouse
and on the shelf is updated:

R S\ _ 0,0 =1
(55 55) = { R .S ) <8<LR) an
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2.4 Consumers’ Behavior

The number of milk packages f dS‘ ;5 bought by consumers each day d is determined by
their behavior. On day d, in total, n; consumers arrive at the store one by one. Each first
chooses a candidate milk (’s DFP §) if the shelf is not empty ({5|s‘§ >0} =D # @)
when they arrive at the store. If the shelf is empty (D = ©), they leave the store without
buying a package. This decision is made according to the nested logit choice model [10],
whose first step specifies the probability of choosing §:

exp(us)
prob(§) = =————~ (18)
ZreDeXp(”t)
where ug specifies the utility of buying a milk package of §:
us = 0.6789 - (12 — §) + 0.1356 - (200 —pSS) (19)

The values of the utility model’s coefficients are determined according to a conjoint
analysis study conducted earlier in Japan [11]. Then, the second step decides whether
they buy the candidate milk or not according to:

exp(us)
= 2
prob(3) exp(us) + exp(uy) (20)

where ug denotes the utility of buying no milk, which is assumed to be:
ug = 0.6789 - (12 — §5) 1)

In this equation, § & can be regarded as a parameter expressing the consumers’ preference
for freshness. The higher this value, the looser the preference.

3 Statistical Game Theoretical Analysis

The performance of the supply chain is determined by a strategic interaction between
the manufacturer and retailer. We capture this interaction as a normal-form game.

The set of the manufacturer’s strategy is given by
AM — (FRL, FRH,FDL, FDH,LRL, LRH, LDL, LDH }. The first alphabet specifies
whether the shipping order is FIFO (F) or LIFO (L), which we expect to be a primary
determinant of food waste. The second shows whether old milk packages are discounted,
which may have an interaction with the shipping order. Regular price policy (R) does
not discount old packages (AM = 0), and discounted price policy (D) discounts them
(AM = 3). The last one concerns the safety stock level, which will also affect food
waste. Low level (L) sets the service level at 90% (k™ = 1.29), and high level (H) sets
itat 99% (kM = 2.33).

Similarly, the set of the retailer’s strategy is given by
AR — {FRL, FRH, FDL, FDH, LRL, LRH,LDL, LDH}. The first alphabet denotes
whether milk packages are moved from the warehouse to the shelf in FIFO (F) or LIFO
(L), which we envisage as another determinant of food waste. The second specifies the
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pricing policy. In the case of R, old packages are not discounted (AR = 0), and L, they
are discounted so that they should seem approximately equally preferable to consumers
as anew one (AR = 4). The last is the safety stock policy. L sets the service level at 90%
(kR = 1.29), and H sets it at 99% (kR = 2.33).

Since the payoff matrix is not given a priori, we derive the equilibriums of this game
using the supply chain simulation model introduced above and a statistical technique.
Specifically, we follow the steps below to identify the equilibriums.

Step 1: If all the strategy pairs in AM ® AR have been investigated, go to Step 3.
Otherwise, choose a strategy pair to investigate next and move to Step 2.

Step 2: Run the simulation model 10 times under the specified strategy pair for
365 days (after 100 days of dry run) and obtain 10 sample values of the two players’
rewards. Go back to Step 1.

Step 3: Apply a statistical multiple comparison test to the data of sample reward
values obtained by each of the eight strategies of one player against the other and identify
the statistical best responses of the former player to each strategy of the latter.

Step 4: Identify statistical Nash equilibriums, the set of strategy pairs that are
statistical best responses to each other.

4 Numerical Experiments

We verify the proposed approach and assess the effect of the one-third rule on food waste
and consumers’ satisfaction by carrying out numerical experiments with and without the
rule under different values of 6z (€ {12, 8, 7}), a parameter representing the consumers’
preference for freshness. Figure 1 shows the statistical Nash equilibriums obtained in
each case. We can see that equilibriums depend on both whether the one-third rule is
imposed and the consumers’ preference (§).

The amount of waste depends primarily on the shipping order policy of the manufac-
turer and secondarily on the moving order policy of the retailer. For reducing food waste,
both are preferred to be FIFO. Interestingly, the results show that the one-third rule has
an effect of eliminating equilibriums, including the LIFO policy of the manufacturer. It
will positively impact food waste reduction. This effect may be because imposing the
wholesale limit will make it unnecessary for the retailer to insist on the LIFO policy
(of the manufacturer) to avoid buying very old milk packages. On the other hand, the
one-third rule does not affect the retailer’s moving order policy.

The average consumers’ satisfaction (or the utility) mainly depends on whether the
retailer takes the discounted price policy. This policy is favorable to consumers. However,
it appears in equilibriums only when the preference is tight (6 = 7). It may be because
consumers buy old milk packages even without a discount in the other cases. It suggests
that the linear discounting policy can rarely be economically justified, and other ways
of discounting should be tried out.
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(a) With the one-third rule & 65 = 7 (d) Without the one-third rule & 65 = 7
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(b) With the one-third rule & 6y = 8 (e) Without the one-third rule & 65 = 8
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(c) With the one-third rule & 65 = 12 (f) Without the one-third rule & 63 = 12

Fig. 1. Statistical Nash equilibriums obtained in each case, where the row player is the
manufacturer, and the column player is the retailer.

5 Conclusions

To investigate how the one-third rule affects food wastage, we formulated and analyzed a
normal-form game played by a manufacturer and a retailer in a milk supply chain. During
this study, we also developed a simulation model of the chain and proposed a statistical
analysis approach for the game whose payoff matrix needs to be evaluated through
simulation. As a result of numerical experiments using the simulator, statistical Nash
equilibriums can be identified by the proposed approach. Thus, the approach is expected
to be effective also for other complex games defined using a simulator. We further
confirmed that, in some conditions, imposing the one-third rule eliminates undesirable
equilibriums, including the LIFO policy of the manufacturer, and thus reduces the food
waste contrary to ordinary expectations. This provides a possible explanation for the
bidirectional effects observed in the social experiments [6]. Since we have conducted
experiments only under limited settings, it is necessary to investigate a wider range
of conditions. Extending the game model will be the next step. For example, it is an
interesting extension to consider the effect of competition among multiple manufacturers
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and multiple retailers. Verifying the results using human subjects, for example, on a
serious game like [12], is also important.
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Abstract. The agri-food sector accounts for 26% of the EU energy con-
sumption, where 28% of this energy belongs to natural resource process-
ing. As multiple products are produced on the same line and numerous
process steps are interrelated, the energy use in this industry is com-
plex in general. Moreover, bottom-up data analysis of how much energy
processes are used, and furthermore, why and where opportunities for
improvements exist, are less prevalent. This paper proposes a methodol-
ogy for estimating the energy consumption of the agri-food processing.
The collection of real data from several industrial enterprises in Germany
as part of research programs enabled an accurate assessment of energy
consumption and savings.

Keywords: Energy efficiency - Agri-food sector - Product

1 Introduction

Efficient energy use is one of the basic requirements for the future of the agri-food
sector, more so since, with the recent increase in energy prices, it is important
to boost global food production, which is highly dependent on the use of energy,
mainly electrical and fuel energy [5]. Energy is used throughout the agri-food
supply chain, starting from the production and use of agricultural inputs and
then moving to processing, packaging, and distribution to the customer. In the
EU, alone the natural resource processing accounts for 28% of the total agri-food
sector energy [3]. Small and medium-sized companies (SME) allocate the major-
ity of the fuel energy, namely natural gas, across production processes in the
food processing phase (up to 85%) [9]. On the other side, the energy percentage
of auxiliary processes (also called support processes) is typically assumed to be
lower and mainly electric [7,9]. On average, the use of lighting, compressed air
production and cooling is pure electric [9]. A production process, such as grinding
and mixing, is more heterogeneous across companies than auxiliary processes,
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directly related to the core business, and managed mainly by production man-
agers [2]. Auxiliary processes, on the other hand, are those which maintain the
manufacturing activities but do not result in products as such (e.g., ventilation,
pumping). Food is typically produced in batches (product lots) in this sector, and
each batch’s energy requirements for bringing it “from natural resource to fork”
varies greatly from the next. Even when analyzing the same product type, its
energy “cost” can differ notably, reflecting the low efficiency of production pro-
cesses as a result of changing resource properties (owing to cultivation, farming
practices, etc.) [10]. The overall goal of this study is to enable companies to make
a robust statement about the specific energy consumption (SEC) of each individ-
ual batch. Key process parameters are frequently not paired with the properties
of food resources due to their stochastic character. Incorporating these key batch
characteristics into the energy analysis can allow for a precise evaluation of the
product quality in terms of energy consumption. In line with authors’ previous
works and research projects [1,2], production processes were examined using a
methodology based on machine learning (ML) and historical data about process
conditions, product characteristics and energy values, without any investments
in (new) efficient equipment. Unless stated otherwise, the estimation of energy
consumed by a batch in this work includes the required process energy from the
delivery of natural resources (raw material) until the production of a finished
product, excluding logistic and auxiliary systems. On the project experiences
and results, this study contributes to developing a methodology for estimating
energy consumption through a validation of process operating conditions as a
means of product quality improvements.

2 Methodology for Estimating the Energy Consumption
of Agri-Food Processes

Energy efficient improvements are defined as increasing the output per unit of
energy used, resulting in energy savings if the output does not change [4]. In the
industrial sector, it can mean getting the most out of every unit of energy it is
bought [4]. Therefore, an increase in energy efficiency (EE) can be realized by
actions, e.g., technical or technological actions, seeking to save energy without
altering the product quality. In the agri-food sector, particularly, processes that
are energy-intensive vary by sub-sector (e.g., cereals, sugar, coffee, etc.). For
instance, milling and centrifuges in sugar processing and grain milling in the
ingredients sector use the most electrical energy [3]. Most of these processes rely
on electric motor systems, including steam systems, pumps and compressors,
and also heating, cooling and refrigeration systems. While not exclusively, most
opportunities to EE in this segment of the food sector come from measuring the
demand for electrical and thermal energy [8].

Previous studies use different accounting methods, and system boundary
conditions which result in a large range of specific values where steps, processes
and product properties were mostly unknown [5]. Equipment details were rarely
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provided, and the processes included were often not mentioned. These unac-
countable factors could have a large impact on the values of the process energy
obtained. A complete energy evaluation of the processing stage should start with
the delivery of resources, including pre-storing, and should finalize by wrapping
and post-storing. However, data at high granularity are not overall acquired.
The focus of this study thus lies on the processing line, excluding wrapping,
storing, and auxiliary processes. Any variations of a production process line are
costly and not as easily accomplished as it is, e.g., changing the lighting in an
industrial facility. To make it apparent, which processes are being studied, the
entire agri-food processing segment can be split into three stages (see Fig. 1):

S0: Storing and preparation of raw materials according to the production
requirements before the production line.

S1: Processing of raw materials on the production line.

S2: Product wrapping and storing before shipment.

Stage 1 (S1) has indeed the most significant impact on specific energy consump-
tion because they are usually connected to thermal processes [5]. Stages 0 and 2
thus are out of the scope of this study. It is convenient to use a methodology that
comprises the natural resource processing (e.g. one or more machines or produc-
tion lines) for an accurate calculation of the required energy to a certain products
batch, as well as it is applicable to various sub-sectors and batch qualities (e.g.
multiple products passing through the same line or single machine). The assess-
ment of energy efficiency is to be understood as the ratio of batch size out to
the energy input. From these settings, energy efficiency can be achieved with the
help of data-driven models based on ML methods [1]. Then a view of the process
design and data sources related to the production process and batch character-
istics (raw materials) is of importance. In addition, the term SEC defined by
[6] is required as an instrument to capture the amount of energy used by an
(intermediate) product at each process step. Hence, the successful application
of the methodology depends on the continuous measurability and availability of
SEC (ey, .. €,) in a timely manner. The allocation and aggregation of SEC (e
=e; + .. + e,) along a production process (p; .. pn) expresses the embodied
energy of a finished product quantity e.,,, associated with the processing phase
S1 (see Fig.1).

Production Process — S1

Energy
[kwh]
Material

SO

ES

(1 €n
[Kgl _— _—
€emb

Fig. 1. Energy analysis of a production process at S1.
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The proposed methodology for estimating the embodied energy is derived
from works on research projects within the food segment. As visualized in Fig. 2,
the methodology is characterized by two parallel processes, which interact with
each other during the entire development period. The design process focuses
on determining the specific energy by following a predefined series of neces-
sary steps. Specific energy data can be collected based on process-based metrics,
where energy input in kilowatt per hour (kWh) is divided by product output
quantity, e.g., in tonnes (t). Energy values expressed in different units are to
be converted when possible. This format provides a consistent (and compara-
tive) basis. Simultaneously, the data sourcing process consider the analysis of
data with regards to availability, collection and storage. Indeed, data collections
are categorized depending on the aim of the process. For example, data about
conveyor systems are, as mentioned before, not included in the energy analysis.
Each of the production process steps in S1 has to be connected to meter units.
To reduce inaccuracies on energy values, unit conversions of raw data, such as
process data, should be manipulated as little as possible.

Design Process
Analyse cause-effect . Determine specific
e relations energy value

1 1
L] L
Identification of data ~,|  Formatingand
sources & availability Data collection sorting data Data analytics

Data Sourcing Process

Fig. 2. Methodology.

Hence, the first step contains the analysis of system boundaries, which pro-
cesses are support processes and which are not. For example, support processes
can be divided into ten categories, including ventilation, internal transport and
cooling [9]. However, the array of processes under the term support processes has
to be carefully examined. Then, for instance, pumping and compressed air are
difficult to exclude from production processes in some industries. Further, this
study corresponds to the individual industrial sites of SMEs, and thus trans-
port and logistics across different company facilities are not applicable. Next,
objectives concerning energy efficiency and current operating conditions, such
as reducing thermal energy values, are to be defined. Most of the requirements
to product and process quality can be identified and better understood through
interviews with plant-side experts. In the next step, it is crucial to analyze and
understand the underlying cause-effect relationships as well as interdependen-
cies between process steps and their effects on energy consumption. Many factors
that can happen during a production process have to be taken into account, e.g.
fluctuating quality resources and/or operating conditions. For instance, when a
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cheese type repines longer than 14 days, the specific energy demand can increase
up to 65% [5]. Therefore, process variables need to be defined and measured (i.e.
room temperature, humidity), representing key process parameters and reflect-
ing the cause and effect relations of the cheese quality. A close look into the data
sourcing is essential as data availability and measurability for such parameters
are prerequisites. As mentioned, processes depend on many factors, and even
under the same conditions, the energy consumption can differ from product to
product because of the changing properties of natural resources. In our studies,
the estimation of consumed energy of the part of the product life cycle from the
crops delivery to the shipment as flour (as a finished product) was compared.
In early summer, a product was produced in a certain production line. Three
months later, the same product with the same predefined quality was made in
the same production line; only the time frame of crop harvesting differed. Flour
belonging to earlier summer consumed 6,5% (91,41 kWh/t) lower energy than
flour from later summer (102,11 kWh/t). Considering these data and the fact
that the flour was produced in the same way regardless of the date of harvesting
(or time of storing), it can be said that the time of harvesting (due to weather
events) or storage significantly affects the intrinsic properties of the cereal and
thus the consumed energy of a process. In order to include the influence of prod-
uct quality characteristics on the process consumed energy, information about
the product properties is to be added into the energy analysis. Drying potatoes,
as a further example from the research projects, consumes large amounts of
energy due to the high initial water content as raw material. The level of water
content are thus to be captured and included in the energy estimation. On the
basis of all preliminary assessments, the analysis of energy required by a process
should be performed. In total, relevant characteristic data should correspond to
the production processes that are stored in the databases, e.g., motor speed rates,
etc. But also key characteristic data of the product, which are not changeable,
such as moisture or starch. The latter are uncontrollable and product-specific
variables whose values have to be considered for precise energy estimation. It
is evident that methodologies that deal with the complexity and wide range of
unstructured data, and their volume, synergistically benefiting from them, are
required. Data of process and product can contain valuable insights on where,
how and why along process energy values from batch to batch fluctuate. Moving
from pure quantitative models to ML, that can limit energy values and maximize
quality, can support manufacturers in estimating their specific energy demands
for particular resource characteristics and quality specifications. Particularly, the
modeling of physical correlations between process settings and quality criteria
can be used to characterize and thus optimize the impact of operational decisions
on energy consumption, on the one hand. On the other hand, the influence of
changing material quality characteristics on the quality of the finished products
batch can be better understood in terms of process consumed energy.
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3 Discussion

The methodology of this paper was evaluated in multiple settings and sub-sectors
of the agri-food segment [1]. Hence, it is not tailored to specific sub-sectors or pro-
duction processes. Nevertheless, the identification of energy consumption trends
was difficult, as the agri-food processing industry is very fragmented, products
are processed to varying degrees, and production is not always continuous.

Allocation of Energy Consumption: The data collections showed that,
notably in the ingredients sector, the production processes accounted for the
majority of the consumed energy, with thermal processes alone accounting for
about 60-70% percent of spent energy. From the study, it was also noted that
fossil fuels (gas) are the primary source of thermal energy, which is mostly used
for drying or sterilizing. Further, the data across sub-sectors demonstrated that
the more energy-intensive and smaller a company is, the more difficult it is to
distinguish the energy values from production and auxiliary operations. From
the SMEs case studies [1], results revealed that auxiliary processes consume up
to 40% energy on average. This figure outweights what has been previously cal-
culated by previous research (i.e. [9]), what may pose unexploited potential in
energy-intensive SMEs.

Energy Efficiency Potential: From the literature, the majority of the energy-
efficient measures for SMEs are proposed for generic auxiliary processes. These
measures are mainly related to replacing ventilation, reducing space heating,
ete. [9]. Our findings across sub-sectors suggested that production processes can
lower their consumed energy by 30-35%. This is reasonable, especially in case
of no “state of the art” equipment. Further, a factor which seemed to affect
positively the energy efficiency of a process is the level of capacity (as total
mass): The more natural resources are processed at once, the less embodied
energy is allocated to a batch. Moreover, this study only addressed the theo-
retical energy-efficient potential of production processes in terms of operating
conditions through historical product and process data. The real potential is
only achieved if 1) Data quality and granularity are sufficient, 2) All measures
derived from the data analysis with ML are implemented. Derived measures can
be, for instance, an adjustment of process operating conditions under changing
resource characteristics. Further, auxiliary processes should also be considered in
the embodied energy calculation with a factor of 0.4. However, the calculation of
this factor should be further investigated, as it might vary up to the sub-sector.

Limitations of Methodology: This study only accounted for the electrical
and thermal energy use of production processes. Many feed and food products
have a processing phase that involves energy use at specific processing stages
(e.g., grinding) plus energy usage related to intensive internal transportation
or other intermediate inputs that ultimately go into a finished product. The
additional consumed energy values should be added to the embodied energy of
a product batch. Due to factors such as low diary orders or maintenance breaks,
production is not always continuous, therefore idle modes still utilize energy and
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should be factored into the assessment of embodied energy. Results also showed
that the estimates of energy consumption for the same batch qualities across
different seasons revealed significant variances. Consequently, the energy values
can only be assigned to individual product batches rather than general feed or
food groups.

Measurable Product Properties Data: The supply of data, particularly key
product characteristics at each process step at high granularity, can become chal-
lenging. At least food processing industries are interested in intrinsic or geomet-
ric (so-called physio-chemical) product properties as continuous measurements.
Nevertheless, these systems, including cameras, are susceptible to surrounding
environments and material flow rates. For instance, sensor calibrations to each
(new) product require a unique calibration pattern. Other sensors are not highly
sensitive to the product properties, e.g., particle size distribution for flour pro-
duction. These examples of data acquisition to critical quality attributes prevent
obtaining valuable (qualitative and/or quantitative) information from the prod-
uct, and therefore, data quality can become insufficient.

Machine Learning to Data Analysis: ML analysis often has more diffi-
cult meeting data challenges rather than conventional methods. Data challenges
include the amount, quality, and types of data required, among others. Aside
from the expert knowledge needed to build these models, the most challenging
tasks in realizing successful production data analysis were at the start of the
data pipeline, namely, the data acquisition.

4 Conclusions

The assessment of energy efficiency can, of course, not substitute an energy
label on a product, such as a carbon footprint label or an energy audit. Still
it can act as a preliminary company-internal audit, indicating where a com-
pany should focus its efforts. Some methodological improvements, such as the
significance of taking into account the consumed energy by auxiliary operations
from the implementation, were found to be necessary. Furthermore, this research
suggested to incorporate a division between production processes and auxiliary
processes. However, a general energy-use taxonomy and standardization would
greatly enhance the knowledge of data across the sector. A similar approach
to the Nutri-Score could allow customers to compare energy values along the
same product qualities, promoting energy efficiency in the agri-food sector. In a
long-term scenario, a greater collaborative effort is required to report consumed
energy data not only at the processing stage but throughout the food chain.
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Abstract. With the use of technology in the livestock sector, it has
been allowed an increase in animal production and reduction of waste
with more precision. The use of these technological resources in the sector
gave rise to Precision Cattle Raising, which makes use of information and
communication technology to extract the best from animal production
with more precision. Studies show the use of te-lemetry to measure the
state of animal welfare. However, during transportation from the farm
to the slaughterhouse there is no specific way to check animal wel-fare,
this can affect meat quality and the livestock economic sector and animal
production. This study aims to identify the variables that can be read
through sen-sors or biomarkers for monitoring animal welfare.

Keywords: Telemetry - Precision livestock - Animal welfare -
Monitoring

1 Introduction

Animal welfare is associated with the comfort that the individual feels in relation
to his environment and his harmonious behavior with it [1]. It relates to stress,
health, and the physiological and psychological needs of the animal [1,2].

The environment in which the animal is inserted also contributes to welfare,
and is related to the interaction of the animal with the environment and its
fellows [3]. This presents variables that can be controlled and that influence
positively or not in the production [1].

During the transport of animals to the slaughterhouse, there are several vari-
ables that bring discomfort to the animal, such as environment temperature,
relative humidity, space, the balance of transport during the journey, thirst, and
hunger.

Several studies discuss animal welfare in long-distance transport and how this
affects meat production and quality due to a high level of stress on the animal
during the long journey.
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D. Y. Kim et al. (Eds.): APMS 2022, IFIP AICT 664, pp. 124-130, 2022.
https://doi.org/10.1007/978-3-031-16411-8_16


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16411-8_16&domain=pdf
http://orcid.org/0000-0002-0052-0132
http://orcid.org/0000-0001-6409-2299
https://doi.org/10.1007/978-3-031-16411-8_16

Technologies Used for Animal Welfare Monitoring 125

The objective of this study is to identify which variables can be read by
sensors to bring thermal comfort to the animal and to monitor the animal’s
stress level.

1.1 Animal Welfare

According to the user’s guide to animal welfare, it is described that animal
welfare is related to the physical health and physiological conditions experienced
by the animal [4].

Broom [2,5] describes that inability and difficulty in dealing with problems
cause feelings of fear and anger, generate stress levels that alter an individual’s
well-being [5].

According to the Terrestrial Animal Health Code (Terrestrial Code) of the
World Organization for Animal Health (OiE) [4] defines animal welfare as the
behavior and conditions in which the animal lives, that is, an animal that is well
nourished, able to perform innate behavior, healthy, and is not in distress, pain,
and fear, is considered to be in a good state of welfare [4].

For an animal to be in a good state of well-being, it is necessary for the animal
to have veterinary treatment to treat and prevent disease, proper shelter, good
food, and an environment that brings comfort [2-7].

In order for farms to be able to guarantee a good welfare state for the animal,
they use tools that make it possible to measure variables about the animal and
the internal environment.

1.2 Telemetry

With the advancement of information and communication technology (ICT),
farms make use of telemetry to take measurements of the indoor environment
and the animal [8-10].

Telemetry allows measurement of the environment through sensors that take
real-time readings on relative humidity, ambient temperature, water tempera-
ture, and recognition of stress level through the sound emitted by the animal
[11,12].

This insertion of telemetry in the livestock sector is known as precision live-
stock, or Precision Animal Science [13,14], which makes use of technological
resources to more accurately assess and monitor the conditions of the areas of
animal production activities, measuring and analyzing the data of each animal.

Precision livestock presents similar objectives to precision agriculture [15],
to follow the technological advances to automate animal production, and can
assist in increasing production [13], saving water and energy, reducing costs and
waste, and detecting pests and caring for the animal’s health.

According to Dawkins [3], measuring animal welfare is not an easy task, just
as measuring the height of a five-story building is, and it is complex due to
the many variables that can be presented during the measurement. However,
highlighted some activities that can be observed to analyze and measure animal
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welfare [3]: (1) Natural Animal Behavior; (2) Fitness and Longevity; (3) Stress
and Physiological Symptoms.

In observing these activities it is possible to perform tests to generate behav-
ioral indicators [3], for example, cutting off the water supply for a long period
and analyzing the behavior and measuring body temperature and the sound
emitted by the animal. In this way it allows a better analysis to measure the
state of animal welfare.

2 Materials and Methods

In this study, a literature review was conducted [16,17], in order to identify
related work on the use of technologies to measure animal welfare and stress
levels.

It was established that to avoid duplicate work and because it is one of the
largest databases, the Scopus database, the Scopus database was used to identify,
evaluate, and interpret the results relevant to the scope of this research.

The expression used was ‘animal transport for slaughter’, papers were
selected that contained the keywords ‘animal transport’, ‘animal welfare’,
‘slaughter’ and ‘monitor animal’ (Table1).

3 Results and Discussion

After an analysis of the literature found in the scopus database, it was noted that
the studies are related to the use of telemetry in farms where the environment
can be controlled and automated. And they follow the guidelines established by
Farm Animal Welfare Committee (FAWC) [6,7] for production on farms, known
as the five animal freedoms (Fig. 1).

Greedom from hunger and thirst

( Freedom from discomfort

Freedom from pain, injury and
disease
Freedom to express normal
behaviour

(Freedom from fear and distress

Fig. 1. Five freedoms of animals.
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Table 1. Selected papers

Title Objective Method Reference
Automatic prediction of Development of a model to | Thermal image analysis (8]
stress in piglets (Sus Scrofa) |predict stress in piglets detects stressful conditions
using infrared skin using an infrared sensor in piglets
temperature
Classification of piglet (Sus | Analysis to automatically |Animal sound analysis [9]
Scrofa) stress conditions classify stressful conditions |detects stressful conditions
using vocalization pattern in piglets using in piglets
and applying paraconsistent |vocalization
logic ET
Use of Temperature, Analysis of the effects of Analysis of meteorological |[10]
Humidity, and Slaughter temperature and humidity |data and temperature
Condemnation Data to on pig deaths during sensors
Predict Increases in transport
Transport Losses in Three
Classes of Swine and
Resulting Foregone Revenue
Transforming the Review of technologies for | Analysis of sensor [11]
Adaptation Physiology of evaluating the adaptation |technologies used on farms
Farm Animals through of farm animals
Sensors
Precision animal production: | Evaluation of broiler Use of images to analyze [14]
image analysis to study behavior by analyzing behavior under heat stress
broiler’s behavior under images
stress conditions
Welfare of lambs subjected |Evaluation of the welfare |Evaluation of carcasses and |[18]
to road transport and status of lambs in road meat
assessment of carcasses and |transport and the impact
meat of stress on meat
Temperature conditions Describing temperature Analysis of the [19]
during commercial changes and variations temperature inside the
transportation of cull sows within trucks transporting |trucks depending on the
to slaughter sows to slaughter stop/movement

The five animal freedoms present guidelines for the animal to have access to
water, nutritious food to maintain vigor and health, provide an appropriate and
comfortable environment that allows the animal to express its natural behav-
ior [6,7]. Veterinary care is also included presenting techniques and procedures
for prevention, rapid diagnosis and treatment ensuring conditions that avoid
suffering such as disease, injury and pain [6,7].

In order to achieve these guidelines, the farms make use of ICT to analyze and
automate processes, and in this way can ensure a good state of animal welfare.

The study by da Fonseca et al. [8], used infrared imaging to measure tempera-
ture and identify thirst and stress conditions with high accuracy, thus presenting
a non-invasive method to identify the level of stress.

With the use of a software that analyzes the vocal signals of piglets, obtained
93% (percent) accuracy for identification of pain condition [9], the vocal signals
of 40 readers were analyzed through a scenario with stressful conditions of thirst,
pain, hunger, cold and heat [9].
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Researchers Peterson et al. [10], conducted an observational study, where he
used temperature and relative humidity data to predict increases in pig losses
and the impacts on lost revenue [8,20].

Peterson et al. [10], analyzed data from weather stations that are located
near slaughterhouses in the United States from 2010 to 2015, to identify the
high and low temperature periods. And during the study period, it was noted
that a loss of USD $18.6 million due to condemnations of pigs that were not fit
for trade because of injuries to the meat caused by high and low temperatures
[10].

Neethirajan [11], presented some Sensors and biomarkers that can be used
for welfare monitoring used in farms (Fig. 2), thus bringing advantages and dis-
advantages in adopting sensor technologies in farms [11].

fmme e (Accelerometer,
\ Temperature Sensors)
H

(Temperature, pH, lllumi,
Heat detecting transmitting
thermometer)

------- (Accelerometer)
= (pH sensor, Temperature,
Accelerometer;
(Respiration rate, Volatile )
organic compounds

(Phenol, p-cresol etc.,) . g ik

H q

5 } } (Pedometer,

H | Accelerometer)
(Cortisol, miRNA,
lactate, hormones)

(Humidity, Sound Sensor,

Pressure, Temperature, !

Accelerometer Sensors) \ (Tattoo sensor, textile sensor,
Cortisol, Lactate, MiRNA
biomarkers)

(Heart rate (HR),
HR variability)

Fig. 2. Wearable sensors and biomarkers for animal welfare monitoring [11].

Sevegnani et al. [14], analyzed the behavior of chickens through images under
heat stress conditions, the results indicated that the chickens ingested more water
and less feed at high temperatures. This implies a decrease in live weight in longer
transport.

The study by Silva et al. [18], analyzed images of lambs’ behavior for slaugh-
ter, on trips between 7H30 to 10H30, the lambs ruminated more often than on
shorter trips due to the stress conditions of hunger and thirst on long trips and
shows that there is a greater chance of tissue injury [18,21].
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Thodberg et al. [19], analyzed the internal temperature of the truck to know
in which period there is an increase in temperature during movement or when
the truck is stopped. Data from 39 commercial trips were analyzed and it was
noted that there was an increase in temperature when the vehicle is stopped
thus leaving the thermal comfort zone of the nuts [19].

4 Conclusion

Through this study it was possible to identify the telemetry technologies that
are used on farms to measure and achieve good animal welfare status.

Monitoring the animal makes it possible to perform operations that can
improve the animal’s welfare by decreasing discomfort due to stress conditions
from hunger, thirst, and pain, thus reducing losses due to confusion or injuries
to the meat.

Studies show concerns with animal welfare and how much this impacts the
livestock economic sector. Through this study, the cattle breeder can identify
which sensor technologies for monitoring can be used on the farm, thus reducing
eventual risks and losses.

Another study is needed to analyze the factors that make the implementation
of these technologies feasible. The prices and maintenance costs are factors that
can make the use of monitoring technologies unviable.

As a complement to this study, research is being carried out that will make it
possible to develop a low-cost prototype to monitor animal welfare in transports
that travel long distances in Brazil.
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Abstract. We seek to enrich the literature by investigating the digitalization jour-
ney of a high-tech, manufacturing small and medium-sized enterprise (SME) to
shed light on the topic. We undertook an interpretive longitudinal study between
2009 and 2020, capturing the transformation journey of an award-winning high-
tech SME that is designing and manufacturing high-end home entertainment sys-
tems including digital streaming products, music players, and speakers. This study
offers important contributions to theory and practice. We conceptualize and define
the link between technological obsolescence and the digital transformation pro-
cess. We offer a conceptual framework to explain the interplay of the adaptive capa-
bilities namely empirical sensitivities and habitus in the context of digital trans-
formation in SMEs. In addition, our study has important implications for practice.
SME managers should pay attention to developing non-cognitive dynamic capa-
bilities to effectively respond to digitalization trends by orienting their employees
toward careful management of technology obsolescence in a manner unique to the
firm’s history and experiences.

Keywords: Dynamic capabilities - Small and medium-sized enterprises-SME -
Obsolescence management - Consumer electronics - Digitalization

1 Introduction

There are several technological dependencies in complex products as firms increasingly
work with various partners in the ecosystem. Moreover, the fast pace of change in
technology and innovation creates waves of disruption across various industries as the
obsolescence puzzle has become a focal issue for firms [11]. Obsolescence arises when a
new service, product, or technology replaces an older one [ 14] such as the introduction of
digital music downloads, which replaced compact discs (CDs) [3]. Obsolescence hinders
afirm’s ability to adapt to the unprecedented changes in the environment, which may lead
to deteriorating performance and viability [8, 15] and makes firms slowly lose dynamic
capabilities due to the obsolescence of technologies and knowledge [8, 26]. As such, the
capacity to manage technological obsolescence is becoming strategically important for
firms to survive and thrive in today’s rapidly changing environment. However, there is a
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lack of conceptual clarity on the underlying design logic of digitally transformed firms
[4].

We seek to enrich the literature by investigating the digitalization journey of a high-
tech, manufacturing small and medium-sized enterprise (SME) to shed light on the
topic. Our research question is: How do high-tech manufacturing SMEs execute digi-
tal transformations to avoid technological obsolescence? To address these issues, we
develop a framework for managing technological obsolescence in the context of digital
transformation.

We proceed by first exploring the relevant literature. We then provide an overview of
our case study and qualitative methods before presenting our empirical findings struc-
tured as a conceptual model that illustrates the management of obsolescence in SMEs.
We then discuss our conceptual model and implications for theory and practice.

2 Literature Review

2.1 Technology Obsolescence

The rapid technology changes coupled with short product life cycles create both chal-
lenges and opportunities for organizations [20]. Advances in technology lead to obso-
lescence in older versions of the products. Product obsolescence usually occurs due to
technological obsolescence [3, 20] caused by customers being attracted to newer func-
tions in products. Moreover, some parts incorporated in particularly electronics products
have their own life cycles, which must be taken into account when examining technology
obsolescence [6]. These electronic parts may have a shorter lifespan than the product
they support [5]. Therefore, due to technological products getting more complex and
modular, it is essential to think about the system holistically to manage obsolescence
[10].

Many authors have come up with different methods and tools to manage obsolescence
that unfolds over time. For example, Hurst [13] explains that during the renewal cycle,
managers can not directly manage change. They can only manage the organization’s
ability to change that is to prevent obsolescence. Besides, Rojo et al. [21] point out
that planning and managing the firm responses are the only ways to mitigate the risk
and minimize the impact of obsolescence. So, it is necessary for organizations to have
processes and capabilities to manage obsolescence proactively [19]. As Adetunji et al.
(2018) [1,] pointed out obsolescence is here to stay as digitalization and technological
turbulence continue to rise. Therefore, it is important to develop necessary organizational
capabilities to manage the risk of obsolescence [2, 24, 25].

2.2 Dynamic Capabilities Perspective

To appreciate the firm-environment nexus and explain how firms execute digital trans-
formation, we focus on dynamic capabilities theory [23]. Teece and his colleagues define
dynamic capabilities as ‘the firm’s ability to integrate, build and reconfigure internal and
external competencies to address rapidly changing environments [23: p. 516]. In fact,
dynamic capabilities are said to allow better decision-making in an environment that is
volatile but attractive [16].
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Recent research by Nayak et al. [18, p. 284] suggests that it is important to go beyond
the concepts of analytical best practices and routines [12] and focus on ‘a firm’s col-
lectively shared, historically shaped practices and predispositions’ to understand tacit,
noncognitive aspects of dynamic capabilities. Hence, they suggest that ‘empirical sensi-
tivity” and ‘habitus’ are the two key concepts to study the underpinnings of tacit dynamic
capabilities [18, p. 288]. Nayak et al. [18, p. 282] argue that ‘a finely honed sensitiv-
ity to changing environmental conditions and the corresponding development of a set
of generic coping skills are what underpins dynamic capabilities.” They suggest that
we need to investigate firms’ empirical sensitivities that reflect its distinctive collective
history and experiences in order to explain noncognitive aspects of dynamic capabilities.

Consequently, our theoretical approach goes beyond best practices and reflects how
dynamic capabilities needed to manage the digital transformation to avoid obsolescence
originate from the accumulation of everyday actions [9].

3 Methodology

This study is based on deep collaboration with a UK-based high-tech SME that man-
ufactures high-end home entertainment and music systems. Our case study’s history is
characterized by multiple efforts at major digital transformations. Conducting rigorous
longitudinal studies demands considerable time and effort to collect and interpret data
over a long period of time. Therefore, having access to and long-term relationships with
the firm was an important asset. Besides, we focused on a technology-intensive manu-
facturing SME as the rate of change is high in the context of Industry 4.0 [17]. Indeed,
the electronics and audio industry has undergone significant change over the past years,
driven largely by the advancements in digital technologies [22].

Qualitative data were obtained through studies of internal and public documents, a
total of 22 semi-structured face-to-face interviews, discussions, and observations. As
the last step of data collection, secondary sources such as the company website (i.e.
our story section), archival information, and publicly available written documents from
media (e.g. magazine and newspaper articles), as well as recent podcasts about the firm,
were collected. All primary and secondary data were uploaded to a database using NVivo
11 Pro software for coding purposes.

Data analysis occurred by way of an open coding process using thematic analysis.
The thematic analysis offers effective identification of patterns in a large and complex
dataset, as well as links within analytical themes (Braun and Clarke, 2006).

4 Findings and Discussions

We found that the high-tech SME went through three phases of digital transformation
(See Fig. 1): phase 1 in converting analog to digital technology in order to tighten IT
alignment with obsolescence, phase 2 in building the foundation for both obtaining non-
cognitive capabilities and continuing alignment to avoid technological obsolescence,
and phase 3 infusing business and technology to avoid obsolescence by company-wide
change, implementing and constantly revising non-cognitive dynamic capabilities [18].
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The three phases in High Tech Company’s digital transformation

Sensitivity— Habitus Phase 2: Digitalization Phase 3: Digital transformation
(AV 4 Use of IT or digital technologies | Company-wide change that leads|
n to alter existing business to the development of new

processes - business models

1

Phase 1: Digitization
Action to convert analog
information into digital
information

Sensitivity — Habitus
(or)

Alignment to avoid Fusion to avoid
Obsolescence Obsolescence

Fig. 1. The conceptual model

This high-tech SME’s digital transformation journey is still continuing today but
tracking it through the different phases of transformation shows us an insight into how
non-cognitive capabilities development help to counter obsolescence. Two key non-
cognitive capabilities motives stand out: First, enterprise-wide, empirical sensitivities
and habitus of the firm have created the foundation for an enterprise to move through
different phases of digital transformation.

In terms of digital technology, this is manifested in a technology development explo-
ration and exploitation activity. This comprises the operational pillar where exploration
and exploitation of digital streaming technology and the use of Industry 4.0 technolo-
gies are developed and deployed at the ecosystem level. In terms of business, non-
cognitive capabilities are manifested in the concurrent but mutually reinforcing efforts
within each digital transformation phase to drive the exploitation of existing business
via repositioning and exploration of new growth opportunities.

We realize a conscious shift toward the exploitation of technological and environ-
mental certainties to counter the competence or failure trap and the exploration of new
possibilities to counter the obsolescence trap. These include the development of new non-
cognitive capabilities for “search, refinement, selection, re-focus, network connectivity,”
on the one hand, and “variation, modularity, strategic alignment, grassroots involvement
in innovation, flexibility, upgradability” on the other hand. As such, there is a mutual
influence between empirical sensitivity and the habitus of the firm (i.e., empirical sensi-
tivity generates habitus, and habitus constrains empirical sensitivity). The observation is
consistent with current literature that highlights reciprocal interactions between empir-
ical sensitivities and habitus that have been conceptually discussed before [e.g., 7, 18].
These qualities, which often complement one another, are fundamental indicators of the
challenging demands for SMEs.

The second motive of a digitally transformed SME to avoid the obsolescence trap
is to bridge the hidden split between the social side of business and technology. This
statement is, again, in line with current practitioner literature that searches to evaluate
the digital transformation corresponding to tightening IT alignment with business or
reorganization around business capabilities (i.e., sensing, seizing, and transforming)
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[23, 25]. The treatment is often a development to a higher level of digital superiority
(e.g., from an IT alignment to becoming a digital leader) via the development of dynamic
capabilities. But what is stimulating with the case of our high-tech SME is the extent of
penetration required in business-digital technology integration at the ecosystem level.

4.1 Conceptualizing “Obsolescence”

The insights derived from the transformation journey of our high-tech SME company
support the conceptual framework in Fig. 1 in unpacking the non-cognitive dynamic
capabilities development logic of a digitally transformed SME. The greater the extent of
non-cognitive capabilities namely environmental sensitivity and habitus that an SME can
develop in moving digital transformation phases, the more alert it will be in adapting to
counter obsolescence trap. The more continuous the business-digital technology fusion
SME can achieve, the more it is able to adjust digital ubiquitously to counter obsolescence
in all aspects of its business.

The ideal level of non-cognitive capabilities and business-digital technology fusion
may differ in different digital transformation phases. For example, in a less complex envi-
ronment, or in an industry that has less competition a lesser degree of IT alignment or
business-digital technology fusion may suffice to avert technological obsolescence. Most
digital transformations are likely to be at the first phase of the digital transformation pro-
cess, largely taking efforts focusing on environmental sensitivity to reposition existing
businesses or habitus to seek new growth opportunities, with strong support from digital
technology. The second and third phase of digital transformation tends to be more perva-
sive in driving both environmental sensitivity (e.g., select, refocus processing-acquired
intelligence - a finely honed attunement to environmental solicitations and the discern-
ment of obsolescence) and habitus (e.g., internal responsiveness nurtured through the
collective complex history of an SME—its tacitly acquired/transmitted outlooks, social
predispositions, and internalized practices). An additional level of complexity in dig-
ital transformation comes from the fusion between business and digital technology—
that is, such sensitivity and habitus efforts are motivated by Industry 4.0 technologies
where business and technologies are effortlessly integrated. The fusion provides a greater
skill to counter the technology obsolescence trap. Mere digital technology alignment is
insufficient to avert obsolescence demanded in the digital future.

5 Conclusions

Based on the findings from the review of literature and empirical research, we presented
the relationships between the key theoretical constructs emerging from our study in a
model for digital transformation in Fig. 1. As with all research, the current study is
not without its limitations. First, the conceptual clarity of obsolescence, non-cognitive
capabilities, and digital transformation link consequently help to bridge the gap between
academic research and what SMEs are doing. Practitioners’ understanding of the term
digitally transformed enterprise can thus be linked conceptually to the research. The 2
x 2 matrix (as shown in Fig. 1) also provides a way to outline conceptually the level of
complexity for different digital transformation phases’ efforts to counter obsolescence.
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In conclusion, making obsolescence obsolete has become increasingly a key orga-
nizational capability for SMEs in a technology-driven environment to stay viable. We
offer a novel conceptual framework to explain the interplay of these empirical sensitiv-
ities and habitus, that collectively shape the noncognitive DCs, in the context of digital
transformation in SMEs. Finally, continued study of making obsolescence obsolete capa-
bility in firms operating in technology-driven environments will serve to improve our
understanding of firm survival and viability in a world with rapid and unprecedented
change.
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Abstract. Numerous approaches for assisting Smart Factory implementations
in production companies have been published over the last few years. How-
ever, guidelines for calculating the profitability of these efforts have barely been
addressed by scientific approaches so far. This paper aims to close this research gap
using the Smart Factory application Condition Monitoring as an example. There-
fore, a framework of the expense structure, as well as a framework of accompa-
nying effects on business processes and resources, are presented. Based on these
frameworks a procedure to support the financial assessment prior to the actual
implementation is proposed. This procedure enables decision-makers to follow a
deductive approach when identifying the economic relevant factors of smart fac-
tory applications. The authors argue that the shift towards a descriptive character
of effect assessment simplifies and precises the profitability calculation. The con-
struct validity of the frameworks and the usability of the proposed approach are
confirmed in two case studies in separate production plants of ZF Friedrichshafen
AG.

Keywords: Smart factory - Condition monitoring - Economic assessment

1 Introduction

Smart Factories are enabled by the evolution of Industry 4.0 and integrate the associated
technologies within a production plant. Information and communications technology
make it possible for employees, products and assets to exchange information in real-
time. [1] Technology is used within the production processes which thereby are enabled
to act context-aware and partly autonomous. [2] Production management is supported by
enhanced data availability and decision-making assistance tools. The goal is to exploit
the capabilities of digitalization in order to generate insights into business processes or to
optimize them. [3] Since previous studies already determined purposeful measure iden-
tification and implementation approaches [4, 5] this paper addresses their vulnerability.
Existing approaches and maturity models were investigated and a lack of assistance
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tools for performing an economical ex-ante evaluation was identified. The few existing
guidelines follow an inductive approach to determine cost-effectiveness. [6, 7] As a basis
for a deductive approach, the following research question must be answered: “What are
the expense and revenue drivers of Smart Factory applications?”” Due to the large scope
of this research question, the subject of this paper is reduced to the economic impact fac-
tors of one specific Smart Factory application, namely Condition Monitoring (hereafter
CM).

In order to implement a Smart Factory, actions can be taken in six consecutive cate-
gories. These are Computerization, Connectivity, Visibility, Transparency, Predictability
and Adaptability. [8] CM can be assigned to multiple of these categories. Schuh et al.
classify the application as a measure to gain transparency [8] whereas Fleischer et al.
categorize CM into Computerization, Connectivity or Visibility depending on the setup
in the specific use case. [9] Since CM covers a wide range of Smart Factory categories
focusing on this application appears to be reasonable. An analysis of the verifiable
expenses and revenues might reveal extensive insights into the economic impact factors
of Smart Factories.

Choosing CM for the exemplary analysis is also justifiable by a practical approach.
Service, maintenance and repair of production machines are essential activities in order
to keep a manufacturing business running. [10] As the main goal of CM is to optimize
the efficiency of these measures, this Smart Factory application might be beneficial to a
brought range of enterprises. Furthermore, CM is a prerequisite for the Al application
Predictive Maintenance [11] which is currently researched intensively by computer sci-
ence studies. Therefore, it is likely that the importance of CM will be maintained in the
future. This suggests that from a practical perspective, comprehensive knowledge of the
economic impact of CM adds value.

2 Calculation Approaches

One barrier to Smart Factory investments in enterprises is the difficulty in calculating
the profitability of single applications. [12] Orzes et al. explain this observation by lack
of experience with the upcoming technologies, large sums of initial expenditures and
uncertain cash returns [13].

Existing guidelines for Smart Factory implementation mostly address methodical,
technological and chronological aspects. Applicable methods regarding measure iden-
tification focus on how to pick suitable applications based on qualitative factors. [6, 11]
Quantitative impact determination methods rely on an inductive analysis of the expected
effort and benefit. [7] Performing such estimations is hard for inexperienced companies
as expertise in smart factory implementation is required. [13] Multiple guidelines rec-
ommend using the Net Present Value calculation method [14] without providing further
information. It can be stated that the calculation of Smart Factory applications is barely
addressed by scientific approaches.

In this paper, a framework of categorized expense and revenue drivers is introduced.
The framework represents the cost structure of a CM investment as well as its conceivable
effect on business processes and resources. The authors took into account that intended
as well as unwanted effects might occur. In contrast to the existing methods, the provided
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framework enables a deductive approach for effort and benefit determination. Users are
guided through the relevant economic factors when considering an investment in CM
systems. The explorative character of impact assessments changes towards a descriptive
character.

The holistic listing of economically relevant factors reduces the need for prior expe-
rience in Smart Factory implementations. Detailed knowledge about the possible effects
of an application is not necessary. Using the framework, it must be determined whether
certain effects will have an impact in the specific setting of implementation. The authors
state that this procedure simplifies the effect identification and therefore reduces hur-
dles to implement Smart Factory applications. The evaluation precision might also be
optimized since relevant factors will not be disregarded. A reasonable investment calcu-
lation can be derived. Following the recommendation of Issa et al., it is suggested that
a small heterogenous group of shopfloor employers and management members perform
the proposed procedure [7].

3 Method

The databases ScienceDirect, Web of Science, and EbscoHost are consulted for identi-
fying the expense and revenue structure of CM use cases. The search terms are combina-
tions of the words “Condition Monitoring” and “impact”, “cost”, “expense”, “benefit”,
“revenue” or “calculation”. 30 relevant papers are identified. In addition, documentation
of actual use cases and their effects provided by the database of “Plattform Industrie
4.0” are considered. The search term “Condition Monitoring” returns eight listings in
the manufacturing industry. Based on the obtained material, expense and revenue drivers
of CM are determined. Therefore inductive category formation according to Mayring is
carried out. [ 15] The obtained categories and the assignments have been modified within
qualitative, partial-narrative, semi-structured expert interviews and two frameworks were
compiled.

Verifying the determined expense and revenue factors as well as the suggested
framework usage two case studies have been performed. Elaborating a structured pro-
cedure for the case studies the proposed procedure for effect identification was applied.
Thereby functionality and applicability of the approach were evaluated. The case studies
cover already implemented CM applications in different production departments of ZF
Friedrichshafen AG. Accompanying economic effects of the considered CM application
are analyzed retrospectively. The internal validity of the frameworks is assessed by the
comparison of listed factors and observed effects.

4 Condition Monitoring

4.1 Types of Condition Monitoring

The literature differentiates two relevant types of CM. Solutions based on machine
control signals as well as sensor-based signals can be identified. Machine state and
processing data are available from the PLC. Further data might also be available on
the machine depending on the initial setup of the control unit. For data gathering, a
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collaboration with the machine vendor or PLC and communication protocol experts is
carried out. Other relevant information can be obtained by attaching appropriate sensors.
For this, ready-to-use solutions are available on the market. All incoming signals are
getting processed by the CM system. Based on the connected data sources relevant
insights can be generated. Feasible evaluations are trend detection, timer and counter
implementation and are based on the definition of optimal operating modes deviation
detection. Insights can be visualized or responsible employees can be alerted. Condition-
based maintenance for the monitored assets is enabled. Typically monitored data points
are listed in Table 1 [16, 17].

Table 1. Typical data points of Condition Monitoring

Signal source Data points

PLC currents, forces, machine states, pressures, positions, process
parameters, speed, torques

External sensor acoustic emissions, flow rate, geometries, material alteration,
material stress, optical alteration vibrations

Possibly both signal sources | consumptions, temperatures, timestamps

4.2 Economic Effects of Condition Monitoring

One framework lists all identified kinds of potential project expenses while the second
framework is dedicated to possible effects on business processes and resources. The
authors ensured that the Smart Factory application is considered both a conventional
asset investment and an IT project. Both perspectives provide insights about possible
expenses and revenues. Depending on the type and environment of the application some
of the factors might not be relevant in specific settings. Figure 1 and Fig. 2 represent the
frameworks.

Factor Type Expenses
e Hardware additional sensors, PLC upgrade
comnection Workload 1nstjallat10n, PLC parameterization, signal interpretation,
testing
Hardware infrastructure components, network components
Infrastructure - -
Workload installation
More one-off false alarms, licenses, efficiency losses due to the
expenses learning curve, traveling expenses, training
Project efforts project management, ramp-up
Recurrin, . . .
& licenses, internal support efforts, energy consumption
expenses
Software data integration, programming, testing

Fig. 1. Possible expenses of Condition Monitoring
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Factor Lever Effect
consumption of air pressure, consumables, energy,
Consumed goods sumption p ’ &y
equipment, oil, tools, water
need for consumables, equipment, production assets,
Inventory
spare parts, tools
Cost effort in maintenance processes, planning and scheduling,
Manpower . .. .
quality processes, operator waiting for machine
Quality amount of rework, scrap
Services need for external or maintenance services
Operations availability, duration of documentations
Leadtime — : .
. grade of automatization, duration of documentation,
Quality : . S
information availability
Machine capabilities ~ processing speed, amount of rework and scrap
Gt Scheduled downtime  amount and duration of planned maintenance

amount and duration of breakdowns, waiting / searching

Unscheduled downtime . . o .
for information, waiting / searching for spare parts

Fig. 2. Possible effects of Condition Monitoring on processes and resources

With the established frameworks, the prerequisite for the deductive determination
of relevant economic factors of CM is given. The practical relevance of the determined
factors as well as the feasibility of the framework usage has to be validated.

5 Validation and Evaluation

Use cases where several signals are monitored, a group of multiple production assets is
connected, the responsible employees are amenable and actual measures have already
been derived from the gathered information were considered for the case studies. Further-
more, a prerequisite for the quantitative analysis of the profitability is that the required
data is available for periods prior to implementation.

In order to show the construct validity two use cases have been chosen. Both types
of CM applications are represented. While the sensor-based solution is analyzed in the
heat treatment department of a European site, a manufacturing plant in Asia provides a
PLC-based solution. The solutions have been fully integrated into the business processes.
A total of nineteen production assets are part of the observation.

The case studies started with a narrative interview with the respective project leads.
The authors determined the initial cause of the CM implementation, the organizational
and technical realization, the integration into daily business processes and the achieved
effects. Factors known to affect the economic viability of CM have been recorded and
quantified as far as data was available. A second interview was structured based on the
introduced frameworks. The appearance of the listings was assessed by the project leads
and one production manager. The qualitative validation was completed by a process
chain analysis based on data logs and documentation.

The quantification of the expenses was carried out based on statements from the
interviews, archival materials and additional documentation. For the quantification of
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the effects on business processes and resources, a time series analysis of descriptive
KPIs was performed. The impact on the retrievals and the lifecycle of spare parts, the
uptime of production machines and the occurrence of maintenance tasks were observed.
Significant results (o < 0,06) are shown in the following figure (Fig. 3).

X X Normalized regression curves of the timeseries of the recorded KPIs
KPI in relation to

L .
the initial value in % Downtime

Uptime

Planned Downtime
Uptime

Unplanned Downtime
Uptime

Duration of downtimes
with unknown cause

Amount of downtimes
with unknown cause

T=0 10 20 30 40 50 60 70 80  Time in time units

Fig. 3. Significant regression curves of the evolution of relevant KPIs (Axes are unlabeled for
reasons of confidentiality)

A correlation between the implementation of the CM application and the observed
KPIs is evident. The analysis reveals that after the completion of the CM implementation
downtime in relation to the uptime rises at first. As the usage of the system is established,
a decline in downtime due to maintenance reasons is determined. After 85 time units,
the initial ratio of down-to uptime is restored. The extrapolation of the regression curve
shows for future time units that further optimization is likely.

At the beginning of the CM usage more planned stoppages occur due to misin-
terpretations of the gathered data and wrong intervention limits. Unplanned stoppages
rise due to the same reasons. Not having all the relevant information to derive proper
actions also leads to unplanned stoppages. False-positive and false-negative alarms can
be observed. A high trust level in the system operationalizes these false alarms into
downtimes. Knowing the characteristics of the monitored asset and the CM system
itself, the usage is adjusted. From a certain date on, a decrease in downtimes results. In
contrast, the amount and duration of machine stops with unknown causes decrease from
the beginning on. The derived measures act preventively. Additionally, the causes can
now be determined by the available data and are not unknown.!

The obtained results from the quantitative analysis can be comprehended relying on
the experts’ statements. Although other optimization measures took place at the same
time, none of them were focusing on key maintenance performance indicators as CM
did. The observed KPI evolution can at least partly be led back to the implementation
of CM. Based on the consistent observations the authors consider their methodological
approach to identify the relevant expense and revenue factors and the derived frameworks
as justified.

! The given explanations for the KPI evolution are derived from the expert interviews.



146 M. Spatz and R. Riedel

6 Conclusion

The performed approach allows the following conclusions to be drawn. It was determined
that the initial decisions to introduce CM were made based on quantitative, qualitative and
strategic considerations. Neither of the two use cases were calculated with the inclusion
of all relevant economic factors. Incomplete consideration of effects can lead to biased
decisions. The need for well-founded calculation guidelines has been confirmed. Based
on the shown evidence in Sect. 5, it is reasonable to integrate the concept of experience
curves [18] in the calculations.

The economic factors identified in the considered case studies can be fully described
by the presented frameworks. The internal validity of the frameworks was strengthened.
The chosen conceptual approach for determining the expense and revenue factors appears
to be appropriate. Factors that were derived from the literature and which were not evident
in the cases have not been discarded from the frameworks. These factors may be relevant
for other settings of CM implementations.

In the case studies, the proposed approach was applied for the ex-post identification
of economic effects originating from CM applications. The applicability as well as the
functionality of the approach were shown. According to the authors, this conclusion is
transferable to ex-ante analyses.

Expenses and payment arrangements for the most common variants of the considered
Smart Factory application have been recorded. The authors conclude that the supposed
approach based on the presented frameworks is suitable for supporting an analysis of
CM applications. According to the provided justification, CM is considered a repre-
sentative of Smart Factory applications in this paper. Nevertheless, the external validity
of the approach cannot be fully argued. The constraints are determined based on the
categorization of Smart Factory applications according to Fleischer et al. [8]. Due to the
similar purpose of applications within one Smart Factory category, the validity of the
framework for other applications associated with Computerization, Connectivity Visi-
bility or Transparency is likely. Limitations regarding the transferability to other Smart
Factory categories cannot be specified.

The observed effects also depend on the business environment. Liebrecht argues that
a correct classification of the observations is achieved by considering production type and
level of automation. [11] The provided results were generated in production processes
which can be assigned to a small-batch production of industrial gear units. Compared to
the KPIs of the automotive industry the cycle time of the products is large, the number
of produced units and the number of produced variants is low. The production type can
be identified as balanced between quantities and variants. The production is organized
with a balanced level of automatization. The transferability of the frameworks to other
business environments is not readily possible.

The frameworks focus on monetizable factors of a Smart Factory application.
According to Hoitsch, the goal of productions might also include social or environ-
mental goals. [8] Exclusively qualitative determinable effects of CM have not been
analyzed in the case studies and are not yet included in the frameworks.

Further research is necessary to meet the identified constraints and extend the
applicability of the frameworks.
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Abstract. Industry 4.0 is significantly transforming the traditional way of manag-
ing supply chains. However, Industry 4.0 tools can be expensive and not affordable
and can be implemented in a variety of ways. Therefore, the benefits of implement-
ing these tools should be clarified before investing in digitizing the Procurement
process. The objective of the work is to present the dimensions (Competencies,
Management, Partnerships, Processes, Systems/Technologies, and Sustainability)
and the tools of Ind4.0 motivating the trends of evolution in the procurement area
in the face of these changes in technologies and digital transformation. Despite
the importance of this issue, few studies have attempted to address the effects
of Ind4.0, technologies, and intelligent systems in procurement. To fill this gap,
in the applications of Ind4.0 tools a conceptual model was developed to classify
different value propositions provided by the different applications of Ind4.0 tools
in the internal and external processes of the area. Finally, the results conclude that
the six dimensions proposed in the conceptual model can provide a better under-
standing of the Procurement area, demonstrating the trends of the implementation
of Ind4.0 tools related to different activities, presented by the literature authors.

Keywords: Industry 4.0 - Procurement 4.0 - Value proposition - Supply chain -
Digitization

1 Introdution

The new industrial revolution is beginning and is changing the way we live, work and
relate to each other [1]. To meet this new requirement, manufacturing and all processes
of companies will need to adapt [2]. The importance of developing and managing inno-
vative procurement strategies is clear [3]. From a historical perspective, procurement has
undergone major transitions, especially in recent decades, in the sense that organizations
have had to deal with pressures related to cost reduction and increased profits [4].
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According to Batran et al. (2017) [5], the reality is that the pace of change and the
scale of challenges we face require a new approach to how we do business. Change is
continuous: Procurement 4.0 must be able to easily adapt and take advantage of emerging
opportunities. It is also an integral and essential component of a larger system within a
given organization. Procurement 4.0 can improve supply chain performance by adding
values and improving visibility and resiliency. The idea of Procurement 4.0 and the values
aggregated by this concept is a new subject that is rarely addressed and suffers from great
uncertainty due to the involvement of complex supply chain activities and multicriteria
decision-making [6]. In terms of processes, problems, and solutions in defining how
procurement can add value to customers, inside and outside an organization; and how
it can help manage relationships, improve processes, and better resource management,
both internally and with partners [7]. In this sense, the research questions are: How will
the process be different from the current Procurement system to Procurement 4.0? What
technologies can be used? What is the tendency of Procurement evolution?

The paper is conceptual to achieve the goal of organizing the literature through a
systematic review and evaluating the process, technologies, and trends of the evolution
of Procurement to Procurement 4.0.

For this, we carried out a systematic review of the literature and established a
conceptual frame (table 1) of Procurement evolution, technologies, and tendencies of
Procurement 4.0.

The paper is organized as follows: Sect. 2 presents the background of the review of
Industry 4.0 and Procurement concepts; Sect. 3 presents the systematic review method,
used to organize and classify the literature into six dimensions; Sect. 4 presents the
results of literature research on Procurement, technologies of industry 4.0 and the respec-
tive references; Sect. 5 presents the discussion and conclusions about the evolution of
Procurement to Procurement 4.0, emphasizing process improvements.

2 Theoretical Review

2.1 Industry 4.0

As a way to contextualize the Procurement 4.0 scenario, we raise information about
industry 4.0, digital technologies, and the structure of procurement. Germany brings
a new paradigm of industrial production to the world, with the appropriation of digital
technology disseminated on the Internet and executed by the Elements Internet of Things
[8]. Bonilla et al. (2018) [9], common that due to its unique characteristics, the goal of
Industry 4.0 is to increase productivity and customization that are achieved through
the flexibilization of manufacturing and decentralization through the digitization and
integration of the information network, allowing the real-time monitoring and control.

2.2 Procurement and Procurement 4.0

Procurement can be defined as the “business management function that ensures the
identification, supply, access, and management of external resources that an organization
needs or may need to meet its strategic objectives” [10]. Procurement is a function
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of procurement of products and services, especially for commercial purposes. Among
them are supplier selection, payment terms, contract negotiation, regulatory compliance,
analysis, and outsourcing [11]. This is possible because Procurement has strategic know-
how about suppliers and their markets, deep expertise in the products and services
purchased, and the alternatives on offer, including emerging innovations [12].
Procurement 4.0 connects the organization with its suppliers and enables dynamic
cooperation and coordination of the procurement process [ 13]. Procurement 4.0 includes
arange of processes and changes within a company as they work to develop new procure-
ment value propositions and incorporate supplier management into purchasing software
[14]. According to current literature, Procurement 4.0 can be understood as an intelligent
system capable of autonomously detecting material demand, generating your order, and
even transmitting the order to the supplier without the need for human involvement [15].
Procurement 4.0 aims to optimize the value provided by the purchasing function [3].

3 Method

First, we selected the Google Scholar, Scopus, and Web of Science databases. In the
second step, we select the keyword applied to collect related articles. The keyword
“procurement 4.0” is new to academic literature and the resulting terminology for the
new synonym for 14.0 and Supply Chain 4.0. The illustration presents the methodology
in Fig. 1.

Bases Capture Strings

Google Scholar { procurement 4.0; sort by data

title-abs-key ( PROCURE 4.0 ) and ( limit-
Scopus to (oa, "ALL")) and ( limit-to ( doctype , "AR" ) ) and ( limit-
to ( sub-area, "busi" ) ))

procurement 4.0; the whole period; free access; articles; categories

Web Of Science { management, business, economics, multidisciplinary engineering

Base Results ) Google =18 Scopus =9 WOS =24

Results # Gaps

Fig. 1. Illustration of the methodology used in this article.
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Instead of covering a rigid systematic review, we conducted a review at different
levels, looking for text representative of technologies within the Procurement approach,
showing a current or potential use in the construction of Procurement 4.0. After the
analysis of the articles, a gap was presented in the literature presented, of the term
Procurement 4.0 for still being reduced publications, to repair it was used an approach
in the gray literature [34], specialized scientific journals and management reports were
used to extract technologies applied in various forms and levels of intervention that help
to manage this change. Public Procurement cases were discarded because they did not
belong to the scope of the search.

For example, Henke and Schulte [16] argue that the acquisition of partners and
the interface layer of production solutions offer the opportunity to position itself as a
key factor for the development of industry 4.0, postulating several opportunities. Con-
tributing to this reasoning, Bueno et al. [17] present six essential dimensions for the
implementation of Procurement 4.0 that will require a mutation in companies, and their
Strategic, Tactical, and Operational planning: Competencies, Management, Partnerships,
Processes, Systems/Technologies, and Sustainability. Figure 2 Illustrates the established
dimensions of Procurement 4.0.

| .

Management

tc—.
*—H

Systerms and
Technologies

FProcesses

Procurement 4.0
= dimensions

Fartnerships

@ Sustainability

Skills

Fig. 2. Dimensions for Procurement 4.0, based on Bueno et al. [17]

4 Results

The intention advocated in this article was to address the six dimensions and technolo-
gies of industry 4.0, to present the due rupture [3] of Procurement for Procurement
4.0. The introduction of 4.0 technologies will mean developing new value propositions,
meeting new business needs, and integrating data between roles and value chains. Pro-
curement 4.0 include forming service level agreements with suppliers, maintaining the
procurement intranet site, frequent design reviews and stakeholder satisfaction surveys,
and identifying and implementing opportunities for improvement [15]. Table 1 presents
the procurement break for version 4.0.
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Table 1. Evolution of procurement technologies

Dimensions Industry 4.0 technologies Transition in procurement | Tendencies Authors
operations
Skills Cloud Computing, Internet Reduced team workload Multi talent profiles [18]
of Things (IoT), Blockcl?mn Consultants [19]
Technology, Cybersecurity,
Big Data Analytics, Creating synergies Data analysts (descriptive | [20]
Advanced Robotics analytics to cognitive
Virtual/Augmented Reality, analytics)
3D Printing, and Additive Strategic with the business | [21]
Mannfacturing Communication Relationship management | [22]
and strategic thinking
Management Cloud Computing, Internet Strategic positioning Mastery of proprietary [18]
of Things (IoT), Blockchain technology
Téchnology, Cyl?ersecunty, Creation of new business Third party independence | [19]
Big Data Analytics, networks
Advanced Robotics, ) Process and data (5]
Virtual/Augmented Reality, Integration
3D Printing, and Additive Cost reduction Cost of acquisition and [24]
Manufacturing supplier selection
Higher profits [20]
More customer-oriented Greater autonomy [21]
business models
Partnerships Cloud Computing, Internet Supplier administration Creation of new business [18]
of Things (IoT), Internet of networks. Use of
Services (los), Blockchain blockchains for contract
Technology, Cybersecurity, validation
Big Data Analylif:s, More agile communication | [19]
Agvanc"'d Robotics, . with customers and
Vlrtua'l/A'ugmented R'ez'illty, suppliers
3D Printing, and Additive
Manufacturing More transparency in the Increased transparency of | [20]
supply chain data and information
Proactive response Early issuance of outage [23]
notices
Risk management Strategic partners [5]
Improved evaluation of [21]
customer and supplier data
Processes Cloud Computing, Internet Demand analysis Digitization of processes [18]
of Things (IoT), Internet of and procedures
Services (los), Artificial
Intelligence, Simulation,
Blockchain Technology,
Cybersecurity, Cyber
Physical Systems, Big Data
Analytics, Advanced
Robotics, Virtual/Augmented
Reality, 3D Printing, and
Additive Manufacturing

(continued)
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Table 1. (continued)

Dimensions Industry 4.0 technologies Transition in procurement | Tendencies Authors
operations
Greater efficiency, [19]
flexibility and fast reaction
time
Information flow Automated allows perfect | [13]
coordination, saving
coordination costs
Process standardization Decreased travel costs and | [20]
increased speed in decision
making
Fast reaction times Better connections with [21]
global supplier network
Systems and Cloud Computing, Internet Improved data quality Real-time availability of [18]
Technologies of Things (IoT), Internet of | (greater significance due to | data and information
Services (IoS), Blockchain information and not just
Technology, Simulation, data)
Cyber $ecur1ty, BigData Real-time availability of Improved data availability, | [19]
Analyflcs, A.dvanced data and information fully computerized
Robotics, Virtual/Augmented
Reality, 3D Printing Increased transparency of
Additive Manufacturing, and data and information
Artificial Intelligence Intelligent behavior Autonomous vehicle [25, 26]
routing, locating potential
suppliers, order scaling,
and lot storage
Database security Data sharing, visibility and | [15]
transparency promotes
trust
Fully automated Improved evaluation of [21]
information flow customer and supplier data
Sustainability Cloud Computing, Internet Reduction of costs Socially responsible [27]
of Things (IoT), Blockchain | associated with waste shopping
Technology, Cybersecurity, | management
Big Data Analytics,
Advanced Robotics,
Virtual/Augmented Reality,
3D Printing, and Additive
Manufacturing
Sustainable shopping Cloud data associated with | [28]
sustainability, such as
carbon footprint
(environmental) and waste
disposal costs (economic)
and social aspects
Corporative image Economic, environmental | [29]
and social behavior
depends heavily on your
supply chain
Sustainable production Flexibility in production [19]
volumes
Facilitates compliance Acquisitions covering [29]

with legal requirements

environmental, economic
and social (TBL) elements

(continued)
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Table 1. (continued)

Dimensions Industry 4.0 technologies Transition in procurement | Tendencies Authors
operations

Incorporation of new [20]
technologies

It demonstrates the Perceived costs/benefits: [30]
organization’s commitment | sustainable products play a
to a sustainability and prominent role in

social responsibility policy | sustainable procurement

5 Discussion and Conclusions

Despite the emerging literature on this subject, it is notorious that there is a lack of com-
prehensive and systematic structures, strategies, and approaches for the implementation
of Industry 4.0 concepts in the Procurement processes. The literature has in common
that the described procurement process was initiated not by a single technology, but by
the interaction of various technologies and solutions whose effects created new modes
of production, but also influenced organizations, the environment, and social functions,
in accordance with [31].

Procurement is no longer a personality-centered function, where professionals in
the area manage everything on their own, using only the knowledge they have acquired
over time. Based on the research of the literature presented, the table presented how
Industry 4.0 technologies will change the way the Procurement process works and what
are the trends of this evolution. Procurement 4.0 will transform the operation of the Sup-
ply Chain. Applicable technologies represented substantial values and aggregated values
consist of improving performance in operations associated with purchasing management
in supply chains, such as pricing, supplier selection, evaluation, cost-benefit, data collec-
tion, and analysis. The presence of digital integration is transforming business processes,
both internal and external, with the implementation of Ind.4.0 technologies. Processes
and data are increasingly transparent and accessible, intelligence in Procurement 4.0
requires a transformation in the organization in the six dimensions presented.

The adoption of Procurement 4.0 results in autonomy, flexibility, and transparency
of operations associated with purchasing management to optimize pricing decisions,
supplier management, and purchasing management, or to develop sustainability and
data sharing security [32, 33]. Given the issues related to the application of Industry 4.0
technologies in Procurement and compared with the existing literature in the area, this
article focuses not only on technological trends but proposes a vision of Procurement
evolution and tendencies. However, our reviewed literature does not find a clear concept
of Procurement 4.0. Future studies can focus on a conceptual model of Procurement 4.0.
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Abstract. In today’s highly dynamic and volatile market, the need for change
increases steadily in companies induced by megatrends like globalisation or digi-
talisation. To keep up with current developments and to meet ever higher customer
demands ensuring their satisfaction many companies initiate a digital transfor-
mation process. Digital Transformation (DT) processes might change products,
processes or entire business models in an organisation, to ensure staying com-
petitive. For realising constant adaptation and change, companies are forced to
initiate projects in their factories on a regular basis. Multi-project management
(MPM) models are used to plan and control projects efficiently. In this article,
digital transformation projects are described, an approach for multi-project plan-
ning and control (MPPC) in the factory is presented and a way of categorising
projects is shown. By combining knowledge from those segments, a fast lane for
MPPC is introduced that enables companies to standardise certain tasks in project
management to focus on disruptive digital transformation projects.

Keywords: Multi-project management - Fast lane - Factory planning

1 Introduction

Manufacturing companies are confronted with a constant need for change, which is
progressing at an increasingly rapid pace in times of globalisation. This development is
reflected in ever shorter product life cycles [1]. In a market, characterised by growing
competition and correspondingly higher expectations and requirements, products have
to be developed, manufactured and marketed in a shorter time by initiating projects [2].
Megatrends such as digitalisation or urbanisation reinforce the changes that need to be
continuously mastered [3]. Digitalisation is not only considered a megatrend but can be
also seen as a chance for improving efficiency in internal organisational processes, or
for creating opportunities like developing new services to customers [4].

Transforming a company’s products, processes or the entire business model regard-
ing their level of digitalisation has become such a major movement that the term digital
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transformation is commonly used. The basic prerequisite for a successful digital trans-
formation (DT) of a company is a corresponding digitalisation strategy. In addition, the
processes, products and business models must be developed digitally and the transfor-
mational skills to initiate the change processes in the company must exist [5]. Change
processes usually derive from adaptation needs, which are primarily realised through
projects in factories [6—8]. Implementing digital capacities to enable a transformation
process of the business model is usually part of a DT project or programme. Through-
out the entire organisation existing habits and modes of operation may be questioned
regarding processes and resources as well as employees and customers [9].

A project describes an “initiative that is essentially characterised by the unique-
ness of the conditions in their entirety” [10]. As examples of such conditions, DIN
69901-5 mentions objectives, limitations, e.g. in terms of time, finances or personnel,
the possibility of differentiation from other projects and a project-specific organisation
[10]. An increasing project orientation results in a highly complex and dynamic project
landscape. Project management at individual project level cannot sufficiently guarantee
the application of strategies especially because of interdependencies between projects
regarding resources, technical intermediate results and others. A complementary multi-
project management (MPM) is needed that enables companies to systematically design
and steer the project landscape in line with the strategy [6]. To ensure a company has the
capacities needed for major change initiatives like the digital transformation, projects
of less disruptive character should be managed as efficiently as possible allowing to
focus on the digital transformation. Being able to determine projects of less innovative
character gives the chance of standardising certain steps in their planning and control. A
concept for this procedure is introduced in this paper, referred to as a fast lane. A fast lane
leaves more resources in project management and enables companies to focus on pioneer
projects. Pioneer projects can relate to a wide range of topics but definitely include digital
transformation. The following chapters give insight to digital transformation projects,
planning and controlling of multi-project environments and project categorisation to
then propose a fast lane for multi-project environments dealing with projects with high
standardisation potential.

2 Need for Research

The following chapter aims at giving a short introduction to the characteristics of digital
transformation projects and project management in general. It is then explained why a
new approach to implementing digital transformation projects into existing multi-project
management approaches is needed.

2.1 Digital Transformation Projects and Programmes

Anshin and Bobyleva describe digital transformation as a logical and content wise adjust-
ment of processes [11]. The underlying strategies of a DT process must be in accordance
to other strategies already implemented in a company. The demand for a high level
of coordination also comes from digital transformation being a cross functional topic
regarding several if not all areas of a company [11, 12]. Digital transformation must
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therefore be approached following established rules for implementing new projects tak-
ing into account their potential for being integrated into programmes [11]. Matt et al. state
that research must provide guidelines for structuring processes enabling companies to
align their strategies, set their goals accordingly and manage collaboration throughout
the organisation [12]. This collaboration is managed in projects to enable the desired
changes in the organisation.

In project management, the term programme stands for the “parallel and sequential
networking of individual projects and tasks that in their entirety implement a strategic
corporate goal” [2]. A programme can contain part of the entirety of projects or all of them
[13]. Implementing a suitable programme organisation serves the purpose of reaching
the superordinate target effectively and as efficiently as possible. The foundation of
realising such target is set by the outcome of the individual projects [14]. A DT process
should therefore be implemented as a programme in order to manage several individual
projects with their clearly defined scopes aligned to the direction of objectives formulated
in a programme. An adjustment of programmes is sometimes necessary after the first
definition, as usually not all measures and individual projects are defined at the same
time. This inaccuracy can be counteracted by initiating new projects or tasks [2]. The
focus of a DT project can lie on implementing different technologies, e.g. cyber-physical
systems, automated robotics, Big Data analytics, and cloud computing [15]. Gertzen et al.
state that DT projects aim for changing a company’s identity, develop a new business
strategy or even restructure the whole idea of value creation [16].

2.2 Planning and Controlling Multi-Project Environments in Factories

Managing multi-project environments is a topic not only relevant for factories but all
kinds of companies and business units. Approaches to MPM have therefore been around
for along time. Examples include Seidl or DIN 69909-2 [17, 18]. Managing projects is a
process that can be divided into the project management phases ‘Initialisation’, ‘Defini-
tion’, ‘Planning’, ‘Control’ and ‘Closure’ [19]. The tasks in multi-project management
are usually clearly assigned to such phases and are linked semantically. While regarding
a factory setting the management of multi-project environments can still be described
and managed through models like the above mentioned, special requirements and targets
demanded by production environments and their factories are not considered. Previous
approaches lacked decision making support regarding the possibility of a conflict of
objectives. At the Institute of Production Systems and Logistics (IFA) the combination
of insights from the fields of production planning and control (PPC) and MPM has been
investigated [20, 21]. This approach enables the development of a concept of multi-
project planning and control (MPPC) with a focus on factories, which offers a holistic
view of relevant tasks and links them via interrelationships [20, 21]. Task profiles are part
of the MPPC model and have already been created [20] Currently interrelationships of
the model in terms of target fulfilment are being investigated. The main tasks of MPPC
are generate project proposal, release project proposals, define project, define portfolio,
determine project structure and make or buy shares, plan and assign make or buy shares,
appoint project, control and monitor project, control and monitor programme and port-
folio, close project [21]. These main tasks are to be taken step after step following the
project management phases. The measures and activities that shall be implemented over
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the course of a change process in order to achieve the desired change are described as
the project design [22]. A suitable project design can help to relieve the workload on
organisations. Regarding digital transformation, this represents a great opportunity, as
these projects require a great share of attention in the company due to their enormous
importance for its success. If intelligent project design is used to reduce the workload in
the organisation, more resources are left for the crucial DT projects. Standardised pro-
cedural models can help to define the processes, phases, tasks and roles in projects more
quickly and with less use of resources by exchanging experience and knowledge across
projects. For the use of standardised process models tailoring may sometimes be neces-
sary, which describes the adaptation and individualisation of process models and their
elements in the form of additions, changes or reductions. In some cases, process models
can also be used without tailoring [22]. An important factor regarding project design
and the degree of standardisation is the type of project [22]. It is therefore necessary to
categorise the projects.

2.3 Project Categorisation

Projects can be categorised according to various criteria. A differentiation according to
the type of project makes it possible to use commonalities in the sense of efficient project
management [2]. Patzak and Rattay mention the project content, the client position or
the degree of repetition as classification criteria [2]. In addition to this form of classifi-
cation, there are other criteria to determine the type of project and might also serve as
an aid to project organisation. Kuster et al. distinguish between open and closed tasks
and high and low complexity [13]. Numerous models can be used to categorise projects
accordingly, but they are not fundamentally differentiated according to type of project
[23]. Wheelwright and Clark have developed a distinction of project type for develop-
ment projects, which is based on the changes in processes and products that accompany
them [24]. For the context of manufacturing companies and digital transformation this
represents an ideal base. The project matrix can be seen in Fig.1.

more less
Product Change

A
A4

New Core Next Generation Addition to Derivatives and
Product Product Product Family ~ Enhancements
2 New C
5 oW -ore Pioneer projects
£ Process proj
(]
2 Next
& Generation .
© Process Platform projects
2]
8 Single
e Department
& Upgrade
" Derivative projects
3 Incremental
Change

Fig. 1. Project matrix (according to [24])
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A distinction is originally made between ‘Breakthrough projects’, ‘Platform projects’
and ‘Derivative projects’ with decreasing intensity of change [24]. Projects called ‘break-
through projects’ use or generate revolutionary and new technologies [24]. For the
purpose of this work, regarding the whole factory environment and especially digital
transformation as a continuous process, the term ‘pioneer project’ is introduced as the
category with the highest degree of change instead. This includes all projects that have
no usable analogies or similarities to past or current projects.

3 Introducing a Fast Lane to MPPC

Similarities between project contents can influence the design and scope of individual
project management tasks. The platform concept from production can be mentioned
here as an analogy. In vehicle construction, this method was developed to build different
types of vehicles on the same platform and thus to use synergies [1]. Transferred to
projects, a platform concept reveals potentials for the standardisation of documents and
processes, e.g. in the determination of project requirements or the development of project
structures. These documents and processes are summarised in the following under the
term standardised process models. For a project platform concept, referred to as a fast
lane in the context of this paper, the project differentiation after Wheelwright and Clark
offers a suitable starting point [24]. Figure 2 shows the three project types and their
potentials along the project management phases in terms of a fast lane.
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Including a task in the fast lane does not mean that it is completely autonomous or
standardised. Instead, synergies with similar projects might increase efficiency through
standardised process models or template use [2]. Templates provide guidelines for real-
isation or set necessary framework conditions and come from the database of a holistic
knowledge management. Templates are not meant to solely copy past project data. For
this paper a distinction is made between two degrees of standardisation. The first degree
is projects being able to use standardised process models after being tailored. Templates
might be used in a modified way, standardised process models might be slightly reduced
or added to. The second kind of project is able to make use of standardised process
models without the need for tailoring. This requires greater similarities to other projects.
The term ‘fit for fast lane’ sums up the potential use of standardised process models
either with or without the need for tailoring in the sense of the fast lane so projects
can generate an increase in efficiency at a certain main task of MPPC. The term ini-
tiative serves to clarify that a complete use of standardised process models does not
lead to an ideal fast lane, but instead prevents a classification as a project. This fact
can be attributed to the unique character of a project (see Sect. 1). If an initiative can
be supported in every aspect with templates, this contradicts the definition of a project.
The pioneer project cannot be supported in any of the main tasks through the use of
standardised process models. This means that highly innovative projects like those pur-
suing digital transformation cannot be managed using a fast lane. The benefit of the
fast lane for those projects lies in designing less innovative projects in such a way that
resources and capacities can be concentrated on digital transformation. An example of
a pioneer project is the development of an application for integrating big data from dif-
ferent sources within the company, since technical problems are still often encountered
in such process [15]. Platform projects have potential for standardisation in the tasks
generate project proposal’, ‘define project’, determine project structure and make or buy
shares’ plan and assign make or buy shares’ as well as ‘control and monitor project’.
All of these tasks are fit for fast lane with the constraint that tailoring is needed first.
An example of a platform project is the execution of an audit. As an essential part of
any internal quality management, audits can be standardised to a certain extent [25].
Still, audits are to be characterised as projects and do not fall under day-to-day business.
Standardised process models and templates can be used at various points of initialisation
and planning, as well as control. As an example, controlling and monitoring at project
level is explained below. An audit can be monitored during its implementation based
on existing data and experience from past audits by including templates. Compared to
platform concepts, derivative projects may also be supported by templates to a certain
degree. While all of the potentials of platform projects also exist for derivative projects,
there is even potential for standardisation in other main tasks. For example the release of
project proposals might be standardised to a certain degree. A framework contract with
a supplier could for example set the base for cooperation in similar projects which only
need tailoring. Same goes for appointing and closing projects of the category derivative
project. There is also greater potential in the main tasks ‘generate project proposal’ and
‘plan and assign make or buy shares’ compared to platform projects. These tasks may
have the potential of being standardised without the need for tailoring regarding deriva-
tive projects. An example is the setup of a new machine in production where a high
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number of identical or similar machines have already been installed. That experience
can be expected to support generating the project proposal and assigning make or buy
shares to commission a contractor. The chosen examples show how much the fitness for
fast lane increases from pioneer projects over platform projects to derivative projects.
Depending on the level of innovativeness projects might not be fit for fast lane, fit for
tailoring or might even be partially superfluous. Minimising the capacities for setting
up a machine or executing an audit could therefore improve the situation for the pioneer
project on big data by releasing more staff capacity.

4 Conclusion and Outlook

In the last chapters of this paper it could be shown that MPPC offers a chance of sup-
porting the digital transformation in organisations. Since projects dealing with digital
transformation are usually highly innovative and complex, a high degree of attention,
focus and resources is needed. Due to these high requirements for the organisation,
every action that enables project management to focus more on such projects should be
taken. Defining project types with regard to their innovativeness allows for a distinc-
tion between pioneer projects, platform projects and derivative projects. Based on this
categorisation the project design can be chosen, giving options to include standardised
process models along the project management phases to enable projects for a so called
fast lane. In future research criteria for defining project types could be established and
further investigation regarding the impact on resources and capacities resulting from
implementing a fast lane could be carried out.
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Abstract. In this paper, we introduce a software-based heuristic app-
roach for scoring the grade of digitalization for business processes mod-
eled in BPMN: The DigiTrack tool. Our tool enables the measurement
of the digitalization maturity of a business process by calculating scores
for each task. This new method is shown though a case study with a
simplified check in process at airport.

Keywords: Heuristic model - Digitalization - BPMN

1 Motivation and Introduction

The importance of digitization has just become apparent in the current COVID
crisis. Conventional business models of companies were suddenly difficult or even
impossible to implement in many industries - the internal organization also had
to react flexibly. Companies that successfully master the digital transformation of
business processes are twice as successful as laggards. This shows that companies
without digital business models have lost customers and were hit harder by the
crisis [1].

The world we live in is changing faster than ever. Some technologies and
trends are already outdated before they can establish themselves on the market.
Digitization in particular has further strengthened this trend - the circulation
speed in our economy and in social coexistence has increased dramatically. With
all the adjustment needs associated with the digital transformation, the oppor-
tunities and potential of new technologies are enormous. At the same time,
customers are putting more pressure on companies to push ahead with digital-
ization. Customers already expect mature digital offers from companies.

Therefore there is a gap for approaches to track and monitor the digitalization
level of companies down to the business process level.
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2 Related Work

In this section we will elaborate some important definition, standards, aspects
and works that help us address the problem of tracking the level of digitalization
in the approach we are proposing in this paper.

2.1 Digitization, Digitalization and Digital Transformation

Digitization involves converting information from a physical format (analogue)
to a digital one. This very often leads to digitization being perceived as digital-
ization, which results in a false perception of one’s own degree of digitalization.

In digitalization, digitization is used to improve business processes. In its
simplest form, this is a digital image of the analog processes. However, that
should not be the ultimate goal.

Finally, the digital transformation is the transformation of business activities,
processes, products and models in order to fully exploit the opportunities of
digital technologies (change management). Digital transformation is more about
people than digital technology.

2.2 Business Process Modeling

The overall goal of Business Process Modeling is to establish a common per-
spective and understanding for a business process within an enterprise between
the relevant stakeholders involved. Hereby, the most common graphical repre-
sentation such as flowchart [2] or similar serves as base to show the process steps
and workflows. This approach is widely used to recognize and prevent potential
weaknesses and implement improvements in companies processes as well as to
offer a good base for comprehensive understanding of a processes in general.

2.3 BPMN

The BPMN 2.0! is a new standard for business process specification developed
by a variety of Business Process Modeling (BPM) tool vendors. This standard is
one of the most important forms of representing business process models, offering
clear and simple semantics to describe the business process of a business [3,4].
This language was developed with the intention of modeling typical business
modeling activities [5,6].

2.4 BPM Lifecycle

BPM lifecycle described in [7] represents different phases of the process begin-
ning by analysis and ending by process monitoring and controlling and process
discovery. Our usage scenario in this lifecycle is placed in process monitoring
part.

! https://www.omg.org/bpmn/.
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3 Tracking Digitalization Level in a Business Process

Tracking and measuring business processes have been implemented in [8,9]. How-
ever, these approaches do not cover digitalization maturity aproaches.

As possible heuristic approach to track the digitalization in business processes
we defined a set of metrics and maturity levels that will be assigned to the BPMN
models of these processes.

3.1 Metrics and Maturity Levels

The metrics we are using to calculate the digitalization level score (DLS)
expressed in percent and reflected through maturity levels: explorer, beginner,
advanced, expert; considers three main aspects:

— Digital Tool Existence (DTE) - whether the task is operated manually
or with tool (either 0 or 1)

— Digital Tool Integration Level (DTIL) - how far is the digitization tool
integrated for specific task regarding precending and ascending tasks, with
possible values: 1 (no integration) - 5 (full integration)

— Data Automation Grade (DAG) - telling us how far the data processing
for current task is automated, as scale with possible values: 1 (no automa-
tion/manual), 5 (fully automated data processing)

All the aspects are related into following formula

DLS = (DTE = (DTIL + DAG)/10) 100 (1)

In order to distinguish the maturity level of the digitalization for a certain
BPMN modeled process we also defined intervals for overall DLS.

Overall DLS of a Process in a BPMN diagram is calculated average of task-
wise DLS.

0% - 25% - Explorer
— 26% - 50% - Beginner
51% - 75% - Advanced
- 76% - 100% - Expert

3.2 Application Use Case

As use case we introduce an experimental desktop tool called DigiTrack devel-
oped by our institution(s) which allows us to manage, search and tag the BPMN
modeled processes. Application based approach has been also approved in other
phases of Business-Process Lifecycle as well e.g. by analysis and redesign [10].

Operating BPMN Files. At the current state of implementation the Digi-
Track tool allows import of an BPMN file (accepted format: *.bpmn) into local
repository (see Fig. 1), search for processes using name of processes, name of
tasks and wildcards and loading into main view for labeling the process steps
with task-wise DLS scores.
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Fig. 1. BPMN process repository.

Entering DLS for Process Tasks. After the project is loaded from reposi-
tory the tool allows entering and editing the DLS over separate user interface.
Currently the calculation of DLS happens manually and only the final score is
entered. In the future we will support entering the metrics over the same win-
dow. Additionally the name of the tool can be specified. This process is depicted
in Fig. 2 where a calculated value for DLS expressed in percent is entered for the
task “Check-in at Self Service Counter” in the Airport Boarding process.

Presenting Digitalisation Level Score. Depending what is the average DLS
value and to which maturity interval it belongs the value is depicted as chart
in red (Explorer), yellow (Beginner), orange or green (Expert) color (see Fig. 3).
This chart is placed in the lower left corner of the DigiTrack application.

4 Discussion and Outlook

Within this paper we introduced a small use case based upon an application
called DigiTrack and a heuristic approach including corresponding metrics such
as Digital Tool Existence (DTE), Digital Tool Integration Level (DTIL) and
Data Automation Grade (DAG) for calculating the digitalization level score
(DLS) task-wise in a BPMN presentation of a business process. We also presented
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Fig. 3. Average DLS over all tasks in process with maturity level coloring. (Color figure
online)

how calculated average DLS is assigned to the one of four digital maturity levels
we defined. First results are showing the potential on how simple ideas can allow
us to rise the awareness of digitalization at process and task level in an very
universal manner. As next steps in the future we are planning to implement the
selection of calculation metrics within the user interface and further analytic
charts for better monitoring. We will also integrate and adapt already existing
digital maturity levels to our approach to check whether they can offer better
overview and tracking of digitalization. Also as one of the potential application
scenarios of our heuristic approach along with DigiTrack tool would be testing
different digitalization strategies with different tools.
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Abstract. Due to the new remote working conditions driven by the consequences
of the Covid-19 pandemic, we extend our previous work on sentiment-enabled
business process modeling by including crowdsourcing capabilities with a web
interface: SentiProMoWeb. These capabilities enable us to perform sentiment-
driven business process re-design method with remote stakeholders from different
locations. SentiProMoWeb implements an enterprise social information system to
capture the feedback from stakeholders in a crowdsourced manner. We demon-
strate the crowdsourcing capabilities of our approach with an illustrative scenario
by using our SentiProMoWeb software.

Keywords: Social information systems - Business process re-design -
Crowdsourcing

1 Introduction

Social information systems (IS) are different from traditional business information sys-
tems. Social IS shifts the core system function from work support to online social inter-
action (e.g., the system allows commenting and similar feedback mechanisms) or open
collaboration (i.e., the number of contributors or participants in the system is not prede-
fined). Hence, we can reach a significant amount of feedback and comments from social
interactions into a Social IS.

Firms increasingly use open and social processes for their value-creation activities
and communication between users (consumers) and employees. One key area of social
information systems research focuses on using Social IS within the firm. Industry often
labels these supporting social technologies as social enterprise software or enterprise
2.0. Firms embracing social technologies for internal use are constantly increasing. Due
to the social distancing measures triggered by the Covid-19 pandemic, social interaction
through technology has become key in performing daily work within companies. Social
software such as Slack and Microsoft teams are driving social interactions in companies.
In today’s working environment, driven by the increase of remote working at home, the
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adoption of such social applications is expanding from start-ups worldwide to traditional
companies such as airlines [1].

One area that combines social IS with business process management is social BPM,
which combines social IS concepts with BPM. Embracing and modifying business pro-
cesses is crucial for companies to cope with growing competition and customer expec-
tations in a digital-driven business landscape [2]. Many methods and techniques support
the systematic redesign of processes defined as a logical sequence of steps [3]. However,
it often happens in a black box because creating to-be process designs primarily results
from a creative process [4]. In particular, the discussion on business process redesign
has shifted from physical to remote work. Hence, we need methods and tools for per-
forming business process redesign initiatives in the home office. This paper presents a
software-supported method to assist business process analysts in performing business
process redesign initiatives. In this research paper, we extend the current capabilities of
our sentiment-enabled business process modeling (SentiProMo) software to capture the
voice of users regarding a business process task following social information systems
aspects: SentiProMoWeb.

The structure of this paper is as follows: First, in Sect. 2, we present the result of
following the aspects of social information systems in our sentiment-driven business
process modeling approach. Next, Sect. 3 presents our crowdsourced sentiment-driven
business process re-redesign method with a running example within SentiPro-MoWeb.
Finally, we end this paper with discussions and the next steps.

2 Social Information System and Crowdsourced Business Process
Re-design

Due to social distancing, we encounter home-working issues during our preliminary
tests with Senti-ProMo as a desktop software tool with an airline company. As a require-
ment, we need to obtain the crowdsourced customer feedback in a contactless manner
for redesigning customer-focused airline processes. Furthermore, social BPM scholars
identify the enhancement of business processes with annotations from different sources
as arelevant problem to solve [5]. By following design science research [10], we formu-
late the following research question: How to conduct sentiment-driven business process
redesign in home-office during the Covid-19 pan-demic with social information sys-
tems? In our previous work, we presented SeniProMo as a tool for business process
redesign to assist business process analysts. Senti-ProMo uses the stakeholders’ com-
ments on a business process task to guide the analyst in the business process redesign
with positive and negative aspects. A business analyst can use the negative aspects to
improve a business process. However, due to the limitations driven by working at home,
we need to adopt the guidelines of a social information system for capturing stakehold-
ers’ feedback through crowdsourcing [6]. In this work, we aim to solve our research
question by adopting the unique features of social information systems such as sociality,
openness, contributions, content, technology, and location [7]. We explain each term
briefly and how we apply it to our approach as follows:
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Sociality. The sociality aspect of Social IS focuses on information exchange rather
than solely on information processing. The system is open to a broad range of partic-
ipants/contributors: The crowd. Usually, the decision to participate is voluntary. This
aspect of traditional IS represents a shift from solely focusing on information process-
ing to communication and information exchange. Hence, we embrace this aspect as an
easy mechanism to capture stakeholders’ opinions.

Openness. This aspect of Social IS focuses on including many users that can contribute
voluntarily. Enterprise social information systems limit their access to the firm’s stake-
holders rather than publicly open to anyone. However, it should be open enough to let
different stakeholders participate inclusively and voluntarily. Concerning traditional IS,
this aspect represents a shift from limited and mandatory use toward an inclusive and
voluntary contribution. In our approach, we implement this feature with a web com-
menting user interface that is available to all users related to the business processes.
We enabled the access as a web link generated by the business analyst. The business
analysist could share this link within social enterprise tools such as Slack and Microsoft
Teams (See Fig. 1).

User1  Location A

SentiProMo Web Client 1

@
E User2 Location B

SentiProMo Web Client 2

Web link

SentiProMo Server

Web link

@
Business E User3  Location C

Analyst

SentiProMo Web Client 3

Fig. 1. In SeniProMo, the business analysist can reach users’ opinions from different location
with a web link that opens a web form for inserting comments regarding a business process.

Contributions. This aspect calls for various forms of user co-creation to emerge on the
Internet, effectively constituting a new production method. In our approach, the users
make comments as a Crowd-sourcing mechanism for gathering comments (See Fig. 2).

Content. The content aspect aims to facilitate user-created content as a co-production
mechanism with the contributors. Concerning traditional IS, this aspect represents a
shift from professionally created content to user-generated content. In our approach,
we transform the user-generated opinions into a positive and negative sentiment that
guides the business analyst into the business process re-design. The content as options
is crowdsourced and then transformed into positive and negative feedback with our tool.

Technology. Social computing tools are the technology core of social information sys-
tems. The technology aspect aims to include social technologies such as wikis, social
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Fig. 2. In our approach, the users contribute with comments as content.

SentiProMo Web Client 2

networking sites, collaboration platforms, blogs, and similar social (media) tools. Con-
cerning traditional IS, this aspect represents a shift from complex software to lightweight
tools [8]. Our focus relies on enabling crowdsourcing capabilities for conducting remote
business process re-design sessions asynchronous rather than physical and synchronic.
These capabilities enable the business analyst to perform process re-design initiatives
in remote locations with different time zones. We extend our previous SentiProMo
architecture [6] into a client-server architecture by adding a Web layer that consumes
SenitProMo’s modules, such as sentiment analysis as web services.

s SentiProMo Server . ______________. 77 SentiProMo
User Interface Layer web | i Client
- Services
Business Business Task-level Task-level Overall ¢ Layer
Process Process Comments Comments Sentiment P
: Modeler Repository Capture Feedback Score Task [ |
H ul ul ul ul ul Comments v :
[N API Vo :
b Modules Layer I = 1 Web Client
Process Business Process Task Sentiment 3 TskTeval
Modeler Repository Comments Analysis - } Comments
Module Module Module Module | Ca:ﬁ:.vra
: v :
: ~— Data Base Layer I = .
H HE
H - 1
— -
Business Process Repository Task Comments Repository .

Fig. 3. SentiProMo server-client architecture for crowdsourced sentiment-analysis driven process

redesign.

In Fig. 3, we present the architecture of SentiPromo as an enterprise social IS. As
the first step, we modified SentiProMo’s architecture into a client and server by adding
a Web services layer that acts as a bridge between the modules and software clients.

This software extends our previous work by bringing a service interface for con-
necting to remote applications such as web applications. In this way, we are extending
sentiment-analysis-driven process redesign from an isolated software tool and a method
to a crowdsourcing tool that enables to co-creation of process improvement among

different stakeholders.
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Location. Usually, social information systems are online Web-based systems hosted as
a server with Web browser access. Concerning traditional IS, this aspect represents a
shift from offline and local IS towards online and networked IS [8]. In our approach,
we reach stakeholders not present in a single physical space by using a server with Web
browser access to crowdsourcing users to capture their feedback on the business process.

3 Using Crowdsourced Business Process Re-design
with SentiProMo: Use Case and Method

An airline company wanted to test its check-in process’s workflow, as presented in
Fig. 4. Due to the home-office constraints, the company shifted its workforce from
the physical workplace to the home office. Moreover, getting feedback face-to-face
from customers during the Covid-19 pandemic presents a risk. Resulting in a change
to test remote crowdsourced feedback with our sentiment-driven business process re-
design approach. We present the steps of the crowdsourced sentiment-driven process
re-design method with our web-enabled SentiProMo software by using the check-in
process running example as follows:

1. First, the business analyst designs the as-is process within SentiProMoWeb to be
re-designed. For instance, in Fig. 5, we present the check-in process from our case
study.

SentiProMoWeb

Collaboration_telouul

IDEBO0OCO000O[NF G

2 g

Fig. 4. Check-in process at the airport with the airline employee

2. The business analyst selects the process to be redesigned and submits web links to
the involved stakeholders for crowdsourcing of comments.

3. The stakeholders comment on the business process tasks within the business process
with SentiPromoWeb. In this way, we can share the link with many customers to
capture feedback for business process re-design. The resulting web interface captures
comments at the task level for a defined swim lane (See Fig. 2.)
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Fig. 5. SentiProMoWeb offers access to business process stakeholders to capture their comments
on the business process tasks

4. SentiProMoWeb performs comment analysis to calculate the sentient of each com-
ment (For more profound information on how we implemented and applied the
sentiment analysis module, please refer to our previous research work [9, 11, 12]).
As shown in Fig. 2, a customer introduced the comment “the payment is too slow. I
lost lot of time waiting for the payment processing” into SentiProMoWeb. As shown
in Fig. 3, this comment on the is identified as a negative one by the server-side of
SentiProMoWeb with a sentiment score of —5,439894.
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Fig. 6. SentiProMo sentiment-analysis feedback
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5. The business analyst performs business process re-design with the crowd’s voice
as negative or positive aspects of each task. In our case study, reducing the time in
payment processing is one aspect to improve.

6. If needed, repeat the process until the business analyst is satisfied with the level
of acceptance of the business process with the stakeholders. In our case study, this
business process is continuously improving until we reduce the negative sentiments
from the business process. Hence, we can constantly improve the business process
by monitoring the negative sentiments.

4 Discussion and Next Steps

Our research paper contributes to the advancement of social information systems by pre-
senting a software-supported method for crowdsourced business process re-design with
SentiProMoWeb. We developed this approach by following design science research for
implementing critical aspects of social information systems regarding sociality, open-
ness, contributions, content, and technology into SentiProMoWeb. The result is a server-
client implementation that uses a lightweight Web user interface to reach the crowd’s
opinion. Our software tool processes the comments into negative and positive ones.
In this way, we can assist the business analyst in re-designing the business process’s
negative aspects by reaching stakeholders in different places and time zones. This time
difference is especially important in our case study with the airline company’s customers
in different countries and regions.
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Abstract. Industry 4.0 has led to the emergence of various digital technologies.
To keep pace with the digital transformation, manufacturing companies must adapt
to the new conditions imposed by the business market and increasingly strive to
implement so-called smart factories. This paper points out the most common digi-
tal technologies related to the management of manufacturing systems. In addition
to identification, a systematic literature review was conducted to investigate their
impact on increasing productivity. Results indicate that a significant increase in
the number of research began in 2015 and is experiencing its greatest expansion
in 2018. Important methodologies observed during the literature analysis are a
systematic review of the literature for the largest number of theoretically ori-
ented papers, and case studies, practical models for the minority that make up
the practice-oriented papers. Also, 68 percent of papers focus more on the the-
oretical than on the practical implications, and 72 papers indicate a direct link
between productivity and digital technologies used in the digital transformation
and implementation of smart factories.

Keywords: Industry 4.0 - Digital technologies - Smart factory - Productivity

1 Introduction

In today’s manufacturing landscape, traditionally oriented companies are facing numer-
ous challenges like high competition and globalization. These challenges are forcing
companies to constantly change, innovate, and digitize. What is driving companies into
the so-called Fourth Industrial Revolution, known as Industry 4.0, is the need for auto-
mated, more efficient processes, as well as faster delivery times [1]. Identification of
trends that are current in industrial automation and include new production technologies
that increase productivity and production quality is attributed to Industry 4.0.

The widespread use of interdependent digital technologies and the rise of cyber-
physical spaces or smart factories are common to Industry 4.0. [2]. To achieve sustain-
ability and further develop their businesses, manufacturing companies need to find an
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appropriate response to the frequent changes in customer demands, development of new
technologies, and dynamic competition [3]. To prepare for the decline in added value in
the manufacturing industry and improve productivity, the manufacturing sector is now
working on process innovation, i.e. smart factories [4, 5].

Given that digital technologies are an integral part of smart factories and are increas-
ingly represented, this paper intends to shed the light on their domain by answering the
following research questions:

1. What are the key technologies in the digital transformation of manufacturing
companies?
2. What impact do digital technologies have on the productivity of smart factories?

The paper’s structure is as follows: section two describes the methodology in detail,
followed by the description of identified digital technologies. Section four presents their
impact on the productivity of smart factories, followed by a discussion in section five.
Finally, the paper is concluded in section six.

2 Research Methodology

A characteristic that is the essence of academic research is the review of literature because
knowledge is improved and built on previously existing work. Insight into previously
existing work helps us to move the border of knowledge, pointing out where that border
is. To understand the true breadth and depth of existing work and be able to identify
shortcomings that need to be explored, a systematic literature review of the relevant
literature is needed. By analyzing and grouping related literature, we can find answers
to the above-stated two research questions. In addition, there is an opportunity to use
the criteria to identify certain weaknesses and inconsistencies of existing work, as well
as its quality [6]. Some of the perceived advantages of the systematic literature review
method are reflected in the summarization of previous work, identifying what has been
achieved and gaps if any, and avoiding duplication [7]. A successful systematic literature
review includes three main phases: review planning, review implementation, and review
reporting [8]. Given this, a systematic literature review was conducted by identifying and
selecting primary studies, extracting, analyzing, and synthesizing data. The systematic
literature review presented in this article follows the principles of deductive reasoning
and aims to answer a particular research question. When analyzing the literature, it was
noticed that significant growth of research conducted on this topic began in 2015, and
the greatest expansion is experienced in 2018.

Online databases, Scopus and Web of Science were used to find and analyze the
literature, these specific index bases were selected because of their reliability and a large
number of papers for analysis. The keyword string and the systematic review process
are presented in Fig. 1. By the initial search, 171 articles were obtained, while after
the abstract analysis, this number was reduced to 136. After noticing repetitions and
overlaps, relating to the occurrence of the same papers on both bases, 87 articles were
selected for the final analysis.
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Fig. 1. Overview of the systematic literature review process

3 Digital Transformation Technologies

Industry 4.0 implies the transformation of industrial production into smart production.
What has been considered the driving force of this transformation is the advanced devel-
opment of digital technologies that make up the trend of Industry 4.0. What is crucial
about these digital technologies is their integration and efficient use in data-driven pro-
duction in such a way as to create value and meaningful information [9, 10]. The ubiqui-
tous, massive use of interdependent digital technologies forms the basis of Industry 4.0.
In this sense, smart factories represent a cyber-physical space in which production pro-
cesses involve machine-machine and human-machine interactions and in which various
objects are transformed into mutually communicating intelligent systems [2, 11]. The
use of digital technologies enables companies to save costs by helping them optimize
the waste of materials and inventory. Thanks to remote cooperation, the cooperation of
employees who are on the spot and outside are significantly facilitated. Digital tech-
nologies help them keep up to date with information and reduce communication gaps.
The merging of information and operational technology has brought new digital solu-
tions such as additive manufacturing, advanced robotics, augmented and virtual reality,
big data, cloud computing, and the Internet of Things (IoT) creating a cyber-physical
environment. Figure 2 shows the previously listed digital technologies identified during
the literature review, related to production management. By applying the mentioned
additive manufacturing, significant progress is made in processes such as research and
development. Industry 4.0 with its rapid advances in digital transformation and digital
technologies can make an impact on entire manufacturing systems, through technologies
such as IoT and Artificial Intelligence (Al). The digital transformation in the manufac-
turing sector is caused precisely by the integration of these technologies with previous
processes and systems across the value chain [12, 13].

By a detailed analysis of 87 papers, it is possible to see what is the trend in digital
technology research in the context of the smart factory. A significant increase in the num-
ber of research began in 2015 and is experiencing its greatest expansion in 2018. The
largest percentage of papers (68%) focus more on the theoretical than on the practical
implications of this topic. What they have in common is that they point out the possibil-
ities provided by the above-mentioned digital technologies. What is also noticeable are
the dominant areas that deal with this topic, and those are Engineering and Computer
Science.
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A closer, individual explanation of the identified digital technologies belonging to
the Industry 4.0 concept will be given below.
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Fig. 2. Digital technologies related to manufacturing system management

3.1 Additive Manufacturing

Additive Manufacturing is a process used for creating complex structures using
Computer-Aided Design (CAD) data. It has caused the time and expense of design to
decrease. With this 3-D printing process, items can be personalized to a broader degree.
Additive Manufacturing’s worldwide, industry revenue is continuously increasing. It
provides major advancements in the research and development process [1, 12].

3.2 Advanced Robotics

Robots have been an essential part of the manufacturing sector for a very long time. In
Industry 4.0, robots are no longer tools that were used by humans. Instead, they are inde-
pendent, self-governing, and intelligent machines integral to work units. There have been
numerous improvements compared to traditional robots. Due to these improvements, the
tasks have become much more economical than earlier [12].

3.3 Augmented Virtual and Mixed Reality

These technologies have made it possible for the business to provide personalized prod-
uct design, a dedicated manufacturing process, and individual after-sales service. Aug-
mented Reality: Instead of fully providing a virtual experience, this technology enhances
the real-world experience with pictures, text, and other virtual data with smartphones,
smart lenses, AR glasses, etc. Virtual Reality: This technology enables the user to feel
that they are moving in a virtual surrounding. It uses a VR headset that is connected
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to a PC or a console. Mixed Reality: This technology is a step beyond AR. The user
needs to wear an MR headset to experience mixed reality, which offers a holographic
experience through the translucent glass. Using MR, virtual objects placed in the real
world respond like real objects. To be summed up, it is a combination of gesture, gaze,
and voice recognition technology with a motion controller that helps deliver the MR
experience [12, 14].

3.4 Big Data

The advanced sensors, actuators, and processes produce a large amount of industrial data
[14]. As the word says, big data means a massive amount of data increasing exponen-
tially with time. It uses software that consolidates data mining, data storage, and data
visualization. The comprehensive term embraces data, and data framework, including
tools and techniques used to investigate and transform data [12, 15].

3.5 Cloud Computing

Cloud Computing (CC) is revolutionizing IT environments in most fields of the economy.
Its service-based approach enables collaboration and data exchange on a higher level,
with better efficiency and parallel decreasing costs. Also, manufacturing environments
can benefit from cloud technology and better fulfill fast changes in market demands, by
applying diverse cloud deployment models and by virtualizing manufacturing processes
and assets into services [12]. CCis in general an IT architectural model where computing
services (both hardware and software) are abstracted and delivered to customers over
the Internet, on-demand, in a self-service fashion, independent of device and location.
The Cloud model embodies unique characteristics and can have various service and
deployment models: while service models are typically an end-user’s perspective in the
CC industry, different delivery models refer to different layers of the CC architecture
[16]. For example, Kehoe [17] pointed out how CC influences system improvement by
providing access to datasets, models, publications, simulation tools and benchmarks,
public calls for projects and systems, and open-source software.

3.6 Internet of Things

The Internet of Things is a network of physical objects that use sensors, software, and
other smart devices to transfer and receive data from other systems over the internet. It has
endless business or personal possibilities. Industrial applications of IoT are extensible
and customizable. It has various prebuilt applications for fraud detection, predictive
maintenance, and Supply network optimization. Advanced analytics platforms such as
IoT platforms can extract data from multiple types of sources such as applications,
sensors, devices, files, etc. via connectors and facilitate complex analysis including
what-if analysis. This in turn provides valuable insights that help improve efficiency,
reduce costs and achieve optimization [12, 18, 19].
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4 Impact of Digital Technologies on Smart Factory Productivity

Mechanization, electricity, and information technology have caused a large increase in
productivity during the previous three industrial revolutions. The core technology for
Industry 4.0 consists of Cyber-Physical Systems (CPS), which by making production
systems changeable and modular enable mass production of highly customized products.
Communicating over the IoT, CPS connects goals, machines, infrastructure, processes,
and people, enabling the integration of the physical and virtual worlds [1]. The very
concept of CPS is shown in Fig. 3. Technological revolutions, such as Industry 4.0,
which include new paradigms of IoT and CPS for analysis, monitoring, and overall
process automation, are transforming production and logistics processes by creating
smart factories, intending to increase efficiency and productivity. In this context, the basis
of industrial IoT consists of wireless sensors that are used to detect irregularities such
as downtime, optimize efficiency and increase productivity in real-time. These wireless
sensor networks are much more flexible and cost-effective to install and allow faster
integration into existing industrial production networks [20]. New digital technologies,
as part of the Industry 4.0 concept, point to the possibility of achieving flexibility and
superior productivity at the same time [21].

Authors such as Wang [22] present a framework that includes three elements, indus-
trial wireless networks, CC, and fixed or mobile terminals with smart artifacts such as
products, machines, and conveyors. Such ecosystems can self-organize with the help of
feedback from the big data analytics blocks working in the cloud. Based on this, it was
concluded that self-organization, coordination, and feedback are what provide commu-
nication between products and smart machines to be tuned for flexible and productive
production of multiple product types.

The largest number of analyzed papers, as many as 72 papers, indicate a direct link
between productivity and digital technologies used in the digital transformation and
implementation of smart factories. Almost all of these isolated studies imply that digital
technologies have a positive impact on the productivity of manufacturing companies.
The productivity of smart manufacturing systems is undoubtedly very closely related to
the application of digital technologies shown in Fig. 2.

Fig. 3. The concept of cyber-physical systems
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5 Discussion

An analysis of the existing literature has identified that certain digital technologies have
a positive impact on the productivity of smart factories. Such a positive impact is made
possible by the realization of the benefits of implementing digital technologies, and
they are directly related to productivity. This means that the connection between these
two variables is still of the indirect type. That is, some of the main advantages of the
application of digital technologies are the reduction of labor costs, energy and time
savings, better health and safety of employees, big data management, and more efficient
supply chains. All of the above further leads to increased productivity as well as increased
revenue and profits.

What is important is the role of man in such a system. Certain mistakes as a result
of the human factor can lead to impaired productivity, while on the other hand, a quality
operator can significantly contribute to that productivity. Therefore, the issue of training
and retraining employees in smart factories arises. For digital technologies to reach
their full potential and full impact on productivity, in addition to their introduction, it is
necessary to pay attention to people, not just technology.

Although it may be a risky and difficult undertaking, the development and transition
to smart factories bring many benefits. If the company successfully implements a smart
factory, it will achieve significant savings, while increasing the quality of the product,
shortening its market entry, and increasing sales. The implementation of a smart factory
enables significant growth in flexibility, productivity, and profitability. To reap all these
benefits of a smart factory, companies must adhere to three basic principles: cultivate
digital people, introduce agile processes, and configure digital, modular technologies
for production optimization [5, 18]. These three principles represent the challenges that
manufacturing companies face when they decide to implement the smart factory concept.

However, when analyzing the literature, a large omission was noticed, which exists
and is not negligible, and that is that the works mostly deal only with theoretical knowl-
edge, while the great lack of application of this knowledge in practice, on real examples,
which needs to change in the future for as much knowledge as possible to be supported
by facts and therefore relevant.

6 Conclusion

This paper identifies digital technologies that are applied in smart factories and have an
impact on productivity. These technologies are presented individually and their positive
impact on productivity is explained, through the action on various business indicators,
which achieved an answer to research questions but also identified research directions
that are not covered. Results indicate that a significant increase in the number of research
began in 2015 and is experiencing its greatest expansion in 2018. Also, 68 percent of
papers focus more on the theoretical than on the practical implications, and 72 papers
indicate a direct link between productivity and digital technologies used in the digital
transformation and implementation of smart factories.

The limitation of this paper is related to the principles listed in the previous chapter
and first refers to the potential problems in the acceptance of digital technologies by
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employees in manufacturing companies. Digital technologies, although to some extent
autonomous, require the presence of humans, so it is very important to observe this
factor as well. The second limitation concerns the possible mismatch of infrastructure,
machinery, and process structure, which requires adaptation and also like the previous
limitation, maybe the direction of future research. The third limitation, which is perhaps
the biggest problem in the implementation of digital technologies, is data protection.
This paper does not cover measures implemented to enable data protection and should
be included in research in the future.
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Abstract. A major portion of industrial maintenance data is in unstructured form,
which makes its organization, search, and reuse very challenging. For this reason,
the knowledge embedded in historical maintenance data is seldom analyzed or
reused for purposes such as root cause analysis, failure prevention, and mainte-
nance diagnostics. If the valuable knowledge patterns nested in maintenance data
are identified, liberated, and formalized, they can significantly improve the intelli-
gence of maintenance management systems by providing actionable insights. The
objective of this research is to help advance the progression from data to infor-
mation and knowledge through data-driven creation of a public and open-source
knowledge graphs built from the textual data available in maintenance worko-
rders. A SKOS-based thesaurus is used to support automated entity extraction
from the text. A formal OWL-based ontology provides the semantic schema of
the knowledge graph. A software tool (KnoWo) is developed to streamline the
text-to-graph translation process. It was observed that the proposed text-to-graph
tool chain improves knowledge discovery by analyzing maintenance logs.

Keywords: Knowledge graph - Maintenance workorder - Ontology - Thesaurus

1 Introduction

Maintenance is defined as the actions intended to retain an asset or to restore it to a state
in which it can perform a required function [1]. In order to minimize machine downtime
and maximize the availability of critical assets and equipment uptime, manufacturers use
a wide range of maintenance management tools and technologies with varying levels of
automation. In particular, Computerized Maintenance Management Systems (CMMS)
are widely used in most industries to manage, plan, and execute preventive and planned
maintenance activities [2]. Despite widespread adoption of maintenance automation
solutions in industry, maintenance management is still a highly human-centric process
since efficient acquisition, formalization, and reuse of maintenance knowledge is a major

challenge [3].
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The data generated during maintenance management activities (including identifica-
tion, planning, scheduling, and execution) is often stored in Maintenance Work Orders
(MWO). MWO records are often generated by maintenance technicians and stored in the
database of CMMS packages for archiving, reporting, or analysis purposes [4]. Enor-
mous collections of historical maintenance logs, representing a wealth of diagnostic
knowledge, can be found in most industries. The knowledge embedded in MWOs can
be used to inform the maintenance diagnosis process. However, the unstructured data
provided by MWOs are often under-used since it is not presented in a computable form
[1, 5]. Additionally, the data is often flooded with misspellings, jargons, abbreviations,
and contradictory statements since they are prepared by multiple technicians with vary-
ing levels of experience and background knowledge. There is a need for developing
formal methods and models for data cleaning and knowledge extraction and formaliza-
tion to improve the reusability and findability of the knowledge embedded in MWOs.
As the size and number of MWO records increases, manual search and analysis of
those records becomes more cumbersome and less efficient. Without proper tools and
techniques for analyzing, mining, and contextualizing that knowledge, the usefulness of
these maintenance logs is severely limited.

Advanced techniques supported by Natural Language Processing (NLP) and
Machine Learning (ML) can be applied to extract useful patterns and rules from the raw
text that are otherwise hidden in the historical maintenance work order data [6]. These
techniques are particularly useful for cleaning maintenance logs, extracting important
terms, classifying, and clustering similar workorders, and identifying associativity rela-
tionships between the extracted terms. One difficulty in effective analysis of MWO data
using NLP is that the size of MWO data is often smaller than what is needed by most
NLP/ML tools for training purposes [7]. A major of the existing data-driven methods
is that they take the semantics of data for granted which results in with working with
semantically fractured and low-quality data that is not properly contextualized.

An alternative solution for learning from MWO data is to convert the raw text into
knowledge graphs. A knowledge graph represents data as a collection of nodes (concepts)
connected through edges (relationships). Knowledge graphs are quickly becoming the
preferred models for data representation since they promise to bridge the gap between the
data and its meaning, and they serve as the natural model for data integration thanks to
their flexibility and extensibility. There have been some efforts for automated generation
of knowledge graphs from MWO data supported by deep learning and the NLP pipeline
[8]. Such works are significant achievements in this field, but they still need to be further
developed to address some shortcomings, including a lack of alignment with formal
ontologies.

The underlying research challenge that motivates this work is to generate more
structured and formal knowledge models, including ontologies and knowledge graphs.
Addressing this challenge will require using a hybrid approach that incorporates top-
down methods for generation and curation of knowledge models by domain experts
as well as bottom-up methods for data-driven extension and validation of knowledge
models. This work reports the preliminary results of an ongoing research project.
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2 Research Method

The proposed approach for the generation of a knowledge graph uses two semantic
models, namely, a thesaurus and an ontology. The thesaurus provides lexical semantics,
whereas the ontology provides logical semantics. The thesaurus concepts are mapped to
the ontology classes to enable semi-automated text translation into knowledge graphs.
Description Logic (DL) is used as the knowledge representation formalism in ontology
modeling. The generated knowledge graph is more available computationally compared
to natural language text and can be queried or reasoned over to detect latent or recur-
ring patterns in the data. The proposed approach adopts a human-in-the-loop (HITL)
strategy since some contextual and common-sense knowledge is needed for workorder
text disambiguation and decomposition into a set of interrelated concepts with well-
defined semantics. The level of involvement of human experts gradually diminishes as
the thesaurus and the ontology becomes more mature and stable.

3 Maintenance Diagnostics Thesaurus (MDT)

The Maintenance Diagnosis Thesaurus (MDT) is a controlled vocabulary for mainte-
nance terms that uses the Simple Knowledge Organization System (SKOS) for its syntax
and semantics. The thesaurus is used to facilitate automatic extraction of key mainte-
nance concepts from the workorder text. SKOS is a standard published by World Wide
Web Consortium (W3C) that provides a structured framework for building controlled
vocabularies such as thesauri, concept schemes, and taxonomies to be used and under-
stood by both human and machine agents. SKOS models are considered to be lightweight
ontologies as they do not have the expressivity of heavyweight, axiomatic ontologies
such as OWL models. For this reason, their development cost is relatively low, and they
can be quickly expanded in a decentralized fashion by various user communities. The
MD Thesaurus provides a set of vocabulary often used by technicians when document-
ing their observations when diagnosing functional failures and maintenance issues. MD
Thesaurus concepts are categorized under seven concept groups or schemes, namely,
Action, Artifact, Condition, Event, Function, Material Substance, and Property. The
lower-level concepts under each scheme are collected through tagging relevant terms in
an experimental dataset. The development and curation of the thesaurus in supported by
a web-based tool (SKOS Tool) that enables the user to upload the text, tag and classify
the terms under appropriate broader concepts in an interactive fashion. The MD The-
saurus can be exported in the RDF-JSON data interchange standard and shared across
multiple platforms that are compatible with Semantic Web standards [6]. Figure 1 shows
examples of the concepts under the Condition concept scheme. These concepts are often
used by maintenance technicians to describe the observed condition of a maintainable
item (machine or equipment). Another utility of the MD thesaurus is to capture the alter-
native terms that are often used to refer to the same concept. For example, as shown in
Fig. 2, hydraulic leak, lube leak, hyd leak, and oil leak are synonym terms that are used
for labeling the same concept. Using SKOS annotation property, it is possible to select
one preferred label for a given concept and assign multiple alternative labels as needed.
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4 | Nonconforming Condition (2) 4 % Condition (2)
4 [ Nonconforming Functional Condition (6) 4« [ Conforming Condition (2)
| Artifact with Incomplete Function (1) I Conforming Functional Condition (6)
B Artifact with Missing Function (9) 4 [ Conforming Physical Condition (2)
| Artifact with Undesirable Behaviour (5) Ik assembled correctly
4 |k Degraded Functioning (9) Ik correct oil level
4 | incomplete cleaning (2) 4 |k Nonconforming Condition (2)
| insufficient torque I Nonconforming Functional Condition (6)
| insufficient wax coverage 4 | Nonconforming Physical Condition (4)
B incomplete pumping 4 |§ Defect (4)
B Incorrect Functioning 4 | Breakage (2)
|k insufficient power generation I fatigue breakage
| insufficient sterilization | overload breakage
B intermittent operation B crack
i low coolant flow B dent
|k low pressure pumping I fracture
[ poor heat transfer | Defective Artifact (7)
I Not Functioning (31) B Undesirable Environmental Condition (4)
I Undesirable Behavior (31) B Undesirable Physical Condition (23)

4

Fig. 1. Examples of concepts under the “Condition” concept scheme.

hyd leak
lube leak
leaks hyd oil
T hydraulic leak
A
skos:broader skos:alt label

/% skos:related
skos:broader
|

Fig. 2. Broader and Related concepts for Leaking Oil along with its alternative labels

Workorder Ontology (WOO)

Workorder Ontology (WOO) is a formal OWL-based ontology that can be used for the
formal representation of entities and their relationships in the maintenance domain. WOO
uses Basic Formal Ontology (BFO) as its top-level, or foundational, ontology. However,
WOO only uses a sub-set of BFO terms and, therefore, it does not import BFO entirely.
Using a top-level ontology facilitates ontology reuse and also provides a logical frame-
work for ontology development that is consistent with established philosophical theories.
Each class in WOO has a natural language and formal definition to enable unambiguous
human-to-human and machine-to-machine communication. Table 1 Shows natural lan-
guage definitions for some of the key classes in WOO. It should be noted that the WOO
is not intended to serve as a reference ontology for the maintenance domain. Rather, it is
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an application ontology designed for a specific task that is to provide meaning to MWO
data represented as a graph. Figure 3 shows some of the main WOO classes and their
relationships.

Table 1. Natural language definition for example WOO classes

Class Definition

Maintenance state A state that holds during a temporal interval when the
realizable functions and capabilities of the
participating artifact, or the grade of realization of
those functions and capabilities, remain unchanged

Undesirable behavior An Artifact Unintended Process that causes some
undesirable consequences

Defect An attribute, characteristics, or feature inhered in
some Artifact that does not conform to the Design
Specifications of the Artifact

Artifact with degraded An Artifact that realizes its primary functions at a
functionality degraded level

is-a

has ambient condition /m

Operational Area has function / has disabled function

participates in
located in

has state

enables / disables m

S e e
bearer of caused by i :
i Defunct State :
i .
i .

has part

!

|

[ Degraded State
Component Process or Defect !

Fig. 3. Class diagram showing some of the core classes of WOO and their relations

Maintenance State
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5 Workorder Knowledge Graph Generator Tool (KNOWO)

KNOWO is a java-based tool for the automated creation of knowledge graphs from
maintenance workorders. The user first enters the text for a single workorder, and then
the tool analyzes the text and automatically extracts the thesaurus concepts that appear
in the text either through their preferred label or their alternative label. The concept
extractor also provides a list of the concepts that are related to primary concepts (the
second table in Fig. 4 - left). The user has the option of introducing new concepts that
are not available in the thesaurus, but they are needed to build a complete graph for the
selected workorder (the third table in Fig. 4- left: user-defined concepts). All concepts
in the thesaurus are mapped to ontological classes. Therefore, each detected or user-
defined concept represents an instantiation of a class in WOO ontology. For example,
blown o-ring is an instance of Defective Artifact class, and leaking oil is an
instance of Undesirable Behavior class. The user can select the individuals that
need to be transferred to the next step, which is about connecting the selected individuals
using ontological relationships.

[ Maintenance Workorder Annotation Tool () Maintenance Workorder Annotation Tool

Browse | MD-Terex-Restrcutured (... Browse | MWOO.owl 3
Undesirable Behavior || | has location || | Defective Artfact B
Paste text: 0 £

e s

UNIT LEAKS HYD OIL, FOUND LEAK COMING FROM LEFT DRIVE MOTOR FITTING, BLOWN
RING blown o-ring

Instances:
[ Reset leaking ol
leaks
Analyze

Select leaking oil blown o-ring

Detected concepts:
‘ Conce; roader Concej Concej ology Class.
n n o

- ENTER WORK ORDER D -

Related concepts:
Concept Broader Concept Top Concept Ontology Class | Select
gasket Component Component Component v

Triples:
Subject Predicate Object

unit participates in leaking ol

leaking ol has location left drive motor fiting

Remove
Export

User-defined concepts:

Concept Broader Concept Ontology Class

Next Back Next

Fig. 4. KNOWO interface for the first step: concept extraction and ontology instantiation (left),
KNOWO interface for the second step: connecting the generated individuals using ontological
classes (right)

As can be seen in Fig. 4 - right, the user can select the instances in the domain and
range (subject and object) of each RDF triples and connect them using the appropriate
property.

For example, the user can specify that leaking oil is caused by blown o-ring. Once
all necessary triples are built, the tool exports the final set of triples in turtle (.ttl) format,
a file format for expressing data in the Resource Description Framework (RDF) data
model. The.tt] file can then be visualized using general-purpose RDF visualizers such
as RDF Grapher. The output of the RDF Grapher for the selected example is shown in
Fig. 5.
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woo:DefectiveArtifact
rdfitype

rdfitype

_—

wo0:WO_764_1-BlownO-ring

owl:NamedIndividual

Wo0:WO_764_1-Unit

Wo0:WO_764_1-LeftDriveMotorFitting

Fig. 5. The final knowledge graph generated automatically based on the exported triples

6 Validation

The standard method for validating ontologies and knowledge graphs is to test them with
respect to their ability in responding to a set of competency questions. These questions
are often determined at the early stages of the ontology development process to serve
as a set of requirements for the ontology. Some of the competency questions for WOO
ontology are listed below:

What are the causes of different undesirable behaviors of given equipment?

What are the observed maintenance states of a given machine?

What is the most frequent type of defect that has caused failure events?

Which artifacts (machine or equipment) have demonstrated degraded functioning?
What are the functional units that have been in a defunct state at some time?

A test knowledge graph based on 100 work orders extracted from the CMMS of
a construction equipment manufacturer was used during the validation step. All com-
petency questions were formulated as SPARQL queries and executed against the test
graph, and it was confirmed that the graph could correctly resolve those queries. The
SPARQL query and the retrieved results related to the last query are provided in Fig. 6.

PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#> Functional Unit Defunct State
PREFIX owl: <http://www.w3.0rg/2002/07/owl#> Winch Not Holding Load
PREFIX rdfs: <http://www.w3.0rg/2000/01/rdf-schema#> Generator Not Working
PREFIX xsd: <http://www.w3.0rg/2001/XMLSchema#> P
PREFIX woo: <http:/infoneer.txstate.edu/ontology/MWOO/> Rump o Func‘tlonmg
Fuel Pump Inoperative
SELECT ?item ?state Engine Not Functioning
WHERE { Elect Motor Not Turning On
?item woo:hasState ?state. Control Box Not Operating
?state a woo:DefunctState. Seat Belt Not Latching
?item a woo:FunctionalUnit. ECM Not Displaying

}

Fig. 6. The example SPARQL query that returns all Functional Units that have participated in

some Defunct State at some time
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7 Conclusion

In this paper, a human-assisted method for the creation of RDF knowledge graphs from
MWO data was proposed. A java-based tool called KnoWo, was developed to facili-
tate the knowledge graph generation process. The main functions of KnoWo include
extracting key concepts from MWO text (based on a list of known terms provided by
a SKOS thesaurus), instantiating ontology classes according to the extracted concepts,
and relating the generated instances using ontological relationships.

This work particularly focused on formalizing the data related to observed symptoms
and probable causes at the time of failure. However, a major component of MWO data
is related to the action taken to restore an asset. In the future, the ontology and thesaurus
will be extended to capture the maintenance treatment and link them to the failures and
symptoms. In this way, the graph can be searched to retrieve potential solutions for
different types of failures.
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Abstract. In recent years, digital transformation has gained increasing interest
from researchers and practitioners, putting efforts towards developing a better
understanding, resulting in emerging independent research areas. Consequently,
the research under the digital transformation, even though becoming a hotspot,
remains very fragmented. This study has tried to provide a quick overview of
the scientific output in this field, recognizing prolific authors, most productive
countries and most relevant and influential journals in the DT field by using bib-
liometric analysis on 946 publications published during the timespan 2001:2022,
retrieved from Thompson Reuters Web of Science. Also, this study presented the
thematic analysis and provided insights to researchers and scholars in the field of
DT regarding the current research landscape and prospects. The resulting knowl-
edge will help scholars and researchers detect research opportunities and gaps for
future works and contribute to continuing research in this area.

Keywords: Digital transformation - Engineering research - Bibliometric
analysis - Bibliometrix

1 Introduction

Digital technologies are disrupting the way we connect and create value for users, by
transforming business models and how businesses introduce innovations and sustain
their competitive advantages, enabling manifold benefits [1-4]. Digitization and digital
transformation (DT) have been occurring in organizations since the 1950s [5]. However,
it has been 342 years since Gottfried Wilhelm Leibniz developed the binary system in
1679 and 75 years since ENAIK (ENIAC-Electronic Numerical Integrator and Calcu-
lator), the first computer to start its use was built in 1946 at the University of Pennsyl-
vania. From them, and especially in recent years, the concept of digital transformation
has gained increasing interest from both researchers and practitioners, putting efforts
towards developing a better understanding, resulting in emerging independent research
areas [6].

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022

D. Y. Kim et al. (Eds.): APMS 2022, IFIP AICT 664, pp. 196-204, 2022.
https://doi.org/10.1007/978-3-031-16411-8_25


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16411-8_25&domain=pdf
http://orcid.org/0000-0002-4834-6487
http://orcid.org/0000-0002-2150-4852
http://orcid.org/0000-0001-5522-6558
http://orcid.org/0000-0002-2202-9352
http://orcid.org/0000-0002-8100-4315
https://doi.org/10.1007/978-3-031-16411-8_25

Digital Transformation in the Engineering Research Area 197

Many authors have used bibliometric analysis to identify aspects of science that
receive the most contributions from authors, journals, countries, and the collaborative and
co-occurrence networks among them [7-12]. To contribute to a better understanding of
DT performance in the scientific literature, including its intellectual and social structure,
several studies performed a bibliometric analysis of the DT literature [6, 13—16]. Unlike
the previously mentioned studies, by using a bibliometric analysis we wanted to focus
on an in-depth analysis of DT in the engineering research area.

The primary purpose of this study was to investigate DT scientific performance and
strategic themes landscape in the engineering research area. The resulting knowledge
will help scholars and researchers detect research opportunities and gaps for future works
and contribute to continuing research in this area [17, 18].

2 Research Methodology and Dataset

The search and data collection was conducted on the 1st of February 2022 in the online
bibliographic database Clarivate Analytics Web of Science (WoS) Core Collection. We
used the search string: “Digital transformation” in the Topic field (including title, abstract
and keywords) for the period 2001 till 2022 (inclusive). 2001 was taken as the starting
year, as no publication matching the search criteria had been identified before that year.
From the retrieved database under the category Document types, we excluded: edito-
rial materials, corrections, additions, book reviews, retracted publications, biographical
items and reprints. Furthermore, the search was restricted to the Engineering research
area and English language articles. We exported the Full record with cited references (all
article information available, including the authors’ name, abstract, keywords, editors,
references etc.) in plaintext format; A total of 946 documents and 2,958 keywords were
included for analysis.

Query link: https://www.webofscience.com/wos/woscc/summary/f5aed942-add3-
43f8-8da3-f7702c9t84b5-3371e9b5/relevance/1.

Finally, we used the “bibliometrix” R-package software for quantitative research in
bibliometrics and scientometrics developed by Aria and Cuccurallo and written in the R
language [19]. Specifically, we used a web interface Biblioshiny aimed at users without
coding skills.

3 Performance Analysis

Before moving forward with the analysis, the following section provides the descriptive
characteristics of DT literature. The final dataset consisted of 946 publications pub-
lished during the timespan 2001:2022. There were 506 articles (including early access)
comprising 53.5% of total production, followed by 440 proceedings papers. These pub-
lications were produced by 3034 authors (93 authors of single-authored documents and
2941 authors of multi-authored documents) with 3341 author appearances and 0.312 doc-
uments per author. In addition, there were 97 single-authored and 849 multi-authored
articles with 3.53 co-authors per document and a collaboration index of 3.46 (calculated
as Total Authors of Multi-Authored Articles/Total Multi-Authored Articles.
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Publications Scientific Production Over Time. Figure 1 graphically represents the
dynamic of the scientific production over time. It is possible to observe in Fig. 1 the
appearance of the first publication in 2001. Until 2015 publications related to DT were
circumstantial, and the number of publications published per year stagnated. There was
limited production at the start, but literature production grew exponentially from 2017
until today. Total citations per year increased exponentially from 2017, with the maxi-
mum number of citations reached in 2021 (3,313). In total, 6,309 citations, 5,863 without
self-citations with 6.67 citations average per item and the h-index 36. The h-index value
is based on a list of publications ranked in descending order by the times cited count. It
looks like publications and citations are decreasing after 2021, but it must be noted that
Fig. 1 doesn’t present all data for 2022 but only until April.

The Performance Analysis of Countries. Research contribution to the collection of 946
publications originated from 81 countries. Table 2 shows two sets of data, summarizing
the top 10 contributing countries with the highest scientific production frequency in the
publications collection (left side) and the total citations (TC) of publications (right side).
The most productive country by far is the Germany (n = 249), followed by China (n =
141), the USA (n = 138), the Russia (n = 130), the Italy (n = 127), UK (n = 103), Spain
(n = 94), Brazil (n = 77), Portugal (n = 60) and India (n = 56). Ten most productive
countries have more than 57.8% of all countries’ frequency in publications collection,
while Germany solely has more than 12.25%. Germany comes in first place in TC as
well (Table 1).

Fig. 1. Citations and publications over time.
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Table 1. Most productive/cited countries.

Country Frequency Country TC
Germany 249 Germany 953
China 141 Brazil 743
USA 138 UK 526
Russia 130 Italy 380
Italy 127 China 310
UK 103 Spain 307
Spain 94 USA 293
Brazil 77 Iran 272
Portugal 60 Austria 200
India 56 Canada 180

The Performance Analysis of Journals. Table 2 ranks the journals based on number of
publications per source (No. A) with their source impact indicators (h-index and TC).
These are the core sources for publishing DT related research in engineering research
area. The most relevant source is the IEEE Access, followed by the Applied Sciences-
Basel and Sensors.

Table 2. Most productive journals

Sources No. A H-index
IEEE Access 37 8
Applied Sciences-Basel 35 7
Sensors 23 8
IEEE Transactions on Engineering Management 18 3
Journal of Manufacturing Technology Management 17 6
Electronics 14 3
Production Planning & Control 13 8
Advanced Engineering Informatics 12 5
International Journal of Production Economics 11 7
Automation in Construction 9 4
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The Performance Analysis of Authors. Table 3 shows the top 10 most cited and produc-
tive authors, based on the number of published articles (No. A) and TC. It is possible
to observe that Leitao, P. is the most productive author, followed by Romero, D. and
Stjepandic, J. However, Ayala, N.F., Dalenogare, L.S. and Frank are the most cited.
A.G. Their contribution is concentrated in one joint article, ‘Industry 4.0 technologies:
Implementation patterns in manufacturing companies’ [20] which is also the most cited
publication in the database. In this article, the authors aimed to analyze the adoption pat-
terns of Industry 4.0 technologies in manufacturing firms. These authors are followed by
Ghobakhloo, M., whose main contribution is concentrated in two articles: ‘Industry 4.0,
digitization, and opportunities for sustainability [22] which contributes to the sustain-
ability literature by systematically identifying the sustainability functions of Industry
4.0, and ‘Corporate survival in Industry 4.0 era: the enabling role of lean-digitized man-
ufacturing ‘ [23] demonstrating how small manufacturing firms can leverage their Infor-
mation Technology (IT) resources to develop the lean-digitized manufacturing system
that offers sustained competitiveness in the Industry 4.0 era.

Table 3. Most cited/productive authors.

Most cited authors No. A TC Most productive authors No. A
Ayala, NF 1 505 Leitao, P 10
Dalenogare, LS 1 505 Romero, D 8
Frank, AG 1 505 Stjepandic, J 8
Ghobakhloo, M 4 298 Pfouga, A 7
Mangla, SK 2 133 Deschamps, F 6
Li,J 5 125 Li,J 5
Kassem, M 1 119 Moller, DPF 5
Greenwood, M 1 115 Wauest, T 5
Macchi, M 4 112 Barata, J 4
Fathi, M 2 110 Barbosa, J 4

Also, the author that appears on both sides is Li, J. It must be highlighted here that
Barata, J and Barbosa, J, with four publications, are on this list because the order of the
authors is listed alphabetically. Apart from them, several other authors have published
four publications, which are not listed in the table among the most productive authors
but are among the most cited authors. The most productive authors Leitao, P. (No., A =
10), has 59 citations, Romero, D. (No. A = 8) has 43 citations and Stjepandic, J. (No.
A = 8) has 65 citations.
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4 Mapping Strategic Themes

A thematic map is constructed based on a full-time span from 2001 to 2022 by employ-
ing co-word analysis. We have used the top 400 keywords, and the minimum cluster
frequency was set to 5 per thousand documents. First, co-word analysis allowed us to
discover the clusters of closely tied keywords (and their interconnections) [21].Then,
these clusters were considered as themes and analyzed according to their relevance and
level of development [22]. According to the semantic strength of their density (y-axis)
and centrality (x-axis), themes were classified and mapped in a two-dimensional space
or thematic map. The centrality measures the importance of the selected theme by the
degree of collaboration among different topics (external associations), and density mea-
sures the development of the chosen theme by the cohesiveness among the keywords
(internal associations). Thus, in the high-density and high-centrality quadrant (Q1), we
would find the primary research themes that attract the most scientific output and cita-
tions related to this topic: the “motor themes.” Conversely, we see emerging themes or
those fading out in the low-density, low-centrality quadrant (Q3). The upper left-hand
quadrant, representing high density and low centrality, refers to those highly developed
themes internally but isolated—unconnected to other networks (Q2). Finally, in the lower
right-hand quadrant (Q4) (low density and high centrality), we find those essential or
core themes that cut across various areas of knowledge [11, 21, 23]. The number of rep-
resentative labels in each theme is set to 3. The most central keyword (with the highest
value) is used to label each thematic network.

Notable, from the Fig. 2 clusters such as “manufacturing” and “sustainability” are
central and intensively discussed in relation to DT in engineering research area. We could
call them a mainstream theme. It could be noted that “manufacturing” is sandwiched
between Q1 and Q4, is well developed and capable of structuring the research field and it
remains the leading theme in the field due to its centrality. The theme “sustainability”’ lies
in the border of the Q1 and Q2 on and may thence be described as having a modest external
connection. This theme is central to the research area but requires more focus. Clusters
in Q2 such as “sustainable development” and “change management” with their sub-
topics have developed internal bonds, may be considered as specialized but still under-
represented with marginal contribution the development of the field. These findings
suggested that themes need to be more connected to DT.

Researchers in this field can expand these concepts and explore their potential inter-
connections with other topics in the field. When we look at the “big data” cluster in Q3
with its sub-topics it appears that it is emerging and transverses to Q4. These themes
converge on “digital twin” cluster in Q4 and are very important for the further develop-
ment and maturing of the manufacturing and DT research field [24, 25]. On the contrary,
it could be assumed that “digitalization” cluster with sub-topics related to the Covid-19
and the pandemic are declining themes since more than two years have passed since
the beginning of the pandemic and the intensity of research is declining. Clusters “dig-
ital transformation”, “Industry 4.0”, “digital twin” in Q4 are the basics, general, and
transversal themes with high external associations, and are very important for DT field’s
development in engineering research. They may correspond to the mainstream themes
in the future.
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5 Conclusion

This study has tried to provide a quick overview of the scientific output in this field,
recognizing prolific authors, most productive countries and most relevant and influential
journals in the DT field by using bibliometric analysis. This study revealed that the first
publication on DT in the engineering research area was published in 2001, but until
2015 publications were circumstantial and stagnated. Literature production grew expo-
nentially from 2017 until today. Foremost among the publishing journals revealed by the
study is the “IEEE Access.” This result provides an important guide to scholars regard-
ing the suitable publishing outlet for their research papers. Also, this study presented the
thematic analysis and provided insights to researchers and scholars in the field of DT
regarding the current research landscape and prospects. New and emerging technologies
connected with the “big data” cluster theme are significant for the further development
and maturing of the research field. The study’s weakness is the sample data collection.
The analysis was limited to articles and proceeding papers in English, collected only
from WoS. Collecting bibliographic data from multiple databases with expanded key-
words would improve the study significantly. Future studies should include intellectual,
conceptual and social structure and more in-depth co-word, co-citations and collabora-
tion networks. Also, studies should be performed to explore the DT thematic evolution
structure in the engineering area over time and investigate each thematic cluster in more
depth to identify perspectives of the research field.
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Abstract. Material flow simulation is a powerful tool to realize efficient operation
in complicated production systems such as high-mix and low-volume production.
However, it takes great efforts and expertise to construct accurate simulation mod-
els. On the other hand, in recent years, IoT and machine learning techniques that
collect and utilize field data are advancing rapidly. In this research, we propose
a data-driven and multi-scale modeling approach which constructs accurate sim-
ulation models semi-automatically. The proposed approach aims to optimize the
configuration of simulation model by combining deductive models such as queue
model and inductive model such as machine learning model to maximize accuracy.
In this article, we introduce the concept of the proposed method and experimental
results on a simple production system.

Keywords: Material flow simulation - Queueing system - Machine learning

1 Introduction

In recent years, the diversification of market needs makes production systems more
complicated such as high-mix low-volume production. In this situation, Cyber-Physical
Production System (CPPS) and Digital Twin are attracting attention as concepts that
realize efficient operation in such complicated systems [1]. In these concepts, material
flow simulation has an important role to predict the future behavior of production systems
[2]. However, it takes a lot of efforts and expertise to make accurate simulation models.
This difficulty is one of the barriers to realize CPPS/Digital Twin concept in practice.
On the other hand, in recent years, more data can be obtained from production system
thanks to the advance of IoT devices. In addition, Machine Learning (ML) techniques are
remarkably advancing. These technologies enable us to automatically identify system
behavior from data. Additionally, ML techniques are capable to make models with
different scales such as production process and whole system. This capability will be
useful because it is difficult to completely mimic real system and we need to abstract
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the system according to the available data. Therefore, in this research, we propose a
data-driven and multi-scale modeling approach which semi-automatically constructs
simulation models by utilizing the data in production system and ML.

2 Challenges in Material Flow Simulation Modeling

2.1 General Modeling Process for Material Flow Simulation

A general modeling process for material flow simulation is as follows:

Step 1: Modelers define the scope and granularity of simulation model based on their
experience and knowledge so that the purpose of simulation use is achieved.

Step 2: Many types of data required to express the system behavior are collected and
created. Data such as Bill of Materials and process routing often can be obtained from
IT systems such as ERP and MES. However, data rarely managed in ERP/MES such as
operational control rules need to be defined through analysis and interview.

Step 3: The developed model is implemented on simulation software using the data.

Step 4: The simulation accuracy is evaluated by the comparison of simulation results
with production log. The model is reviewed mostly by trial and error until the required
accuracy is archived. The parameters and such as operation time and dispatching rules
are mainly adjusted, but the model configuration is also changed if necessary.

2.2 Related Works and Challenge

Most research for automatic modeling regards to data models and system architectures
to generate simulation program from data in IT systems [3]. For instance, Kirchhof
et al. proposed a method in which simulation objects representing production process
are defined in advance, then a simulation program is generated by combining the objects
based on MES data [4]. These studies contribute to automate Step 3 in Sect. 2.1.

In addition, there are some researches about the improvement of simulation accuracy.
For example, Karnok et al. proposed a method which estimates process route and oper-
ation time from production log [5]. Popovics et al. proposed a method to construct the
response model of equipment in a conveyor system from PLC program [6]. In addition,
Nagahara et al. proposed a method which identifies dispatching rules from production
log by ML techniques [7]. They also proposed a method which adjusts parameters in
simulation model to improve accuracy [8]. These studies aim to extract the information
required for simulation from the data. They contribute to automate the data collection
process and improve simulation accuracy.

Furthermore, ML-based methods which directly express the input-output relation-
ship of the system from production log have been proposed. For example, Lingitz et al.
proposed a method that predicts production lead time in semiconductor production
systems using ANN (Artificial Neural Network), Random Forest, and so on [9].

The above modeling methods enable us to express production system by various
scales of model such as each process and whole system. However, it is not clear what
kind of model configuration and modeling method are suitable for a specific system.
Thus, the automation and optimization of model configuration is still a challenging
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issue. Therefore, in this research, we propose a novel modeling approach that optimizes
model configuration to improve simulation accuracy. The proposed method aims to
automatically generate various model configurations by combining multiple models
with different scale and modeling method and derive the optimal one.

3 Proposed Method

3.1 Classification of Modeling Methods

Priori to the explanation of the proposed method, we first summarize and classify var-
ious modeling methods. Most of production systems consists of multiple production
processes, and production process consists of various activities such as setup, machin-
ing, resource allocation, and so on. In this research, therefore, we classify modeling
methods in three scales: activity scale, process scale and system scale.

In the activity scale, we consider two types of models: “Activity White Box Model
(WBM)” and “Activity Black Box Model (BBM)”. Activity WBM is a model in which
the activity behavior is explicitly and deductively described based on the background
knowledge. On the other hand, Activity BBM is a ML based model which inductively
expresses the input-output relationship of the activity from activity log.

In the process scale, we consider “Process WBM” and “Process BBM” as well as the
activity level. The former is a kind of queue model in which all activities is expressed by
WBM and the connection between activities is also explicitly and deductively described.
The latter is a ML based model that predicts the process output from the input. In addition,
we can consider “Process Gray Box Model (GBM)” as a kind of queue model in which
some or all activities are expressed by BBM.

In the system scale, we consider “System WBM”, “System BBM” and “System
GBM”. System WBM is a model in which all process is expressed by WBM. Most
of conventional models constructed using commercial software corresponds to System
WBM. System BBM is a ML model that predicts system output from system input such
as the method by Lingitz et al.[9]. Furthermore, we consider two types of models as
System GBM. One is a model in which some or all processes is expressed by GBM or
BBM. Another is a model that any sub-system, which is composed with some processes,
in the entire system is expressed by System BBM.

3.2 Data-Driven and Multi-scale Modeling for Material Flow Simulation

Based on the classification in Sect. 3.1, we propose a novel modeling approach called as
data-driven and multi-scale simulation modeling. Figure 1 shows a schematic view of
the proposed method. The proposed method aims to derive an accurate simulation model
by combining various modeling methods. W/G/B in Fig. 1 represent WBM/GBM/BBM
in arbitrary scale (activity/process/system) respectively. As shown in Model (a), (b) and
(c) in Fig. 1, we can consider various configurations of simulation model for a certain
target system. In this method, multiple model configurations are generated by integrating
and dividing the processes and activities in target system (Fig. 1(1)). As an example,
Model (a), (b) and (c) represent System WBM, GBM and BBM respectively. System
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WBM is generated from data in ERP/MES using appropriate data interface of simulation
software. The data representing background knowledge such as activity information is
also utilized for model generation. On the other hand, Activity/Process/System BBM
in Model (b) and (c) are generated from production activity logs by ML techniques.
Then, according to the input-output requirements for the simulation use, the parameters
in each model are calibrated to accurately predict changes in the output with respect to
changes in the input (Fig. 1(2)). Let us consider a case that the requirement for simulation
is to predict job completion time from job arrival time in the system. In this case, for
instance, we can consider a simulation model in which each process is described by
Process WBM, GBM or BBM and they predict process completion time of each job in
their corresponding process from completion time in the previous processes. Then, the
parameters in each model can be calibrated by optimization techniques to minimize the
prediction error on job completion time of the overall model. Finally, the most accurate
model is selected (Fig. 1(3)). This method is a data-driven method that selects the optimal
model configuration based on the prediction accuracy to the target system. Furthermore,
this method is a multi-scale modeling method that combines models with different scale
(activity, process and system level) and modeling method (white/black/gray box model)
to express the entire system.

Data-driven and multi-scale simulation modeling
(1) Generate multiple models with different configuration.
(2) Calibrate parameters of each model to maximize prediction accuracy.
(3) Select a model with the maximum accuracy as the optimal one.
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Fig. 1. Schematic view of the proposed modeling approach.

4 Computational Experiments

4.1 Purpose of Experiments

The proposed method combines WBM/BBM/GBM to achieve high accuracy. In other
words, the proposed method assumes that a certain modeling method is not always
the best and the superiority of modeling method depends on the target system. The
superiority of modeling method is closely related to the available data and background
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knowledge. For example, if we know all activities in the target system and the behavior of
them, System WBM will achieve high accuracy. If the activities and/or their activity are
partially unknown, the accuracy of the System WBM would be low. On the other hand,
if the activity log of some activities is available, it is possible to construct Activity BBM
of them. From this point of view, we conducted a computational experiment to compare
multiple modeling methods and find out the relationship between the availability of data
and the superiority of those modeling methods.

4.2 Experimental Conditions

In this experiment, the virtual production systems A and B in Fig. 2 are considered as
target production systems. Both systems A and B are one-equipment and mixed flow
systems. The system A has dispatching and machining activities, and the system B has
transportation and sequence-dependent setup activities in addition. The dispatching rule
is first-in first-out (FIFO), and the transportation time /, and machining time d, differ
for product type p. The setup time s, , differs for the combination of previous product
type p and successive product type g. The values of I, dy, s, 4, are randomly set, and
the number of product types M is 5 and the number of jobs N is 50 in each scenario.
We created 1,000 scenarios, in which the arrival date-time tf” and product type index
pt; of job i are randomly set, for model construction and evaluation respectively. The
completion date-time #? and lead time If; of job i are calculated for each scenario from
the simulation results of the Process WBMs of system A and B.

In this experiment, Process WBMs of system A and B are assumed as actual systems,
and the simulation results of the Process WBMs are assumed as actual activity log. In
this experiment, it is assumed that the purpose of simulation use is to predict the lead
time of each job from the arrival date-time and product type of each job.

Here, since the systems A and B are deterministic systems, it is obvious that Process
WBM is the same as the target system if the activities and their behavior are known. In
addition, even in the case that the behavior of each activity is unknown, if the activity
log, i.e., start and completion date-time of transportation, setup and machining activities,
is available, we can obtain accurate Process GBM by constructing Activity BBM for
each activity. In this experiment, therefore, we consider the case in which the behavior of
some activities is unknown and the activity log of them is unavailable. Specifically, the
time information ,, s, 4, dp is unknown, and only the information described in “Input”
and “Output” part in Fig. 1 is available as the activity log.

In the above problem setting, Process GBM and Process BBM are compared. For
Process GBM, we build a queue model and calibrate the time information parameters to
minimize the prediction error. Particle Swarm Optimization (PSO) is used to calibrate
parameters. As Process GBM, we consider two models, GBM-A and GBM-B. GBM-A
and GBM-B consists of the same activities with system A and system B respectively.
As Process BBM, we build a ML model which predicts the lead time of each job from
the product type and arrival date-time of each job. ANN is used for the ML model.



212 S. Nagahara et al.

Target production system A/B
L, : transportation time Spq : Sequence-dependent setup time
of product type p from product type p to ¢
Input (only in system B) (only in system B) Output
tin = {in ... ¢in B R out = (rout ... pout
{{ . N }) Machine \: i v
pt = {pty, -, pty It = tout — ¢in
. Trans- 1 ~~
tin : Arrival date-time Q)—mm DlspatclungH Setup H\Iacl\mmg]j*@& £ ; Completion
ey i
ofjob i _ Queue | Secmmmmmeemmommooooo date-time ofjob i
Pt : Pl"?d“C‘ type index It; : Lead time ofjob i
ofjob 7 Dispatching rule : FIFO d,, : Machining time
N : Num. of jobs T
M : Num. of product types P! S

Fig. 2. Experimental conditions: target production system.

4.3 Parameter Calibration in Process GBM by PSO

In the parameter calibration in GBM, the parameters that minimize the objective function
JOBM in Eq. (1) are searched.

JGBM ”ltl‘ef tGBM ” (1)

Here, It"¢ and 1t9BM are vectors of the lead time in the target system and GBM respec-
tively. Let X be a vector whose elements are the values of the parameters (I, sp, 4, dp).
I1t°BM s the simulation result by GBM with X.

In this experiment, PSO with R-best Model proposed by Choi et al. is used for
parameter calibration [10]. In general, the vector representing the solution is called as
position vector, and its value is updated by Eq. (2) and (3).

X = xk 4 yht 2)

Vf,<+1 =w X Vi.‘ 4+ c¢1 x rand() x (gbest —Xﬁ‘) 4+ ¢y x rand () x (pbest,- —Xf?)
3)
Here, Xf and Vf-‘ are the position vector and velocity vector of the individual i at the
k-th generation, respectively, gbest is the position vector of the best solution during the

search process, and pbest; is the position vector of the best solution of the individual i
during the search process. w, c1, ¢ are weight coefficients.

4.4 ANN Model for Process BBM

For a Process BBM, we use an ANN model with N inputs and 1 output. The inputs of
the ANN are the features related to an arbitrary job, and the output of it is the predicted
lead time of that job. The loss function JZ2M is shown in Eq. (4).

JBBM ”ltref ltBBM ” (4)

Here, ItBBM is a vector of the predicted lead time by BBM. Since the lead time of job
i depends on not only the product type and arrival date-time of job i but also the jobs
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which arrive before and after job i, the inputs of ANN should be designed to include
such information. Therefore, we define the features of job i by Eq. (5), (6), and (7).

1if pti =1
A {Ootherwise( e M) )
Yai= 8aii=1.....N.d==-D,...D—11=1,....M) (6)
j

where

0if j#iand t"+d - AD <" <t" 4+ (d +1)- ADand ptj =1
8ja1 = ) J (7
0 otherwise
Here, M, N is the number of product types and jobs respectively. y; ; is the number of
arrival jobs of product type [ in a certain period determined by the arrival date-time of
job i and parameters D and AD. D indicates how long the number of arrival jobs before
and after job i is considered, and AD is the unit length of the above period.

4.5 Experimental Result

The experimental results are shown in Fig. 3. The horizontal and vertical axes of each plot
in Fig. 3 are the normalized lead time in the target system and GBM/BBM respectively,
and each point represents each job. (a), (b) and (c) in Fig. 3 are the results of the target
system A, and (d), (e), and (f) are the results of the target system B. (a) and (e) are the
results when the activity configuration in GBM is the same as that of the target system,
and (b) and (d) are the results when the activity configuration is different.

From the results shown in Fig. 3, the most accurate model for system A and system
B is GBM-A and GBM-B respectively. It means that GBM could be superior to BBM
if the activity configuration of the target system is known. Additionally, the accuracy
of (b) and (d) is lower than that of (a) and (e) respectively. (d) is a result of GBM-A
in which some activities are lacked compared to system B. Therefore, there is not the
solution of parameters that completely matches GBM-A with system B. (b) is a result of
GBM-B in which some activities are excessive compared to system A. Although there
is the solution that completely matches GBM-B with system A, the parameter search
by PSO fell into a local optimal. This indicates that if a model is too complicated, the
parameter calibration may become difficult. BBM shows high accuracy for system A
(Fig. 3(c)) and more accurate than GBM-B (Fig. 3(b)). It means that BBM may be
superior if the background knowledge about activity configuration of the target system
is insufficient. On the other hand, BBM shows less accuracy than GBM-A and GBM-B
for system B (Fig. 3(f)). This result indicates that it is difficult for ANN to express a
system that includes activities strongly affected by the processing order of jobs such as
sequence-dependent setup.
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Fig. 3. Experimental results: comparison of prediction accuracy for job lead time. (Horizontal
axis: job lead time in target system, Vertical axis: job lead time in simulation model)

5 Conclusion

In this research, we proposed a novel modeling approach for material flow simulation
called as data-driven and multi-scale simulation modeling. We classified the existing
modeling methods from the perspective of activity, process and system scale and White,
Black and Gray Box modeling. Then, we introduced a modeling approach that opti-
mizes model configuration by combining those modeling methods. It has been con-
firmed that the proposed method is expected to contribute to automate the design phase
of model configuration and execute simulation more accurate. In addition, we verified the
effects of differences in available data on the superiority of modeling methods through
computational experiments.

As future works, the comparison of WBM/GBM/BBM for more complicated system
will be conducted. Additionally, we should consider the parameter calibration method
for GBM and the design of feature variables and model structure for BBM suitable to
express production system. Furthermore, we’ll develop methods which automatically
generate multiple configurations of simulation model to realize the proposed concept.
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Abstract. With recent liberalization and enlarging of trade among companies,
it is necessary to generate an optimal supply chain planning by cooperation and
coordination of supply chain planning for multiple companies without sharing
sensitive information such as costs and profit among competitive companies. A
distributed optimization can solve the optimization problems with limited informa-
tion. A distributed optimization method using subgradient and consensus control
methods has been proposed to solve continuous optimization problems. However,
conventional distributed optimization methods using subgradient and consensus
control methods cannot be applied to the supply chain planning for multiple com-
panies including 01 decision variables. In this paper, we propose a new distributed
optimization method for solving the supply chain planning problem for multiple
companies by subgradient method and consensus control. By branching the cases
0-1 variables, an optimal solution can be obtained by the enumeration. A method
to reduce the computational effort has been developed in the proposed method.
From numerical experiments, it is confirmed that we can obtain an optimal solution
by the reduction of the computation.

Keywords: Distributed optimization - Supply chain planning - Subgradient
method - Consensus control

1 Introduction

With liberalization and enlarging of trade among companies, coordination of supply
chain planning becomes more complex. Therefore, it is necessary to create optimal sup-
ply chain planning by cooperation and coordination of supply chain planning for multiple
companies. In the optimization processes, companies should share their sensitive infor-
mation to optimize a supply chain planning. However, it is desirable to create a supply
chain planning without sharing sensitive information such as costs and profit among
competitive companies. Therefore, in this study, we propose a distributed optimization
method that can solve the optimization problems with limited information. Distributed
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optimization methods have been studied widely. In the conventional distributed optimiza-
tion methods, the subgradient method [1, 2] and the consensus control [3] have been
used. Subgradient method is one of the optimization methods, which obtain a better
solution by moving a decision variable towards the direction of subgradient. Consensus
control is that all decision variables agree with the same state by sharing information
[4-6]. In recent study, the method using both subgradient method and consensus control
[7-9] has been proposed. An optimization model of supply chain planning for multiple
companies is proposed in [10]. In [10], an augmented Lagrangian decomposition method
is used to solve the problem. The performance of the algorithm is compared with that
of Lagrangian relaxation and the penalty function method. These methods can obtain
an approximate solution of optimization problems. On the other hand, the distributed
optimization method in [7] can obtain an optimal solution of convex continuous opti-
mization problems. In this study, we solve supply chain planning for multiple companies
based on the method in [7]. Since the method in [7] cannot be applied to an optimization
problem including 0-1 decision variables, we propose a new method which can obtain
an optimal solution by branching the cases of 0—1 variables. The proposed method can
obtain an optimal solution of optimization problems by the enumerations without using
a commercial solver.

2 Supply Chain Planning for Multiple Companies

Supply chain planning for multiple companies is explained in this section. The objective
of this problem is to determine the daily trade volume of multiple arrival companies
and shipping companies. Each company has a preferred trade volume of each product
each day, and it costs a shortage and excess cost when a trade volume has shortage
or excess towards preferred trade volume. If the trade volume differs in consecutive
days, it costs a trade dividing cost. When each company carries out a trade, it costs
a trade implementation cost. This problem needs to meet four constraints: an arrival
volume and a shipping volume of products must be equal, prescribed trade volume must
be traded, they cannot trade over the upper limit per day, and they can trade only one
type or fewer types in each day. We formulate this problem in two ways. The one is
formulation including only continuous variables by omitted 0—1 variables. The another
is the formulation as 0—1 mixed integer programming problem, including O—1 variables
as an original supply chain planning for multiple companies.

Figure 1 shows an example of supply chain planning for multiple companies. In
this example, there are two arrival companies A, B and two shipping companies C, D.
Products are two types, the one is blue and the another is yellow. Time period is ten days.
The numbers in Fig. 1 indicate each company’s trade volume in each day. This supply
chain planning meets a constraint which an arrival volume and a shipping volume of
products must be an equal and a constraint which companies can trade only one type or
fewer types in each day. Trade dividing cost is incurred when the trade volume differs
in consecutive days, for example days 1-2 of company D.



218 N. Debuchi et al.

Company A | 50 | 50 10 | 10 30
Company B | 20 40 | 40 | 40 60 | 30
“CompanyC | | | 2020 20| | | 60 | 60

Company D | 70 | 50 30 | 30 | 20

Time Period 1 2 3 4 5 6 7 8 9 10

Fig. 1. An example of supply chain planning for multiple companies

We define sets, constants, and variables of supply chain planning for multiple
companies for formulation.
Sets

Zg: A set of arrival companies
Zs: A set of shipping companies
P: A set of products

Constants

7% An upper limit of product i’s trade volume

m;: A product i’s prescribed trade volume
DE ;- A company c’s preferred trade volume of product i on day ¢

.. A company c’s coefficient of a shortage and excess cost of product i on day ¢

ei: A company c’s coefficient of a trade dividing cost of product i

df,: A company c’s coefficient of a trade implementation cost of product i on day ¢
Variables
S i A company c’s trade volume of product i on day ¢

X : A 0-1 variable indicates company c’s trade dividing of product i on day ¢
A 0-1 variable indicates company c¢’s presence or absence of trade of product i on
day ¢

2.1 Formulation Including Only Continuous Variables

min 3. 3 Z{ 0o Die = St } @.1)
ceZyUZgicP t
subject to
> Sh= 28 (2.2)
CcEZy ceZ;
;Sﬁt = mi (2.3)

S¢ < gnax (2.4)

it —"i
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(2.1) is an objective function that minimizes the total trade costs. Trade dividing
costs and trade implementation costs are not considered in this formulation. (2.2) is a
constraint ensuring that an arrival volume and a shipping volume of products must be
equal. (2.3) is a constraint which state that the trade volume must be traded. (2.4) is a
constraint which companies cannot trade over the upper limit per day. A constraint that
companies can trade only one type or fewer types in each day is not considered in this
formulation.

2.2 Formulation Including 0-1 Variables

min - ZZU ’ ; ;{ DS, — SE |+ XS+ df,tY,-f,} (2.5)
d S
subject to
Zsict:ZSict (2.6)
ceZy ’ ce€Zy ' .
2 S =mi @.7)
TR @8
l%j) Ye, <1 (2.9)
1(5? £ 8¢ )
X¢, = e ! (2.10)
O(Si,t = Si,wl)
(s, > 0)
¢ = ) (2.11)
o(se, = 0)

(2.5) is an objective function that minimizes the total trade costs. (2.6) is a constraint
which an arrival volume and a shipping volume of products must be equal. (2.7) is a con-
straint ensuring that prescribed trade volume must be traded. (2.8) is a constraint which
companies cannot trade over the upper limit per day. (2.9) is a constraint which compa-
nies can trade only one type or fewer types in each day. (2.10) is a 01 variable which
shows the dividing of trade. (2.11) is a 0—1 variable which shows the implementation of
trade.

3 Solution of the Optimization Problems Including Only
Continuous Variables

We use the distributed penalty primal-dual subgradient algorithm (DPPDS algorithm)
proposed in [7]. Algorithm 1 shows the DPPDS algorithm.

N
k) = Y @i (k) (3.1
j=1
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. N

v, (k) = Zl a; ! (k) (3.2)

=
Vi (k) = 21 aid (k) (3.3)

j=
x(k+1) = Px[vi(k) — a(k)Sik)] (3.4)
Wik +1) = v (k) + a(0)g (Vi) ] (3.5)
Mk + 1) = vi (k) + ak)|h(vito)| (3.6)

SL(k) = Dyi(vi(k)) + ZZ:] Vi, (k)[ Dy, (Vi) + 21 vi (k)| Dy (vi(K)) | (3.7)

Algorithml DPPDS algorithm
: Given initial variables x*(0), #*(0), A*(0) for each agenti,i = 1,---,N; set k =

1
1
2: repeat

3: Fori=1,-,N,eachagent i computes (3.1) ~ (3.3)

4: Fori=1,-,N,each agent i computes (3.4) ~ (3.7)

5: Setk=k+1

6: until a predefined stopping criterion (e.g., k = 1000) is satisfied.
7: computes z = f(x(k))

(3.1)—(3.3) indicate consensus control. Each company updates the variables by shar-
ing variables with other companies. (3.4)—(3.7) are the updating equations of variables to
optimal solution by subgradient method. An optimal solution can be obtained by enough
times of updates of variables by consensus control and subgradient method.

4 Applying to the Optimization Problems Including 0-1 Variables

In this study, we apply the DPPDS algorithm to supply chain planning for multiple com-
panies by branching the cases 0—1 variables and regarding them as continuous variables.
There are two 0-1 variables which must be considered in this problem, X/, and Y7,

For branching X/, value, we add a constraint which the trade volume S7’, must be equal
to §7,_, when X ‘ = 0. For branching Y7, value, we add a constraint Wthh the trade
Volume it must be zero when Y, = 0. We don’t add a constraint when X¢, = 1 or
Yi, =1L We obtain an optimal solutlon by obtaining the solution of the optlmlzatlon
problems of each case and comparing the value of the objective function. However, in
some cases branched by th value does not satisfy the constraint that can trade only one
type or fewer types in each day. To satisfy this constraint, we choose a type of products
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which can be traded in each day. Algorithm 2 shows the exhaustive search algorithm of
a supply chain planning for multiple companies by using the DPPDS algorithm.

Algorithm2 Exhaustive search algorithm

1: Given initial variables X7, =1,Y,=1; for c =1,-,n,i =1,-,p, t =
1, h

2: repeat

3: flg=0

4: computes Z;, = Yl-:_lt ++ Y fori =1, ,p,t =1,-,h

5: if more than two of Z,, = 1;fort =1,--,h then flg =1
6.
7

8

9

ifflg=10
ifX{, =0;forc=1,--,n,i =1,--,p,t =1,--,h
adds constrains Sf, = Sf;_;

iin_Ct =0;forc=1,-,n,i =1,-,p,t =1,---,h
10:  adds constrains Sf, = 0
11:  computes z by Algorithm1
12:  ifz < total cost
13: total cost « z
14: S« Sf(k);fore=1,,n,i =1,,p,t =1,-,h
15: changes value of X[, Y one by one; fori =1,--,p,t =1,+-,h
16: until X, = 0,V =0;forc=1,--,n,i =1,-,p,t =1,--,h

Z;; indicates product i which can be traded on day ¢ and product i can be traded
when Z; ; > 1. §7{ is a tentative optimal solution and totalcost is a value of the objective
function by S7¢’ Value We omit the cases not satisfying the constraint which companies
can trade only one type or fewer types in each day in line 4, 5. Tentative optimal solution
is updated if we obtain a better solution in line 12 ~ 14. We compute the cases from all
X;,and Y, are 1 to all X, and Y7, are 0.

Inthis algonthm we conﬁrm that an optimal solution is derived. However, the number
of computations becomes much larger. Therefore, we have to omit the computation of
the cases overlapping constraints with other cases or not being able to obtain a feasible
solution.

As the cases overlapping constraints with other cases, there are the cases which the
trade volume on day ¢ and day ¢ — 1 are equal depending on the Values of Yf)t and
Y{, . For example, if we solve the case which ¥, = 0, Y/, | =0, X/, = 1, then we
do not have to solve the cases which either Y7, or Y{, | is zero and X ‘ = 0. When
Ye, =0,Y5_, =0,X, =1, the trade Volume S;,and S, | are zero by a constraint
Wthh the trade volume SC must be zero when Y; ” = 0. If either Y7, or Y7, is zero
and X, = 0, the trade Volume SC and S7,_, must be zero by a constramt which the
trade Volume S§¢, must be equal to S 1 When X/, = 0. Therefore, solving this case is
same as solvmg the case which Y, =0, Y, | = O X: =1

As the cases not being able to obtam a feasible solut1on there are the cases which do
not satisfy a constraint ensuring that prescribed trade volume must be traded depending
on the values of th. To satisfy the constraint that can trade only one type or fewer types
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in each day, we choose a type of products which can be traded in each day. We define
the number of days which can trade product i is N;, then N; x 57" is max trade volume
of product i, s/"* is an upper limit of product i’s trade volume in each day. If N; x s"**
is less than m;, a constraint ensuring that prescribed trade volume must be traded is not
satisfied, m; is A product i’s prescribed trade volume. We omit the cases like this before

the computations.

5 Computational Experiments

To confirm the effectiveness of the proposed method, we obtain an optimal solution
by using CPLEX. In optimization by CPLEX, not using a distributed optimization, we
solve a supply chain planning for multiple companies as a total optimization problem. By
numeral experiments, it is confirmed that we can obtain an optimal solution of a supply
chain planning for multiple companies by the proposed method. Also, we compare
the number of computations between exhaustive search algorithm and the proposed
algorithm with the reduction of the computations. Table 1 shows the comparison of
the number of computations between exhaustive search algorithm and the proposed
algorithm. From the result, it is confirmed that the number of computations is significantly
reduced, more than 99 percent in all cases. As the size of problem is larger, the reduction
rate is higher. It is because that as the size of problem is larger, the proportion of the
cases overlapping constraints with other cases is higher.

Table 1. The comparison of the number of computations between exhaustive search algorithm
and algorithm reducing the computation.

Exhaustive search Reduction of the computation Reduction rate [%]
casel 784 2 99.744898
case2 87,808 9 99.989750
case3 1,101,453,552 193 99.999982
case4 123,363,917,824 6,548 99.999994
caseS 13,824,000 540 99.996093
case6 1,952,382,976 6,561 99.999664
case’ 13,271,040,000 11,898 99.999910
case8 4,096,000 6 99.999854
case9 2,621,440,000 114 99.999996
caselO 2,791,309,312 162 99.999994

It is confirmed that our proposed distributed optimization method can reduce the

number of computations, however it is not enough to solve much larger problems. There-
fore, we need to continue to find the way to reduce the number of computations. The
values of constants influence on the number of computations, so we have to continue to
consider the influence of the value of constants on the optimality.
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6 Conclusion

In this study, we examine the solution of optimization problems by the DPPDS algorithm
and propose the solution using an exhaustive search algorithm to solve a supply chain
planning for multiple companies including 0—1 variables. Also, we examine the method
reducing the computation while retaining optimality. As a result, we confirm that we
can obtain an optimal solution of the supply chain planning for multiple companies by
proposed method. Also, we confirm that the number of computations in the proposed
method can be reduced by the examined method. As a future work, we need to examine
the method to reduce the number of computations more while retaining optimality. We
also need to examine the influence on calculation time or optimality by assessing the
influence on the value of the objective function before computation and omitting the
case which cannot be expected an optimal solution.
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Abstract. The robust aircraft maintenance routing problem (RAMRP) is adopted
by airlines to determine aircraft routes with better withstanding for possible disrup-
tions. This can be achieved using a common approach called the buffer time inser-
tion approach (BT). From the literature, it was observed that this approach has a
pitfall of reducing the fleet productivity while inserting long buffer times. Besides,
it cannot accommodate flight delays while inserting short buffer times. These dis-
advantages were the motivation to conduct this study to propose a RAMRP solution
that incorporates a novel robustness approach, called turn-around-time reduction
(TR), in which all the previous drawbacks are avoided. An ant colony-based algo-
rithm (AC) was developed to solve the proposed RAMRP. To demonstrate the
viability and effectiveness of the proposed approach, experiments are conducted
based on real data obtained from a major airline company located in the Middle
East. The results show that the proposed TR outperforms the existing BT in terms
of fleet productivity and delay accommodation.

Keywords: Aircraft maintenance routing problem - Airline operations -
Robustness - Ant Colony optimization

1 Introduction

The aircraft maintenance routing problem (AMRP) is essential for airlines because it
constructs the aircraft routes and schedules the aircraft maintenance visits. The AMRP
has been addressed in the literature through three different variants: tactical (TAMRP) [1,
2], operational (OAMRP) [3-7], and robust (RAMRP) [8—11]. The focus of this research
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is the RAMRP, which adopts the robustness idea to create flexible routes that can with-
stand unpredictable events [§—11]. In RAMRP, the flight delays are considered besides
the operational maintenance requirements. Usually, the robustness can be achieved using
an approach, called the buffer time insertion approach (BT). This approach is used to
insert buffer or slack time between flight legs to deal with the expected flight delays.
Indeed, the BT approach was widely adopted in the literature [12, 13]. However, there
are significant drawbacks of the BT approach. On the one hand, imposing a large buffer
time among flight legs reduces the number of flight legs covered by each aircraft, hence-
forth reducing fleet productivity, mainly when covering many flight legs. On the other
hand, inserting a short buffer time may not be enough to absorb the expected delays.
The recent survey in [14] provides further details about the AMRP.

This study makes the following contributions; first, in contrast to the BT robustness
approach, we propose a novel robustness approach, called the TR. Before proposing this
approach, it is essential to define the turn-around time (TRT) as the time required by the
airlines, or other service companies, to help the aircraft complete the operations related
to the last covered flight legs and to finalize the operations associated with the next flight
legs. These operations are called ground handling operations and include unloading the
luggage of the previously covered flight leg, loading the luggage for the next flight leg,
moving the aircraft between gates, and fueling the aircraft. The main idea of the TR
is to speed up or to reduce the normal TRT by allocating more ground resources (i.e.,
workforce and facilities) while observing any delay. Consequently, the accumulated
propagated delay can be mitigated, avoiding the delay propagation for the downstream
flight legs, leading to significant recovery cost savings for the airlines company. Before
designing the TR, several interviews were made with experts in a major Middle Eastern
airlines company, they mentioned that allocating more ground resources can contribute
to speeding up some ground operations, resulting in a 30-50% reduction in the normal
TRT. Based on this remark, three types of TRT were addressed: the normal TRT, the
reduced TRT (i.e., 30% reduction of the normal TRT), and the extra-reduced TRT (i.e.,
50% reduction of the normal TRT). The first TRT is applied when the accumulated
propagated delay does not appear, whereas the r