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Preface

Over the past few years, we have been going through tough times with the COVID-19
pandemic. This coincides with other fundamental risks to the global economy. If we
look at the manufacturing and logistics industries, we have experienced an ever more
challenging environment in the global supply chains and networks. Sustainable energy
management and global environmental issues are no longer just regulations but top
priorities for competitiveness and even survival. Most manufacturers and logistics
providers have nowadays to operate in very volatile, uncertain, complex, and
ambiguous market conditions. For example, product lifecycles are becoming shorter
and shorter; customers’ demands are turning out to be highly unpredictable and
unbounded; raw material and energy prices are being subject to sharp increases; and
transport, logistics, and distribution systems are being demanded with almost impos-
sible delivery times, all threatening the break-even point of manufacturing and logistics
enterprises.

To meet these urgent business and operational challenges, many studies on manu-
facturing and logistics management systems have been conducted in academia. Some
research topics such as Industry 4.0, digital transformation, and cyber-physical pro-
duction systems are buzzwords in many consulting firms without concrete action plans.
Therefore, the International Conference on Advances in Production Management
Systems (APMS 2022) in Gyeongju, South Korea, aimed to bridge the gap between
academia and industry in the development of next-generation smart and sustainable
manufacturing and logistics systems. The conference spotlighted internationally
renowned keynote speakers from academia and industry, and the active participation of
manufacturers, their suppliers, and logistics service providers.

A large international panel of experts reviewed 153 submissions (with a minimum
of two single-blind reviews per paper) and selected the best 139 papers to be included
in the proceedings of APMS 2022, which are organized into two parts. The topics of
special interest in the first part include Al and Data-driven Production Management;
Smart Manufacturing and Industry 4.0; Simulation and Model-driven Production
Management; Service Systems Design, Engineering and Management; Industrial
Digital Transformation; Sustainable Production Management; Digital Supply Net-
works; and Urban Mobility and City Logistics.

The conference featured special sessions to empathize with the real challenges of
today’s industry, and accordingly, to exchange valuable knowledge and promote dis-
cussions about new answers while emphasizing how to turn technological advances
into business solutions. The following important topics were actively discussed in the
special sessions and these topics are included in the second part of the APMS 2022
proceedings: Development of Circular Business Solutions and Product-Service Sys-
tems through Digital Twins; “Farm-to-Fork” Production Management in Food Supply
Chains; Digital Transformation Approaches in Production Management; Smart Supply
Chain and Production in Society 5.0 Era; Service and Operations Management in the
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Context of Digitally-enabled Product-Service Systems; Sustainable and Digital Servi-
tization; Manufacturing Models and Practices for Eco-efficient, Circular and Regen-
erative Industrial Systems; Cognitive and Autonomous Al in Manufacturing and
Supply Chains; Operators 4.0 and Human-Technology Integration in Smart Manu-
facturing and Logistics Environments; Cyber-Physical Systems for Smart Assembly
and Logistics in Automotive Industry; and Trends, Challenges and Applications of
Digital Lean Paradigm.

APMS 2022 was supported by the International Federation of Information Pro-
cessing (IFIP), and it was organized by the IFIP Working Group 5.7 on Advances in
Production Management Systems (APMS) established in 1978, the Department of
Industrial and Management Engineering of Pohang University of Science and Tech-
nology (POSTECH), the Korean Institute of Industrial Engineers (KIIE), and the
Institute for Industrial Systems Innovation of Seoul National University. The confer-
ence was also supported by four leading journals: Production Planning & Control
(PPC), the International Journal of Production Research (IJPR), the International
Journal of Logistics Research and Applications (IJLRA), and the International Journal
of Industrial Engineering and Management (IJIEM).

We would like to give very special thanks to the members of the IFIP Working
Group 5.7, the Program Committee, the Organizing Committee, and the Advisory
Board, along with the reviewers of each submission. Finally, we deeply appreciate the
generous financial support from our sponsors, namely, Pohang Iron and Steel Company
(POSCO), POSTECH, and the Institute for Industrial Systems Innovation of Seoul
National University.

September 2022 Duck Young Kim
Gregor von Cieminski
David Romero
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Abstract. Accurate demand forecasting is critical for any small and
medium-sized manufacturer. Limited structured data sources commonly
prevent small and medium-sized manufacturers from improving forecast-
ing accuracy, affecting overall performance. We classified products, then
implemented a hybrid forecasting method and compared the outcome
with Exponential smoothing, ARIMA, LSTM, and ANN forecasting
techniques. Numerical results demonstrate that a selection of forecasting
methods is not independent of product categorization. For slow-moving
products, careful consideration is required. The hybrid ARIMA-ANN
method can outperform some existing techniques and lead to higher pre-
diction accuracy, by capturing both linear and nonlinear variations.

Keywords: Machine learning - Forecasting - ARIMA-ANN

1 Introduction

Demand forecasting is the focal point of making informed strategic and opera-
tional business decisions such as procurement, capacity planning, and inventory
control. Accurate forecasting facilitates small and medium-sized manufacturers
to make informed business decisions [21]. Commonly, the manufacturers expe-
rience uncertainty and irregular demand patterns throughout the year, where
demand patterns consists of both linear and nonlinear components. Therefore,
improving forecasting accuracy can substantially enhance delivery performance
and profitability by reducing the probability of shortages.
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Product classification and demand forecasting should not be considered sep-
arately [6]. Determining the proper forecasting approach is always crucial. The
forecast of finished products seeks to model customer demand over time, con-
cerning quantity and a time horizon to plan for customers’ requests for quotes.
On the other hand, forecasting on raw materials aim to optimize inventory, min-
imise capital tied up in raw material, smooth the production run, etc. [20]. Since
the distribution of demand during lead times is used to secure replenishment and
order points of inventory, the degree of accuracy is a crucial aspect of successful
inventory management to secure delivery promise. However, almost every prod-
uct shows random irregular patterns [12,22], that standard statistical methods
might fail to capture. We present a brief overview of the methods used in this

study in Table 1.

Table 1. Literature review

Study Method Strength ‘Weakness

[22] Exponential Simplicity and inexpensive, | Take limited observations
smoothing the model can easily be into account.

adjusted to changes.

[8,9] ARIMA Ability to generate Inefficient in modelling
accuracy in forecasting complex nonlinear
when time series data is patterns.
stationary. Flexible in
representing several types
of time series.

[25] ANN Showcases ANNs ability to | ANN generates
comprehend, approximate approximations which
and model problems that serve as solutions to
are complex in nature and | different learning problems.
underlines the strength of
ANN in predictive
outcomes.

[1,2,16,28] | LSTM LSTM solves vanishing Can only capture nonlinear
forecasting gradient problems, patterns. The distribution
model enabling the model to cope | of errors on the test set

with long-term dependen- some- times equal to the
cy between the validation set.
observations.

[11,24] Gated Recurrent | Collects relationship from | A vast amount of data
Unit massive data sequences needed for optimal

without losing information | performance.
from previous inputs.

[4,17,29] Hybrid The ability to comprehend | The optimal ANN
forecasting linear and nonlinear architecture can vary with
ARIMA and patterns; hybrid models products and be
ANN copes better with unstable | challenging to implement

and changing patterns in
data
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The core analysis of this paper is the outtake of well-known forecasting frame-
works such as Exponential smoothing, ARIMA, LSTM, and ANN. A hybridiza-
tion of ARIMA and ANN methods consisting of linear and nonlinear components
is implemented. In cases where limited historical data is available, the most com-
mon time-series forecasting techniques, Exponential smoothing, ARIMA, and
bootstrapping, have proven to yield undesirable accuracy scores [12]. To inves-
tigate if other and more complex methods could produce more accurate results
on the limited data, a hybrid ARIMA-ANN model has been implemented.

Researchers proposed various raw material categorization methods, based on
the usage rate (e.g., slow, medium, and fast-moving), cost per unit (e.g., A-
B-C analysis) and part criticality [5,26]. Categorizations can be helpful when
conducting forecasts and making decisions, while the variation of consumption
patterns can differ significantly in each category [6]. For example, fast-moving
materials are often used and might not need to keep inventory long, whereas
slow-moving materials remain in stock for extended periods. Slow-moving raw
materials has the highest impact, implying that having these raw materials in
inventory ties up capital significantly more than fast-moving raw materials.

This study is based on collaboration with the Danish manufacturer, SKIOLD
A/S. The company provides the most innovative and reliable manufactured solu-
tions for the agricultural industry, from fieldwork to livestock. A pilot study was
initiated to answer the following key research questions: Does product classifi-
cation affect the forecasting method selection? Can hybridization improve fore-
casting accuracy, and which computational intelligence methods will yield the
highest accuracy? The main objective of forecasting is to improve the overall per-
formance of manufacturers. However, in this study, the objective was analyzing
the interaction of forecasting method selection and product categorization.

2 A Case Study

This case study was conducted in collaboration with SKIOLD A /S, located in
Denmark, which previously experienced considerable challenges with demand
forecasting and production planning that have had the negative consequence of
poor delivery performance. The stochastic nature of the demand has made it
difficult for the collaboration partner to determine a forecasting approach, as
the data contains both linear and nonlinear components.

This case study was conducted with a bottom-up approach to experiment and
analyze outcomes of forecasting techniques on a disaggregated product level,
based on monthly consumption in the period 2017-2021. The first three years
(36 data points) were used as the training set for the different forecasting models.
The following 12 month’s data are used as a test set. Finally, six months’ data is
used as a validation set. The following criteria are considered when categorizing
the raw materials based on the consumption during the study period from 2017
to 2021: (i) slow-moving materials if the amount consumed is less than 10,000
units/year, (ii) medium-moving if the consumption is 10,001 to 50,000 units/year
and (iil) fast-moving if the consumption is above or equal to 50,001 units/year.
A detailed overview of the analysis is presented in Fig. la.



6 H. Wahedi et al.

3 Methods

A brief overview of each method used in this study is presented below:
Auto-Regressive Integrated Moving Average (ARIMA)(p,d,q) mod-
eling is essentially an exploratory data-oriented technique with the flexibility
of fitting an appropriate model. The stochastic nature of the time series can
be approximated using the auto-correlation function (ACF) and partial auto-
correlation function (PACF). It will help to extract information such as trend,
periodicity component, serial correlation, ete. [15]. Using the ARIMA model for
forecasting, it is presumed that the demand series is stationary and homoscedas-
tic. While implementing ARIMA, the following five steps was integrated: (I) data
preparation, (IT) model selection based on p (order of auto-regressive part), d
(order of the moving-average process), and q (order of the difference) (III) esti-
mation, (IV) diagnostic checking based on Augmented Dickey-Fuller test, and
(V) accuracy measure based on MAPE, MSE, and MAE [14].

Artificial Neural Network (ANN) is a computational intelligence model
that simulates how the human brain learns and processes information. It is
expected to have fewer miss-specifications in the data-driven approach (e.g.,
ANN) than in parametric methods (e.g., ARIMA). Standard ANN models are
based on neurons that compose the input layer, which is then processed in the
hidden layer and sent to the output. The number of hidden layers, the number
of neurons in each layer, and the weights between neurons in various layers
affect the model’s performance [19]. The ANN method is extensively used for
forecasting [3] due to its advantages in replicating complex system behavior [13].

Long Short-Term Memory (LSTM) is a sub-class of Recurrent Neural
Network (RNN) for sequential dependent data. The primary distinction between
RNN and LSTM is that the latter can hold long-range time dependency informa-
tion and appropriately map input and output data. The LSTM network differs
from traditional perceptron architecture (e.g., ANN) because it has a cell and
gates that govern information flow. An input gate, a forget gate, an internal
state (cell memory), and an output gate are all part of the LSTM. Each cell
guarantees the reliability of information transmission and avoids the problem of
loss of gradient[10,18].

The hybrid ARIMA-ANN approach implemented in this study has two
key steps. The linear component of the data is analyzed by applying the ARIMA
model in the first step. Later, a suitable ANN architecture was identified to cope
with the nonlinear pattern of the data. Therefore, the hybrid model consists of
both linear and nonlinear components as [29]:

Yyt = L + Ny (1)

where L; represents the linear component of the model at a time, ¢ and N;
represent the nonlinear component at time ¢, and y; represents the implemented
hybrid method consisting of linear and nonlinear components. First, the ARIMA
model is implemented to predict the linear components. The corresponding resid-
uals obtained from the ARIMA model (e; = y; +L;, where e; denotes the residual
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at time ¢, and L represents the forecast value from the estimated relationship)
are then used as input for the ANN model, which can be presented as:

€t = f(et—lvet—27 ---7€t—n) + Et (2)

where n represents the number of input nodes, f is a nonlinear function deter-
mined by the neural networks, and ¢; is the white noise. If Eq. 2 is denoted as
N, then the hybrid forecast at time ¢ is defined as:

e = i/t + N (3)

Figure 1b represents the detail of the hybrid ARIMA-ANN framework.

ARIMA method

Raw material are selected Computation of ARIMA
based on the usages forecast values and

residuals containing

nonlinear patterns

ANN method
I Catagorization l
Residuals used as
5 ¢, captures the residual at time t input for ANN " N N
e m—a Ry Develop Model
- R 2 v
Jolscesting mechocs Forecast on ARIMA error residuals
ARIMA, ANN, LSTM, HY Forecasted ARIMA Values
et =/ (€ €12y s ) T (€
.
[ Clustering Method (KNN) ] l 7
Product classification vs Conduct the combined forecast [ Forecast values for residual crrors
forecasting methods Je=1L+N,
(a) Computational procedure (b) ARIMA-ANN framework

Fig. 1. The detail computational scheme and hybrid-ANN methods

The hybrid model takes advantage of the unique features and strengths of
both the ARIMA and the ANN models in capturing linear and nonlinear patterns
and is commonly expected to yield more accurate results. Note that the hybrid
ARIMA and LSTM is not relevant for this analysis, while the LSTM model does
not perform optimally when the sample size is too small [7,27,30].

To ensure good performance, an optimization of the following hyperparam-
eters was conducted, while implementing each method [1]. (i) Epoch size: An
epoch stands for training the neural network with all the training data for one
cycle (10-200); (ii) Batch size: The batch size defines the number of samples
that is propagated through the network (1-4); (iii) Number of hidden layers:
The hidden layer performs a nonlinear transformation to the input and produces
an output (1-2); (iv) Number of neurons: A neuron is a mathematical function
that is the weighted average of its input, this sum is passed through a nonlinear
function, often called the activation function, (e.g., ReLU) (8-200); (v) Dropout
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rate: The dropout rate influence the performance of neural networks by enhanc-
ing model regularization to reduce overfitting of predictions (0-20%). For exam-
ple, suppose the number of neurons is too small. In that case, the system will be
unable to memorize all the information required to achieve optimal prediction, or
if it is too high, the system will overfit the training instances. Similarly, if a high
epoch value is set, the system will overfit the predictions. Conversely, if a low
epoch value is set, the system will underfit the optimal prediction. The following
performance measures have been used, namely(i) Mean absolute error (MAE)=

L5 1 lag— 9/, (ii) Mean absolute percentage error (MAPE)= L 3% |

and (iii) Mean squared error (MSE)=21 """ . (a; — ;)* are considered, where ay
is the actual observation and ¢, is the predicted value.

The k-nearest neighbors (KNN) algorithm is one of the simplest
similarity-based artificial learning algorithms, offering reliable performance in
many contexts. The primary notion behind classifying a given instance is to have
the closest neighbor instances in terms of a preset distance. The most common
class then determines the new instance’s class among the k-nearest neighbors.
The value of k (=3) must be chosen a priori [23].

at—Gt

a ’

4 Results

Twenty different products have been considered and categorized into three
groups based on usage rate. Eleven are slow-moving, four are medium-moving,
and five are fast-moving products. After applying all five methods, it was found
that the hybrid ARIMA-ANN method outperforms all other four methods in
terms of MAPE, MAE, and MSE. One medium moving product had conflicting
performance measures, where both LSTM and hybrid ARIMA-ANN can lead to
higher forecast accuracy. However, for slow mowing products, ARIMA, LSTM,
ANN, or hybrid ARIMA-ANN can lead to higher accuracy under different per-
formance measures. Therefore, a careful secretion is warranted when considering
slow moving products. KNN was applied to conduct a F-test. The results sug-
gests that whether to select LSTM or hybrid ARIMA-ANN significantly impacts
defining clusters. Clusters centers are also different.

Literature highlights the need for product categorization and forecast accu-
racy estimation. Several authors argue that forecasting is essential for the A-
category of items. However, when looking at the BOM, the absence of one of the
components can degrade the delivery performance of the manufacturers, while
they are not keeping excess inventory for each item. Therefore, forecasting for all
item categories is always crucial, and thereby careful data-driven methodology
can support those medium-sized manufacturers for appropriate future planning.

5 Conclusion

The empirical results from this case study show that a hybrid model which cap-
tures both linear and nonlinear components improves the accuracy of forecasted
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demand. Additionally, the hybrid model is a relevant approach that overcomes
traditional forecast methods’ problematic or undesirable accuracy scores based
on similar data sets with a short historical record lacking trends, cycles, and
seasonality. The proposed hybrid model can further aid the operational decision-
making of inventory management-related raw materials.

The study’s main contribution is that although only twenty products from
three different categories have been considered, the study can be further extended
to numerous categories. The managers need to classify products and slow-moving
products; they should not rely on any blind selection. It is also found that instead
of applying ARIMA or LSTM, the hybrid ARIMA-ANN method can ensure
higher forecast accuracy. As a future study, we will integrate the forecast results
with inventory replenishment decisions to study the impact of forecast accuracy
on cost or space-saving. [19] Additionally, larger data-sets than utilized in this
study will further compliment the use of deep learning models for time series
forecasts in similar cases.
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Abstract. Artificial intelligence, automated sensors, and robots have improved
the production efficiency in smart factories. Real-time monitoring and quick
responses are important to prevent time losses and increased costs caused by
abnormal situations in an automated manufacturing process with several actua-
tors. In this study, we explicitly analyzed only sequential 2D image data from a
webcam to detect faults in an automatic manufacturing process without any addi-
tional sensors. A model combining a convolutional neural network and long-short
term memory was used to reflect the characteristics of sequential processes. When
a current process image was applied to the model, it predicted the corresponding
future image captured by the camera 1 s later. For training, only image datasets
collected during normal manufacturing process operations were used. The pre-
diction error of the training datasets was used for threshold calculation to detect
faults. For validation and verification, we collected image datasets for two fault
types; the proposed model demonstrated the highest detection accuracy with a
dynamic threshold.

Keywords: 2D image data - Fault detection - Convolutional neural network -
Long short-term memory

1 Introduction

Since the 4th industrial revolution, several efforts have been dedicated towards the adop-
tion of automated and intelligent systems in factories in an attempt to develop smart
factories. In smart factories, productivity can be improved by combining artificial intel-
ligence and the Internet of Things [1]. In an automated manufacturing process consisting
of multiple actuators and sensors, a late response to abnormal conditions may lead to
time losses and increased costs and reduce process efficiency. Thus, process monitoring
and fault detection are important for efficient operation in an automated manufactur-
ing system [2]. Generally, fault detection in mechanical systems is performed through
analysis of analog sensor data, including vibration and temperature signals. Yang et al.
collected sensor data using a Raspberry Pi microcontroller and created a fault detection
algorithm using a convolutional neural network (CNN) model to identify the occurrence
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of a fault in an installed sensor in real time [3]. Lim et al. developed a fault prediction
model by analyzing waveforms of voltage and current signals collected from the power
distribution system [4]. The proposed model was found to demonstrate better perfor-
mance than simple algorithms adopted in the commercial power distribution intelligence
system. However, the model required additional sensors, which resulted in correspond-
ing additional costs. In addition, it was also necessary to consider the type, number, and
location of the sensors before fault detection model development. For example, Song and
Baek conducted real-time fault detection for a sequential manufacturing process using
programmable logic controller’s digital control signals [5]. They observed a detection
delay, but the current situation could not be improved. A possible solution was to install
a new sensor at the beginning of the conveyor or analyze the process monitoring images
rather than sensor signals.

As mentioned above, in recent years, several studies using 2D images for fault
detection and diagnosis have been conducted. Chen ef al. extracted relevant features
by converting the collected sensor signals into the frequency domain for improving
the performance of bearing fault diagnosis. After training a CNN, a long-short term
memory (LSTM) was used to identify the type of faults, and the approach demonstrated
good performance even in the presence of abundant noise [6]. Jalayer et al. proposed a
contextual LSTM technique that reflected spatio-temporal features for the detection and
diagnosis of faults in rotational machinery [7]. The features were extracted by applying
fast Fourier transform to the collected data, following which a CNN and an LSTM were
used. The approach demonstrated better performance than other basic deep learning
models. However, so far, previous studies conducted on fault detection have usually
adopted sensor signal transformed images as representative inputs; therefore, dedicated
signal preprocessing is still required to generate representative input images.

To skip the elaborate preprocessing step required for input data, in this study, we
aimed to detect the current state using only process images captured via a webcam. We
used sequential 2D monitoring images captured by a webcam to monitor the process
operation status, and we detected faulty situations in an automation process by explicitly
analyzing the captured images. We conducted resizing operations as an image prepro-
cessing task. For fault detection, a model combining a CNN and an LSTM was used to
consider temporal characteristics of the recorded images and to reflect the characteristics
of a sequential process.

2 2D Image Data Collection from an Automated Laser-Marking
Process

In this study, we collected datasets from a laser-marking process that is installed at Hanbat
National University. Typically, the laser-marking process imprints specific letters and a
QR code on a product in the production process, inhere a universal serial bus (USB). A
pneumatic gripper moves the USB along the target workbench; when a pallet with a USB
arrives at a pre-determined position, laser-marking is performed on the USB. To collect
2D monitoring image data, a camera (Logitech C922 PRO HD STREAM WEBCAM)
was installed on top of the testbed to capture all movements from the start to the end
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of the process. During this period, images were captured at a rate of 1 image/s using
Python programming.

During normal process operation, the time elapsed between the entrance of a pallet
until the next process is approximately 64 s. If a fault occurs because the pallet enters
without a USB or the laser-marking machine is turned off, the process is suddenly
terminated at a certain instant, and the operations are halted; note that in our study, for
data analysis, 64 sequential images were captured after the process began (the average
process time in normal operation). A total of 3,840 images were collected during 30
normal process cycles and 30 abnormal process cycles; 64 images were continuously
captured per process cycle, as shown in Table 1. For fault detection, two arbitrary faulty
states were generated during the process: (i) a pallet entering without a USB (Fault type
I), and (ii) no laser marking due to machine error (Fault type II). These detailed situations
are illustrated in Fig. 1. Hereafter, we use “normal data” and “faulty data” to indicate
the 2D image datasets collected during normal process operations and abnormal process
operations, respectively.

Table 1. Number of image datasets collected during normal and abnormal process operations.

Number of process cycles | Number of images in one | Total number of images
cycle
Normal data | 30 64 1920
Faulty data | 30 64 1920

Fig. 1. 2D images collected from laser-marking process in normal and faulty states: (a) Normal
data; (b) Faulty data from Fault type I (pallet without USB); (c) Faulty data from Fault type II
(no laser-marking operation). Red boxes indicate the difference between normal and abnormal
process status at the same time step.
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3 Fault Detection via a CNN with an LSTM

As the collected datasets could not be easily analyzed via conventional statistical infer-
ence, we used an artificial neural network (ANN). In an ANN, high-dimensional input
data are planarized in one dimension (as a concatenated vector) and connected to a
fully connected layer for classification (normal or fault state). However, as the dimen-
sion increases, data loss occurs more easily during planarizing (concatenating multiple
rows). In particular, image data are generally composed of three or more dimensions,
as two-dimensional RGB images are collected in the form of a time series. Thus, if
the existing fully connected layer is identically used with a concatenated vector, spatial
information may be lost, rendering fault detection difficult [8]. To effectively detect faults
using 2D sequential images, we used a neural network with convolutional layers (CNN)
to consider spatial information [9]. CNNs extract significant features while maintaining
the input data form for a 2D image; thus, there is no loss in the spatial information, and
the output has the same dimensionality as the input data [10]. The data collected in this
study were in the form of a time series, which could describe a sequential process over
time. To reflect time-variant characteristics, a CNN algorithm combined with an LSTM,
instead of a simple CNN, was used [11-13]. In this regard, several studies are currently
under way to analyze spatio-temporal characteristics by using a combination model of
CNN and LSTM. Huang et al. proposed a CNN-LSTM model that is capable of provid-
ing time information on fault occurrences during chemical processes [14]. Jalayer ef al.
proposed a contextual LSTM technique that identified spatial features through a CNN
and temporal features through an LSTM for fault detection in a rotating machine [7].

The model requires only normal data. However, as a supervised learning model,
the next (i + /)™ image is always generated as the model output. In our analysis, out
of the 64 total images, 63 images (1-63 s) in a specific cycle were designated as the
model input, and another 63 images (2—-64 s) in the same cycle were designated as the
model output. By training the corresponding output data of the i image as the (i + 1)
image, it was possible to predict the next movement in the process. Finally, using the
predicted and actual obtained (i + /)" images together, we attempted to detect faults in
the process with unsupervised learning. We compared the pixel differences between the
actual future image and the image predicted by the proposed model. If the difference
exceeded a certain threshold, a fault was identified.

Using this detection concept, the final structure of the proposed model was generated,
as illustrated in Fig. 2. The current RGB image was resized dimensionality to lower
computation costs during training. As mentioned earlier, in the first CNN and LSTM
to 18 x 32 to reduce combination layer (ConvLSTM2D layer), 64 filters with a kernel
size of applied to the resized image, and the hyperbolic tangent 3 x 3 were (tanh)
function was used as an activation function. Thereafter, the ConvLSTM2D layer with
the same hyper-parameter was repeated thrice, with batch normalization performed at
each layer. After all the ConvLSTM?2D layers and batch normalizations were completed,
a convolution layer with three dimensions (Conv3D) was applied using three filters with
a kernel size of 3 x 3 x 3, and the sigmoid function was used as an activation function.
Detailed hyper-parameter information is presented in Table 2. A general CNN has a
binary classification; the output label is either 0 or 1. Thus, binary cross-entropy is
usually used as a loss function [15]. However, the proposed method predicts the next
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consecutive image. In other words, the model output consists of continuous values rather
than discrete labels. Thus, the mean squared error (MSE), the average squared difference
between the predicted values and the actual values [16], was used as a loss function. If
the MSE value between the predicted image and the actual future image (collected after
1 s) was greater than the threshold value, it was determined that a fault occurred in the
process.

ConvLSTM2D ConvLSTM2D
Layer BatchNormalization Layer BatchNormalization
64(3,3) 64(3,3)

activation(tanh) activation(tanh)

ConvLSTM2D ConvLSTM2D ’ .
Layer Layer Cog{gg 'éa] 3
64(3,3) Layer 64(3,3) Layer actlvatibn(5|gm02d

activation(tanh) activation(tanh)

Fig. 2. Structure of proposed model (CNN combined with LSTM).

Table 2. Optimized hyper-parameter of the proposed CNN model with an LSTM for predicting
the next future image.

Hyper-parameter Value

Optimizer function Adam

Loss equation Mean squared error
Batch size 8

Number of epochs 400

4 Fault Detection Results for the CNN Algorithm with an LSTM

A threshold value for fault detection must be determined during the training phase. In this
study, we employed two thresholding methods: (i) a fixed threshold and (ii) a dynamic
threshold. The fixed threshold is a method in which all the trained datasets are correctly
classified as normal datasets based on the maximum value of the MSE in the datasets
obtained through normal processes (hereafter referred to as normal datasets). On the
contrary, the dynamic threshold method proceeds by considering the characteristics of
each time zone [17]. A dynamic threshold consists of n-1 values (63 values in this paper),
which are the summation of the average value and six times the standard deviation of the
MSE values for each time zone. Each calculation result is considered as the threshold at
each time point.

Based on this concept, 30 normal datasets were used to develop the trained model;
additionally, 30 datasets (hereafter called as faulty datasets) were further collected to
analyze the fault detection performance. Figure 1 depicts faulty situations encountered
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in obtaining the faulty datasets. To test the performance of the proposed model, the
model was compared to a basic LSTM model. On applying the fixed threshold method
to the basic LSTM model, it resulted in 14 fault occurrence alarms for 30 faulty datasets.
However, all the fault alarms were identified as false alarms, as shown in Table 3. The pro-
posed CNN-LSTM model with a fixed threshold demonstrated better detection results:
8 faults were correctly detected among 30 detection alarms (for every fault situation).
Finally, the proposed fault detection model with a dynamic threshold demonstrated the
best detection results (27 out of 30 fault occurrence and 3 false alarms).

Table 3. Fault detection accuracy according to fault detection methods (analyzing test datasets).

A basic LSTM with a The proposed The proposed
fixed threshold CNN-LSTM with a CNN-LSTM with a
fixed threshold dynamic threshold
Number of true 0/30 8/30 27/30
positives

For a more detailed analysis of the detection results, we monitored the detection
time. The fault detection time for the best fault detection model (CNN-LSTM with the
dynamic threshold) is also summarized in Table 4, according to the fault types. In the
case of Fault Type I, a pallet entered without a USB, an actual fault occurred within
3.6 s on average, and the model detected the corresponding fault occurrences within
approximately 3.5 s, which is almost identical to the actual fault occurrence time. In
the case of Fault Type II, a process error occurred due to a fault in the laser-marking
operation, an actual fault occurred within 38.5 s on average, and the proposed model
detected the fault occurrences within 40 s, which indicated a slight delay. The obtained
detection results appear satisfactory; however, the model demonstrates a limitation in
predicting fault occurrences: it can judge only the current situation. If a fault is detected
by the proposed model before it actually occurs (for example, more than 2 s early), it
would be highly probable of an erroneous detection (false alarm). In addition, as the
faults considered in this study do not result from deterioration or machine aging, they
cannot be predicted in advance (fairly early). To address this limitation, information
recorded for the purpose of manufacturing management (such as operation time of a
cylinder or conveyor) should be collected using given images and analyzed using target
values.

Table 4. Time information for actual fault occurrence and detection by the proposed model (CNN-
LSTM with a dynamic threshold) for two fault types.

Average time of actual fault occurrence Average time of fault detection
Fault type I 3.6 3.5
Fault type II 38.5 40.0
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5 Conclusion

In this study, a fault detection model was developed for an automated manufacturing
process; 2D images were analyzed instead of the addition of another analog sensor.
To consider the characteristics of sequential 2D image data captured by a webcam,
fault detection was performed using a CNN algorithm combined with an LSTM. The
algorithm predicted the next image (in this paper, 1 s later) by analyzing the current image.
Using the predicted image, faults were detected by comparing pixel differences between
the predicted and actual images. To improve the detection performance, two different
thresholding methods were employed: a fixed threshold and a dynamic threshold. To
compare the performance, three different detection models were analyzed: a basic LSTM
with a fixed threshold, the proposed CNN-LSTM with a fixed threshold, and the proposed
CNN-LSTM with a dynamic threshold. In terms of the detection rate and detection time,
CNN-LSTM with a dynamic threshold demonstrated the best performance. In summary,
because the proposed method employs only 2D sequential images recorded using a
camera, it can be easily applied to any discrete manufacturing process, provided that
monitoring images can be captured using a camera. In addition, we attempted to exclude
detailed preprocessing steps for better utilization.

However, there is still further scope for improvement in the detection performance.
For example, in the proposed model, equally weighted training for each pixel was con-
ducted, but each pixel might have different attention, for example more attention to an
actuator’s significant movement and less attention to background. In future, the fault
detection performance can also be improved by analyzing significant areas in the cap-
tured images. To effectively diagnose and repair a detected fault, various bits of informa-
tion, such as the type of faults and corresponding repair methods, can be automatically
derived better depending on the fault detection results.
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Abstract. Developments in Machine Learning (ML) in the last years resulted
in taking as granted their usage and their necessity clear in areas such as manu-
facturing and quality control. Such areas include case specific requirements and
restrictions that require the human expert’s knowledge and effort to apply the
ML algorithms efficiently. This paper proposes a framework architecture that
utilizes Automated Machine Learning (AutoML) to minimize human interven-
tion while constructing and maintaining ML models for quality control. The data
analyst gives the setting for multiple configurations while designing predictive
quality models which are automatically optimized and maintained. Moreover,
experiments are conducted to test the framework in both the performance of the
prediction models and the time needed to construct the models.

Keywords: Machine learning - Automated machine learning - Quality control -
Predictive quality

1 Introduction

Quality of products and processes have increasingly concerned the manufacturing firms
because negative consequences do not show up until the product is actually produced or
worse, until the customer returns it [1, 2]. Predictive quality moves beyond traditional
quality evaluation methods towards extracting useful insights from various data sources
with the use of Machine Learning (ML) in an Industry 4.0 context [1]. Even though
well-known methodologies like the Cross-Industry Standard Process for Data Mining
(CRISP-DM) [3] can be applied, their generic approach does not consider domain-
specific requirements in manufacturing quality procedures [4]. This limitation requires
the data analyst and the production expert to work alongside the AutoML pipeline.

In this paper, we propose the use of AutoML in methodologies similar to CRISP-
DM that can facilitate their implementation in a predictive quality context. Despite the
fact that extensive research for ML in manufacturing has already been conducted [5,
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6], highlighting advantages, challenges and applications, research on AutoML in the
manufacturing quality function is still in preliminary stages [4, 7-9]. However, AutoML
has the potential to reduce time-consuming tasks of constructing ML models for quality
procedures, allowing the data analyst to devote more time on data integration and deploy-
ment. In this way, the human intervention in ML model configuration is minimized since
the algorithms are automatically updated and optimized based on new data.

The rest of the paper is organized as follows. Section 2 outlines the theoretical
background on AutoML. Section 3 presents our proposed approach for AutoML in
predictive quality. Section 4 describes the implementation of the proposed approach in a
real-life scenario of white goods production. Section 5 concludes the paper and presents
our plans for future work.

2 Theoretical Background on Automated Machine Learning

AutoML aims to simplify and automate the whole ML pipeline, giving the opportu-
nity to domain experts to utilize ML without deep knowledge about the technologies
and the need of a data analyst [10]. The most fundamental concept of AutoML is the
Hyper Parameter Optimization (HPO) problem where hyperparameters are automati-
cally tunned for ML systems to optimize their performance [10] for problems such as
classification, regression and time series forecasting. As of today, further developments
to the field of AutoML added additional capabilities to the AutoML pipeline: Data
Preparation, Feature Engineering, Model Generation and Model Evaluation [11].

The Data Preparation and Feature Engineering steps are associated with the avail-
able data used for the ML algorithms. The former includes actions for collecting, cleaning
and augmenting the data, with the latter includes actions for extracting, selecting and
constructing features. In the Model Generation step, a search is executed with the goal
of finding the best performing model for the predictions, such as k-nearest neighbors
(KNN) [12], Support Vector Machines (SVM) [13], Neural Networks (NN), etc. The
Model Evaluation step is responsible for evaluating the generated models based on pre-
defined metrics and runs in parallel to the Model Generation step. The evaluation of the
generated models is used for optimization of existing models and the construction of new
models. The search procedure of AutoML terminates based on predefined restrictions,
such as the performance of the models or the time passed.

From a technical perspective, AutoML attracted a lot of research interest resulting
in several AutoML frameworks, such as: Autokeras [14], FEDOT [15] and TPOT [16].
Additionally, research focusing on benchmarking several AutoML frameworks [17, 18]
concludes that they do not outperform humans yet but give promising results.

3 The Proposed Approach for Automated Machine Learning
in Predictive Quality

The proposed approach focuses on the development of dynamic ML algorithms using
AutoML to minimize human intervention in model configuration. The proposed app-
roach is divided into two phases: the Design phase and the Runtime phase, as depicted
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in Fig. 1. In a nutshell the Data analyst based on technical and case specific knowledge
designs the ML models used for the predictions which are then used by the Quality
Expert for predictions and are automatically updated when new data are available for
training. Compared with the traditional process of creating and maintaining ML models
for quality control, the Data Analyst would spend valuable time constructing models.
Even though the data preprocessing algorithms may exist, the HPO and fine tuning of
the models would have been performed via trial and error from the Data Analyst.

Design Phase Runtime Phase

i > Configuration Prediction
g AutoML Process <—>
Data Analyst | Ajgorithms Do e 4 Quality Expert
Library

Preparation Evaluation

v v (I
Data Processing Data Feature | | Model
Algorithms Processing Engineering Search i
A
Model
AutoML Algorithm Warehouse
Algorithms Selection

Model Configurations| <€ I Quality I g:la |
Specifications l Data l

Fig. 1. The architecture of the proposed approach.

3.1 Design Phase

The Design phase is executed by the data analyst, who is responsible for defining the
necessary configurations that bootstrap the analysis solving the predictive quality prob-
lem under examination by employing the available AutoML algorithms. The Design
phase consists of two components, Configuration and Algorithms Library. During the
Configuration, the data analyst must first select which of the available quality data are
required for the predictions to be carried out. After the Data Selection, if necessary, the
data analyst can apply Data Processing Algorithms from the Algorithms Library, which
may include data cleaning, data augmentation, feature extraction and feature selection.

Regarding the ML algorithms, the data analyst specifies the AutoML algorithm that
will search for the best predictive model, also found in the Algorithms Library. For
the Algorithm Selection, the data analyst can define the configuration of the selected
AutoML algorithm, e.g., construction parameters for the model, metrics for evaluation,
and termination conditions. With the Model Specifications, additional case specific con-
figurations can be made, such as model acceptance conditions and output formats, that
will be used by the Model Management process during the Runtime phase.

3.2 Runtime Phase

The Runtime phase is responsible for executing the AutoML process and the Model
Management of the constructed models. It can start either when the data analyst creates
new configurations or when new data become available for existing models.
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In the first case, after the data analyst completes the configuration for the predictive
quality problem, the Configurations are stored for later use and the AutoML process starts
searching for a model. During that process, additional data processing actions may be
executed from the AutoML algorithm at the Data Preparation and Feature Engineering
steps. After the input data transformations have been completed, the algorithm starts the
search by constructing several models followed by the evaluation and optimization of the
candidate ones. When the search step finishes, a single model is selected as the model
with the best performance. The selected model is passed to the Model Management
process, where it will be stored in the Model Warehouse or discarded based on the
acceptance conditions configured in the Design phase.

In the other case, models already used for predictions are automatically retrained
or optimized and changed based on new data that are available without any human
intervention. As soon as the new data become available, the related models are retrieved
from the Model Warehouse and are automatically forwarded to repeat the aforementioned
AutoML Process. Before the AutoML process starts using the stored Configurations, the
data selection and data processing actions are executed, feeding the AutoML process
with all the available data in the correct format. As with the previous case, after the
AutoML process is finished, the new model is passed to the Model Management process
where it will be compared with the existing model. If the new model performs better
and fulfills the acceptance conditions, it replaces the existing model, otherwise it gets
discarded.

In both cases the Model Management process can retrieve the corresponding model
for a prediction and pass the model to the Prediction Generation process to execute
predictions. The generated predictions are then communicated to the quality expert, in
order to support the predictive quality-related decisions.

4 Application to a White Goods Production Use Case

4.1 Use Case Description

In the Whirlpool production model, the whole white goods production is tested from
quality and safety point of view in order to ensure a high standard level of product quality
to final customers. The use case under examination deals with the microwave production
line. At the end of the production line, random inspections are made from employees
to detect defective products, which are subsequently repaired or replaced. During the
quality control, several features of the products and the tests are recorded, including
their Defect Groups which are used as categories for similar Defects. In this scenario,
we opted to predict the Defect Group of the defective products and the number of orders
found with defects for the following days. The former is a classification problem while
the latter is a Regression/Timeseries forecasting problem.

4.2 Dataset

Based on the available data sources, we constructed a Quality Control Data Model as
shown in Fig. 2. The main entity in the Quality Control Data Model is the Defect Instance
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which maps all the entries from the data. Common attributes are used as reference fields
for other entities such as the Product, the Part and the Defect Type, which provide
further information about the Defect Instance. This Data Model gave us the ability
to better manage the available data and retrieve additional information if needed. The
experiments were performed based on a limited amount of data. The dataset consisted of
25655 entries during a span of 270 Days and included a total of 38 features from which
we extracted each entity as a Defect Instance.

Part Family ¢

Product
iquelD n 1D
o Defect Instance Name
Name iquelD Description
Description . |UniquelD |
Parts Product (SN)
Product Type Product Type (SKU) Part
Serial Number Part (Material) UniguelD
r Defect Type Name
Defect Source
Description
Product Type "
R Quantity Part Family —
UniquelD Test
Name Repair
Description Date_created Defect Source
SKU Date_updated UniquelD
ﬁ Name
ﬁ Description
Control Action Prototype
UniquelD Defect Type Test
Name UniquelD -
Defect Type [ Name __UniquelD |
Expertise_level Description Name
Obligatory Defect Group Description
Result
Control Action History [-ﬁ Machine
— Date_created
UniquelD ‘ Defect Group
—  Control_action_id | UniquelD Machine
User
Date_completed sams |{UniquelD |
= Description Name

Fig. 2. Quality control data model

4.3 Results

The proposed approach was implemented with the Python libraries AutoKeras and Fedot.
Specifically, the Structured Data Regressor and the Structured Data Classifier are used
from the AutoKeras library, in order to find the best performing Neural Network (NN) for
the predictions, and the Fedot library in order to compose a chain of data-preprocessing
and ML models. In our experiments, 3 models were implemented for each algorithm as
follows: 1) an initial model trained only with the 80% of the available data, 2) a retrained
model which was the initial model retrained with all the available data and 3) a new model
that started the AutoML process from scratch with all the available data. The retrained
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and the new model were automatically trained following the proposed approach with
the configurations made by the initial model. Additionally, regarding the execution time
of the experiments that follow the values are based on configured stopping conditions,
which can be changed resulting in different values.

Predict Defect Group. Starting with the configuration, data processing algorithms
were used to select 6 features of the Defect Instances: The Date Created, the Product
Type (SKU), the Defect Source, the Station ID and the Part Family. From the first one, the
Date Created, additional features were extracted by splitting up the timestamp into the
Year, Month, Hour and Minute of the recorded defect. Two models were constructed for
this classification problem, which use Fedot and AutoKeras respectively. The models are
evaluated with 4 metrics: F1-macro, F1-micro, Receiver Operating Characteristic Area
Under Curve (ROC-AUC) and the execution time of the AutoML algorithms. We also
compared them with a manually constructed Decision Tree (DT) classifier, which had
performed significantly better than other classifiers tested. These results are presented
in Table 1.

Table 1. Evaluation metrics for the defect group prediction

Models Metrics
Fl-macro |Fl1-micro |ROC-AUC | Execution time (s)
Initial models Decision tree | 0.5347 0.8331 0.8466 -
FEDOT 0.5055 0.8363 0.9023 1212.50
AutoKeras 0.4509 0.7813 0.7141 1019.81
Retrained models | Decision tree | 0.6052 0.8525 0.9041 -
FEDOT 0.4969 0.8368 0.9019 9.35
AutoKeras 0.4510 0.7813 0.7141 0.58
New models Decision tree | 0.5170 0.8403 0.8514 -
FEDOT 0.4909 0.8277 0.8722 91.96
AutoKeras 0.4631 0.7681 0.7177 953.36

Even though the DT classifier outperformed the other models in almost all cases, the
AutoML proposed models with an acceptable performance, while the FEDOT model has
a similar performance with the DT. The models trained with all the available data per-
formed slightly better than the initial ones and the execution time for AutoML algorithms
is also acceptable, especially in the case of the retrained models. Finally, it is impor-
tant to note the significance of choosing the evaluation metric for the model acceptance
conditions, since this may affect the selection of the model.

Predict Defective orders. With data preprocessing, the Defect Instances were summed
based on the attribute Date Created to produce the needed timeseries. Two models were
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constructed by selecting two AutoML algorithms: the Fedot by configuring the problem
as timeseries, and the TimeSeriesForecaster of the AutoKeras. The performance of these
models is evaluated with the Mean Square Error (MSE), the Mean Absolute Error (MAE)
and the execution time of the AutoML algorithms, as shown in Table 2.

From the evaluation metrics we observe that both AutoML algorithms have per-
formed well. In the case of the initial models, the metrics values are worse due to the
inadequate data for training. As in the previous results the execution time follows the
same pattern and all the models were proposed in a reasonable amount of time.

Table 2. Table captions should be placed above the tables.

Models Metrics
MSE MAE Execution time (s)

Initial models FEDOT 0.2338 0.2017 101.88

AutoKeras 0.0402 0.1624 187.39
Retrained models FEDOT 0.1361 0.1002 0.32

AutoKeras 0.0201 0.1082 2.57
New models FEDOT 0.1391 0.0988 127.48

AutoKeras 0.0191 0.1036 11.17

5 Conclusions and Future Work

In this paper we proposed a framework for predictive quality using AutoML algorithms,
where the human supervision is decreased as existing prediction models are automati-
cally optimized based on new data. By reducing the effort needed to construct and main-
tain prediction models, the data analyst can devote more time to inspect and understand
case-specific requirements. From the experimental results we concluded that by lever-
aging AutoML algorithms, good performing models can be acquired and automatically
optimized in a reasonable amount of time.

The growing interest in the AutoML field in the last few years provides a promising
future for its development and applications. As the automated steps of AutoML are
improved, their ability to adapt or incorporate case specific requirements or restrictions
paves the way for its extensive application to predictive quality. In our future work, we
plan to examine in depth various configurations in the proposed framework, and test
more AutoML algorithms in the predictive quality context.
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Abstract. Historically, cylinder locks’ quality has been tested manually by human
operators after full assembly. The frequency and the characteristics of the testing
procedure for these locks wear the operators’ wrists and lead to varying results of
the quality control. The consistency in the quality control is an important factor for
the expected lifetime of the locks which is why the industry seeks an automated
solution. This study evaluates how consistently the operators can classify a col-
lection of locks, using their tactile sense, compared to a more objective approach,
using torque measurements and Machine Learning (ML). These locks were delib-
erately chosen because they are prone to get inconsistent classifications, which
means that there is no ground truth of how to classify them. The ML algorithms
were therefore evaluated with two different labeling approaches, one based on the
results from the operators, using their tactile sense to classify into ‘working’ or
‘faulty’ locks, and a second approach by letting an unsupervised learner create two
clusters of the data which were then labeled by an expert using visual inspection
of the torque diagrams. The results show that an ML-solution, trained with the
second approach, can classify mechanical anomalies, based on torque data, more
consistently compared to operators, using their tactile sense. These findings are a
crucial milestone for the further development of a fully automated test procedure
that has the potential to increase the reliability of the quality control and remove
an injury-prone task from the operators.

Keywords: Machine learning - Binary classification - Torque data - Multiple
experts - Cylinder lock

1 Introduction

The result from the production process for mechanical parts is dependent on the quality of
the material, machinery, personnel, environment, and measurements. These factors will
eventually cause dimensional deviations that exceed the given tolerances [1]. A product
that is an assembly of several parts will inherently be sensitive to these deviations. In
this article, a type of pin-tumbler cylinder lock mechanism is considered [2]. A lock
consists of tens of moving parts, see Fig. 1, where a deviation from the given tolerances
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in the production process can result in increased friction or an unsmooth jerky motion
when the lock is operated. The locks get tested at the very end of the assembly process,
before packaging for delivery, to ensure the quality of the product. It is not possible to
detect faults by a visual inspection, instead, testing is done by experienced operators that
subjectively decide upon the quality of a lock by using their tactile sense when turning
the lock mechanism with the corresponding key, an operation which unfortunately can
lead to substantial wear of the operators’ wrists. The faults that can occur during the
production of the lock mechanism can easily be detected when the lock needs relatively
high torque to operate, but in other cases, it is not easy to detect faults, such as when
the lock has not been oiled properly. Therefore, different operators might classify these
locks as both working and faulty. The result of inconsistent classifications can lead to
greater variation in the expected lifetime of a lock. The purpose of this research is to
investigate the possibility of an automated solution to objectively test locks by analyzing
the required torque to turn the key 360 degrees. An automated method can potentially
increase the reliability in the testing phase and remove a monotonous and injury-prone
task from the operators. When analyzing sensor data, it is common to use Machine
Learning (ML) because of its ability to effectively detect patterns in high dimensional
datasets [3]. The main research questions this study seeks to answer are, how consistent
can the operators classify locks, using their tactile sense, compared to an automated
solution, using torque data and ML, and is the operator’s tactile sense suitable to use
as a source of labels for the training of the ML algorithms? This study evaluates three
different ML algorithms’ ability to consistently classify mechanical anomalies in the
locks with two different approaches to create labels for the training dataset, the results
are then compared to the operators’ ability. The company where this study was done, is
one of the largest manufacturers in the world of different types of locks. Furthermore,
to the best of our knowledge, this paper is the first published study on an automated
solution for quality control of locks. It is therefore expected that the results from this
study are of great interest for this industry but also, for other applications where fault
detection is done by rotating a mechanical system.

Fig. 1. Tllustration of the cylinder lock that was used in this study [4].
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2 Literature Review

Today’s harsh global competition forces the industry to constantly improve its cost-
efficiency. To achieve this, it is important to minimize downtime of the systems and
machinery which has led to constant monitoring of products’ health status to predict when
corrective actions are needed based on sensor data, this is called Predictive Maintenance
(PdM) [3]. This is similar to what this study seeks to achieve in the context of locks.
Although the PAM method can lead to an improved lifetime and downtime its success is
highly dependent on the sensor data and the gained insights the model is based upon [5].
The PdM method often needs to handle high-dimensional datasets and ML has proven
to be successful for such tasks which are why ML algorithms are often used [3]. Two
common methods in ML are called supervised- and unsupervised- learning [6]. In this
study, both a supervised and an unsupervised learning approach were used. Supervised
learning is an agent that learns a function based on a set of input-output pairs, i.e. labeled
observations, that can map the input to output. These input-output pairs are assumed to be
correct and can therefore act as a ground truth. However, if the data are labeled by multiple
experts, as in this study, the labels can be contradictory and affect the classification
results negatively. To counteract this problem there exist different methods to develop
consensus models, such as majority voting, which was used in this study, but also more
complex approaches [7]. In contrast, an unsupervised learner finds patterns in the input
without any explicit feedback. Unsupervised learners often have the task of clustering
observations based on similar properties. In [3] the authors reviewed 36 different papers
that have used ML algorithms in PAM implementations where it can be seen that Support
Vector Machine (SVM), Decision Tree (DT), K-Nearest Neighbor (KNN) and K-Means
have been frequently implemented. When developing ML algorithms for classification
tasks every class should be represented equally often in the dataset to avoid the algorithm
getting biased towards a specific class, and hence poor performance [8]. In essence, it is
in practice often easier to get data regarding a normal condition of a system compared
to an abnormal condition, but in many cases, it is the anomalies that are of interest. To
solve skewed datasets a synthetic dataset can be generated based on the original dataset
with methods for balancing minority classes, for example, SMOTE [9], which is the
approach used in this paper.

3 Method and Implementation

To evaluate the operators’ ability to consistently classify mechanical anomalies, using
their tactile sense, a test was designed where 9 different operators were instructed to
classify the same collection of 46 unused locks as either ‘faulty’ or ‘working’ according
to their opinion of the quality. The set of locks was deliberately chosen because they had
not been lubricated properly for three years after they were stored, which should result in
a higher frequency of minor mechanical anomalies that can typically be difficult to detect
with the human tactile sense. The test resulted in 413 votes in total (one of the operators
forgot to classify a single lock). The distribution of all votes between the two classes
were 84% ‘working and 16% ‘faulty’. For assessing the inconsistency of the operators,
we compute the majority vote fraction, that is, the percentage of votes consistent with
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the majority vote for each lock. A low majority vote fraction indicates a low consistency
between operators and vice versa. For instance, if 5 voted ‘working’ and 4 voted ‘faulty’,
then the majority vote is’working’ and the majority vote fraction is about 56%, which is
a low consistency. Given that we have only 9 operators, this is the lowest possible value
of consistency. In contrast, if all operators voted the same, we would have a fraction of
100% which is the highest possible value of consistency.

3.1 Collecting, Processing and Labeling of Torque Data

The operators use their tactile sense to detect anomalies related to the change in the
needed torque to turn the key when the lock is faulty, which is the reason why the
automated solution used a torque measuring machine to collect data. To get a similar
evaluation of the automated solution’s consistency, we collected 9 different torque mea-
surements per lock that then could be classified by the ML algorithm in order to get 9
different “votes” corresponding to the votes from the 9 operators (however, due to the
missing data, one of the locks was tested 8 times). The machine collects the data with
a torque transducer by holding the cylinder in a fixed position while turning the cylin-
der core with the corresponding key during a constant angular velocity of 30 degrees
per second for 360 degree-turn in an angular position system with a resolution of 0.1
degrees resulting in 3600 measuring points for each lock. All measuring instruments are
subjected to a specific degree of variations in their measuring results depending on the
instrument’s precision and surrounding noise. This means that 9 repeated torque mea-
surements from the same lock will all be unique. The torque transducer used in this study
has a range of 0.1-200 Nm and a sensitivity of 0.02 Nm [10]. Approximately 0.5% of
the torque measurements for different angles lost data when they experienced a sudden
change in friction resulting from the lack of lubrication. This is due to the cycle time of
1 ms that the computer reads the torque transducer with. The spring-effect that occurs
from the sudden change of friction will force the lock to rotate too fast and therefore
resulting in missed readings. This was solved by using linear interpolation [11] with the
neighboring values. It is a common understanding that an ML algorithm will not perform
any better than the labeled data it has been trained on. Since it is already known that the
subjective evaluations of the locks’ quality done by the operators’ tactile sense can give
inconsistent results, the ML algorithms are trained using two different labeling methods.
This approach makes it possible to evaluate how the two different labeling methods will
affect the classification results from the ML algorithms.

Tactile Sense Labeling. The operators have only knowledge of classifying the locks
based on their tactile sense, so an alternative method was used to label the torque mea-
surements. The first set of reference labels is created based on the classification results
from the operators. The torque measurements from a specific lock are labeled such that
it has the same fraction between the two different labels as the operators’ labels for the
same lock. To minimize the effect on the training result from variations in the mea-
surements that originates from a specific lock, the torque measurements were randomly
chosen to belong to a specific class fraction. For example, lock x was labeled ‘faulty’
5 times and 4 times as ‘working’ by the operators when they used their tactile sense,
this means that 5 torque measurements were randomly labeled as ‘faulty and 4 were
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randomly labeled as ‘working’ for the same lock. This approach was repeated 10 times
to be able to calculate an average result from 10 different evaluations for each of the sets
of labels for the torque dataset.

Cluster Labeling. The second set of reference labels was created by letting an unsu-
pervised learner, named k-means, divide the dataset into two different clusters such that
the sum of the squared Euclidian distances from each measurement-point to the cluster
centroid is minimized. By visual inspection of the torque diagrams from the two clusters,
an expert identified one cluster that contained torque measurements with more torque
anomalies, see Fig. 2. This cluster’s torque measurements were labeled as ‘faulty’ and
the other cluster as ‘working’. This resulted in a dataset with 37% of the torque measure-
ments labeled as ‘working’ and 63% labeled as ‘“faulty’. The method of analyzing torque
diagrams from locks has not been evaluated before which means there is no established
ground truth so the size and labels for the clusters are not important, the main focus is
consistency.

Torque amplitude
Torque amplitude

0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
Degrees Degrees

Fig. 2. Torque diagrams labeled as ‘working’ (left) and ‘faulty’ (right) by an expert after clustering
using the k-means method.

3.2 Training and Evaluation

The ML algorithms SVM, DT and KNN were chosen in this study because they are
commonly used in similar applications. The ML algorithms were initially trained on
a synthetic dataset based on the original torque dataset using a systematic parameter
variation with a Bayesian Optimization algorithm [12] to get suitable parameters for the
ML algorithms. The purpose of this was to give the different ML algorithms optimal
circumstances for the training on the real dataset to be able to compare the methods’
results knowing that they probably have the optimal settings. All the ML algorithms were
tested by excluding all the data gathered from one lock from the dataset and the rest of
the data from all the other locks were used as a training dataset i.e. leave-one-out cross-
validation [13]. The training dataset was balanced with the method SMOTE. This process
was done iteratively for every lock in the dataset until all the torque measurements from
each lock have been classified. The final labels from an ML algorithm for all 46 locks
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were chosen based on how the majority of the torque measurements that originate from
the same lock were classified. Similar to the operators, the uncertainty and inconsistency
of the ML algorithms were assessed using the majority label fraction for each lock i.e.
consistency, and then the average consistency for the two classes was calculated. The
processing of the collected data and the implementation of the algorithms were all done
in MATLAB [14].

4 Results

In the tables below are the experimental results from the classification of locks. The
tables are structured such that the results related to a dataset created with a specific
labeling approach are located in the corresponding column named after the used labeling
approach. Table 1 shows how consistent the torque measurements that originate from
the same lock were labeled at mean consistency. The results show that the tactile sense
labeling approach resulted in a dataset with a low mean consistency of 86 and 61% for
the ‘working’ and ‘faulty’ classes respectively compared to the corresponding values for
the cluster labeling approach which are 97 and 98%. It can also be seen in Table 1 that
the three ML algorithms SVM, DT and KNN achieved higher mean consistency when
they were trained with the dataset from the cluster labeling approach.

Table 2 shows the results from the classification of locks in terms of classification
loss. The classification loss is expressed as the percentage of locks that were not classified
correctly with respect to the reference labels created from the two labeling approaches.
The results in Table 2 show that the ML algorithms suffered high classification loss and
great differences in their results when they were trained with the dataset from the tactile
sense labeling approach. From the results in the tables, it can be seen that when the
ML algorithms SVM, DT and KNN were trained with the dataset created by the cluster
labeling approach they all performed similarly to each other in terms of consistency but
SVM outperformed DT and KNN in terms of classification loss.

Table 1. Mean (j1) and standard deviation of consistency for each ML algorithm

Tactile sense labeling [%] Cluster labeling [%]

Working Faulty Working Faulty

n o n o n o n o
Dataset 86 11 61 8 97 7 98 8
SVM 100 3 - - 95 11 98 8
KNN 80 16 81 18 94 14 95 13
DT 86 15 75 18 94 12 95 13
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Table 2. Classification loss i.e. percentage of locks that were not classified correctly for each

class.
Tactile sense labeling [%] Cluster labeling [%]
Working Faulty Working Faulty
SVM 0 100 0 0
KNN 45 50 17 3
DT 20 100 12 10

5 Conclusion and Discussion

In this study, a comparison has been made regarding how consistent the operators can
classify mechanical anomalies in locks into two groups, named ‘faulty’ and ‘working’,
using their tactile sense compared to an automated solution using torque measurements
and machine learning. The results from this study show that operators are likely to
achieve about 74% consistency on average when asked to repeatedly classify mechanical
anomalies in locks resulting from the lack of lubrication. The corresponding values
for the automated solution are 96% when trained using the cluster labeling approach
and 88% when trained with the tactile sense labeling approach. However, when ML
algorithms were trained with the tactile sense labeling approach, they suffered 53%
classification loss, on average, as compared to only 7% with the cluster labeling approach.
An observation during the experiments that could partially explain this was that the
operators rotated the locks faster and with greater variation in their techniques compared
to the automated test machine. When the machine rotated the locks, some of them
started to oscillate, this did not happen for the operators. It was possible to recreate this
phenomenon when an operator rotated the key inside the lock with the same angular
velocity as the test machine. This shows that the angular velocity is vital for certain
behaviors to arise and can be an explanation for why the operators are not as consistent
as the test machine to classify the locks since they all have different testing techniques.
From the results in this paper, it can be concluded that the automated solution can
measure torque variations in the locks such that the ML algorithms (SVM, DT and
KNN) can achieve higher consistency in their classifications, compared to the operators.
Furthermore, it seems promising to use a more objective labeling approach such as
the cluster labeling approach augmented with expert judgment. An established ground
truth regarding how to evaluate torque diagrams could be used in a similar approach
to categorize different types of mechanical anomalies automatically, and, possibly, with
even higher consistency and precision than either of the variants hitherto investigated.
The approach of using torque measurements and ML to detect anomalies of a rotating
mechanical system has been done before [15] but, mapping each measurement to an
angular position seems to be less common. The advantage of this mapping, compared to
using regular time series data, is that there are no phase shifts between the observations
which minimize the need for preprocessing of the data.
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5.1 Threat to the Validity and Future Work

This study is done on a small sample of 46 locks and with just 9 operators to compare
with. These factors are an obvious threat to the external validity of this study. The test
was performed by letting the operators follow a set of instructions without supervision.
This means that there is no way of knowing if they followed the instructions correctly
or if they performed the test with their best intentions and during the training, synthetic
data were used to get balanced datasets, these factors are a threat to the internal validity
of the study. The next step in this research is to gather more data from locks directly
from the assembly line where the faults are likely to be more distinct and therefore
consistently classified by the operators, but also further research needs to be made on
how to recognize a working/faulty lock based on torque data. This would make it possible
for the operators to use the machine to evaluate the quality by visual inspection of the
torque diagram instead of using their tactile sense. This removes the monotonous task
of manual testing of these locks during the development of the ML algorithms but also
provides the possibility for a more reliable dataset for minor mechanical anomalies
which were not consistently classified with the current tactile sense testing method.

References

1. Krynke, M., Knop, K., Mielczarek, K.: Identifying variables that influence manufacturing
product quality. Prod. Eng. Arch. 4, 22-25 (2014)

2. Pulford, G.W.: High-Security Mechanical Locks: An Encyclopedic Reference. Elsevier Inc.,
San Diego (2007)

3. Carvalho, T.P, et al.: A systematic literature review of machine learning methods applied
to predictive maintenance. Comput. Ind. Eng. 137 (2019). https://doi.org/10.1016/j.cie.2019.
106024

4. Case company: Service manual. Case company (2016)

5. Wickern, V.M.Z.: Challenges and reliability of predictive maintenance. Rhine-Waal (2019)

6. Russell, S., Norvig, P.: Forms of learning. In: Artificial Intelligence a Modern Approach, 3rd
edn, pp. 693—-695. Prentice Hall, New Jersey (2010)

7. Valizadegan, H., Nguyen, Q., Hauskrecht, M.: Learning classification models from multiple
experts. J. Biomed. Inf. 46, 1125-1135 (2013). https://doi.org/10.1016/j.jbi.2013.08.007

8. Japkowicz, N., Stephen, S.: The class imbalance problem: a systematic study. Intell. Data
Anal. 6, 429449 (2002)

9. Chawla, N.V., Bowyer, K.W., Hall, L.O., Kegelmeyer, W.P.: SMOTE: synthetic minority
over-sampling technique. J. Artif. Intell. Res. 16 (2002). https://doi.org/10.1613/jair.953

10. Messtechnik, H.B.: T21WN Torque Transducer. https://www.hbm.com/en/7343/t21wn-tor
que-meter-with-cylindrical-shaft-stubs, Accessed 29 Apr 2022

11. Caruso, C., Quarta, F.: Interpolation methods comparison. Comput. Math. Appl. 35, 109-126
(1998). https://doi.org/10.1016/S0898-1221(98)00101-1

12. MathWorks: Bayesian Optimization Algorithm. https://se.mathworks.com/help/stats/bay
esian-optimization-algorithm.html#bvaz8tr-1, Accessed 29 Apr 2022

13. Russel, S., Norvig, P.: Leave-one-out cross-validation. In: Artificial Intelligence a Modern
Approach, 3rd edn, p. 708. Prentice Hall, New Jersey (2010). Accessed 29 Apr 2022

14. MathWorks: MATLAB. https://se.mathworks.com/products/matlab.html, Accessed 29 Apr
2022

15. Reddy, M.C.S., Sekhar, A.S.: Detection and monitoring of coupling misalignment in rotors
using torque measurements. Measurement 61, 111-122 (2015). https://doi.org/10.1016/J.
MEASUREMENT.2014.10.031


https://doi.org/10.1016/j.cie.2019.106024
https://doi.org/10.1016/j.jbi.2013.08.007
https://doi.org/10.1613/jair.953
https://www.hbm.com/en/7343/t21wn-torque-meter-with-cylindrical-shaft-stubs
https://doi.org/10.1016/S0898-1221(98)00101-1
https://se.mathworks.com/help/stats/bayesian-optimization-algorithm.html#bvaz8tr-1
https://se.mathworks.com/products/matlab.html
https://doi.org/10.1016/J.MEASUREMENT.2014.10.031

®

Check for
updates

Geometric Design Process Automation
with Artificial Intelligence

Jorg BriinnhiuBer! ®, Pascal Liinnemann!, Ursina Bisangl, Ruslan Novikov!,
Florian Flachmeier?, and Mario Wolff?

1 Fraunhofer Institute for Production Systems and Design Technology, Pascalstrafle 8-9,
10587 Berlin, Germany
joerg.bruennhaeusser@ipk. fraunhofer.de
2 BASF Polyurethanes GmbH, Elastogranstr. 60, 49448 Lemforde, Germany

Abstract. Design tasks are largely performed manually by engineers, while
machine learning is increasingly able to support and partially automate this pro-
cess to save time or costs. The prerequisite for this is that the necessary data for
training is available. This paper investigates whether it is possible to use data-
driven methods to support the design of jounce bumpers at BASF. Based on the
analysis of the use case, the geometry of the jounce bumper is approximated with
a spline to generate suitable data for training. Based on this, data for training the
machine learning model is generated and simulated. In the training process, the
appropriate feedforward neural network and the best combination of hyperparam-
eters are determined. In the subsequent evaluation process, it is shown that it is
possible to predict the geometries of jounce bumpers with our proof of concept.
Finally, the results are discussed, the limitations are shown and the next steps to
further improve ssthe results are reflected.

Keywords: Design automation - Machine learning - Data-driven design -
Synthetic data

1 Introduction

Automation in engineering combined with continuous data management has led to a com-
prehensive stock of design-describing data in many companies over the years. Depending
on the management, documentation and quality, these could be used as a basis for estab-
lishing data-driven algorithms for further automation and support in engineering. This
paper discusses research on a case study concerning the potential of automated geometry
generation using machine learning on this very data, and presents a possibility of using
synthetic data for design automation of components of high geometric similarity and
high variation in behavior.

The case study carried out and considered here addresses jounce bumpers (see Fig. 1).
As an essential element in the suspension system, jounce bumpers, together with the coil
spring and shock absorber, provide the non-linear behavior while protecting the shock
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absorber from damage under high loads. The design of jounce bumpers Lemforde, is
very complex and time-consuming. The development process of the jounce bumper is
integrated into the product development processes of the automotive OEM. Starting from
the vehicle design, the BASF engineering department receives a description of the jounce
bumper to be developed, including the boundary conditions and costs to be considered.
Essential data are the bump behavior to be mapped (e.g. on the basis of a load-deflection
curve), as well as the limiting installation space. The designs can be continuously and
automatically loaded, parameterized in the CAD environment and then subsequently
simulated.

Within the framework of this procedure, numerous product-
describing data in relation to the bump behavior have been created
over the years. This information could therefore contain comprehensive
knowledge from which machine learning (ML) models for assisting or
improving the design process can be derived. One possibility to do this
would be to train a machine learning model to imitate the simulation to
q speed up validation or train another model to generate suitable designs,

based on these validations. The approach we chose is to teach a model to
a ] generate suitable designs from simulated requirements. This decision
Fig. 1. Profile was made as the current simulation works well even though not fast
of a jounce enough to be used as objective function in model training, it fulfils its
bumper. current task and anecdotal evidence implies that is very hard to imitate
the simulation. In the following, reflecting on the case study, the method of a multivari-
ate regression in the form of a feedforward neural network is presented based on the
literature review. Following the implementation of this method, findings are explained
and discussed.

>

2 Literature Review

The potential for using artificial intelligence for design automation is widely known. In
particular, due to the increasing variability of products as a result of higher individual-
ization [1, 2]. At the most basic level, a distinction can be made between approaches
that integrate simulations into the automation of the design [3] (for example, generative
design approaches) and those that use the results of representative simulations to gener-
ate substitute models [2]. Using generative design, unlike when using machine learning
more constraints and rules have to be defined. Krish [4] showed that a generative design
approach is suitable for complex multi-criteria design problems. The paper proposed a
method that starts with a CAD genotype and varies it randomly within specific limits.
After that the designs are filtered and the resulting designs can be adapted by an engineer.

In contrast, artificial intelligence methods do not need the manual setup of many
specific rules because they try to learn those rules implicitly from data. Data-driven
services are becoming more and more important due to their ability to make correct
predictions in very complex situations where deterministic systems would be either very
difficult to develop or very time consuming in generating results. Shah et. al. For instance
are using a multi-target regression model to extract the parameters of a single-diode
model of photovoltaic modules [5]. The model accelerates the performance evaluation
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of photovoltaic modules. This work uses basic machine learning algorithms like SVM
or random forest instead of neural networks.

Another approach combines generative exploration and machine learning: in Oh
et. al. [6] generative adversarial networks are used to create different optimized design
options. Then, anomaly detection can be used to identify new designs. This helps the
designer to spot relevant results. Jang et. al. [7] propose reinforcement learning to get a
high amount of diverse topology designs. On the downside, the computational effort of
this approach seems to be high. Multioutput regression is a supervised learning technique
that is used to learn a function to predict multiple connected output values from a single
input [8]. Multioutput regression can be used for different things, Shah et. al. [5] uses it
to extract the parameters of photovoltaic cells and we use it to generate jounce bumper
designs. The use of simulations for digital mock-ups is common when designing products
as [9] show in their literature review, this is the original purpose of the BASF tool used
during the data creation step, but we employ it differently from the original purpose to
generate our training data.

3 Method

Our approach was based on the CRISP-DM [10]. The underlying user story is about
specifying the requirements of a bumper and getting an improved design as a result. Next,
we analyzed the data with the subject matter experts. An available database contains all
the designs simulated so far. It contains about 14.000 designs with basic information
such as density, dimensions and block height, load-deflection curves calculated from the
simulation stored and about 400 optional parameters to describe the bumper. Figure 2
shows the basic concept for solving the user story. The requirements, which include the
desired force-displacement curve, are the input for a machine learning model. The model
is to predict a suitable new shock absorber geometry, which is the output. Analysis of the
data revealed that the complex form of the geometric description by 400 - often optional
and therefore empty - parameters are not ideal for training a machine learning model.

» . d Machine ] B
ire- repro- |approximate ounce Bumper Load .
Require p L Learning —} Simulation oad curve » Quality
ments cessing |load curve Model Geometry performance

ode

Fig. 2. Concept to predict and evaluate jounce bumper geometries.

One possible solution is to use a simplified model to describe the geometry of the
shock absorber, which has significantly fewer parameters. However, it is very difficult
to map the relation between the simplified geometry and the original geometry. To solve
this problem and to make an estimation of the usability in ML models beforehand, a
geometry model of a specific jounce bumper was created based on two splines (inner and
outer geometry of the rotationally symmetric part) and these were varied in a regular way
to create many different designs for the training process. The generated designs were
then simulated to determine their load behavior. This procedure resulted in a synthetic
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data set, which, however, does not take the existing data into account. In addition to the
geometry-describing data and behavioral data from the simulation, the consideration of
the requirements is particularly relevant for an application in the design process. The
requirements describe the necessary load-deflection curves as well as geometric limita-
tions of the available installation space. These data result from the simulation and can
be derived from the geometry-describing data. Thus, there is a complete description sys-
tem of the geometric parameters with associated load-deflection curves. Based on this
data, a feedforward neural network was trained, which attempts to learn the relationship
between requirements and suitable geometries. In the final step, the evaluation of the
model’s predictions was carried out. Besides the basic evaluation in terms of mathe-
matical metrics, such as the squared error, different load-deflection curves of generated
bumpers were compared with those from the requirements.

3.1 Generation and Variation of Spline-Based Jounce Bumper Geometry

The geometry variations were generated by repeatedly varying specified measurement
variables. The resulting permutations of the template geometry formed the basis of the
simulation data used in our machine learning process. The template geometry used, was
a custom-build spline-based jounce bumper in STP format with the splines being second
order ‘B-spline-curves with knots’.

The spline curve as well as other measurement variables were read and processed
by a custom Python script. The processed data points were set in relation to define
thresholds and ranges within which the variation could be performed. We minimized
the amount of potentially unstable geometries as far as possible, by limiting the range in
which the measurement variables of the template geometry could be modified. However,
stricter thresholds may lead to variations with features too similar, which in turn could
negatively impact the performance of the machine learning process. Each change in the
spline curve and geometry was performed using a modifiable step range and increment
range using simple script functions. For the initial test, about 18000 geometries were
generated. The outputs are STP geometry files that are used in simulation stages to
calculate the load-deflection curves for the requirements used in the machine learning
process.

3.2 Data Preparation and Training of Machine Learning Model

After the splines were varied as described above and simulated, the corresponding
requirements were generated with a Python script: For the measurements of the piston
rod, cup and striker, the measurements of the attachment parts used for the simulation
were taken as requirements. To describe the load-deflection curve, 6 points were taken
from the load distribution in regular intervals, from these a polynomial of the 5™ grade
was calculated. Although it does not describe the load-deflection curve perfectly, the
level of detail is sufficient for a proof of concept.

As inputs of the machine learning model, we used the height of the jounce bumper,
the size of the cup, the striker and the piston rod, as well as the coefficients of the
polynomial of the load-deflection curve and the block height (minimum height to which
a jounce bumper can be compressed to. Labels are the x- and y-coordinates for 10 points
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of each of the two splines which describe the inner and outer geometry, as well as the
density the generated jounce bumper should have. Both the input and the labels for the
training data were standardised to have mean zero and a standard deviation of one.

To predict the multiple spline points as well as the density of the jounce bumper
that is described by the splines, multi-output regression was determined to be the most
suitable approach. A feedforward neural network was chosen. The model was trained on
70% of the generated data using Adam [11] as an optimisation algorithm and the mean
squared error (MSE) as loss. The remaining data was used to track the training process
and to test the model on data not seen during training.

To find a good size for the hidden layers as well as learning rate, the dropout rate and
the batch size, hyperparameter tuning was done. We specifically used an evolutionary
approach to find the most suitable hyperparameters' . The best performing neural network
had four fully connected hidden layers and a Dropout-layer after every fully connected
layer. The activation function of the hidden layers was ReLU [12] and for the final
layer we didn’t use any activation function. The data preparation and the training of the
neural network was implemented in several Jupyter notebooks. The PyTorch framework
[13] was used for the training process and the model is compact enough to train it on a
personal computer.

4 Results and Discussion

To evaluate the machine learning, the MSE (prediction-label-relation) and R? (fitting-
quality) were evaluated. In addition, 10 jounce bumpers that were generated from the test
data (not used during training) were randomly chosen and their behavior was simulated.
Furthermore, one actual requirement was fed to the model and the resulting jounce
bumper was simulated, too.

The generated jounce bumpers were evaluated for two qualities: Behavior in the
simulation and fit to the requirements. Although the general deformation behavior was
acceptable to good in most cases, the prediction of the initial stiffness by splines showed
a design weakness. These splines predicted a much higher initial stiffness than the
requirements as well as the later simulation. Also, the adherence to the design space
must be ensured, as deviation will result in a lack of confidence in the method.

Figure 3 shows the difference between requirements and the jounce bumpers gen-
erated according to them. Large differences in height were caused by the polynomial
curve describing the load-deflection curve having a wrong height at the y-intercept
when compared to the original load-deflection curve”. The differences for inner and
outer radius will have to be investigated further to remedy all differences in geometry
between requirement and output in future iterations.

! The chosen hyperparameters are 18 neurons in the first hidden layer, 33 neurons in the second
one, 40 in the third one and 78 in the fourth and final hidden layer. The learning rate is 0.0073,
dropout rate 0.057 and the batch size 512, we trained the model for 900 epochs and chose to
use a version saved at epoch 860, as we found it has the best validation performance of the
epochs we trained to.

2 The model does not optimize in this case for the actual height, but for the height of the polynomial
at the y-intercept, which should be identical to the height of the jounce bumper as this point
describes the height of the jounce bumper when no load is applied.
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Fig. 3. Deviation from the requirements to  Fig. 4. A load-deflection curve where the
the predicted jounce bumper geometry. requirements are not met (ID: 1488)

Figure 4 contain examples for the load-deflection curves simulated for two jounce
bumpers?.

The curves show that the model is able to generate jounce bumpers that will have a
similar load-deflection curve to the polynomial requirement curve, especially at higher
loads. For lower loads the jounce bumper’s height tends to decrease more rapidly than
that of the polynomial. In this the simulation of the jounce bumper and the simulation
that supplied the green requirements curve are more similar and the early flattening of
compression in the simulated curves seems to be one behavior of the load-deflection
curves that the polynomial curves cannot replicate well. Still, it is encouraging that the
model is able to learn the supplied curve in some cases, as shown in Fig. 3. Figure 3 also
illustrates the case stated above that the model conforms to the height implied by the
polynomial, not the required height, when it generates a jounce bumper. Furthermore,
the jounce bumper in Fig. 4 would not be chosen by an engineer, because the area
between the actual requirement curve and the simulated one is too large and therefore
the generated jounce bumper does not fulfill the actual design goal on the most important
criterion.

Based on the results it seems possible to predict jounce bumper geometries from
requirements with ML and specifically with a feedforward neural network and the
approach of using splines to approximate the geometry of jounce bumpers.

The measured MSE is low on the test data, indicating that the requirement load-
deflection curves are fairly closely followed, as are the geometry requirements. Further
investigation indicates that the model is only able to make good predictions because it
meets the training label, which was the approximated load-deflection curves. But those
curves are not very close to the original ones. Therefore, the approximation of the require-
ments with a polynomial curve seems to be a critical problem of this approach. Another
challenge will certainly be the provision of training data for realistic applications, since
in this case, for example, the add-on parts were varied only minimally and the installation

3 The green curve describes the original requirement, based on the simulation of the jounce
bumpers generated as described in Sect. 3.1, the orange curve shows the polynomial approxi-
mating the original requirement and the blue curve describes the load-deflection curve that was
simulated for the jounce bumper generated by the machine learning model.



Geometric Design Process Automation with Artificial Intelligence 41

space was also varied only in rough steps. However, as long as the simulation cannot be
significantly accelerated, the provision of large training data is difficult.

5 Conclusion

The aim of the case study presented here was to investigate whether machine learning
methods can be applied to the BASF process of designing jounce bumpers based on
historical design data. To do this, we identified a user story and created a concept for
training an ML model. The available data and the related model were not transferable
in their complexity to a representative, general geometry model. The development of
an alternative spline-based geometry model and the generation of synthetic data of the
spring behavior led to first insights, though. The sample showed a reliable correlation
of the load-deflection curve, which, however, cannot be sufficiently approximated by a
polynomial function to the nominal parametric.

The reason for this seems to be the approach of the representation of the expected
behavior where alternative substitute functions are used in further research. Further
potential obviously results from the consideration of further test data. In addition, it
will be examined whether the synthetic data can be created more comprehensively if a
substitute model is used instead of a simulation.

The approach followed here addresses products and components that are always very
similar in their basic structure, but very different in their individual functional require-
ments. On the one hand, this enables the design of a controllable geometry model and,
on the other hand, the prediction of the functional behavior in alternative geometries.
The gathered evidence suggest that intelligent models can be created based on synthetic
data. This approach is not applicable to components that vary greatly in their geo-
metric structure. Here, approaches that directly integrate FEM simulations seem more
promising.

Overall, the study shows that it is not always possible to use existing development
data for the qualification of Al algorithms, but that artificial data can be used instead. In
general, however, this shows the potential for supporting engineering.
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Abstract. Methods of machine learning (ML) are difficult for manufacturing
companies to employ productively. Data science is not their core skill, and acquir-
ing talent is expensive. Automated machine learning (Auto-ML) aims to alleviate
this, democratizing machine learning by introducing elements such as low-code or
no-code functionalities into its model creation process. Due to the dynamic vendor
market of Auto-ML, it is difficult for manufacturing companies to successfully
implement this technology. Different solutions as well as constantly changing
requirements and functional scopes make a correct software selection difficult.
This paper aims to alleviate said challenge by providing a longlist of requirements
that companies should pay attention to when selecting a solution for their use case.
The paper is part of a larger research effort, in which a structured selection process
for Auto-ML solutions in manufacturing companies is designed. The longlist itself
is the result of six case studies of different manufacturing companies, following the
method of case study research by Eisenhardt. A total of 75 distinct requirements
were identified, spanning the entire machine learning and modeling pipeline.

Keywords: Machine learning - Auto-ML - Requirements - Manufacturing

1 Introduction

Manufacturing remains one of the most promising areas for the application of machine
learning. However, since data science is not a core competency of manufacturing com-
panies, they are severely affected by the lack of experts in this field [1]. Automated
machine learning (Auto-ML) is defined as both the concept as well as the underlying
technology to accelerate the development lifecycle of machine learning models through
automation [2]. It therefore addresses this problem by democratizing and simplifying
the machine learning value chain process, from data acquisition to model validation.

1.1 Background and Overall Research Goal

Software solutions that integrate Auto-ML functionalities have seen a surge in popularity
over the last year, resulting in a dynamic vendor market, as software providers try to offer
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unique solutions to creating machine learning models without data science expertise [3].
This market proves to be a challenge for manufacturing companies, as they still struggle
to build knowledge about the basics of artificial intelligence [4], making the choice of
an apt Auto-ML solution for their use cases a complex challenge. This paper aims to
alleviate said challenge by providing a longlist of requirements that companies should
pay attention to when selecting a solution for their use case. The paper is part of a
larger research effort, in which a structured selection process for Auto-ML solutions in
manufacturing companies is designed (see Fig. 1).

MODEL | - PROVIDER PERSPECTIVE:

FUNCTION ANALYSIS OF AuTO-ML 3

SOLUTIONS

MOoDEL Ill - MATCHING PERSPECTIVES: MODEL IV — PROCESS PERSPECTIVE:
Explanation of causal relationships ~ —>|Designing a selection process for Auto-ML
between functions and requirements solutions in manufacturing companies

MoDEL Il - USER PERSPECTIVE: 7
REQUIREMENTS OF MANUFACTURING
COMPANIES FOR AUTO-ML SOLUTIONS

3@ Focus of this paper 3 Future work

Fig. 1. Overall research goal and context of this paper

Simultaneously in another research effort, a descriptive model is being developed
which comprises the functions of current Auto-ML solutions in the form of a function
tree. In successive endeavors, these two models will be combined to match the user and
the product perspective. This will yield in an explanatory model that links requirements
of manufacturing companies to functions of Auto-ML solutions. In a final step, this
model will be integrated into a structured selection process that companies can use.

1.2 State of the Art and Current Research

Most of the current literature regarding Auto-ML focuses on benchmarking the perfor-
mance of the underlying algorithms or applying the technology to existing optimization
and prediction problems. Publications that focus on the requirements of users are limited.
While no sources have been found that provide a longlist of requirements for manufac-
turing companies, there is research that evaluates the user perspective on the technology,
which will be briefly introduced here.

KrauB et al. analyse the applicability of Auto-ML for a predictive use case in a pro-
duction context. However, the requirements which they test against are purely focused
on model performance [5]. Crisan and Fiore-Gartland conduct an experiment focus-
ing on human-machine-interaction of user and Auto-ML systems. In their setup, they
implicitly regard requirements such as degree of automation and interpretability of the
models. However, their research is not focused on the manufacturing sector and leaves
out requirements that are posed by non-human entities, such as the legal framework or
the organizational structure of the company [6]. Elshawi et al. conduct a survey of current
Auto-ML solutions and look at functions as well as functional requirements. Still, their
focus lies on the technical description of the solutions themselves [7] The same thing
holds true for the benchmarking survey of Zoller and Huber [8]. In their paper, Xin et al.
conducted interviews with experienced Auto-ML users to provide general guidelines
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for applying these solutions in companies. A part of their results contains a subjective
rating of solutions regarding criteria like explainability and ease of use. Thus, it provided
a good reference point for the completeness of the longlist created in this paper, even
though it lacks the focus on the manufacturing sector [9].

1.3 Delineation of the Term Requirements Used in the Context of this Paper

The term requirements used in the context of this paper follows the definition by the IEEE
Standard Glossary of Software Engineering Terminology. Requirements are defined as
“a condition or capability needed by a user to solve a problem or achieve an objective”
[10]. This includes technical requirements as well as the economic objectives that the
stakeholders of Auto-ML strive to achieve by employing the technology.

2 Methodology

In order to investigate which requirements are relevant when selecting an Auto-ML
solution from the perspective of manufacturing companies, theory building according
to Eisenhardt was applied [11]. The case study research method was selected due to its
capability of describing and explaining novel phenomena with relatively sparse infor-
mation [12]. Furthermore, as this paper deals with the descriptive part of the overall
research goal (see Fig. 1), methods that focus on prescriptive knowledge, such as design
science research, were excluded. The method used comprises of a complete process for
building theory from case studies, which is especially suitable for investigating new areas
of research like the one at hand. At the beginning of the case study research process,
questions were formulated for the interviews. Table 1 shows the final questionnaire. It
contains 16 open-ended questions and served as the basis for the case studies, which
were conducted as semi-open interviews.

Table 1. Final questionnaire

No | Question

1 | What is the current state of implementation of ML in your company?

2 | What challenges do you see in the introduction and usage of ML?

3 | What goals do you want to achieve by using an Auto-ML solution?

4 | Which usage scenarios should be realized in your company with the help of an Auto-ML
solution?

5 | Which working steps are to be optimized using Auto-ML?

‘Who should be responsible for creating models? Who should use them?

Is Auto-ML intended to compensate for a specific expertise?

(continued)
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Table 1. (continued)

No | Question

Which communication interfaces are essential for you?
9 | Are there other requirements for software, such as guidelines?

10 | What are your requirements for the performance of an Auto-ML model?

11 | What are your requirements for the transparency and explainability of an Auto-ML
model?

12 | How do you envision optimal user interaction with an Auto-ML solution?

13 | How should data visualization be implemented in your opinion?

14 | In which cases would you like to be notified?

15 | How should the system behave in the event of an error?

16 | Do you have any other requirements for an Auto-ML solution that have not been
mentioned yet?

Table 2. Case subject data

Case number Manufactured product/industry sector Al use case

1 Agricultural machinery Demand forecasting

2 Cutting machinery Predictive quality

3 Trailers and cargo equipment Production control

4 Medical equipment Predictive maintenance

5 Plant supplier for the metallurgical industry Customer relations

6 Coating and surface solutions Predictive maintenance

In total, 6 case studies with machine learning users and digitalization officers from
manufacturing companies were conducted. Data about the enterprises and case studies

is given in Table 2.

To reach closure, i.e., to determine that enough case studies have been conducted
theoretical saturation must be reached. That means, that the incremental improvement
to the results become minimal [11]. The sixth case study only yielded in three new
requirements (compared to 72 total recorded requirements at that point, cf. Fig. 2). Due

to the high redundancy at this point, the case number was capped at six.
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Fig. 2. Saturation of results according to Eisenhardt

3 Results

In total, 75 unique requirements were synthesized in the case study research process.
To aid readability of this paper while fully disclosing the research results, the longlist
of requirements can be downloaded via hyperlink under [13]. In this section, general
observations derived from the requirements will be shared.

First, the requirements were clustered according to the model creation process steps
for automated machine learning which is roughly based on the analyses of Zoller and
Huber [8] (cf. Fig. 3).

| Automated machine learning process

7. Deploy
1. Handle input 2 Cxle 1A A (UEIERD 5. Generate 6. Evaluate and
pipeline process feature
data A H models models manage
structure data engineering models

Fig. 3. Auto-ML process steps used for categorizing the requirements

Although slight variations exist to this process, for the context of this analysis there
are assumed to be seven distinct steps to creating and using models with Auto-ML-
solutions. They start with handling the input data and end with the deployment and
management of the finished models. A superordinate step (zero) was introduced, as a
significant portion of the requirements did not match a distinct step but rather referred
to Auto-ML solutions in general. In the following paragraph, the clusters and patterns
of the requirements within them will be described.

The requirements of step zero (superordinate step) either described economic con-
siderations that were expected of the application of Auto-ML or constraints, that the
company had regarding the use of IT solutions, such as a cloud strategy or data protec-
tion guidelines. The requirements of cluster one (“handle input data”) consisted mainly
of the various data sources (e.g., SQL databases) that companies need the solutions to
integrate seamlessly. The second cluster (“create pipeline structure”) showed an inter-
esting dichotomy. Although this step is a field of high concern for researchers, as there
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are various mathematical challenges yet to be solved, the user perspective is not con-
cerned with the algorithms and techniques that the software offers. They are interested in
the varying degrees of automation vs. control that the underlying algorithms offer. The
third and fourth cluster (“pre-process data” and “automate feature engineering”) paint a
similar picture, as users are mainly occupied with efficiency and degree of automation
of these steps. The fifth cluster, “generate models” showed themes of user control and
interaction during the model creation process as well as more technical requirements like
GPU-support to reduce training times. The defining topic of the sixth cluster, “‘evaluate
models”, is transparency, both about model performance and the decisions they make.
The requirements of the seventh cluster “deploy, manage and use models” show that the
digital units want to distribute their finished models as efficiently as possible, while the
model users require transparent, easy to use models.

To give an overview over the 75 distinct requirements and their clusters, the
distribution of requirements is shown in Fig. 4.

Distribution of requirements along Auto -ML tasks

0. General / Superordinate ; ; ; ; ]
1. Handle input data ]

2. Create pipeline structure 3
3. Pre-process data [mm
4. Automate feature engineering 3

5. Generate models ﬁ—l

6. Evaluate models

7. Deploy, manage and use models :é:l

0 5 10 15 20 25 30

Fig. 4. Distribution of requirements over Auto-ML steps

This graphic should not be interpreted as a scoreboard that indicates which steps are
the most important in Auto-ML, because the requirements are not weighted in any way.
However, it gives an impression which steps manufacturing companies are concerned
with when they think about solving their Al use cases with Auto-ML-solutions.

In an additional analysis, the requirements were categorized according to the three
goals of Auto-ML according to Crisan and Fiore-Gartland. In their work, which is
concerned with the interaction of humans with Auto-ML-systems, they synthesize three
objectives that companies can achieve with employing Auto-ML. The first is automating
routine work, the second is rapid prototyping of models to solve business problems,
and the third and final is democratizing machine learning and data science [6]. The
distribution is shown in Fig. 5. Some of the requirements did not match the three goals
(e.g., compliance or legal requirements) and are subsumed in the “other” category.

The graphic shows a rather balanced distribution of goals, with automation being
the main goal of manufacturing companies, closely followed by rapid prototyping and
democratization of machine learning.
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Fig. 5. Distribution of requirements over Auto-ML targets after Crisan and Fiore-Gartland [6]

4 Discussion

The results of the paper are subject to the characteristic weaknesses of case study
research, which tend to be overly complex or narrow models that do not generalize
well [11]. To mitigate this risk, the a-priori variables have been selected from a wide
range of sources, yielding in a diverse questionnaire. However, before the applicability
of the results needs to be further validated once all partial models have been created and
the Auto-ML selection process is used in the industry. Furthermore, the longlist focuses
on specific requirements regarding Auto-ML-solutions. General procurement criteria,
which virtually every enterprise has, are not included. Thus, an application of this longlist
should always be supplemented by the usual economic considerations. General criteria
for selecting and employing innovative technologies in enterprises are well researched
and can be found in works such as [14] and [15].

5 Summary and Outlook

In this paper, the authors derived 75 distinct requirements of manufacturing companies
for Auto-ML-solutions from six case studies using the research method of Eisenhardt.
The requirements were clustered according to the model creation process and their
distribution along these steps is shown. Furthermore, the requirements were assigned to
the three goals of Auto-ML according to Crisan and Fiore-Gartland, showing a rather
even distribution along the objectives. In successive research efforts, these user-centric
results need to be matched to the solution provider perspective, i.e., the functions that
current Auto-ML solutions offer. Furthermore, the synthesized stakeholder groups will
be analysed. This will yield in a structured selection process for Auto-ML solutions in
manufacturing companies.
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Abstract. Production companies are increasingly required to flexibly adapt to
competitive situations and, hence, aim to ensure that their production processes
have optimal outcome. This combines requirements e.g. on product quality, pro-
duction time and costs as well as process variability. The cornerstone for opti-
mizing current processes lies in a thorough understanding of these requirements
in order to derive optimization potential that can efficiently be realized. Busi-
ness process modelling provides such a comprehensive view on the processes and
accurately reflects the existing workflows — given that all necessary information is
considered and acquired accordingly. This includes not only the company’s goals
and the production processes themselves, but also the implicit knowledge on these
processes of the employees. For many companies, a proper systematization and
combined realization of these steps is a challenge. We present a practical method-
ology for acquiring the relevant production process information as basis for a
proper process modelling. We develop a generic procedure which is tailored to the
characteristics of small and medium-sized companies and describe the goal, the
requirements, the methodology as well as a practical application including benefits
and limitations. The methodology provides a structured approach for the system-
atic mapping of heterogeneous production processes and builds the foundation to
detect optimization potential.

Keywords: Process modelling - Optimization of production processes -
Information acquisition

1 Introduction

Meeting the needs of today’s globalized market has become a distinct competitive edge
for production companies. This requires a high transparency on the production process
to react appropriately and flexibly to varying customers’ wishes and to adapt to dif-
ferent batch sizes. In addition to the requirement of achieving the punctual delivery of
high-quality products at a reasonable cost, small and medium-sized enterprises (SME)
in Europe and Asia face typical challenges like the lack of financial, technological and
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networking resources [6, 15]. Consequently, companies are searching for cost-efficient
solutions, specifically addressing their needs and unique situation, to optimize their pro-
duction processes. This ranges from the retrofitting of existing assets (like machines)
over the automated integration of expert knowledge to the implementation of lean
approaches [11].

To identify suitable optimization potential, a thorough process analysis is inevitable.
The appropriate level of detail and the cost-benefit-ratio of this analysis have to be con-
sidered carefully. Depending on the company’s goals (e.g. throughput time reduction,
Al-based quality control), the potential use of the information builds the basis for the
relevant data and knowledge that needs to be acquired. The paper focuses on the formula-
tion of a procedure to efficiently perform this information acquisition and simultaneously
create a profound knowledge gain of the employees on the production process chain and
the interconnections of the sub-processes.

We present an application-oriented method for the acquisition of information regard-
ing the production process which allows a straightforward realization of digital trans-
formation and optimization processes in SME. This information includes machines,
products, relevant data (e.g. order-related) and expert knowledge (e.g. adaptations of the
production plan, specific characteristics regarding machine utilization). The approach is
tailored to production companies of SME-type as it addresses their special requirements
like handling the available process documentation, including the rather high amount of
employees’ expert knowledge and producing as little additional costs for e.g. software
tools as possible. According to the typical steps for process analysis [13], we concen-
trate on the information acquisition and thereby providing transparency on the production
process.

The paper is structured as follows. Section 2 comprises the theoretical background
and the state of the art. In Sect. 3, the methodology for the process analysis is described.
A practical application in a production company is presented in Sect. 4, whereas Sect. 5
addresses further research questions.

2 Theoretical Background and Related Work

Results on the model-based approach as basis for production process analysis and opti-
mization can already be found in the literature. The model of a production process with
respect to realizing a proper quality management is given in [1]. Here, a general process
model is developed that allows a statistical analysis of the process, containing e.g. the
statistical distribution and the method for determining the capability and performance
(in the sense of long-term capability) of the process. However, aspects beyond statistical
process evaluation are not considered here.

A conceptual reference model for identifying and organizing production data is given
in [2], which aims at analysing and finding relations between the five dimensions produc-
tion, plant hierarchy, process, context and resources. The approach however concentrates
on the organization of digital factory data and does not take the connection with human
expert knowledge into account.

In [3], both the product and its production process including their mutual connections
are mapped. This allows the modelling of a configurable product as a directed multigraph,
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a set of (process) model and coupling constraints. Such an instance of the model provides
aconfigured product and the executable process for its production. Similarly, an approach
to design a manufacturing system is presented in [12]. Both do however not aim at
mapping the existing process chain.

Special focus on production control is set in [7], where a Petri net approach is pre-
sented in order to map production process-relevant data, which includes data on the
products and on the production facility. Even though we concentrate on the optimiza-
tion of production processes rather than production control, environmental factors are
a relevant aspect for us as well. A systematic literature overview on data acquisition is
presented in [4], which reveals that this field is highly granular and realizations differ
across machines, processes and on the plant level.

In conclusion, the acquisition of the relevant information for process modelling is
crucial for creating proper and meaningful images of the real processes. While process
modelling itself is a highly investigated topic, the practical realization of the information
acquisition has rarely been addressed in the literature, and to our best knowledge there
exist no standardized procedures or methods.

3 Methodology

The methodology presented below aims at acquiring information on production pro-
cess chains. It was developed by applying action design research [14], combining the
scientific study of a problem with the application in a real-life situation. Its goal is to
generate prescriptive design knowledge by learning from the realization and evaluation
in an organizational setting [10]. This was achieved by developing the methodology
together with a production company of SME-type which has the typical characteristics
we want to address: the motivation to improve the production process, a partly digitized
production process with both high-technological machinery and machinery in need of
retrofit, a significant amount of implicit knowledge of the employees. One advantage
of the methodology is its generalizability since the company-specific requirements (e.g.
level of digitalization) and the varying goals (ranging from simple retrofit to complex
real-rime data analysis) are considered in the process. Additionally, as it is described in
the upcoming paragraph, it is the goal to take into account and acquire all relevant infor-
mation and knowledge of the company’s employees. Therefore, the respective employees
are assigned various roles. The methodology can be applied to SMEs of different size
and complexity as it is process- instead of enterprise-oriented. Depending on the avail-
ability of different participants, certain roles can be condensed. As company-internals,
at least a decision-maker and an implementer must be involved.

We start by defining the relevant roles and designate the respective participants.
First, a process analyst (who can be internal, but usually is external) being familiar
with the methodology has to be included for implementation as well as guidance of
the company’s participants. On the company’s part, a decision-maker (e.g. CEO or
manager) is needed for formulating the target of the production process optimization.
Furthermore, a superordinate technology employee (the implementer) has to be involved,
who functions as knowledge carrier and interface between the process analyst and the
company’s employees. Regarding every production sub-process that is considered, both
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a worker performing this process and having profound knowledge on it (mainly for the
information acquisition; especially in small enterprises, this might be the technology
employee) as well as the respective team leader (for further inquiries and the final
release; this role can be taken by the decision-maker) are included. With the inclusion of
the different participants, a holistic view on the processes, the acquisition of all available
knowledge as well as a proper release process is guaranteed.

The procedure is illustrated in Fig. 1. After laying the foundations by defining the
target and choosing the respective relevant process chain, the acquisition of every sub-
process information is iteratively achieved by the conducting three steps visualized in the
middle part. These three steps have to be performed for each sub-process individually
(and chronologically according to their appearance within the process chain) such that
in the end, the outcome builds the basis for process optimization.
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Fig. 1. Visualization of the proposed methodology.

General Prerequisites and Target Setting: Using the top-down-principle, a product
family as reference object for the process optimization is defined. Therefore, first an
overview over the available product families is created. A prioritized choice is found
by evaluating certain criteria, which are split into primary (core) and secondary (sup-
porting) ones: Primary criteria, representing economic and technological factors, depict
the strategic view of the management (by key performance indicators, business environ-
ment, orientation and competitive differentiation of the company) and the operational
view w.r.t. the manufacturing process (by production quantities, importance and impact
of production know-how). The availability of relevant product/process information (e.g.
test plans, work instructions) is included as secondary criterion since it facilitates the suc-
cessful implementation of the procedure and, hence, influences the quality of the subse-
quent process optimization. To gather the relevant information to evaluate these criteria,
the process analyst interviews a decision-maker of the company to get an overview of the
company’s typology (e.g. size, vertical integration). Then, the shop floor is visited to get
a deeper understanding of the workflow. Expert interviews with a technology employee
who has profound knowledge on the production process complete the first insight. Now
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the reference product is chosen, and a flow chart of the relevant sub-process of the prod-
uct family as well as first rough drafts of event-driven process chains (EPC) are created
by the process analyst and the technology employee. EPCs were chosen because of their
easy understanding for the company and their expedient use ([9]; for a further discussion,
see Sect. 5).

Preparatory Work: The next three steps regard the acquisition of detailed information
on the relevant sub-processes. First, the planned procedure is announced to the worker
who is responsible for the execution of the considered sub-process, with focus on their
respective involvement. Furthermore, a preliminary short briefing between the process
analyst and the technology employee in which the rough draft of the respective EPC is
discussed helps to establish a uniform level of knowledge. New information gathered
from this discussion is included in the EPC.

Gathering Data and Expert Knowledge: The worker responsible for the execution of
the sub-process is consulted. He or she gives a detailed description of his or her tasks and
simultaneously executes them on the respective machine/workstation etc., while the pro-
cess analyst documents this knowledge. Note that this does not only include the typical
work steps, used machines or software but might also address implicit knowledge like
machine parametrization or typically arising problems. The focus is explicitly set on the
standard procedure and not on rarely occurring exceptions. The technology employee,
combining knowledge both on the acquisition procedure and on the company’s practical
processes, connects the internal staff and external analysts. To raise the worker’s moti-
vation to participate and to include a maximum amount of (implicit) knowledge (e.g.
regarding information flow, parametrization tasks, interaction with other work steps),
he or she is asked about his or her view on necessary or possible need for optimiza-
tion. Finally, the process analyst describes the further procedure to make the upcoming
involvement of the worker transparent.

Consolidation and Evaluation of the Results: The process analyst adds the new
information to the roughly designed EPC and transforms it into a detailed one, which
is then reviewed and improved by both the technology employee and, afterwards, the
worker responsible for executing the sub-process. The final release of the EPC is done
by the team leader. If he or she does not approve of the latest version, corrections are per-
formed by the team leader and the technology employee, which corresponds to the arrow
in Fig. 1 leading back to the gathering of expert knowledge. The worker responsible for
the sub-process is informed about the changes (as a benefit, internal differences in the
understanding of the processes are clarified). A subsequent check regarding semantic
accuracy and comprehensibility is made by the process analyst.

These three steps are repeated iteratively until every sub-process has been considered
and the respective information is acquired.

Outcome: As a result of the methodology, every sub-process of the process chain is
mapped as a process model, e.g. EPC (as in our case), Business Process Model and Nota-
tion (BPMN), Unified Modelling Language. This includes information on the technical
infrastructure, the used machines, hard- and software, relevant data and parametrizations,



56 H. Winkler et al.

involved employees, material and information flow, informal information regarding the
overarching interaction of the sub-process (e.g. communication in case of high reject
rate) as well as sub-process-specific and overall suggestions for improvement. Hence,
the information of the process chain is systematized and the connections between the
different sub-processes are made transparent.

4 Practical Application

The procedure was developed using action design research methodology in cooperation
with a company producing tools (needles for knitting machines) in a high vertical integra-
tion (ranging from stamping of the raw material over forming to heat treatments). Since
needles are very delicate easily damageable, a comprehensive know-how is inevitable
for high production stability. Within a research and development project funded by
the German Federal Ministry of Education and Research, the initially rarely digitized
production process is optimized using Al-based data analysis to automatically identify
variations in the product quality for critical sub-processes.

The process analysis was realized using the procedure introduced above. For the
chosen product, a process chain containing 20 sub-processes was identified and inves-
tigated. Due to the pandemic situation, on-site visits were only possible in the early
stages. The majority of information acquisition and interviews with the company were
performed online. The most important perceptions are summarized in Table 1.

Table 1. Perceptions regarding the practical implementation of the methodology.

General prerequisites and target setting

— difficult to conduct digitally as on-site visit of running production (layout, size, routes and
temporal relations) is required for overall understanding (especially in the context of
complex production processes)

Preparatory work

— during the repetitive cycles of the acquisition process, the gradual qualification of the
technology employee led to more efficient realization

Gathering data and expert knowledge

— usage of EPC for modelling, which are easy to understand and map all relevant information,
facilitates communication with employees

Consolidation and evaluation of the results

— it is useful to plan additional time for the final release of the EPCs to account for possible
(un-)availability of the team leaders

(continued)
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Table 1. (continued)

General prerequisites and target setting

Acquisition of process information

— adigital conduction, which was necessary due to the pandemic situation, had no negative
influence on the results (however, photo documentation in this case is highly recommended);
this allows more flexibility in scheduling appointments with employees

— the rather high amount of repetitive check cycles involving different employees has various
positive effects:

o implicit employee knowledge is transferred into explicit one

o the awareness of employees for their own sub-processes, the neighboring ones and the whole

process chain has risen significantly, which led to an increased sense of responsibility for the

product and a reduction of uncertainties

o cross validation of employee and team leader raises quality of EPCs

o increased knowledge of employees in process modelling and information acquisition

o0 optimization potential becomes more transparent and is iteratively refined due to the gained

knowledge, transparency and understanding of the processes and their interrelations

5 Further Discussion and OQutlook

The initial application of the methodology in the above-mentioned company proved to be
a successful starting point for the digitization of the production line and the realization of
an automatic process monitoring to reduce the reject rate. The information acquisition,
specifically the documentation, led to the involved employees’ raised transparency on
the processes’ complexity as well as interconnections and intrinsically motivated them
to actively suggest improvements on the sub-processes. Especially in the project’s pro-
duction process optimization context, this proved to be a profound basis for conducting
the actual realization steps.

Even though the process requires a significant commitment of (personal) resources,
the step-by-step realization leads to higher transparency and an expedient competence
development of the involved employees. The knowledge gain regarding the processes
builds the basis for continuous improvement processes and, hence, a wide range of
optimization potential. The direct availability of the structured information builds the
basis for certification programs (e.g. for a quality management system), leading to a
better competitiveness. Applying the methodology is the starting point for the creation
of digital twins of assets like machines, products etc. Furthermore, the formulated assets
and their underlying architecture allow a risk analysis w.r.t. data security.

For process modelling, EPCs were prioritized because of their easy use and expand-
ability. Additionally, they were understood well by employees who initially were unfa-
miliar with process modelling. For our further research and application, we intend to use
BPMN:ss from start (note that EPCs can be used to create BPMNSs). Hence, the results are
also usable in connection with BPMN workflow engines for the visualization of the oper-
ational processes and the identification of optimization potential. This is especially of
high interest considering platforms (like BaSys [8]) that provide standardized solutions
for the optimization of production processes.
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The derived information can also serve for maturity models as the thorough analysis
of the production processes’ actual state allows a straightforward evaluation of the current
maturity level and the derivation of the necessary steps to achieve the envisioned target
(this is a typical procedure in the context of retrofitting, see e.g. [5]).

The experience and know-how of the involved employees significantly influence
the pace and quality of the information acquisition. A high benefit arises for a high
vertical integration and a large amount of (differing) sub-processes due to the binding
of (expensive) technology employees. It is part of our future research to develop an
assessment logic for the economic evaluation w.r.t. the company’s initial goals (e.g.
basis for digitalization, Al-based production process optimization or certification).
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Abstract. This study proposes an average flow time estimation model based on
Gaussian process regression that can be applied to adjust the storage locations of
partial products and manages demand fluctuations and other dynamic order pick-
ing issues. We use the historical order picking data of a progressive zone picking
system to extract features for the model. Subsequently, we train the estimation
model and acquire the new storage location assignment by relocating part of the
total products based on the estimated average flow time from the learning model.
We test the proposed model using a simulation model based on a real cosmetic
company’s distribution center in South Korea. The simulation results indicate that
the proposed model improves the performance by 9.61% with four relocation
operations compared with the original storage location assignment before reas-
signment. The proposed model shows significant effectiveness when workloads
are unbalanced, even in environments with high product diversity. We conclude
that the proposed model could improve the productivity of real distribution centers
with fewer reassignment operations.

Keywords: Facility logistics - Order picking - Flow time estimation - Storage
location assignment - Warehouse

1 Introduction

The correct relocation of products assists in maintaining performance when warehouses
and distribution centers (DCs hereafter) experience demand fluctuations and other prob-
lems that affect order picking operations. Balancing workloads minimizes the possibility
of congestion in progressive zone picking systems [1]. Pan et al. [2] used a genetic algo-
rithm for storage location assignments, and Chen et al. [3] formulated a mathematical
model and used the tabu search algorithm to relocate items in a warehouse considering
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the relocation effort. To avoid relocating an entire warehouse inventory, Accorsi et al.
[4] proposed a bi-objective integer linear programming model for an adaptive storage
allocation policy. Kim and Hong [5] developed a dynamic storage location assignment
method in progressive zone picking with a bypass conveyor system and S/R crane. They
regarded the dynamic storage assignment problem deterministically and formulated the
problem using mixed-integer programming. In this study, we extend [5] by including
Gaussian process regression in solving the dynamic storage location assignment prob-
lem. We develop an average flow time estimation model to evaluate the expected increase
in performance from the relocation operation as a response to demand fluctuation. Then
we optimize the storage location assignment by searching for the new storage locations
that will yield the minimum estimated average flow time.

2 Problem Definition

2.1 Progressive Zone Picking System

We consider a progressive zone picking system with an S/R crane consisting of z zones
with 7 racks and a picker per zone, as shown in Fig. 1. The pickers assigned to picking
zones fill totes with an order’s products and place the totes on a conveyor that transports
them throughout the zones to an unloading station. If a zone’s buffer is full, totes bypass
the zone to avoid blocking and return after recirculation.

S/Rcrane —| | )

Zone 1 Zone 2 Zone 3 Zone 4 Zonez€Z
Il
. B A YT B . )
1|2 |3|afs|ar|2]|3|a|s|1|2|3(af[s|1]|2]|3|4(5]| Rackre€Rr
1{2|3|8]|s[6]|7[a]o|twf1n|12]{13|14f15]|16[17]18(19|20| productp € P

oP= P g o=

Picker 1 Picker 2 Picker 3 Picker 4

Newtote [ > 5 > > 5 5 > 5 5 > 5 > > @

i i Recirculation conveyor D

Fig. 1. Progressive zone picking system with S/R crane and recirculation conveyor

In this study, we assume that a product occupies one pick face. A picker loads product
p into the tote from the assigned pick face k. When pickers start or finish order picking,
they are at their depot stations located in the middle of each zone. The flow time of order
o is the interval between the moment a tote enters the picking system and when the order
is complete. The S/R crane transfers products to storage locations.

We obtain the average flow time FT from the sum of the flow times of the orders
divided by the number of orders. An order list / is a group of orders processed within
the same shift or time slot. We let wf‘ be the number of picks at pick face k in order list
[, and K and K, be the set of pick faces allocated in zone z, and the set of pick faces
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allocated in rack position r, respectively. We formulate the total number of picks in zone

z of order list / as:
Wi, = Z Wik .

kek;
and the total number of picks in rack r of order list / as:
Wiy = Z Wik -
kekK,

We use the following notations and parameters.
Set and its indices

Set of orders and its indices 0 € O
Set of order lists and its indices [ € L
Set of zones and its indices z € Z

Set of racks and its indices r € R

Set of products and its indices p € P
Set of pick faces and its indices k € K

=0

=T Y8 T o

>~ ® N

Parameters

wi  Number of picks at pick face k of order list [, VI € Land k € K
7wy, Number of picks in zone z of order list [, V/ € Landz € Z

rwy,  Number of picks in rack r of order list /, VI € Landl € L

d,  Distance between depot station and rack r € R

3 Model Formulation

3.1 Feature Preprocessing

To train the flow time estimation model, we extract the maximum and minimum numbers
of workloads of the zones, and pickers’ travel distances from historical order picking
data. We calculate the maximum number and the minimum number of picks for order
lists /, xl1 and xl2 as:

1
X; = maxzwy,
VzeZ
2 .
X; = minzwy.
VzeZ
and pickers’ total travel distance of order list / as X13 as:

X? = Zdr S TWip

rer

Last, we merge xll, Xl2, and X13 to form matrix X which is the input or feature.
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3.2 Average Flow Time Estimation

Historical data from order picking system are noisy observations due to measurement
errors and the influence of workload balance, rack storage policies, sequencing, etc.,
on order picking performance. Based on the definition of the Gaussian process adapted
from Schulz et al. [6], Rasmussen and Williams [7], we formulate the joint probability
of noisy observed data (X, X,, y) and posterior function f; as:

|:yi| ~N<0 [K(X, X) + 021 K (X, X*)D
Sx ' KX, X) KX, X))

where o, controls the noise level. In this study, X and X, denote the training input and
testing input, respectively, y denotes the training target (see Joatiko [8] for the details of
the estimation model with the Gaussian process).

Prediction using the Gaussian process depends entirely on the kernel function
Mackay [9]. The kernel function expresses the dependence of the two observations,
x; and x;. We use a Gaussian kernel combined with a linear kernel as the kernel function.
We formulate test target y, the mean function of the posterior distribution as:

P(flXe, X, ) = N(f:, cov(f*)).

To identify an optimal storage location, we use average flow time estimation. We
measure the accuracy of the average flow time estimation model using the Pearson
correlation coefficient, also called Pearson’s r. Figure 2 shows the correlation along with
Pearson’s r value between the real value and the predicted value of 200 order lists using
several experimental configurations as described in Sect. 4. We obtain real values using
simulation and predicted values using the proposed flow time estimation model.
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Fig. 2. Flow time correlations between simulation and prediction values



64 J. Park et al.

3.3 Storage Relocation Procedure

As mentioned, proper assignments of storage locations determine the best storage loca-
tions for the products in the order lists with minimal labor and cost. We assume a con-
stant picking time per picker and that each picker picks each product independently. We
assume identical zone size and rack size and that the termination time of the relocation
operation is unknown because relocation times vary in practice.

We generate a candidate for the new storage assignment by switching the locations of
two products. We consider only two products to switch at a time because we assume an
unknown termination time. Thus, the total number of possible candidates is a combina-

tion of two of the total number of products ( ll; ). We evaluate the FT of each candidate

using the proposed average flow time estimation and select the pair of products estimated
to have the minimum FT if we switch them.

If more time is available to relocate the products again after the relocation operation,
we use the same relocation procedure for the new storage assignment. Stage n denotes the
number of switched pairs as determined by the experience of management, considering
the number of storage locations that can be reassigned.

4 Experiment and Results

4.1 Experiment

Table 1 shows the order picking system’s configuration based on the real DC. We base the
size of each order on uniform distribution and base the picker’s travel time to pick each
product on its storage location. Classes A, B, and C differentiate the storage locations
in each zone. We set each zone’s buffer size at 3 and the constant work-in-process level
(CONWIP) at 60. We train the estimation model on 300 order lists and test them with
200 different order lists. According to the workload distribution among zones, 40% of
the order lists are classified as the balanced scenario and the remaining 60% as the
unbalanced scenario. We use Python 3.7 and the scikit-learn toolbox to construct the
model and Tecnomatix® Plant Simulation 12 to generate the synthetic historical data.

Table 1. Configuration of the order picking system experiment

Parameter Values

Number of zones 8

Number of products 96, 144

Order size Uniform (3,10)

Size of the rack in each zone 3 rows x 6 columns
Number of orders in each order list 100

Number of switched pairs (r) 1,2,3,4
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4.2 Experiment Results

We defined performance improvement as the FT reduction percentage relative to the
initial storage assignment (n = 0). Table 2 shows the performance improvement of the
proposed model from n = 1 to n = 4 depending on the number of products. To measure
performance, we first consider the number of products to be 96. The proposed model
yields an average improvement of 3.29% in one relocation operation and an average
improvement of 8.44% in four relocation operations.

Table 2. Performance improvement of the proposed model

Scenario Improvement percentage (%)

|P| =96 |P| = 144

n=1 n=2 |n=3 n=4 |n=1 n=2 |n=3 n=4
Balance 1.30 1.85 2.38 2.63 1.76 2.98 3.65 4.16
Unbalanced |4.62 7.86 1044 1231 1 4.95 8.59 11.23 13.24
Average 3.29 5.46 7.22 8.44 |3.67 6.34 8.20 9.61

Next, to analyze performance with high product diversity, we consider the number of
products to be 144. The proposed model yields an average improvement of 3.67% in one
relocation operation and an average improvement of 9.61% in four relocation operations.
For both the unbalanced and the balanced scenarios, the improvement increases as the
number of switched pairs increases, but the improvement in the unbalanced scenario is
higher.

5 Conclusion

An average flow time estimation model was proposed to optimize storage location assign-
ments in a progressive zone picking system considering the number of relocated products.
Experiments based on a real DC showed that the proposed model successfully shortens
the average flow time of order lists with a limited number of relocated products and that
the proposed model significantly shortens the average flow time in an environment with
high product diversity.

Having extracted features from historical data that were roughly related to the real
workload balance of the real DC’s picking system, future research will study the prepro-
cessing step to confirm whether it could improve the accuracy of the proposed model. Fur-
ther experiments will consider environments when stochastic picking times and pickers’
capacities are not the same.

Despite the proposed model’s performance, there is a risk that it will not achieve suf-
ficient improvement considering relocation costs if there is not much room for improve-
ment, or if the estimation model is not sufficiently trained. Future research will investi-
gate all possible search procedures and approaches to guarantee estimates suitable for
Gaussian process-based optimization.
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Abstract. This paper reports on a case study of work analysis using geospatial
intelligence technologies conducted on a manufacturing line at a J-Power Systems
(JPS) plant in FY2020. First, an overview of the workplace, the purpose of the
analysis, and the types of data used in the analysis is presented. Next, we describe
the data processing methods developed in the preparatory phase of the analysis,
and finally, we report the results and discussion of the work analysis.
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learning - Manufacturing line - Work analysis

1 Introduction

Health and productivity management (HPM) [ 1-3] is realized by simultaneously improv-
ing labor productivity and Quality of Working (QoW) in a well-balanced manner. Since
it is necessary to deal with a wide range of issues for that, engineering and Digital Trans-
formation (DX) approaches are essential. On the other hand, it has been reported that
60—-80% of information is related to location information [4] and that humans spend
approximately 90% of their time indoors [5]. Therefore, geospatial intelligence (GSI),
especially indoor GSI, which supports problem solving by linking geospatial data with
other data, is expected to be an effective means to promote DX and HPM [6, 7]. This
paper reports on a case study of work analysis using indoor GSI technologies conducted
on manufacturing lines (MLs) at a JPS plant.

The area was about 1,800 m? rectangle in size. An indoor positioning system [8]
and a PLC were installed to collect data to determine the position of each worker and
the state of each equipment (Fig. 1). There are three MLs with three workers in charge
of one line each. The leader of the MLs manages the entire work area, and sometimes
works in cooperation with other workers as needed.

The main objective of this work analysis was to investigate the feasibility of (1)
improving the operation rate, and it also included feasibility studies on (2) automating
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work records and (3) visualizing work transitions, respectively, and (4) confirming the
value of work skills. From the perspective of HPM, (1) to (4) are all related to productivity,
and (2) to (4) are related to QoW (physical/mental load reduction, transparency of work
status, and skill improvement).
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Fig. 1. Workplace overview and the indoor GSI.
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Fig. 2. Types of time-series work classification data (left), breakdown of work classifications, as
well as the GT values and work-shift overlaps (right).

2 Basics of This Work Analysis Case Study

In the actual case study presented in this paper, work analysis was conducted in the area
containing the work-in-progress (WIP) manufacturing process at a JPS plant [7].

We use four types of time-series work classification data for different purposes as
shown in Fig. 2-left, which are along the “ML axis” or the “worker axis”” where The ML
axis indicates the time axis of each ML, and the worker axis indicates the time axis of
each worker.

The “ground-truth (GT) data” were prepared manually by visual inspection using
recorded video for three days of work. Only the GT data have both the ML axis and the
worker axis. The handwritten stoppage-factor records (hereinafter referred to as “HS
records”) are daily handwritten records kept by workers in the workplace. The “quasi-
GT data” are generated by integrating the HS records and PLC data using the method
described in Sect. 3.1. Since both HS records and PLC data are constantly obtained
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onsite, they can be easily scaled up. The “auto-estimated data” are the estimation results
of a method based on machine learning (LSTM: Long short-term memory) [9] using
PLC data and positioning data as described in Sect. 3.2. All three types of data are along
the ML axis. Figure 2-right shows the breakdown of work classifications, as well as the
GT values and work shift overlaps for workers #1, #2, and #3.
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Fig. 3. MR detection process (left), Travel distance map for position-based features (right).

3 Methodology of Work Analysis on ML Axes

3.1 Quasi-Ground-Truth Data Generation

The HS records contain no missing data along the ML axis. However, there are two
significant issues for investigating the feasibility of improving the operation rate. One is
that the start and end times of each record are rounded off, and the other is that “material
replenishment (MR)” works are not included in the records even if they are supposed to
be one of major stoppage factors for the MLs.

Meanwhile, because IoT transition is still underway in the workplace, PLC data that
can be sent to the server and used for analysis are limited.

In this case study, we developed a method to generate “quasi-GT data” that are more
accurate in time and include MR works by integrating HS records and PLC data. The
method mainly consists of a process to make time recording more accurate using PLC
data and an MR detection process. This section outlines the latter, which is also used to
extract one of PLC-based features for LSTM.

With PLC data, itis possible to grasp each status of “out of material”” and “open/closed
status of the equipment cover”. We developed a method for detecting MR works by
identifying the state transitions caused by their combinations, as shown in Fig. 3-left.
Note that “arrangement in internal setup #1 (with MR)”, “container replacement for WIP
input”, and “arrangement in internal setup #1 (without MR),” which are Sa, Sc, and Sp
respectively, are related setups that are difficult to separate in the machine learning
described below, so we deal with them collectively in this case study.

The accuracy of the quasi-GT data generation method, including the MR detection
process, was evaluated by comparing the HS records, GT data, and quasi-GT data,
respectively. Comparison of the GT and quasi-GT data (Table 1-bottom-left) confirmed



72 T. Kurata et al.

that the quasi-GT data can be generated with an accuracy of approximately 92%, that it
is possible to obtain data closer to the GT data than HS records (Table 1-top-left), and
that it is possible to automatically record operation (OP) and MR with the high accuracy
of 96% and 93% respectively by using PLC data.

Table 1. Comparisons between HS records, GT data, Quasi-GT data, and Auto-estimated data.

HS Records vs GT data: 76% HS Records vs Quasi-GT data: 80%
recall precision f1 time ratio [time (sec.) recall precision f1 time ratio [time (sec.)
OTHER 41.3% 66.8%)| 51.0% 61.9%| 11,096 | OTHER 40.5% 100.0%| 57.7%) 40.5%| 16,948|
opP 97.6%) 66.5%) 79.1% 146.7%) 63,148 opP 100.0%, 65.3%] 79.0%] 153.2%] 60,486
MR 0.0%) 0.0%| 23,575 MR 0.0%| 0.0%| 22,072
SaSc Sp 88.2%  956%  91.8% 92.2%  25,696| | SaScSo 100.0% 100.0% 100.0%  100.0% 23,700
Sp 100.0%| 65.2%)| 78.9% 153.5%| 2,346 Sp 100.0%| 100.0%| 100.0%j 100.0%| 3,600
Se 81.1%) 90.5%| 85.6% 89.6%| 11,045 Se 100.0%| 100.0%| 100.0%j 100.0%| 9,900
B 96.8%| 95.9%)| 96.3% 100.9%| 21,400 B 100.0%| 100.0%| 100.0% 100.0%| 21,600
Quasi-GT data vs GT data: 92% Auto-estimated data vs Quasi-GT data: 91%
recall precision f1 time ratio [time (sec.) recall precision f1 time ratio [time (sec.)
OTHER 88.8%) 58.2%)| 70.3% 152.7%| 11,096| | OTHER TB 88.2% 80.2%| 84.0%) 110.0%| 24,130
oP 93.6%) 97.7%)| 95.6% 95.8%| 63,148 oP 95.4% 96.7%| 96.0%| 98.6%| 54,808
MR 90.4%| 96.6%)| 93.4% 93.6%| 23,575 MR 94.6% 95.9%| 95.2%] 98.6%| 20,982
SaSc Sp 88.2%) 95.6%)| 91.8% 92.2%| 25,696| | SaSc Sp 73.6% 77.5%) 75.5%) 94.9%| 11,671
Sp 100.0%) 65.2%)| 78.9% 153.5%| 2,346 Sp 0|
Se 81.1%| 90.5%| 85.6% 89.6%| 11,045 Se 76.6% 86.4%| 81.2%) 88.7%)| 6,900
B 96.8%) 95.9%)| 96.3% 100.9%| 21,400

3.2 Automatic Recording Based on LSTM

To achieve automatic recording of work classifications in addition to OP and MR without
HS records, we developed a work classification estimation method based on LTSM using
47 features derived from PLC data and 9 features derived from positioning data. Besides
the features obtained using the MR detection process described above, internal-setup
features were also designed based on PLC data. Although they are more coarse-grained
than work classifications such as OP, MR, and S series denoted as S+, it can represent each
state such as the first and second half of setup, and several types of machine operations
during setup.

As for features based on positioning data, we designed 9 distance features each of
which represents the travel distance for a worker to reach each target equipment. For
efficiency, maps of travel distances from each equipment, as shown in Fig. 3-right, are
pre-computed and stored. In addition, the time spent in each work area is also used as
one of features by defining work areas that are assumed to correlate strongly with some
of specific works in the work classification.

Either the GT or quasi-GT data can be used for LSTM training. Although the GT
data are more accurate, they are only available for three days in this case study and are
very expensive to prepare in actual operation. In contract, we can obtain the quasi-GT
data continuously, and they are close enough to the GT data as shown in the previous
section. For these reasons, LSTM training was conducted using the quasi-GT data.

We evaluated the accuracy of the LSTM-based method. Since the purpose of work
classification estimation was to automatically generate data comparable to the quasi-GT
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data, which contributes to elimination of manual recording works, the comparison target
here was the quasi-GT data. As a result of evaluation by k-fold cross-validation (K =
3), the estimation accuracy was about 91% (Table 1-bottom-right). Note that K = 3
was used for this evaluation since there are state sequences the occurrence frequency of
which is small with respect to the length of whole data.

While OP and MR are highly accurate thanks to each detection process that con-
stitutes the quasi-GT data generation method, there was room for improvement for
estimating S+ each of which is internal-setup-related work classification. As shown in
Table 1-bottom-left, comparing the GT data, the accuracy of S+ in the quasi-GT data is
not so high for the training data, and it may have affected the accuracy of the estimation.
One of the practical issues for improving the quality of training data is not to increase the
burden in the workplace for collecting high-quality training data. In addition, to estimate
S« involving no equipment controls, it is crucial to obtain the workers’ status because
PLC data is not available. Therefore, positional data is expected to play an important
role in identifying the status of workers.

3.3 Indoor Positioning

The integrated positioning method used in this case study consists of BLE (Bluetooth
Low Energy) positioning, PDR (Pedestrian Dead Reckoning), and map matching [8].
Since the data for international indoor positioning competitions [10, 11] were collected at
the same workplace as this case study, here we use the competition data for performance
evaluation. As aresult, CE50, arepresentative accuracy indicator, was 4.39 m (Reference:
CES50 in AIST’s method [12, 13] was 2.73 m).

At the target workplace, solar BLE beacons (Fujitsu PulsarGum) were installed
for the maintenance-free advantage. The shortest advertisement transmission interval is
1.28 s, however, depending on the amount of electricity generated by solar power, the
transmission interval may be longer. It may cause passing it unnoticed. Compared to
warehouses where visual work is often required everywhere, in manufacturing sites, there
are many areas where the luminance level is not sufficient such as aisles and other areas
where visual work is not required. In such environments, the advertisement transmission
interval is getting longer. Therefore, it would be possible to improve the positioning
accuracy and the quality of features related to setup works by installing battery-powered
beacons, which have shorter and more constant transmission intervals than solar beacons,
in critical areas where PLC data is not available for work classification.

4 Work Analysis on Manufacturing Line Axis

We conducted work analysis using the quasi-GT data and GT data instead of using the
results of the work classification estimation by machine learning since it was still in
the feasibility study phase during this case study. This section reports on the quasi-GT
data-based analysis on the ML axis.

Figure 4-left shows a state transition diagram of the work classification, that is, the
work process model. The transitions from OP clearly identify that the major stoppage
factor is MR and that the main setup workflow after OP is “Sc to {Sa or Sp} to Sg.” Since
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it is possible to perform simulations based on such models as in Ref. [14], preliminary
evaluations with the model are expected for efficient ‘Kaizen’ of these MLs and the
similar MLs in the future.

There are 3,230 OPs in the quasi-GT data with 406 operation cycle. Note that we
define one operation cycle as a cycle consisting of (1) setting a full WIP container on the
input side to the ML, (2) running the ML, (3) consuming the WIP, and (4) removing the
empty WIP container. As shown in Fig. 4-right, there was a weak positive correlation
between the operation rate and the continuous operation time (operation time per run)
within each cycle. These results implies that the longer the continuous operation time
is, the higher the operation rate is.

As each ML requires a brief stop for MR, we also analyzed MR and the approaching
actions to the equipment for MR. Comparing the HS records with the quasi-GT data
confirmed that 34% of time for OP in the HS records were MR (Fig. 6-middle-right). It
was also found that the approaching time obtained by the MR work detection process
(Fig. 3-left) accounted for 36% of the MR time. Based on these results, if all approaching
times that take longer than the median were replaced by the median, the operation rate
could be improved by 3%.

We also compared differences in operation rates depending on whether MR was
passive or active. A passive cycle is one in which all approaching actions are carried
out after the material runs out, and an active cycle is one that includes at least one MR
started before the material runs out. The analysis confirmed that the median operation
rates for passive and active cycles are 47% and 49%, respectively, and that the variation
in operation rates is greater for passive cycles (Fig. 6-top-right).
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5 Work Analysis on Manufacturing-Line and Worker Axes

Obtaining the correspondence matrix between each work classification on the ML and
worker axes from the GT data, we confirmed that “WIP output adjustment (WA)” (adjust-
ment of the position of WIP output in the container) occupies about half of the time in
OP, the ratio of “manual work record (MWR)” in OP to MWR except in OP is 2:1, and
about half of “cleaning and garbage disposal (CL)” is done during internal setup.
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The percentage of time for WA in OP averaged 47%, the lowest 35%, and the highest
60% (Fig. 5). For example, if the ratio is kept not to exceed 40%, the reduction in WA
is equivalent to 9% of time for OP. By allocating the reduction in OP to other works
(such as HR, CL, advance execution of internal setup, etc.), downtime is expected to
be reduced. Improving work skills contributes to the reduction of time for WA, and
it is expected to lead to higher operation rates and more rewarding work. In addition,
although automation of WA is not currently underway, the effect is not small.

If MWR and CL were performed in OP in Shifts #1, #2, #3, and #5 as the same rate
as the high-skilled worker in Shift #4, the average time for the increase of MWR and
CL would be equivalent to 8% of time for OP. Although the 9% estimated above for
WA reduction in OP is only an average, the increase of MWR and CL is expected to be
within the range of the WA reduction.

100
| Replaceable with MWR, CL, etc. |
z - <
s BrEe -E = -3
3 5" g
® Ya & »a
§" : §- e
b4 L E=1 E
s 1" % 2
& o0& B »®
° °
Shift #1 #5  Average
I Room for moving MWR in setup into OP I | Room for moving CL in setup into OP I

Fig. 5. WA (WIP output adjustment) and MWR (manual work record) in OP (left), WA and CL
(cleaning and garbage disposal) in OP (right).
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6 Conclusion

This paper reported on the case study of work analysis using GSI technologies on MLs
at the JPS plant. First, regarding the improvement of the operation rate, we were able to
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extract candidates of metrics related to the operation rate and work skills as shown in
Fig. 6. Next, regarding the automation of MWR, it was shown that although sufficient
accuracy was obtained in estimating OP and MR, there is room for improvement in the
accuracy of estimating S=. In particular, it was found that improving the accuracy of
indoor positioning is required to obtain the workers’ status in the actual workplace.

The feasibility of visualizing work transitions was demonstrated by generating the

work process model (Fig. 4-left) using the quasi-GT data. In addition, it was confirmed
that the “active MR metrics” and replacement of WA in Figs. 5 and 6 are deeply related
to work skills which contribute to QoW.
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Abstract. The technologies that make up the Industry 4.0 umbrella provide orga-
nizations with efficiency and flexibility, but without alignment with organizational
strategies, below-average results can be achieved in comparison with the market.
In order to avoid this failure, investments in 14.0 must support current or explore
new business strategies. The present work aims to analyze how eleven compa-
nies located in Brazil can be typified in technological transformation alignment
perspective by model of Henderson and Venkatraman. The eleven companies are
large companies with consolidated initiatives to implement Industry 4.0. In the
findings, it was possible to identify that the dominant adequacy to the strategic
alignment model remains valid, despite the enabling technologies of Industry 4.0
to be recent. It is also highlighted the degree of concern about the type of strategic
alignment chosen by these companies, which results in a temporary competitive
advantage, as it allows imitation by other competing companies by not creating
value in the customers’ view.

Keywords: Industry 4.0 - Industrie 4.0 - Strategic alignment - Henderson and
Venkatraman Model - Technology transformation - Competitive advantage

1 Introduction

There is a widespread paradigm that Industry 4.0 (I4.0) increases firm performance
to the highest levels of competitiveness [1]. The technological tools that make the 14.0
possible bring advantages, such as better quality with lower production costs; customized
production; process flexibility and efficient use of resources [2]. In contrast to the positive
aspects, there are several risks involved in implementing 14.0 to consider when deciding
to implement it. Of these, the lack of adherence to corporate strategic alignment stands
out [3].

The business strategy is the result of the confrontation between the essential compe-
tencies of the organization in the face of opportunities and threats identified in the exter-
nal environment. Core competencies increase the organization’s competitive advantages
(valuable, rare, expensive and non-replaceable) [4]. Information Technology and Digital
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Communication (ITDC) plays a leading role in strategic alignment, and in the model
proposed by Henderson & Venkatraman [5], it occurs in a bidirectional way [6]. How-
ever, despite the fact that 14.0 is essentially based on ITDC [1], there is no consolidated
version of strategic alignment and one of the justifications lies in the fact that it is a
relatively new area of study [3].

From the premise that the new technologies of 14.0 can contribute to the organiza-
tional strategy. The objective of this paper is to verify the application of Technological
Transformation of the strategic alignment model between ITDC and Business developed
by Henderson and Venkatrama [5] for companies that adopt 14.0 embedded technolo-
gies, for this, eleven companies located in the state of Sdo Paulo, Brazil, were analyzed
in a sample selected by convenience.

2 Theoretical Background

2.1 Industry 4.0

The 14.0 is related to the strong integration with industrial processes, aiming to improve
quality, add value to activities and eliminate waste, mainly qualifying the data flow
providing speed in transmission [7]. Organizations benefit from technologies covered
in 14.0 in flexibility, real-time capacity monitoring, decentralization, modularity, oper-
ational and energy efficiency, interoperability, service orientation, virtualization, and
sustainability [8].

The gains achieved with 14.0 have managed to break an important paradigm in
production management, by making production in volume and variety more flexible
without increasing cost [9]. The technologies that comprise 14.0 are broad, according
to the literature, but the most used are Big Data Analytics, CPS, 10T, and Artificial
Intelligence [2, 10-12].

2.2 Strategic Alignment Model

The literature defines “strategic alignment” as the process of transforming business strat-
egy into actions that ensure that business objectives are supported [6]. Strategic alignment
between business and ITDC means the synchronization between consolidated strategic
business initiatives and the choices made in ITDC solutions and their governance, to
achieve the maximum potential for results [13]. Authors have dedicated themselves to
studying strategic alignment, since, in a dynamic market, efficiency in achieving busi-
ness results is dependent on how ITDC is exploited by the organization [14]. The seminal
model of Henderson and Venkatraman [5] is used to typify preponderant alignment [15].

The model develops four perspectives of dominant alignment by which an organi-
zation can be characterized [5]. The first two have a business strategy as a driving force:
strategy execution and technology transformation, and the other two perspectives: com-
petitive potential and service level, explore how information technology can enable new
or improved business strategies with organizational implications [15].

In perspective two: technology transformation, the assessment of the implementation
of the business strategy is based on the ITDC strategy and the articulation between infras-
tructure needs and the information system process. There is a more prominent adherence
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to this perspective by companies when observing the application of 14.0 technologies
[16]. This represents a tendency to apply ITDC solutions that can bring more flexibility
to manufacturing operations until product delivery, without necessarily changing the
business strategy [17]. Companies that adopt technology solutions embedded in 14.0
tend to give technology the ability to act preventively in their production processes, thus
supporting decision making [2]. Technologies are essentially dedicated to improving to
get data in operational processes and from this data, extracting information in an agile
and efficient way [19]. Greater agility in data collection and processing enables decen-
tralization and independence in decision-making in production cells [20]. The autonomy
gained from digitalization enables vertical and horizontal integrations [21, 22], in addi-
tion to the ability to share operational information in real-time with different hierarchical
levels of the company [9]. The technological transformation advocated with perspective
two of the strategic alignment model is not just the result of the acquisition of new tech-
nologies with the adaptation of the factory layout [23], it also depends on the training
of people all over the organization to obtain superior results in the attribution of their
functions [24].

3 Research Method

The present work can be considered exploratory research [25]. Therefore, it is intended
to analyze the adherence of organizations with initiatives to implement 14.0 technolo-
gies to the model of Henderson & Verkatraman [5] in its perspective Technological
Transformation. The research question that motivated the study was “How are compa-
nies that apply emerging technologies from 14.0 positioned in perspective technological
transformation of the strategic alignment proposed by Henderson and Venkatrama?”.

Methodological steps were followed to give consistency to the research process.
Initially, it was performed a literature review to identify the theoretical basis, in which
knowledge was obtained to identify the research question that guided the proposed
study. With the literature review and the research question formulated, the next step was
to determine the research protocol to carry out the data collection.

The data collection stage took place between May and June 2021, with eleven
responding companies located in the state of Sdo Paulo. A structured questionnaire
based on a theoretical study was applied to the response of employees who occupy
decision-making positions in these companies. The choice of the responding companies
was based on the indication of market professionals and academics and for having already
participated in research on the maturity in the implementation of emerging technologies
of 14.0 [26].

The questionnaire has fourteen assertions, in which the respondent chooses between
a Likert Scale ranging from 1 to 5. Where 1 means “totally disagree” and 5, he “to-
tally agree” with the statement. The questionnaire was developed on a Web platform.
The assertions were formulated from the findings in theory about characteristics of the
technological transformation perspective and, thus, verify the existence and degree of
strategic alignment in a company.
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Table 1 addresses the assertions presented in the questionnaire, with the reference
authors.

Table 1. Questionnaire

At the company, I work for: Support

has confidence in its technologies to support decision-making and acts, based | [20]
on the implemented technologies, in a preventive

manages to capture data in all its operational processes and organize it to [19]
derive value from it

has autonomous cells, that is, they operate independently in the entire [20]
manufacturing operation

has activity digitization that helps management [21]
has vertical integration (the information sharing from the shop floor to [21]

company executives) and horizontal integration (the connection between all
sectors of the production chain)

all those responsible for dealing with implemented Industry 4.0 technologies | [24]
have the knowledge and skills to perform this role

can proactively plan for future occurrences because of the implemented [2]
Industry 4.0 technologies

has adapted the structure and layout throughout the entire manufacturing area | [23]
to receive Industry 4.0 technologies

has high levels of standardization in processes and products, following norms | [2]
and specifications

uses integrated systems throughout the manufacturing unit that allow the [9]
sharing of data information from the factory floor with the operational and
executive levels

uses technologies such as Big Data Analytics, CPS, IoT, and Artificial [2,10-12, 27]
Intelligence in all its manufacturing processes

has a management system for all logistical links, from supplier data, and [21]
inventory, to sales

has systems capable of accumulating knowledge and autonomously making | [22]
decisions, performing analyzes of the results accumulated in the
manufacturing operations

has systems capable of accumulating knowledge and making decisions in a [22]
semi-autonomous way (with human intervention), performing analyzes of the
results accumulated in the manufacturing operations

Source: Prepared by the authors
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4 Results and Discussion
Preliminary to the questionnaire, on adherence to perspective two of the model by Hen-

derson and Venkatraman [5], questions were asked that helped to typify the respondent
company, and the compilation of the eleven companies is presented in Table 2.

Table 2. Typification of respondent companies

Type of industry Range of number of Annual billing range
employees
Company 1 Metallurgical 10 to 49 Between BRL 360 thousand
and BRL 4.8 million
Company 2 Electronics 50 to 249 Greater than BRL 300 million
Company 3 Cosmetics 250 or more Greater than BRL 300 million
Company 4 Chemistry 0to9 Between BRL 360 thousand
and BRL 4.8 million
Company 5 Metallurgical 50 to 249 Between BRL 360 thousand
and BRL 4.8 million
Company 6 Metallurgical 250 or more Greater than BRL 300 million
Company 7 Steel Mill 250 or more Greater than BRL 300 million
Company 8 Mining 250 or more Greater than BRL 300 million
Company 9 Metallurgical 250 or more Greater than BRL 300 million
Company 10 Cosmetic 250 or more Greater than BRL 300 million
Company 11 Automobile 250 or more Greater than BRL 300 million

Source: Prepared by the authors

As shown in Table 2, the number of employees combined with the billing classify
the companies surveyed can be considered as large. There is a variety of areas of activity,
and in the metallurgical segment, there are four companies, followed by the cosmetics
area with two companies interviewed.

The level of training and experience of the respondents were also mapped. The
minimum training is higher education, with more than 4 years in the company, all of
them occupying a management position in the companies they operate.

Table 3 shows the data collected from the fourteen assertions, the sum was tabulated
and calculated for each respondent company, considering that the higher the total value,
with seventy being the maximum, the greater the company’s adherence to perspective
two of the strategic alignment model of Henderson and Venkatraman [5].

Company 7 was the only one that the respondent scored with the highest value
on the scale for all assertions, something expected of the high level of investment in
recent years in innovative technologies of the company in the steel segment, mainly
aimed at improving the ability to collect and transfer data in your processes. Company
8 had the lowest average, although, with high dispersion, the result is linked to the
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Table 3. Sum of points by company where 70 is the maximum value

Company 1 2 3 4 5 6 7 8 9 10 11
Sum 44 51 42 42 42 66 70 33 42 59 58

Source: Prepared by the authors

company’s operating segment (mining) in which investments in 14.0 technologies do not
confirm perspective two of strategic alignment as dominant, because there are occasional
and dispersed applications of new technologies in their manufacturing processes. The
other companies, to a lesser and greater degree, corroborate the understanding that the
strategic alignment has been guided by the use of ITDC enablers of 14.0 to improve
production processes, as recommended by the strategic alignment model of Henderson
and Venkatrama [5].

5 Conclusion

The emerging technologies of 14.0 have contributed companies to be more agile in their
production processes. Agility is achieved by collecting, transforming and transmitting
data more quickly to decision makers. However, the mere availability of new technologies
does not mean a return of superior results if there is not an adequate strategic alignment.

In the eleven companies studied, it was possible to identify the predominant adher-
ence to perspective technological transformation, in which the technologies structured
in I4.0 aim to support the organizational strategy. On the one hand, it means obtaining
results in a pragmatic with improved levels of information, but the competitive advan-
tage that comes from this perspective is temporary, as it is easily imitated by other
competitors. Organizations interested in achieving perennial competitive results should
align efforts in the application of 14.0 technologies to offer differentiated, customized
products and services focused on servitization, as recommended by perspectives three
and four of the strategic alignment model.

Although new digital transformation technologies can be applied to many manu-
facturing processes, their access is still restricted to large companies due to the high
investment required. This characteristic was identified in the eleven companies studied
when analyzing their size and revenue.

Analyzing how obtaining new technologies incorporated into I4.0 is converting into
benefits in the strategic field plays an important role, as argued by Karpovsky [14].
Supporting a proposition to be tested in future works, named here as P1.

P1. Organizations that apply the new 14.0 technologies adhering to their business
strategies can obtain a higher return on investment.

Although there is no consolidated model to typify the companies that align the new
technologies of the 14.0 to their strategies. The model by Henderson and Venkatraman
[5], published in 1993, proved to be adequate to characterize the companies studied
from the perspective of technological transformation, but there is another gap for study,
declared in the proposition to be tested in future works regarding the applicability of the
other perspectives.
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P2. The application and use of new technologies incorporated in I4.0 can characterize
organizations in any of the four perspectives of strategic alignment, depending on the
way they were implemented.

The presented propositions have the limitation of the few respondents, opening
opportunities for future research, in which the methodological procedures could be
either case studies or surveys.

As in any research, there are limitations inherent to the methodology, such as consid-
ering a restricted group of companies, and not being possible to generalize the findings,
which opens the opportunity for further research with a larger sample base.

This study was partially financed by the Coordination for the Improvement of Higher
Education Personnel - Brazil (CAPES) — Financial Code 001.
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Abstract. Innovation in small and medium-sized companies can be favored by
the use of technologies covered by Industry 4.0 and differentiated strategies can be
decisive for competitiveness. Although smaller companies are slower in terms of
implementing technologies when compared to large organizations, they denote
innovation capacity and strategies. The method used to carry out this paper
was a single case study in a medium-sized auto parts company located in Sao
Paulo/Brazil. The results showed that the company studied broke the pattern and
found a strategic way out to face the challenges of using new technologies. The
digitization project implemented by the company, supported by some of the pillars
of Industry 4.0, provided positive results for its internal processes and paved the
way for the creation of a digital competence school and a startup to offer digital
solutions in a practical and competitive way. The strategy adopted by the company
corroborates the perspective that to take advantage of Industry 4.0 opportunities,
new business models need to be considered.

Keywords: Industry 4.0 - Competitiveness - Digital transformation - Business
models

1 Introduction

The use of technologies covered by Industry 4.0 can favor innovation in small and
medium-sized companies and offer benefits for improving the efficiency of their internal
processes. Opportunities related to the use of these technologies can expand the range
of benefits to be obtained from business model innovation [1].

The innovation strategies added to Industry 4.0 are presented differently in relation
to the size of the companies. While for large companies these strategies are guided
by business models centered on novelty, smaller companies rely on business models
centered on the efficiency of their processes [2].
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Small and medium-sized companies play an important role in the debate on digital
transformation and new business development. Although they have a competitive disad-
vantage compared to large companies, given their limitations in technical and financial
resources, they have innovation capabilities and strategies [3] and as a result can generate
new flexible organizational processes and structures [4].

In this way, Industry 4.0 technologies can promote changes in production processes
and allow the development of new business models and new forms of management and
organizational strategies [5]. The necessary requirements and benefits that small and
medium-sized companies can obtain with the implementation of Industry 4.0 are still
little explored in the literature and generate research gaps [6].

This paper aims to fill part of these gaps through the following question: How are
small and medium-sized auto parts companies in Brazil adapting their strategies for the
transition to Industry 4.0? Aiming to identify and analyze the innovation strategy in a
medium-sized auto parts company, in Brazil, for the implementation of technologies
covered by Industry 4.0.

In the search for an answer to the proposed question, the case of an auto parts
company was chosen as the object of analysis, whose innovation strategy differs from
the standard established by others of the same size and segment, as will be discussed in
the results section.

2 Literature Review

Industry 4.0 has an important and long-term strategic impact on global industrial devel-
opment, as it signals a growing demand for research on the issues, challenges, and
solutions related to the design, implementation, and management of smart manufactur-
ing systems [7]. In this way, it represents a technology based opportunity to change the
way companies generate value for their customers [8].

In this context, companies seek to understand how Industry 4.0 can impact pro-
fessional skills and competencies and the company’s organizational structure [9], also
discussing the role of these new technologies in the creation or destruction of jobs [10].
However, despite the impact of the use of new technologies, especially digitalization and
advanced automation, on the workforce, the human role within the smart manufacturing
system is expected to remain dominant [11].

On the other hand, the difficulty of obtaining qualified labor for small and medium-
sized companies can make it difficult for them to develop the expertise necessary for
the successful implementation and use of digital manufacturing technologies [12]. In
addition, in many cases, companies underestimate the cost and difficulties of introducing
new technical solutions into an organized system, a problem that is more critical for small
and medium-sized companies, despite having greater adaptability [13].

Therefore, companies must develop skills to provide employees with a sense of
ownership, trust and a culture of interconnectivity and information transparency [14], in
order to take advantage of technologies to adapt new processes to the detriment of the
organization’s redesign.

Another aspect to be highlighted deals with innovation management, which refers
to the company’s ability to adjust to market changes and promote the organization’s
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adaptability through learning and the balance between knowledge and technological
exploitation [15].

In turn, a business model can be considered an architecture of product and information
flows, which includes the description of the various business actors and their functions,
composed of a system of interdependent activities that goes beyond the limits of the
focal company [16].

It is also considered that in relation to the use of new technologies, companies can
present different levels of maturity and the integration of these various technologies can
generate solutions according to the needs of each company [17].

Thus, despite the difficulties mentioned, companies must start a digital transforma-
tion journey, which considers changes throughout the company, including its organiza-
tion, physical infrastructure, human resources, process and operations management and
manufacturing technologies [18].

In this context, the transition to Industry 4.0 is presented as a possible path for
companies in the search for competitiveness. Therefore, it will be necessary to define
manufacturing models and plan transformation programs [19]. Therefore, this transition
should not be seen as the solution to the challenges to be faced, but as a strategy to
rethink the business model as a whole [9].

3 Method

The method used to carry out this paper was the single case study, which is characterized
by a way of investigating an empirical topic in depth, through a set of pre-specified
procedures, which reveals “how” and “why” questions and contributes to the construction
of theory [20]. For the selection of the case under analysis, aspects related to the use
of technologies covered by industry 4.0, innovation strategies and business model were
considered.

The case chosen as the object of analysis is a medium-sized auto parts company,
located in Sdo Paulo/Brazil, which has been operating in the automotive market for over
50 years. The choice of the case is justified by the strategic differential that the company
presents in relation to others in the same segment and size. Data were collected in the
second half of 2021 through semi-structured open interviews with a focus on strategies
aimed at Industry 4.0 and through direct observations.

The interview was conducted with the CEO of the company, as he is the person
involved with all processes relevant to digital transformation. In addition to the ques-
tions proposed in the interview, some information was spontaneously provided by the
respondent and is portrayed in the results and discussions.

Direct observations were carried out during a technical visit to the factory premises
and it was monitored by the managers of each area. During the visit, it was possible to
know the details of the production processes and technologies used, which allowed a
better foundation and favored the conduction of the interview with the chief executive
officer.

All stages of the research ensured confidentiality to the participating company regard-
ing the identification of the company and the research respondent. Thus, throughout this
paper, the company will be named as “Innovative company”.
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Results and Discussions

The results found in the search are shown in tables and figures. Table 1 shows the
questions and a summary of the answers obtained on strategies and competences of the
company studied.

Table 1. Strategy and competence for industry 4.0

Questions Answers

1 | How do you rate your ability and skills to Open and receptive to technological
adapt to technological changes? changes, without preexisting paradigms

2 | How do you consider the alignment of your | The company’s culture was already open to
company’s strategies and organizational changes, which facilitated alignment with
culture to Industry 4.0? innovation strategies

3 | How can the transition affect your Opening the way for new business, making
company’s competitiveness? the company more competitive

4 | What strategies does your company use to Systemic vision, training of personnel and
make the transition to Industry 4.0? exchange of knowledge and experiences

5 | Are the strategies adopted by the company | It motivated teams, productivity gains,
bringing results? Which are? creation of an independent business unit

(startup) and a digital competence school

6 | How does the market influence the decision | For the competitiveness and survival of the
to invest in new technologies? company in a sustainable way

7 | Has the digital transformation caused An artificial intelligence department was
changes in the organizational structure and | created and strategic planning began to
strategic planning of the company? prioritize new business models

Source: Prepared by the authors

In the analysis of the questions (Table1), it was observed that the company has a broad
and differentiated vision to carry out the transition since its proposals and directions
include innovative strategies that go beyond the internal environment and the standard
business model. This differentiated aspect contrasts with the idea that smaller companies
are guided by business models centered on the efficiency of their processes, while large
companies prioritize business models centered on novelty [2].

The company’s main manager considers himself an open-minded professional, just
as the company’s culture is open to change. Regarding the use of new technologies, the
respondent used the expression “it is necessary to think big”, in order to outline strategies
with a broad and systemic view, corroborating the perspective that new business models
require companies to obtain new ways of thinking. Inside and outside the corporate
environment [21].

In the search for competitiveness, companies need to plan transformation programs
[19], which s in line with the interviewee’s perspective, for whom the use of technologies
can open paths for new business and make the company more competitive.
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Regarding the choice of strategies to carry out the transition, although the researched
company could acquire new machines (option A), it opted for a digitalization process
focused on maximizing human capacity, using existing machines and equipment (option
B). The interviewee justifies that the choice for the digitization project was due to the
high investment required for the acquisition of new machines.

However, it emphasizes that the decision to invest can be affected by the compet-
itiveness of the market and the need for the company to survive in a sustainable way,
corroborating the idea that the adaptation of companies to market changes can occur
through learning and the balance between knowledge versus technological exploitation
[15].

For a better understanding of some answers about the strategies adopted, Fig. 1
illustrates the “anxieties” raised by the manager, the strategic solutions found, the means
used and the results obtained.
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Fig. 1. Concerns and strategies of the “Innovative company” (Source: Prepared by the authors)

According to spontaneous statements by the interviewee, the awakening of the anx-
ieties raised (Fig. 1) occurred due to the company’s inability to participate in the com-
petition of a new business, given the lack of productive capacity. Added to this issue
was the low use of technologies and the search for new market demands, which could
significantly transform your company.

The digitization project started in 2018 was supported by some of the pillars of
Industry 4.0, which provided opportunities for results such as improved productivity,
cost reduction, agility in production processes, availability of information, precision in
deliveries and employee satisfaction.

Regarding the adaptation of employees to the use of these new technologies, in the
opinion of the interviewee, at first there was resistance to changes, which was undone
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by the perception that technology can be an ally and not a threat to the worker. An issue
also addressed in the literature which discusses the role of technology in the creation or
destruction of jobs [10].

In addition to the internal results obtained, the digitalization project, thinking about
the sustainability of the ecosystem, paved the way for the creation of a school of digital
competence to prepare for Industry 4.0, with a view to training young people from the
local community and employees’ children.

An important aspect to highlight is the difficulty of obtaining labor for small and
medium-sized companies can make it difficult to implement and use digital manufactur-
ing technologies [12], in this way the creation of the school of digital competence can
be seen as a tool for the sustainability of the company’s ecosystem.

Before finishing the explanations in Fig. 1, regarding the creation of the startup,
it is worth detailing the actions and results obtained with the implementation of the
digitization project, as shown in Table 2.

Table 2. Digitization project strategy

Actions Results
Formation of a corporate intelligence Stimulation of creativity; Broader participation of
group employees; Maximization of human capacity

Installation of sensors in a business unit | Autonomous data capture of variables

Creation of best pattern recognition Optimization of processes and consumption of
algorithms in real time materials, and guidance of operators

Creation of a command system and Establishes human-machine communication in real
activity record time

Source: Prepared by the authors

As stated by the interviewee, all the actions developed to implement the project
brought good results as evidenced (Fig. 1) which justified the investment made in
technology and training of employees.

Still, in relation to the return on investment, the company creatively adopted an
innovative strategy with the creation of a digital competence school and a startup to
offer digital solutions to other companies in a practical and competitive way.

It should be noted that this new business unit is independent and is not subordinated
to the formal structure of company. In this way, the team formed for the development
and implementation of the digitization project began to divide its activities between the
referenced company and the startup.

The strategies adopted by “Innovative company” validate the perspective that to take
advantage of the potential provided by Industry 4.0, new business models need to be
considered to improve the efficiency of the process as a whole [22].
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5 Conclusions

The objective of this study was to identify and analyze the innovation strategy in an auto
parts company, in Brazil, for the implementation of technologies covered by Industry
4.0. The analysis of the case studied made it possible to understand how a medium-sized
auto parts company adapted its strategies to transition to Industry 4.0.

The results indicated that differentiated strategies, with the involvement of top man-
agement, and the participation of employees with creativity and innovation, can facilitate
the path to the use of new technologies, even in smaller companies.

The digitization project implemented met its main objective of maximizing human
capacity and opened the door to other innovative strategies and creative responses, both
with the foundation of the school of digital competence and the creation of a startup.

The startup was configured as a bold business model to offer services with digital
solutions in a practical and competitive way. In this way, it provided innovation by
incorporating, independently, the provision of technological services, with the use of
skilled Iabor and the know-how acquired in the development of the digitization project.

The school of digital competence collaborated with the company’s strategy to
increase the density of knowledge and promote the qualification of the workforce in
a continuous way since the school’s initial proposal was to qualify the local community
and employees’ children in relation to the technologies covered by the Industry 4.0.

The main contribution of this paper was to identify how the strategy for using tech-
nologies can make room for creating new businesses and managing companies in the
automotive sector. Based on the findings, this paper advanced some steps to fill research
gaps on necessary requirements and the benefits generated by the implementation of
Industry 4.0 in small and medium-sized companies.

As with all research, especially as it is a single case study, the results obtained cannot
be generalized to all companies. As a proposal for future studies, it is recommended to
analyze the organizational impact of the implementation of new technologies in smaller
companies.
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Abstract. The use of technologies embraced by Industry 4.0 drives integration
and collaboration between companies in order to expand borders for other organi-
zations, thus allowing the intelligent use of data and favoring integration through-
out the supply chain. To carry out this article, the method used was a single case
study in a medium-sized auto parts company, located in Greater Sdo Paulo/Brazil.
The results showed that data connectivity is important to enable the use of tech-
nologies in the automotive chain and strengthen the relationship between suppliers
and customers and that greater efficiency can be obtained by the dissemination of
technologies throughout the chain. It is noteworthy that the expectations of results
to be obtained by the integrated use of technologies in the client-supplier rela-
tionship, can favor innovation and improve the efficiency of internal and external
processes.
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1 Introduction

The concept of Industry 4.0 appears at the beginning of the 21st century, based on
a productive structure with information, communication, automation, production, and
business processes [1], which can transform traditional supply chains into chains of
digital supplies [2].

Digital transformation can connect companies and customers, and provide trans-
parency, reliability, and effectiveness through the intelligent use of data throughout the
chain [3]. In this way, the technologies encompassed by Industry 4.0 can favor integration
in order to make organizations smarter [4].

Considered one of the main mechanisms for industrial organization, integration [5]
driven by advanced and connected technologies, can expand the boundaries of companies
to other organizations and stakeholders [6].
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In the context of Industry 4.0, integration, from an internal perspective, can enable
information to be shared across different sectors and hierarchical levels within the com-
pany, while horizontal integration is established through collaboration between two or
more companies in pursuit of common goals.

However, even if the relationship between customer and supplier can be favored by
the use of new technologies so that everyone can benefit from a possible integration, it
is necessary that smaller companies also have access to technological innovations.

Thus, even though larger companies have access to technologies, exclusive use within
the company hampers the competitive advantage that could be unlocked and accelerated
by sharing data along the supply chain [7].

In Brazil, it is considered that there are many challenges for companies to be able to
use technologies related to Industry 4.0, such as investments in equipment with digital
technologies, an adaptation of layouts, processes, relationships between companies, and
management of the production chain [8].

Although the challenges are present in the different sectors of the Brazilian economy,
the automotive chain, composed of automakers and auto parts, stands out for its partici-
pation in the GDP (Gross Domestic Product), for the generation of jobs, investments in
innovation, and for significant linkages in its production processes [9], and therefore it
is the sector chosen for study in this article.

The use of new technologies, of course, promotes relevant changes in how supply
chains are managed and opens research gaps on this issue [10], since few studies explore
the subject.

Seeking to fill part of these gaps, the study of this article consists of understanding
how the use of Industry 4.0 technologies can facilitate the integration of the supply
chain in auto parts companies in Brazil, aiming to analyze the conditions and challenges
for the integration of the supply chain considering Industry 4.0 technologies, from the
perspective of an auto parts company.

2 Literature Review

The use of Industry 4.0 technologies can provide the supply chain with the opportunity
to trace materials and products, collect and analyze processes, collect data in real-time
and improve production, storage and transport communication [11].

A supply chain is considered to be the aggregation of interdependent organizations
that coordinate activities and share common adaptive challenges [12]. In this way, the
integration of internal operations and the ability to coordinate between customers and
suppliers can enable the efficiency of production processes [13].

The attributes of a digitized supply chain are real-time communication and collabo-
ration between customers, suppliers, and partners based on shared and standardized data
across platforms in a network of companies [14]. The concept of integration is consid-
ered one of the pillars of Industry 4.0 [15] added new technologies can make companies
more intelligent and integrated [16].

In this way, communication within the same company at different hierarchical levels
can occur through vertical integration, which can provide more flexible production sys-
tems, while horizontal integration facilitates cooperation between different companies
[17].
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The collaboration between companies is an element of integration capable of pro-
viding joint work between organizations to create a competitive advantage [18]. Thus,
for collaboration to occur throughout the chain, vertical integration is first necessary,
followed by horizontal integration [19].

The use of new technologies can give companies a competitive advantage [20],
including in the automotive industry. However, some companies will only walk the path
of transition when this reality is also relevant to smaller companies [21].

It is also noteworthy that a closer relationship between customer-supplier can bring
a positive result for the success of manufacturing companies since suppliers can provide
new knowledge, skills, and working methods [22]. In addition, new business models
require industries to think about the internal and external environment [23].

In this way, the shared understanding of concepts related to Industry 4.0 among dif-
ferent companies can boost innovation strategies [24], since knowledge about technology
beyond their companies can improve process efficiency [25].

3 Method

To carry out this article, the methodology used was exploratory, through a single, longi-
tudinal case study. Because it is characterized by the “how” and “why” questions about
a set of contemporary events, it allows for in-depth investigation and preservation of the
holistic and meaningful properties of real-life events [26].

The case chosen was a medium-sized auto parts company, supplier to the main
vehicle manufacturers operating in Brazil. In order to maintain confidentiality regarding
the identity of the company and to maintain the research protocol, throughout this article
it will be referred to as “Company X”.

Data collection was carried out through an open semi-structured interview with the
supply chain director of “Company X”. The interview was divided into two blocks: 1)
Use of Industry 4.0 technologies in the automotive chain; 2) Integration and collaboration
in the automotive chain.

Data were also collected during a technical visit with on-site observations and phys-
ical artifacts about a project developed by “Company X", which was pointed out by the
respondent during the interview.

The main aspect addressed in this article refers to two links in the studied chain: the
customer and the supplier. It is worth explaining that auto parts within the automotive
chain are suppliers of automakers, but they also assume the role of the customer with
regard to their raw material suppliers.

4 Results and Discussions

The results obtained are presented in the following tables and figures. Tables 1 and 2
present the syntheses of the interview, in which the respondent puts his perceptions as a
supplier of the automakers and as a customer of sub-suppliers.
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Table 1. Use of Industry 4.0 technologies in the automotive chain

Questions Finds

1 Why is it important for your customer to | To enable data connectivity and streamline
have access to Industry 4.0 technologies? | information

2 How important is your supplier to these Strengthen customer-supplier relationships
technologies? and establish partnerships

3 Is it possible to automate the data Possible with the use of specific
collection at different stages of the chain? | technologies and real-time control

4 Is it possible to exchange information in | It will only be possible if the different links
real-time, speed up sharing, and track the | have access to technology and connectivity.
product along the chain? And what would | Agility, data accuracy, delivery reliability,
be the expected results? and traceability

5 Regarding the supply chain, do you Yes, because the customer will guide the
consider it to be customer-centric? demand and service deadlines

Source: Prepared by the authors

In the analysis of this group of questions, it was found that the customer is the
central object of the supply chain, and data connectivity is important to enable the use of
technologies in the automotive chain and to strengthen the relationship between suppliers
and customers.

He also highlighted that the interest in the use of new technologies is linked to the
possibilities of results of the investment made, which corroborates with research [8] that
indicate that the level of investment in Brazil continues to be oriented toward obtaining
productivity gains and cost reduction.

Another important aspect pointed out in the interview refers to the access and dissem-
ination of technology along the chain, in line with the very conception of the supply chain,
which is configured as the aggregation of interdependent organizations that coordinate
activities and share common challenges of adaptation [12].

The other group of issues analyzed concerns the integration and collaboration in the
automotive chain, as shown in Table 2.

Table 2. Integration and collaboration in the automotive chain

Questions Finds

1 How your company institutionalizes
collaboration on Industry 4.0 topics with
external partners, suppliers, and customers

Some clients consider carrying out joint
projects, as long as there is a possibility
of earnings

2 How do you assess the degree of integration
of your horizontal value chain, in which
aspects is this integration important?

The horizontal integration allows the
proximity between the customer’s needs
and what is being produced by the
supplier

(continued)
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Table 2. (continued)

Questions Finds

3 How do you assess the degree of integration | Partial in production processes
of your vertical value chain?

4 Is it important for customers, suppliers, and | Yes, the company is also developing a
partners to communicate and collaborate in | project with the supplier to share data
real-time based on shared and standardized | with a view to reducing the storage area

data across platforms in a network? and the material stock started in 2021

5 Can the use of new technologies along the | Technology makes integration and
chain generate new forms of integration and | collaboration more agile, efficient, and
collaboration among chain members? reliable

Source: Prepared by the authors

The answers to this group of questions denote the importance of the client-
supplier relationship, but the development of common projects is suggested through
the possibility of gains for both parties.

The interviewee states that technology can make integration and collaboration more
agile, efficient, and reliable, but on the other hand it is important to note the challenges
regarding the choice of appropriate technology for each company [27].

The closer relationship between customer-supplier makes it possible to obtain posi-
tive results for companies since suppliers can provide new knowledge, skills, and working
methods [22], corroborating the interviewee’s position in which horizontal integration it
promotes the approximation between the customer’s needs and what is being produced
by the supplier, in addition to facilitating the logistics service.

Another important finding of this analysis was to identify that “Company X has
been developing a project with one of its suppliers to share data to reduce the storage
area and material stock, as illustrated in Fig. 1.

Based on the data collected, it was possible to identify the steps taken by the company
studied to implement a project to optimize inventories. The motivations that generated
the need to develop this project refer to problems related to the level of stock, physical
space, movement of materials, and various risks.

The project originates from real problems that involved actors from different compa-
nies. In this case, “Company X" becomes the client and the other company participating
in the project becomes the sub-supplier. The common problems faced by the two com-
panies, as depicted in Fig. 1, led to the need to use new technologies and opened up
opportunities for collaboration between them.

The choice of sub-supplier to carry out this partnership was guided by the identifi-
cation of common problems, the number of items supplied to “Company X”, the high
added value of the products, and the location of the sub-supplier.

The project aimed to optimize and make stock levels more flexible and was structured
using Industry 4.0 technologies. Based on the analysis of the problems faced by the two
companies, a strategy was drawn up to create an integrated system for programming and
controlling materials, which would meet mutual needs.
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Customer / supplier relationship ‘

Difficulties o Project ‘
I
« High inventory (quantity and Objective Agtion
1
Vé ) Optimize and flex Use of Industry 4.0
« High cost of the warchouse area inventory levels technologies
« Material transport cost 1
Expected results

+ Excessive material handling I
= Greater security for customer and supplier
= Reduction of stock levels (quantity and value)

« Difficulty locating material

= Lack of available area

» Commitment to material » Increase in available warehouse area
inventory accuracy » Improved information flow
. Risk ofinaterial obsolescence = Certainty of obtaining the product by the
customer

Fig. 1. Project topics “Company X and sub-supplier (Source: Prepared by the authors)

To operationalize the project, the two companies started to make use of an inter-
mediary database, together with dedicated software to organize, control, and monitor
in real-time the processes related to material management. The system used through
digitalization allows greater integration of processes throughout the supply chain.

This integrated system allowed the customer to have direct access to the supplier’s
inventory data in relation to scheduled material, while the supplier has access to the
customer’s scheduling needs in real-time.

The preliminary results signaled the direction of meeting the expectations of the
companies, which can be confirmed by the continuous monitoring and control since the
project started in 2021. The preliminary signaling of the results can be reinforced by the
fact that the use of new technologies can give companies a competitive advantage [20].

The analysis of the case in question, combined with the interviewee’s statements,
evidence the importance of Industry 4.0 technologies to promote integration between
customer and supplier, corroborating the view that sharing the use of these technolo-
gies between different companies can boost innovation strategies [24], and improve the
efficiency of internal and external processes [25].

5 Conclusion

In the search to answer how the use of Industry 4.0 technologies can facilitate the
integration of the supply chain in auto parts companies in Brazil, this article aimed to
analyze the conditions and challenges for the integration of the supply chain considering
the technologies of Industry 4.0.

From the perspective of the auto parts company, the importance of connectivity was
verified to enable the use of technologies in the chain and to strengthen the relationship
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between suppliers and customers. In the case studied, integration appears as a collabo-
rative process that began with the identification of difficulties common to participating
companies about inventory management, which culminated in the development of a
project for optimization.

What triggered the process to develop the project was the problems common to the
companies, whose solution was based on collaboration between customer and supplier
for the use of new technologies that provided better management and optimization of
inventories in the participating companies.

It was found that this type of initiative opens the way for the process of horizontal
integration to occur more broadly, in the sense of propagating itself in the supply chain.
However, for this to happen, access to technology must be disseminated along this chain.

The main contribution of this article was to verify how the use of technologies can
facilitate the integration of the supply chain in auto parts companies in Brazil, as well
as the integration and collaboration in the chain can enable the participating companies
to face the challenges for the use of technologies related to the Industry 4.0.

The present research does not conclude conclusions on the proposed question, espe-
cially as it is a single case study. Thus, the results obtained cannot be generalized to all
companies. As a proposal for future studies, it is recommended to verify the conditions
and challenges for the supply chain integration of other links in the automotive chain.
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Abstract. To efficiently leverage digitalization potentials for large proportions
of manual processes, workers must be integrated in the digital world in a seam-
less manner. This paper contributes to the ongoing research on Digital Assistance
Systems. In particular, manual assembly processes in aircraft production are scru-
tinized to identify specific requirements for such a system. Following the resulting
analysis, we propose a concept for user-centric digital assistance that uses smart,
localized hand tools and provides workers with information based on a digital twin
of the product and the production process. The proposed digital assistance sys-
tem accurately tracks the tool position and enables event-based and bidirectional
data flow between workers and a digital twin. The tools are automatically config-
ured with the correct process parameters based on their current position. Quality
and progress are documented and ultimately operations and everyday efforts are
simplified. The concept is examined for its potentials on productivity and quality
in manual assembly processes. The results show that further development of the
concept promises significant improvements in manual work.

Keywords: Digital assistance - Smart tools - Digital twin - User-Centric design

1 Introduction

1.1 Motivation

Looking at the aircraft industry, increasing overall demand as well as rising product
variants and complexities [1, 2] amplify the necessity of assisting workers. Product
complexity leads to error-prone manual labor and paper-based information accumula-
tions on the shop floor. This has immediate effects on labor productivity and quality.
Such deficits in terms of value-added work can be targeted to optimize manual oper-
ations. Worker states can be structured in a generic work cycle of work preparation,
work execution and follow-up processes [3]. Necessary technology for assisting these
parts is already on the market. Nevertheless, technologically enhanced hand tools are
not used and most digital assistance systems focus on the work preparation elements
of information and material procurement, and component as well as site preparation in
one-off production (e.g., [4, 5]). Deficits prevail especially in the documentation of work
(follow-up) and in error prevention and optimization of work execution.
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However, the amount of time spent on work preparation in series production is
significantly lower than in one-off production. Worker acceptance of assistance systems
may suffer if increased handling of the digital document is necessary. This underlines
the necessity of improving further elements of work cycles in series production. Hence,
this paper proposes a user-centric, scalable, and dynamic solution that integrates digital
information assistance with smart hand tools which are both connected to a digital twin
to optimize the entire workflow of manual assembly in aircraft manufacturing.

1.2 Current State of Research

Digital assistance systems are developing rapidly in the industrial context, leading to
an abundance of approaches to support assembly operations [2]. User-centered system
development places the worker at the center to raise efficiency and usability and will
regularly re-evaluate expectations and worker feedback. The goal is to assure that the
system will fulfill its intended purpose and thereby leads to higher effectiveness [6] and
is crucial in the development of digital assistance systems [7].

Figure 1 shows the user model in the context of assembly processes and hence the
elements which can be digitally enhanced and optimized. It consists of the worker at
the center, the information that is provided, the tools and means of production necessary
for the work tasks, the product (or parts to assemble), and the environment in which the
human works. Digital assistance systems should address and improve these elements to
achieve a comprehensive digital integration over most of the generic work cycle.

Information Tools

Environment Product

i
&

Fig. 1. User model in the context of assembly processes

By digitally enhancing these elements the performance requirements of work tasks
and workers capabilities are aligned to reduce training times, search times and operating
errors [9]. Looking at the current state in research, most approaches focus on the opti-
mization of information provision. Functionalities and features aim to provide process
information and instructions in relation to real world objects. Information is filtered and
visualized in accordance with work progress and in reference to specific components and
means of production to improve work preparation and to ensure correctness [8, 9]. While
this influences work preparation, it does not influence work execution itself in the sense
that the assistance system can intervene and support in the work process. An exception is
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the use of smart tools for optimizing manual drilling processes in aircraft manufacturing
developed by Hintze et al. [1]. Semi-automatic drilling units were developed, which can
be monitored regarding position- and process-data and can be configured depending on
their position in the process. Process and quality control of work tasks are feasible. How-
ever, this solution relies on a static database and server and therefore lacks integration
with informational assistance.

To comprehensively support the worker over the entire work cycle, a concept that
revolves around a digital twin and comprises smart tools, digital information assistance
and other processing services in a unified namespace is needed. The idea is to use the
digital twin to control hand-held tools such as drilling machines by leveraging bidi-
rectional data transmission between physical and digital entities. Assembly guidance
can be dynamically updated in real-time and process performance can be predicted
and controlled [10]. Including workers and variable manual processes requires adap-
tive assistance systems that include context sensitive information from the environment,
e.g., sensors and localization systems [7, 8]. A digital twin of a manual process which
can integrate sensors dynamically through modular interfaces and that includes scalable
services to react to new data streams is needed.

2 Manual Assembly Processes

The aircraft industry manufactures highly complex products. Due to bad accessibility
and changing product variants, many of the work processes are still manual. This suits
the frame of the proposed digital assistance concept and offers possibilities of trans-
ferring knowledge from one-off production to series production. To find relevant tasks
and current deficits in the industry, a thorough analysis of fuselage assembly processes
was conducted. Workers in a fuselage completion workstation were investigated and
consulted regarding their everyday workflows and required assistance.

2.1 Aircraft Structure Assembly Processes

In the context of assembling aircraft structures and subsystems, operations can often be
grouped into: Preparation of work, drilling of boreholes, and joining the components
through riveting connections. Preparing the assembly consists of finding correct tools,
production means and information of positioning parts to be assembled in the fuselage
structure. Components must be fixated with production means and clamps as well as
shims to compensate voids. Workers rely on complex working documents to find infor-
mation in textual elements, which often describe work steps and assembly positions
using the frames and stringers of the fuselage.

Drilling and riveting are characterized as work execution and have similar properties.
Information about different areas and process parameters (e.g., drilling and tightening
torque, feed rates, collar types, connecting joints) must be repeatedly procured and mem-
orized, examining technical drawings and various execution instructions. Accordingly,
machines have to be configured regarding their offsets, status of tool wear, clearance and
process parameters. Quality and progress are often assessed and documented manually
at the end of a shift.
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2.2 Core Tasks and Deficits

Core tasks can be identified along the process. Figure 2 shows the relation of relevant
tasks to the generic work cycle and correlating elements of the user model to assist the
worker.

* Information gathering
e Parts positioning
* Tool configuration

I I
i i
i i
i |
i i
i i
| |
Work preparation i Work execution i Follow-up
| |
I I
i i

®  EHX  EET

Fig. 2. Core tasks and influencing elements of user model

e Drilling
* Riveting

* Documenting quality
* Documenting progress
e Shift handover

—

The way these tasks are usually carried out is inadequate in several aspects: Informa-
tion must be gathered by skimming through several different documents and locations.
The complexity of information leads to a trade-off between spending time on searching
and memorizing information or working based on experience and being more prone
to errors. Configuration of tools and equipment is thus prone to setting wrong process
parameters or not adjusting them in time. Resulting drilling and riveting errors can lead to
severe quality issues and high costs. Subsequent documentation of quality and progress
usually is recorded on paper after visual assessment. This is especially problematic if
offset heads are used to work on points with difficult accessibility and can lead to a
lack of transparency in actual torque used for the processes. Additionally, current work

Information,
14% g

Riveting;
Movement; 37%
21%

Drilling;
63%

Preparation & "
Follow-up; 27% ~

Fig. 3. State proportions in fuselage assembly processes (information proportion was increased
by 10% after consulting with experts; Preparation & Follow-up was decreased accordingly)
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progress must be explained at shift change, at which point it is documented for control-
ling purposes. Figure 3 shows portions of methods-time measurement elements for the
process, underlining the necessity of assisting all elements of the work cycle.

3 Digital Assistance Concept
The proposed digital assistance concept contains three main elements:

e Digital twin. A digital twin is the core component and is accessible as a platform,
being the key to both scalability and functionality.

e Smart tools. Smart tools with highly accurate position sensors receive the correct
process parameters and send the actual values to the digital twin.

¢ Digital information assistance. Information- and tool-based processes are assisted
by creating means to efficiently provide information as well as interact with workers
and write information back to the system.

Figure 4 provides a schematic overview of the concept elements and their connec-
tions.
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Fig. 4. Overview of user-centric digital assistance concept elements

The concept is built upon the specifics of the analyzed manual processes but also
enables the seamless integration of further elements and sensors as well as logic modules
in the form of microservices. At this point in time, the concept is in the process of being
implemented. This means that a basic platform of the digital twin has been implemented
that can provide modular client interfaces and microservices. Furthermore, there are
prototypes of the smart hand tools that are being further developed in terms of their
industrial applicability and data interfaces for integration into the concept. Similarly,
existing software development kits for digital information assistance are being further
developed in terms of their synchronization with the digital twin and extensions for infor-
mation filtering on smartwatches. The following descriptions of the concept elements
can thus be regarded as a target state.
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3.1 Digital Twin Platform

The digital twin is planned to act as core of the digitalization concept, as it will map
the physical process and product to a digital entity using real-time data transmission
from several sources. It is embedded in a platform that enables clients (software and
hardware elements of the concept) to establish connections using different interfaces and
transmission protocols and then bridges information to different modules using event-
distribution software. The basic structural components and interfaces are already set up
for testing purposes. Once the client connections are established, the event-distribution
software allows microservices to subscribe to data messages and react according to
workflow information. The platform enables and hosts the microservices that can access
information from the centralized repository of data for various purposes, e.g., to optimize
work execution in real-time or to feed machine-learning algorithms to learn from data
correlation over time.

The envisioned purpose of the proposed modular structure is to allow new logic
and software modules to be created and integrated seamlessly. Regarding the analyzed
assembly processes, the intended use is to integrate and connect smart hand tools, posi-
tion sensors and digital information assistance. On the other hand, the platform should
integrate product data, workplans and process data from enterprise resource planning
systems. 3D product models can be used to derive process parameters for the tools and
work steps for the information assistance.

The applications and microservices will be running as containerized applications on
a cloud-based cluster and be handled by an orchestrator. The idea is to ensure availabil-
ity and to facilitate application scaling. Finally, a web-based user-interface should be
included in the concept to allow planning engineers to view the quality and progress of
the process in real time and to configure work packages, tools and connections as well
as to interact with workers on the shopfloor.

3.2 Smart Tools

The key to the envisioned use of the smart tools is to equip them with highly accurate
position sensors, enabling event-based data transmission to the digital twin. Given the
requirements of assembly environments, the positioning accuracy needs to be approxi-
mately 10 mm to ensure accurate allocation to the correct drilling and riveting points. In
addition, the tools will be equipped with an integrated chip and sensor technology that
allows the effective recording of torque-force curves to enable conclusions to be drawn
about the quality of boreholes and rivets. Determining and configuring which process
parameters and tool attachments are being used, completes the system.

A bidirectional and low-latency connection to the digital twin facilitates the collected
sensor data to be simultaneously evaluated in process by the platform’s various logic
modules, for example to take countermeasures in the event of mishandling. Via the
communication of the position data, correct process parameters can be automatically
adjusted. Moreover, the clearance can be denied if an incorrect attachment or a worn
tool is about to be used. This avoids errors caused by using wrong machine configurations
and simultaneously optimizes the assembly workflow by reducing necessary information
gathering and configuration tasks to a minimum.
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The comparison of data recording close to the active point and the torque fed in
allows the calculation of wear in tool and attachment. Hence, there is no need to release
tools only for a limited number of operations and for certain material pairings, which
reduces maintenance measures. Besides the mentioned optimizations, the progress and
quality of each machine operation is automatically documented in the digital twin.

3.3 Digital Information Assistance

To assist workers in information procurement combining a tablet as main information
device and a smartwatch for crucial in-process information is recommended. The idea
is to use a smartwatch to display information during work execution that reassures the
worker of correctly operating. For example, the currently used torque can be displayed or
visual aids can show directions to the next drilling or riveting point. Tactile feedback can
be given when errors are about to be made and for more complex problems workers can
be referred to the tablet. The tablet is used to display information in form of small work
packages, e.g., preparatory steps of positioning components or overviews of drilling
steps. Connecting it to the 3D product model allows to visualize complex information
in reference to the product element of the user model. Role-based information layouts
assure optimal filtering for each organizational entity.

A bidirectional connection to the digital twin will assure consistent up-to-date infor-
mation about progress and quality so workers can visually confirm the current status if
desired. This is likely to simplify both shift handover and collaboration as well as infor-
mation procurement in general. By confirming work steps, the progress is automatically
documented for tool-independent process steps. Errors and comments can be recorded
in relation to these steps and collaboration with employees of indirect areas is possible.
Combining these elements leads to an effective assistance of workers in preparation,
execution and follow-up.

4 Potentials for Productivity and Quality

The idea of the digital assistance concept is to provide workers with an optimized and
technologically augmented workflow as follows: After establishing the connection to
the digital twin and the initial job synchronization, process guidance via the digital
information assistant displays the current progress and next work step. With regard to
drilling and riveting, the workers receive an optimized suggestion for the machining
sequence and can then seamlessly carry out the steps with the smart hand tools while
these are automatically configured or blocked in the event of mishandling. Progress and
quality are automatically documented by the system and workers can concentrate on
the execution without being exposed to the trade-off between information procurement
and being prone to errors. Workflows can be optimized through data accumulation and
machine-learning algorithms over time. Figure 5 shows a detail of the proposed workflow
with the example of a seat rail assembly. The tablet will be used for processes like
positioning the rail and preparing for the task. The smart tool used to drill holes and rivet
the rail to the fuselage structure, will be automatically configured and the smart watch
will display information such as current process parameters and potential errors.
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Fig. 5. Information provision and augmented execution in seat rail assembly

The described workflow holds various benefits compared to the current situation
in assembly. Productivity and quality potentials are created, for example, in that core
tasks are partly eliminated and partly simplified. The need for tool configuration and the
respective documentation of progress or quality is eliminated. In addition, information
provision is significantly improved and preparatory steps are simplified by visualizing
the task. The execution of drilling and riveting becomes more efficient because constant
checking of parameters is not needed and the machining sequence is suggested by the sys-
tem in an optimized way. Collaboration between employees is enabled more intuitively
and lengthy shift handovers can be better managed. All in all, the non-value-adding state
proportions in fuselage assembly processes can be significantly reduced.

Finally, further potentials arise through the modular and seamless structure of the
digital assistance concept, as it will enable future integration and utilization of benefits
in the unified namespace. Dynamic flexibility is created through decoupling the client-
interfaces from the event-distribution inside of the platform, allowing further sensors
and data sources to be included. The long-term acceptance and implementation of the
digital assistance concept in existing corporate structures thus becomes more likely.

5 OQutlook

As of now, the digital assistance system is in the early stages of development. Never-
theless, the concept presented has been coordinated with the development partners and
will be elaborated via feedback cycles with the industry in order to facilitate a transfer of
the results. To verify the potential improvements of productivity and quality, a testable
demonstrator will be developed and then tested and evaluated in the investigated assem-
bly process. If the potentials can be realized, the concept will be transferred to industry
to achieve long-term integration. The ultimate goal of our research is to improve quality
and productivity in aircraft industry. The modular and platform-independent concept
combining localized production means with bidirectional data flows also promises the
potential to improve application scenarios in various industries.

By developing a systematic approach of configuring interfaces and new modules
for the digital twin platform, the implementation of new data streams could then be
designed in such a way that desired functionality is ensured for diverse applications.
The approach should focus on matching the requirements of the digital twin use case
with the characteristics of data transmission protocols and transmission technologies
and propose a configuration accordingly.
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Abstract. Digital Shadows can support stakeholders in production con-
trol by providing context-aware and aggregated information serving a spe-
cific task and thus supporting in the decision-making. In this paper, we
propose a methodology for building Digital Shadows with focus on pro-
duction control. We identify the building blocks for defining Digital Shad-
ows consisting of purpose, models and data. Furthermore, we suggest an
implementation for the methodology as a decision support tool for the
stakeholders in production control. Finally, we illustrate the use of our
methodology on the basis of a exemplary use-case of production control.

Keywords: Digital shadows - Production control

1 Introduction

Digital Shadows are a research area within the Internet of Production, a German
Cluster of Excellence at RWTH Aachen University. Digital Shadows support the
decision process by providing the relevant information. [1] For this purpose, data
from different sources is collected, aggregated and analyzed [2]. Models are used
to aggregate, link and analyze the data to generate the relevant information [3].
Digital Shadows are a promising approach to improve production systems by
providing access to relevant information increasing the decision-quality [4].

Production control is well suited for the use of digital shadows due to the
complexity of decisions [5]. The aim of production control is to realise the produc-
tion plan, taking into account short-term disruptions [6]. However, responding
to short-term disruptions is a challenge [7]. The task of the production con-
troller is to decide on appropriate changes in the production processes [7]. These
decisions have an impact on the overall system and are difficult to map using
existing I'T-systems due to the high complexity caused by multiple interactions
and dependencies in production [8]. This leads to a local optimization of pro-
duction control [9].

This paper introduces a methodology for describing and implementing Digital
Shadows in production control. First, an overview of the theoretical background
of Digital Shadows and Digital Twins is given. In Sect.3 the methodology to
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build Digital Shadows is illustrated. An use case explains the application of the
methodology. Finally, a conclusion on the current state is drawn with an outlook
on future work.

2 Scientific Basics

In the following, the theoretical foundations of Digital Shadow and its applica-
tion for production planning and control are considered. First, a distinction is
made between the terms model, Digital Twin and Digital Shadow. The main dif-
ferentiating aspect is the flow of information between the digital and the physical
object. A digital model is a digital illustration of an existing or planned physical
object. It does not include any form of automated data exchange between the
physical object and the digital object. The digital representation may contain
a more or less detailed description of the physical object. The Digital shadow
follows the physical object on the basis of an automatic one-way data flow.
The Digital Twin is an extension of the Digital Shadow in that the data flows
between an existing physical object and a digital object are fully integrated in
both directions. [5] Since the Digital Shadow is to be used for a purpose-oriented
application [10], it will be considered in the remainder of the paper.

A Digital Shadow is defined as a set of contextual records and their aggrega-
tion and abstraction, collected in relation to a system for a specific purpose in
relation to the original system [11]. A Digital Shadow is composed of aggregated
data traces as well as models [12]. The goal of using the Digital Shadow is to
provide data-based support in the complex decision-making process and only
present the relevant information to the user to reduce complexity [4,13].

The Digital Shadow provides all information needed to successfully perform
a task and make a decision. In context on manufacturing the objective of a Dig-
ital Shadow is to improve decision-quality and the performance. [4] In addition
to this, the Digital Shadow can reduce the increasing complexity and informa-
tion quantity of information systems for the user, by providing only with the
relevant information [4]. To ensure this, it is essential to provide the information
at the right time and in the right place [14,15]. The information is generated
with the help of a Digital Shadow by linking, aggregating and analysing the
data traces from corresponding models [16,17]. Data traces can originate from
different sources and consist of time-dependent data, variable data and meta-
data. They describe a past as well as the current state [17-19]. Sensors used
to collect the required data enable real-time bidirectional data communication
between the physical system and the virtual system using integration technology
that includes communication interface and security. Then the Digital Twin uses
the analysis techniques to analyse the data for specific purposes and provides
response based on the simulation results and directs further action to the physical
system. [20] The application of the Digital Shadow for production planning and
control offers enormous as the user receives the necessary information in com-
plex decision situations such as on-time delivery, lead time, capacity utilization
and inventory [21]. To this end, initial approaches have already been tested to
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support a capacity control decision. As a result, the Digital Shadow provides the
relevant information for decision-supporting production control. Therefore data
of various systems and domains are aggregated to the required detail level. This
relevant information includes configuration, costs and logistical target variables
such as on-time delivery, lead time, capacity utilization and inventory [17].

3 Methodology to Build Digital Shadows

As stated in Sect.2 Digital Shadows aim to support the decision process by
providing the necessary information. Current research focuses on the descrip-
tion of Digital Shadows but does not provide an approach to implement Digital
Shadows in practice. Aim of this research is to develop a methodology enabling
production planner and controller to describe Digital Shadows so software engi-
neers can implement them. Using the methodology decisions, models and data
trace of Digital Shadows are specified.

3.1 Decisions

Each Digital Shadow supports a specific decision, like the termination of the
order release or capacity control. In this methodology the elements decision prob-
lem, purpose, information needs and assessment dimensions describe a decision.

First, a decision problem of PPC is selected. It is described via the scope of
consideration, the potential scope for solutions as well as the goal of the decision.
For the example termination of order release all open orders with a specific due
date are part of the scope of consideration and solution. The goal of the is to
identify which of the orders should be released next to fulfill the logistical target
values best.

The purpose of the decision is determined based on the decision problem. The
purpose specifies the target of the Digital Shadow and is, either an optimization
of a target value or an information on critical disturbances. For the termination
of the order release a purpose can be the determination of the optimal release
date.

The information requirements can be derived from the purpose. If the purpose
is an optimization, the user requires information on the target values as well
as the necessary parameter adjustments. So for the order release optimization
not only the order release date but also information on material and resource
availability are required. If the purpose is to identify critical disturbances users
need information regarding the disturbance and the effects of the disturbance.

The assessment dimensions are used to evaluate the provided solutions. In
PPC, these are typically the logistical target values and costs. The best evalu-
ated alternative solutions are provided to the users. Based on the quantitative
evaluation they can make a decision.
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3.2 Models

Models represent the link between the information requirements and the data.
Models can be either structure models or behavior models.

Structure models describe the relationships of the system and correlation
between different models, these are e.g. ontologies or UML models. In the context
of the Digital Shadow, structure models serve to identify and link the necessary
behavior models. A structure models is described based on structure model type
(e.g. ontology), aggregation level (e.g. meta model, application model) and the
described system (e.g. actors, interrelationships).

Behavior models display the interdependencies within the system, these are
e.g. simulations or Al-algorithms. They model the effect of system state change,
e.g. the effect an order rescheduling on the overall delivery dates. To charcerize
a behavior model production controller need to describe the model properties as
well as the required input data and the output information. The model’s input
data is characterised via the required data sets (attributes), the data struc-
ture and the data quality. Even though behavior models in the digital shadow
can exchanged the general goal of the model must be described by the prop-
erties. Based on these specification the best fitting model can be selected. The
properties include the calculation aim (e.g. minimisation of throughput time),
behaviour of the model (online/offline), global quality of the model (precision),
and local quality of the model (interpretability, explainability). Additionally,
adaptability and robustness of the model can be described. The information
output is characterised and described in terms of accuracy.

3.3 Data Trace

In order to generate the information needed to make a decision, the relevant data
traces of the system must be queried. A data trace consists of data points and
metadata. Data points are the parameter values stored in the I'T-systems. For the
production control, relevant data points are, for example, order number, material
availability or the delivery date required by the customer. For each decision
specific data points in different aggregation levels are required. However, there
are similar requirements for different decisions, for example, almost all decisions
require data on the production orders such as the order number, the work plan
and the planned end date. Once a Digital Shadow has been described, further
digital shadows can be modelled with less effort.

The metadata is used to characterize the data points. Examples for meta data
are data attribute characteristics (e.g. order number, customer), data storage
location (e.g. ERP System), time of storage, data type, data origin (e.g. recording
person, sensor ), update frequency (e.g. every second, daily) and data format (e.g.
image data).

Figure 1 gives an overview over the elements of the Digital Shadow. After the
elements of Digital Shadows are described by production planner and controller
a Digital Shadow can be implemented.
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Decision Modell Data trace
Decision problem Behavior models + Data point:
Which decision should be supported? +  Input data per activity + Values in the IT-System
— Production planning or controlling task * Required input data (attributes) * Meta data:
« Data structure requirement « Characteristics (e.g. order number,
Purpose: « Data quality requirement (optional) customer)
What is the target of the Digital Shadow? +  Output information/data (solution) per activity « Data storage location
— Minimise or maximise a variable « Information generated by model « Time of storage
— Identify a necessary change « Structure of information « Data type
Description of the model « Data origin (recording person,
Information « Calculation logic (e.g. minimisation) machine, sensor, ...)
Which information is required? « Behaviour of the model (online/offline) + Update frequency
— Adjusted value of target variable « Global quality of the model (precision) « Data format (image data) (optional)

— Information on necessary change « Local quality of the model (interpretability, explainability)
. « Adaptability, robustness only necessary if there is a large choice of
models (rather unlikely in practice)
Assessment dimensions

How is the information evaluated? Structure model
— Costs +  Structure model type (ontology...)
— Logistical target values +  Aggregation level (metamodel, application model....)

Described system (actors, interrelationships)

Fig. 1. Building elements of a digital shadow

3.4 Implementation

For the implementation of a Digital Shadow, an infrastructure on the basis of
a web application can be used to illustrate the building and setting of a Digital
Shadow into action. A web application can be represented through two main
components: the frontend and the backend. On the frontend, the user has the
ability to interact with a graphical interface to build a Digital Shadow and
call its output. The backend handles all interactions with the frontend in the
background and forward processed results for graphical representation on the
user interface. In context of implementing a Digital Shadow, the user has the
ability on the frontend to either select from a set of predefined Digital Shadows
or define a new one.

Building a new Digital Shadow requires from the user to select the involved
models from a model catalogue. The model catalogue contains all possible mod-
els, such as behavioral models (e.g. simulation, optimization) along with meta-
information on the nature of inputs and outputs that are expected with each
model. Considering each model as a black-box, most models rely on data for the
input and delivers results as processed data in the output. For example, given
a combinatorial optimization problem (e.g. TSP, VRP), an optimization model
needs as an input to have access to data from production (e.g. cost matrix) along
with the underlying objective, cost function and constraints. The access to the
required data is described in the model meta-information by data queries that
target corresponding data sources (e.g. the cost matrix is defined in the ERP sys-
tem, which can be acquired through an SQL query target its underlying database
management system). Note that for executing the data queries, it is important
that the backend has established data connections to the corresponding data
sources.

The user has the ability through a model editor on the frontend to com-
bine different models by linking the inputs to the outputs accordingly and thus
chaining between the models. The chaining allows for structuring the execution
of the models leading to the results that serve the ultimate goal from defining
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the Digital Shadow. The model catalogue is hosted on a database with refer-
ences to models (including where they are stored and what dependencies they
have). Moreover, the model catalogue takes care of providing the required models
as well as their execution to delivers the results back to the frontend depend-
ing on the user interactions. In case inconsistencies (e.g. missing data values,
corrupted queries) are detected in terms of the definition of a model or their
meta-information in the model catalogue, the backend warns the user on the
frontend about the irregularities.

4 Digital Shadows for Production Control

In this section the building of a Digital Shadow is demonstrated for the exam-
ple capacity controlling. First the decision is described. A production controller
needs to decide if a change in the utilisation of the capacities is necessary. The
capacity plan of the next week is the considered scope. The scope of solution are
adaptions of the production and capacity plan of the next week. The purpose is
to inform the production controller if there is a critical disturbance and which
possible actions can be performed to reduce the impact of the disturbance. The
required information is the necessary capacity and production plan changes. The
evaluation criteria are the adherence to due dates, the machines’ utilization, and
the expected manufacturing costs. To generate the required information different
three behavior models are necessary. One model is required to identify capacity
disturbances leading to critical disturbances of the production plan. The model
provides information indicating the critical resources and orders. The input data
are the capacity plan, production plan and current state of the production. A
data mining a approach is used to identify the capacity disturbances. The sec-
ond model, a optimization model, has the goal to identify possible changes of
capacities and the production orders in order. These generate different capac-
ity scenarios. This model contains for each resource possible capacity changes
like additional shifts or increase of speed. The required input data are necessary
resource changes. The third model is necessary to calculate the production plan
based on the adapted capacities and evaluate the new production plan. In this
use case a simulation model is used. The three models are linked to each other.
The first model generates input data for the second and the third uses the results
from the second model. The required data are determined by the first model and
are all data regarding the planned and current capacity and production orders.
For the orders the current working plan, planned start and end date (current
production plan) as well as is data are relevant. For the resources (machines
and personnel) the shift plan, availability, technical attributes for machines and
qualification for personnel are the relevant input data. In addition the costs are
needed to evaluate the alternative solutions. Necessary costs in the use case are
machine costs, personnel costs, costs for late delivery and costs for additional
capacity (e.g. external production, overtime). Now the production controller can
decide which capacity changes to make based on quantitative information. The
advantage compared to existing ERP solutions is that in the Digital Shadow
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different models can be easily linked. Additionally, the if there is a better model
the model can be changed. Also the user gets the right information and does not
need to search for the information in different IT-Systems.

5 Summary

This paper introduced a methodology to build Digital Shadows in Production
Control. The main elements of Digital Shadows are decisions, models and data
traces. The methodology gives a procedure to describe the elements for produc-
tion controllers. Based on the description, Digital Shadows can be implemented
in software. An use case in the field of production control details the application
of the methodology to describe Digital Shadows.

In contrast to existing I'T-software Digital Shadows provide the relevant infor-
mation for a decision to the user. Additionally, different models can be easily
combined. In further research more Digital Shadows should be described and
implemented to improve the methodology and to ensure comprehensive decision
support in production control.
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Abstract. Automotive small and medium-sized enterprise (SME) suppliers are
important players in many national economies. They are currently facing increased
pressure to manage the undergoing, demanding changes in the automotive indus-
try. One proposed way for the firms to manage is to introduce Industry 4.0 (14.0)
technologies in their production, but for this to happen the firms need to consider
such technologies in their strategic work. In this study, insights were gathered
through interviews with representatives from 24 SME durable goods suppliers
within automotive in Sweden, to find out what role I4.0 technologies play in their
business-level strategic work. The findings show that these firms do not seem to
consider the introduction of I4.0 technologies in production in their strategic work.
The firms also do not include any other kind of long-term improvement programs
in production in their strategizing. This goes against recommendations from sev-
eral prior studies, which have emphasized the importance of 14.0 technologies
in production for the future competitiveness of automotive SME suppliers. This
study contributes to the discussion on how automotive SME suppliers can use
14.0 technologies strategically in their production, by being the first to empirically
investigate the role of production in these firms’ strategic work.

Keywords: Industry 4.0 - Industrial digital transformation - Business strategy -
SME - Automotive

1 Introduction

The automotive industry is a core sector in most industrialized nations [1]. For some
countries it is the largest source of exports overall [2]. However, the automotive industry
is currently undergoing demanding changes. The firms are under increased pressure to
conduct their business aligned with a sustainable development (particularly the envi-
ronmental dimension) [3], increase their pace and complexity of innovation [4], and
consider radical technological shifts in their business activities [5]. These demanding
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changes add to an already difficult competitive situation for firms in the automotive
industry [6].

One substantial group of companies within the industry are automotive Small and
medium-sized enterprises (SMEs). SMEs are important players in the business landscape
overall; in the EU they make up over 99% of all companies, employ more than 50% of the
workforce, and have a more than 50% share of the value added ([7, 8]). Automotive SMEs
are a big part of the economies in some European countries [9] and their importance
have increased [10]. Hence, the ability of these companies to manage the changes in the
industry is of importance to several national economies.

To stay competitive in this environment, automotive SMEs will have to improve and
adapt several functions in their organisations, and a particularly important function for
automotive SME suppliers is production [3]. Prior literature has suggested numerous
approaches with which automotive SME suppliers can increase their performance in
production, like (a) to introduce lean manufacturing [11], (b) to introduce “Industry 4.0”
(I4.0)/smart manufacturing ([5, 12]), and (c) to build networks around manufacturing
[13], among others.

Since alternative (b) has been branded as “the next enabler of performance improve-
ment” and is assumed to bring with it “a potential revolution” in manufacturing [14],
it is justified to investigate this alternative further. Several studies have evaluated how
14.0 technologies can be used to enhance performance in production in automotive SME
suppliers ([15—-17]). According to these studies, 14.0 technologies have the potential
to enhance the performance in production, and subsequently allow automotive SME
suppliers to remain competitive, and should therefore be purposefully included in the
business-level strategic work of these firms.

However, no studies have so far investigated the inclusion of 14.0 technologies in the
strategic work of automotive SME suppliers (“strategic work™ in this case referring to
both the strategy formulation and -implementation). The existence of strategic benefits
from 14.0 technologies in production has been pointed out, but the process of converting
this knowledge within the firms into long-term actions has so far not been investigated,
although this process is essential to achieve the strategic benefits.

The research presented in this paper addresses this gap by exploring what role 14.0
technologies play in the strategic work of automotive SME suppliers in Sweden. The
research objective is to evaluate how the members of these SMEs choose to position 14.0
technologies as strategic alternatives to manage the demanding changes in the automotive
industry. The research question guiding the study is:

— RQ: What role does the introduction of 14.0 technologies in production play in the
business-level strategic work of automotive SME suppliers?

By investigating the SMEs’ strategic work, this study can give insights about under
what conditions I4.0 technologies are regarded suitable, feasible and acceptable strategic
alternatives for these firms.
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2 State of the Art

Industry 4.0 has been defined as “a new industrial transformation that aims to con-
nect people and things anytime, anyplace, with anything and anyone, ideally using any
path/network and any service” [18, p. 1]. It includes advanced digital technologies, like
smart worker technologies, smart equipment technologies, data analytics technologies,
network technologies, etc. [18], referred to as “I4.0 technologies”.

Prior literature, that has investigated how automotive SME suppliers can achieve
increased performance in production through the adoption of 14.0 technologies, typically
relate their studies to the strategic situation in the automotive industry. However, these
studies usually present strategic recommendations, rather than investigate the strategic
work done in practice in their target companies.

Some studies evaluate what different, strategic potentials 14.0 technologies carry for
automotive SME suppliers. For example, strategic benefits of individual technologies,
like Cloud-Based Advanced Planning and Scheduling Systems [16] and Discrete Event
Simulators [17]. Other examples include more general inquiries on how 14.0 technologies
will influence key strategy factors, like business models [12].

Other studies assume that 14.0 technologies carry strategic potential and proceed to
investigate how 14.0 technologies are best implemented. These are for example studies
suggesting procedures for the gradual implementation of I4.0 technologies in automotive
SME suppliers [19]. Other studies describe how these companies implement 14.0 [20], or
more generally describe facilitators and obstacles when implementing 14.0 technologies
(e.g. [15, 21]).

However, no studies have been found that describe strategic work regarding produc-
tion among automotive SME suppliers, although there are several theoretical frameworks
for general SMEs [22]. Questions on how the firms decide if and how to integrate 14.0
technologies in production, to either respond to changes in their surroundings or try to
influence their surroundings, have largely remained unanswered.

Prior scholars have pointed out that the competitiveness and resilience of general
SMEs can, in part, be attributed to their strategic work, and their use of technology
[23]. It should therefore be possible to evaluate the potential, future competitiveness
of the automotive SME suppliers based on their strategic work, particularly concerning
technology. This study aims to carry out this evaluation concerning 14.0 technologies,
and thereby provide insights about the probable future competitiveness of a group of
firms with great importance for several national economies.

3 Method

An exploratory case study was conducted to fulfil the research objective. The study was
carried out in parallel to a study about the future of automotive in the Milaren Valley in
Sweden (“Fordonsdalen Stockholm™) with authors working on both studies.

Representatives from twenty-four automotive SMEs were interviewed, being limited
to firms with less than 250 employees and suppliers of physical, durable goods to auto-
motive firms. All SMEs came from the Méilaren Valley-cluster of automotive companies,
which is the second largest automotive cluster in Sweden [1].



Does Industry 4.0 Matter to Automotive SME Suppliers? 121

The respondents were selected by the firms when asked for employees with insights
into (a) the situation in the automotive industry at large, and (b how the firm carries
out strategy work. Ten of the respondents were CEOs or regional CEOs, eight were
sales managers/CSOs, two were heads of regions, and four had other similarly central
roles in the strategic work of SMEs. The firms produced auto parts, auto materials, auto
subsystems and production tools for OEMs.

The interviews conducted were semi-structured and held via videoconferencing dur-
ing late 2020 and the first half of 2021. Since the interviews took place during the
COVID-19 pandemic, it’s possible that the respondents were occupied with managing
the short-term situation rather than strategic work. However, the respondents mentioned
stress from demanding changes in automotive rather than from the pandemic.

To avoid false positives, where respondents would claim 14.0 technologies were more
prevalent in their strategic work than in reality, the researchers refrained from mentioning
digital technologies. The interviews were introduced as being about the SMEs’ business-
level strategic work, and would begin with open, general questions and proceed into a
level of detail where 14.0 technologies in production would inevitably be mentioned if
included in the strategic work.

To better understand negatives, where respondents would not talk of 14.0 technolo-
gies, two forms of negatives where specifically probed for. The first form where firms
that did not carry out any qualitative strategic work at all, or only did rough estimates.
To filter out such firms, the respondents were asked to supply their prognoses of the
future of the Swedish automotive industry until 2030. Their answers were then com-
pared to a compilation of relatively fresh expert prognoses about industry trends until
2030 (the compilation has been published in a report: [1] pp. 21-54). In cases where the
respondents’ prognoses of the Swedish automotive industry deviated substantially from
the compilation, the firms’ strategic work were regarded as of low quality.

The second form of negatives were firms with less advanced production capabilities,
for which 14.0 technologies were not (yet) a realistic strategic alternative. To filter out
such firms, the answers were probed for other, already established long-term improve-
ment programs in production, like Lean Manufacturing, Six Sigma, various forms of
automation, ERP systems, etc. SMEs that mentioned any of these, but not 14.0, would
be considered too early in their production development to host 14.0.

All interviews were recorded, and the recordings were later reviewed for quotes
and summarising key statements. These were, in turn, eventually gathered to form the
high-level results of this study.

4 Results

The respondent’s prognoses about the demanding changes in the automotive indus-
try were well aligned with the compilation of expert prognoses. The respondents usu-
ally mentioned a large share of the compilation, and the most central topics from the
compilation were also considered central tropics by the respondents.

Using this knowledge, the respondents had made efforts to predict how the demand-
ing changes in the automotive industry at large would influence their immediate business
situation. The respondents could also give reasonable justifications for their prognoses,
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which further indicates that business-level strategic work was well established among
these firms.

Based on their predictions of the changes to their immediate business situation, the
firms had generated alternative, high-level strategic measures to adapt to these changes.
Some commonly mentioned high-level measures were:

To increase the level of Sustainable Development in the firm, to make it one of their
unique selling points.

To engage in collaborative innovation endeavours with other automotive firms.

To improve the firm’s product portfolios with more product and service bundles,
product and software bundles, and products for electric vehicles.

To enhance the firm’s skills and budget used for research and development in the areas
of electrical vehicles and digital tools.

Going deeper into these high-level measures, firms mentioned the use of 14.0 tech-
nologies in their product offerings. This could be, for example, including Al in the
software parts of the product and software bundles, or creating functions for gathering
and big data analysis of user data. However, no respondents mentioned the integration
of 14.0 technologies in production as alternative, high-level strategic measures.

Additionally, none of the already established long-term improvement programs in
production (referred to above: Lean Manufacturing, Six Sigma...) were mentioned. Very
few of the alternative measures mentioned by the respondents were situated in their
production function. That is: few respondents made a connection between their strategic
work and any long-term improvement programs in production. When the respondents
did mention methods to adapt and improve production, they referred to it as something
enabling other long-term responses, than long-term responses in their own right. In sum,
the lack of evidence that the respondents connected strategic manoeuvring to increased
performance in production, was not exclusive to I4.0-enabled performance increases,
but to performance increases in production in general.

5 Analysis and Discussion

The results of the study indicate that automotive SME suppliers in Sweden do not include
the introduction of 14.0 technologies in production in their strategic work. They also do
not seem to consider any other kinds of long-term improvement program in production.
The indicated answer to the research question is therefore that 14.0 technologies play no
role, which goes against recommendations from prior studies, which pointed out long-
term improvement programs in production as suitable strategic measures for automotive
SME suppliers (e.g. [16, 17, 24]).

The respondents had insights about industry trends, and few firms were labelled as
doing low quality strategic work. The respondents were informed of 14.0 technologies
and their potential. Several respondents did discuss the use of 14.0 technologies outside
of production to reach strategic goals — for example to capture use data from their
customers — but not within production. Some respondents were critical towards the use
of digital tools in general, but more as inconvenience than antagonism.
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It is possible that the respondents were not working close enough to production to
see the potential of 14.0 technologies in that environment. However, most firms inter-
viewed had only around 10-20 employees, and an investment in 14.0 technologies in
production would be a major investment, so it is improbable that there were discussions
of introducing 14.0 in production without the respondents being informed.

It is also possible that 14.0 technologies have not yet reached a level of maturity and
sufficiently low costs to come in question as a strategic measure for automotive SME
suppliers. However, the respondents were evidently informed of the rapid advances of
digital technologies, including their lowered costs, and since the strategic timeframe
investigated was between 2021 and 2030, it is unlikely that many of them would dismiss
14.0 technologies as too futuristic or expensive all the way until then.

After ruling out these possible causes as to why the respondents did not mention 14.0
technologies, no conclusive causes could be identified despite the rich data.

The most probable causes with support from the empirical data are the personal
opinions of the respondents. The respondents gave indication of viewing their produc-
tion as strategically insignificant. For example, the respondents frequently mentioned
bundles between physical products and services, and physical products and software, as
appropriate, innovative next steps for their firms. Comparing to these, production alone
had come to be viewed as unfashionable and strategically uninteresting.

Regardless of the causes, and instead looking at what consequences these apparent,
contradicting views will have, it depends on the point of view chosen. Assuming the
view of prior authors, that claim that the technologies play an important part in the future
competitiveness of these firms (e.g. [15, 21]), the consequences of not considering them
would be drastically reduced future competitiveness. Assuming instead the respondents’
view, the importance of 14.0 technologies has been exaggerated, and the greatest risk
probably lies in firms being stressed into implementing complex technology that has
little actual potential.

Clearly, further empirical research is needed to understand what actual opportunities
and risks arise for automotive SME suppliers that choose to integrate 14.0 technologies
in their manufacturing.

6 Conclusions

Our results indicate that the introduction of 14.0 technologies in production is not con-
sidered in the business-level strategic work of Swedish automotive SME suppliers. This
goes against recommendations from prior studies, which have emphasized the impor-
tance of 14.0 technologies in the production for the competitiveness of these firms. This
study is the first to empirically investigate the role of production in automotive SME
suppliers’ strategic work, and thereby contributes to the larger discussion on how these
firms can make strategic use of 14.0 technologies in production.

Itis apparent that the strategic considerations of automotive supplier SMEs and those
of prior studies diverge. A recommendation for future research would therefore be to
narrow this gap by further investigating how strategic work is carried out in automotive
SME suppliers. Enhanced insights about the strategic work might reveal how they select
which long-term initiatives (like 14.0 technologies in production) to consider, and not,
and why production seems to be so absent in the strategic work.
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Another area that might need attention is the relationship between the introduction
of 14.0 technologies in production, and the introduction of the same technologies in the
products being produced. It is possible that the latter type of introduction will eventually
stimulate the former, and since respondents showed apparent interest in the latter, this
might lead to enhanced interest for 14.0 technologies in production.
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Abstract. By virtue of the increased automation, digitization, and digitalization
of manufacturing and production systems a constantly growing amount of data,
also known as Big Data Sets, are produced. Thus, techniques, in particular Machine
Learning (ML) and Artificial Intelligence (Al), to utilize and organize Big Data
Sets for the benefit of contemporary industries are in need. High-quality prod-
ucts are in great demand, especially under the framework of Mass Customization.
Machine Vision (MV) algorithms in combination with precision manipulation
offered by robotics can be valuable towards this direction. Therefore, the con-
tribution of this research work is focused on the design and development of a
framework for automating the quality inspection of parts towards the creation
of an Intelligent Manufacturing Cell (IMC). The applicability of the proposed
framework is validated in a car differential case study derived from the automo-
tive industry, achieving mesh quality of 98.7%, with minimal voids based on 64
image samples.

Keywords: Manufacturing systems - Artificial Intelligence (AI) - Machine
Learning (ML) - Machine Vision (MV) - Automotive 4.0

1 Introduction and State of the Art

Lately, the digitization and the digitalization of manufacturing has obtained a fair amount
of scientific consideration [1, 2]. The key drivers/challenges for modern manufacturing
and production systems can be summarized to are the volatility in demand, the require-
ments for increased quality, customized products, as well as the emerge of flexible
supply chains [3]. Hence, companies are focusing on the development of new strate-
gies based on the integration of automation and flexibility, such as Al, ML, MV and
Computer-Aided Technologies (CAx). The main challenges for Al integration are, i)
reasoning, ii) representation, iii) knowledge, learning, iv) natural language processing,
v) planning, perception and vi) precision object manipulation. The gap between Al and
natural intelligence has led to the creation of two models, in particular the structuralist
and the functionalist. Concretely, structuralist models loosely mimic human mind, in
areas of basic intelligence operations, such as logic and reasoning. On the other hand,
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functionalist models correlate data to its computer counterpart [4]. Overall, Al consti-
tutes a set of technologies and techniques enabling computers and machines to develop
intelligence [5, 6]. Consequently, machine tools must become more intelligent, capable
of constructing a solid correspondence framework among them and supporting Human-
Machine Interface (HMI) [7, 8]. Furthermore, communication networks and structures
like Wireless Sensor Networks and Industrial Networks (ModBus, ProfiBus), are impor-
tant for establishing communication channels between various systems. Cyber-Physical
Systems (CPS) consist of smart machines and other production facilities aiming at a
more organized production [9]. MV is the mix of strategies and innovation providing an
imaging-based programmed review and examination for applications, e.g. investigation,
process control, quality control, robot guidance etc. [10] The rising of automation has
transformed complex activities manufacturing into direct step by step methodologies that
can be repeated by machines [11]. Maet al. [12], performed an optical inspection for blis-
ter defect detection for lithium-ion batteries based on the development of a “DenseNet”
architecture. Staar et al. in [13] proposed a modern triplet architecture for Convolu-
tional Neural Networks (CNN), applied two data augmentation methods and trained the
algorithm on three diverse datasets, for improving the algorithm’s accuracy. Similarly,
Pachner et al. [14] and Lokrantz et al. [15], focused on the entirety of a production
process instead of the final visual inspection. Lokrantz model was a Bayesian network
capable of recognizing quality deviations in two dissimilar manufacturing processes.
On the other hand, Pachner, create a model of a decision tree to gain insights about the
effects of several process parameters on the floss of the final product for the optimized
manufacturing process of powder coating [14]. Sumesh et al. [16] in their research work
have proposed a method for the quality classification of welding processes by utilizing
a random forest and (J48) decision tree. Based on the literature investigation, quality
control in manufacturing is still an open challenge. Furthermore, robotics have not yet
been fully integrated to support such activities in modern manufacturing environments.
Thus, the contribution of this research work is focused on the design and development
of a framework for automating the quality inspection in modern manufacturing and pro-
duction systems in the automotive industry, utilizing MV and ML techniques, that will
be embedded in an IMC [7, 17].

2 Manufacturing Cell Model

The IMC is a combination of three machines, as illustrated in Fig. 1. The MV module
consists of a depth camera and a robot. A 3D printer is also integrated for the production
of additively manufactured components. Third, a CNC milling machine is utilized for
light machining operations, as resulted by the CAD comparison module.
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Fig. 1. a) Cell layout, b) STL of the differential, c) CAD of the differential

Taking into consideration the increased volume and variation of produced parts in the
automotive industry the proposed framework is based on the utilization of a differential,
due to its complicated geometries. The differential consists of 6 gears, 1 input shaft, 2
output shafts and a housing for the gears and bearings.

3 Problem Formulation and System Architecture

The proposed framework relies on the development of methods for the creation of a point
cloud with the use of a robot, and the conversion to CAD file, in order to compare it versus
the CAD file of the manufactured part. The general system architecture is presented in
Fig. 2.
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Fig. 2. Architecture of the proposed framework

As illustrated in Fig. 2, the overall procedure of the framework is divided into two
sections: pre-processing and processing. In the pre-processing stage, the user imports the
CAD file to the Cloud Database, then the file is converted to an STL and automatically
imported to the 3D-Printer. After the component is printed, the robot automatically
transfers it to the scanning position. The robot then scans the component, with the
use of the depth camera, and 64-point cloud images are captured and uploaded to the
Cloud. Afterwards, the noise elimination and the alignment of the images into groups
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are performed. The point cloud groups are automatically converted to 3D meshes. This
conversion starts by applying the Poisson disk sampling in which each point of the cloud
is subjected to an independent Bernoulli trial in order to determine if an element should
be part of the sample, using Eq. 1.

Tij = T X T (1)

where Ti is the point population, 7tj is the point population that is sampled and ;; is the
single sample of points of the Poisson disk sampling. The next steps are the computation
of Normals for the aforementioned sets of points (n) and the procedure of rendering.
Finally, the Ball Pivoting Algorithm (BPA) is applied [18], in order to reconstruct the
surface, and ultimately create the mesh. Starting by determine a seed triangle (t = o1, 0j,
ok, where o1, oj, ok the vertices of the triangle), which contains three datasets relative
to the radius R, the BPA pivots a (virtual) ball of a given radius R (in this paper case R
= 0.03 mm) around the already formed edges (e(i, j), e(j, k) and e(k, 1)) until it touches
another point, forming another triangle. The interaction continues until all reachable
edges have been attempted. In this manner the BPA is producing a large number of equal
triangles, that finally form the mesh.

a) b) c) 1. Start
2 while ¢(i,j) ~ activate_cdge(k)
ol 3 if ok = ball_pivot (e(ij)+
N (unused(ok)/on E(ok))
/N 4 output(oi, ok, oj)
5 merge(e(ij). ok, E)
6 ife(ki)inE
bond (e(i k). e(k.i).
E)

/ 8 else ife( k) in E

\
e(i,j) ® 9 bond (e(k,j). e(j.k).
o S . E)
R oi ) 10. else
\ / 11 Boundary = ¢(i,j)
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n
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Fig. 3. a)Ball Pivoting Formation, b) Join operation of the Ball Pivoting Algorithm, c) Pseudocode
for Ball Pivoting Algorithm

The BPA uses the existing points without creating new ones. A pseudocode is illus-
trated in Fig. 3c, in order to depict the reasoning of the BPA. Then the file is extracted as
an STL. Hence, 16 meshes in an STL formation are generated. Following, is the bonding
of the 16 meshes to form one single, three-dimensional mesh, that will be geometrical
optimized, by the smoothing of the edges and the filling of holes that may occur, from
the bonding procedure. The BPA uses the existing points without creating new ones. In
Fig. 4, it is visible that, both the point cloud and mesh files are immediately acquiring a
three-dimensional shape, due to the bonding procedure.

The last phase of the pre-processing is the conversion of the STL file to a 3D CAD file,
which will then pass in the processing phase. During the processing phase, the original
CAD and the one the user acquired from the pre-processing phase are compared, using the
deviation algorithm. If any deviations are detected, the UR10 will automatically transfer
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Fig. 4. a) Point cloud of differential, b) mesh of differential

the differential to the CNC-working center, to apply the deviations. If there are not any
deviations, then the part is transferred to the buffer. The proposed method is based on the
implementation of a k-nearest neighbor (k-NN) classification algorithm. The algorithm
automatically detects the center of the CAD file in the Cartesian coordinate system.
Afterwards, based on the user-selected accuracy (n), the edges of the original CAD are
divided with n dots and the distance between each point and the origin is calculated.
Then the algorithm detects if there are any deviations (Fig. 5).

Cn= [kn(xn’ Yn»> Zn) — dn(Xn, Yn, Zn)] 2

where Cn is the value of the n-th (X, y, z) point of the deviation matrix, and k, and d,, are
the cartesian distances of the original and the scanned item respectively. The deviation
results are saved to matrix C (Eq. 2).

evdee
oooo
-

Fig. 5. Deviation algorithm principle: a) scanned item converted to CAD, b) original CAD

This matrix has n rows and 3 columns (for axes X, Y, 7).

~12 —243 —144...0--- 0
C=|-175-186-222---0--- 0 3)
0 0 0 ---0---—111

Afterwards, the algorithm shorts the negative coordinates, and convert them into
g-code to be uploaded to the milling machine controller via the Cloud Database. This
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algorithm operates similarly with the BPA. The deviation algorithm rolls a virtual ball,
starting from the center of the CAD towards every edge of the three-dimensional CAD
file. After each algorithm recursion, the deviation algorithm measures the distance from
center-to-edge. Every time a distance is measured for both the original and printed CAD,
the Cartesian coordinates of this edge, are imported to their respective distance matrix.
Upon completion of measurements the two distance matrixes of both the original and
printed CAD are created ([Do] — [Dp]), the final deviations matrix is formed by their
subtraction.

[C]= [Do,i,j,k] - [DP,i,j,k] 4)

where, [C], is the deviation matrix, [DO,i, j. k] is the distance matrix of the original CAD,
and [Dp’ i, k] is the distance matrix of the printed CAD.

4 Method Implementation

Regarding the IMC, the machines used are a 3D Systems Cube Trio 3D-Printer, an UR
10 robot integrated with an Intel RealSense D435 depth camera for the 3D scanning,
and an XYZ RMX 2500 milling machine. From a software point of view, the GUI have
been developed in Unity 3D game engine, both as a mobile application and a desktop
stand-alone application. The code scripts for the GUIs have been developed in MS™
Visual Studio IDE (Integrated Development Environment) in C#, and in Python for the
CAD comparison algorithm. MeshLab has also been utilized as a middleware for parsing

CAD Selection

Select Original CAD File Explorer

Select Scanned! CAD

Select File 2

CAD Comparison

Display State Filename

Fig. 6. 1) CAD selection GUI; 2) CAD comparison GUI, with deviation highlighted
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the 3D point cloud and the conversion to CAD format. The robot’s path was designed in
the RoboDK software and exported as a universal report (urp) file for uploading to the
controller. The GUISs are displayed in Fig. 6.

5 Results and Discussion

The quality of the mesh grid is essential for the successful operation of the framework,
which is also depended to the point cloud quality. Concretely, a more detailed point cloud
data can result to a more solid final mesh. The experimentation began by capturing only
four images of the differential (one image per side). The resulting mesh is of poor quality
(see Fig. 7a) with multiple voids. Thus, several experiments were conducted, increasing
the sampling rate each time. The best results have been obtained for 64 sample images.
Beyond this sampling rate, the quality improved, but cavities were formed. As illustrated
in Fig. 7, for 64 samples the quality of the mesh is 98.7%, with minimal voids.

POINT CLOUD
formed by:

a) 4 samples

b) 35 samples,
¢) 50 samples,
d) 64 samples

Mesh Quality

Number of Samples

Fig. 7. Mesh Quality regarding the Number of Samples

6 Concluding Remarks and Outlook

In this manuscript a method has been proposed for improving the automation level of an
IMC via the utilization of a MV algorithm and a robotic arm for the quality inspection
of manufactured products. The key contribution of this research work lies in the devel-
opment of an algorithm for the comparison of CAD files prior and postproduction of
the products/components. Furthermore, the results presented in the previous paragraphs
indicate that the precision and repeatability of robotic arms has to be further exploited
towards the direction of 3D scanning and quality control. The presented method is part
of a bigger solution, towards the complete automation of the shop-floor level, limiting
human intervention to the bare minimum required, towards the realization of what is
denoted as “Lights-out Factory”. However, there is still room for further elaboration.
More specifically, since robotic manipulators can multipurposed, future research work,
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will be focused on the development of an intelligent robotic end effector, which will
enable the robotic arm to handle different geometries, and use a separate end effector for
the depth camera. Concretely, the cell presented, will be integrated with an automatic
tool changer for the end effector, enabling the robot to select through a wider variety
of tools. By extension the cell can be further optimized in order to utilize the robot in
light machining operations instead of using the CNC milling machine, and thus achieve
greater energy economy. Future work will also be head towards the further elaboration
of the CAD conversion and comparison algorithm, in order to reduce geometry voids
and eliminate surface imperfections (e.g. casting marks) that do not affect the operation
of the component but appear as deviation from the original CAD (which has a totally
smooth surface).
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Abstract. Augmented reality seems to offer great potential benefits in the field of
industrial services. However, the question of the exact benefits, both monetary and
qualitative, is difficult to evaluate, as is the case with IT investments in general.
Within the framework of the DM4AR research project, an evaluation model was
therefore developed. Based on group discussions and interviews on potential AR
use cases, a list of monetary and qualitative benefits was compiled to form the basis
for selecting suitable evaluation modules in the existing literature. These include
an impact chain analysis in the form of a strategy map, a monetary evaluation
as a calculation of the return on investment, based on the assumptions of the use
case as well as existing studies, and a qualitative evaluation in the form of a utility
analysis. The outcome is an evaluation model in the form of a multi-perspective
approach that considers the impact of AR in the four perspectives of the balanced
scorecard (financial, customer, internal business processes, learning and growth).
The results of the qualitative and monetary evaluation can be summarized in a 2D
matrix to support decision-making.

Keywords: Augmented reality - Potential benefits - Evaluation - Return on
investment

1 Introduction

The topic of Augmented Reality (AR) is becoming increasingly relevant in industrial
practice [1]. This is primarily due to technological advances in the areas of graphics pro-
cessors, displays and RAM [2]. AR glasses and handheld devices such as tablets or smart-
phones can superimpose computer-generated objects on the user’s natural perspective
and thus provide context-related information [3].

In contrast to virtual reality (VR), the focus is on the real environment in which work
can be performed on real objects [4]. AR technology therefore can offer great potential
in the area of industrial services, in which activities are carried out for the inspection,
maintenance, repair and optimization of machines and systems [5].
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However, as with IT investments in general, the question of ex ante evaluation of
the benefits is difficult, since qualitative effects are often expected as well and a one-
dimensional evaluation (only financial indicators) is therefore not necessarily expedient,
although monetary values are ultimately the deciding factor in an investment decision [6].
In the literature, there are various criteria for evaluating AR, but often no reproducible
methodology [7].

In the research project “Data Management for Augmented Reality” (DM4AR), group
discussions and interviews with relevant stakeholders were used to analyze various AR
use cases, their potential benefits, and impacts on the company. Based on this, a multi-
perspective approach [8] was chosen for a balanced evaluation and suitable evaluation
modules for monetary and qualitative benefits were selected from existing literature. The
evaluation should already be possible at an early stage in the implementation process,
when only an elaborated use case concept is available [9]. To validate the model, a first
application was conducted by the project team at YNCORIS. The superior goal of this
work is therefore to evaluate the benefit of the usage of AR in industrial service not only
monetarily but holistically. This represents a gain in knowledge to the extent that only
the monetary evaluation has been in the foreground up to now.

2 State of the Art

There are already some approaches that allow different forms of evaluation and consider
the content focus of AR and industrial service in different ways. The utility analysis or
scoring model, as a classical evaluation approach of the multi-criteria decision analysis,
enables a qualitative evaluation, where the uni-dimensional methods of the economic
investment calculation are not sufficient [10]. The four perspectives of the Balanced
Scorecard (BSC) by Kaplan and Norton can be used to assess the impact on the entire
company and also consider the potential of information systems as part of the learning
and growth perspective [11].

Schuh et al. developed a procedure to evaluate Industry 4.0 use cases at an early
stage by using a two-part approach, monetary in the form of the payoff method and
non-monetary in the form of the aforementioned utility analysis. The results are com-
piled in a portfolio matrix [9]. In their multi-criteria evaluation of industrial assistance
systems, Zigart and Schlund provide an overview of possible evaluation methods. For
a balanced evaluation, five perspectives are considered, based on the BSC. However, a
precise methodology for the application and consolidation of the results is not provided
[12]. Miiller et al. developed a multi-perspective approach [8] primarily for evaluating
controlling application systems, but it is also applicable to information systems in gen-
eral [13]. Different evaluation methods are assigned here to the various potential benefits
to enable an adequate evaluation of these benefits.

Concrete return on investment calculations for the use of AR are made by Forrester
Research, Inc. in their Total Economic Impact approach [14, 15], as well as by the AR
for Enterprise Alliance (AREA) [16]. Both use data from fictitious enterprise use cases
for this purpose.
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3 Model for Evaluating Potential Benefits of Augmented Reality
in Industrial Service

3.1 Identification and Classification of Potential Benefits of AR

In the considerations of possible use cases in the DM4AR research project and an
additional literature review, various potential benefits of AR technology were identified.
Potential benefits, as all possible positive effects of an investment on the company’s
objectives [13], can be differentiated according to their quantifiability and their monetary
evaluability [17]. Table 1 categorizes the potential of AR technology in terms of its
monetary value. The potentials that can be monetarily valued are primarily those that
can lead directly to cost savings but also to increases in revenue.

Table 1. Categorization of potential benefits of AR

Monetizable benefits Non-monetizable benefits

* Increase service productivity * Improve data currency & quality

* Increase expert productivity Improve knowledge transfer

* Reduce process lead time Increase flexibility

—Operational processes more efficient Improve employee satisfaction
—Support processes more efficient Increase transparency

—Avoid waiting/driving times Ensure compliance

Improve service quality Improve safety/working conditions
—Avoid rework & follow-up visits Promote sustainability

—Improve error identification Improve service quality

* Reduce training time Reduce customer complaints

* Avoid travel/trip costs Shorten response time

* Reduce material costs Reduce customer downtime

* Increase turnover Differentiate service offerings
Improve corporate brand awareness
Improve customer satisfaction

3.2 Methodology — Multi-perspective Approach

The basic structure of the methodology for evaluating the potential benefits is based on the
multi-perspective approach [8]. The advantage here is that suitable evaluation methods
can be selected depending on the type of potential benefit. The identified potential
benefits can be grouped into several overarching categories. For a balanced view of
the impact on the overall company or business unit, these categories should cover all
four perspectives of the BSC (see Fig. 1). Different evaluation methods can then be
assigned to the various categories. For the evaluation of AR usage in industrial service,
three different evaluation methods were selected: The strategy map of the BSC as an
impact chain analysis, a calculation of the return on investment for monetary evaluation,
and the qualitative evaluation in the form of a utility analysis. The monetary evaluation
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includes the financial perspective and those improvements in processes and quality that
can be monetized, such as reduced process times and increased first-time fixed rates
(FTFR). All other factors are only evaluated qualitatively. To combine the monetary and
qualitative assessment into a decision-making framework, a two-dimensional matrix
can be used to plot the utility score against the ROI. Different areas can recommend
implementation, refrain, or further discussion. This specific multi-perspective evaluation
model is explicitly designed for the AR application use case (see Fig. 1).

Perspectives Potential benefit categories Evaluation modules Decision

Sales/profit increase
Financial X .
Cost saving/avoidance
. . Monetary
Customer satisfaction e ——
Customer Customer impact (ROI) \
Awareness level : ‘

o

Impact chain

Sustainability analysis

Utility

Internal Safety Strategy Maj
business ) ( gy Map)
processes Quality 1 .
Process improvement Qualitative / Profitability

. X evaluation
Employee satisfaction (utility analysis)

Leaé‘:;r‘;%hand Data availability & quality

Knowledge transfer & flexibility

Fig. 1. Overview of the evaluation model based on a multi-perspective approach

3.3 Cause-Effect Relations of Potential Benefits — Strategy Map

The strategy map as an impact chain analysis is less of an evaluation procedure, but it
does reveal the dependencies of the various potential benefits and thus ensures trans-
parency and a better understanding. Another advantage is that all potential benefits can
be considered in this analysis. In this way, it also provides the basis for considerations in
the later evaluation procedures. As mentioned in the introduction, this specific strategy
map is based on group discussions and interviews with relevant stakeholders of different
AR use cases.

Starting from the potentials offered by a new information system, it is possible to
infer the consequential effects for the other perspectives all the way to the financial result
for the company through logical linkage (see Fig. 2). The benefits of an AR information
system initially have a positive impact on the employees by empowering them for new
tasks and increasing their flexibility, which leads to increased employee satisfaction.
From a process perspective, this results in increased service productivity by shortening
the training time for new employees, reducing process cycle times, eliminating trips and
travel, and saving materials. This also promotes sustainability. Security and compliance
can be ensured through workflows and checklists that provide contextual security guid-
ance, whereas automated documentation leads to greater transparency. In combination
with better empowerment of employees, this also increases the quality of work. There
are also direct positive effects for the customer. Faster response times and more efficient
processes reduce plant downtime. At the same time, the increased quality leads to fewer
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complaints. Through AR, differentiated service offers can be made to differentiate from
the competition. All in all, this leads to increased customer satisfaction, can also raise
the company’s brand awareness and result in sales increases. Together with cost savings

on the process side, this leads to a positive ROL.

Financial
Increase sales
Customer Increase customer Increase brand
satisfaction awareness
Reducing downtime
Differentiate
Complete orders Reduce complaint SEED
faster rate offerings
Internal Increase service Promote .
business productivity sustainability Improve service
quality
processes
Reduce Increase
process lead transparency
time
o - Ensure
Shorten 'tralnlng Avoid compliance
period trips/travel
Save
material Increase
safety
Learning Increase
employee |
and growth satisfaction nerease
flexibility
—
Empowering (new)
employees

AR Information System

Automate

Improve Enable remote
documentation

knowledge transfer assistance

Improve data Provide step-by-step
currency & quality workflows/checklists

Fig. 2. Strategy Map for AR in maintenance

3.4 Monetary Evaluation — ROI

The monetary evaluation should lead to transparency in the question of whether the use
of augmented reality in industrial service also leads to a measurable return on investment
(ROI). In a 2018 survey, 62% of respondents answered that this is the case [18]. Direct
added value for the company can result from efficiency gains, more flexible employee
deployment, time or cost savings in both training and processes, and improved quality
[1]. ROI can generally be calculated using the following formula [14]:

ROI = net benefits / costs = (benefits — costs) / costs @))

The ROI thus compares the benefits with the costs. For the calculation, the cash flows
associated with the use of AR must be estimated and their present value (PV) determined
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by discounting them to the valuation date using a discount rate i and a period t. A typical
assessment period for IT investments of 3 years [16] was selected.

PV = cashflow x (14i)~" )

Benefits and costs can be divided into different categories, which are later summed
up. The costs can be assumed on the basis of the total cost of ownership approach [19]
and the benefit categories result from possible cost savings and sales increases (see
Fig. 3). Each of these categories can be calculated as an annual metric by estimation. To
account for the uncertainty of the assumptions, the results are adjusted by a risk factor.

Measurand Calculation formula
Training efficiency Z saved training hours X new hire labor costs per hour

é Service efficiency Z saved service hours X technician labor costs per hour

[

=

8 Expert productivity z expert hours saved X expert labor costs per hour

s

E Travel/trip costs savings avg.travel or ride costs per trip X number of avoided trips

3

o

a Material cost savings Avg.material savings per user X number of AR users
Sales increase annual sales of industrial services X AR increase X profit margin
Hardware Z AR devices required X purchase price

» Software licensing costs x number of AR users

4

7]

3 L .

(8] Planning, implementation and expended hours X labor costs per hour

administration
AR training Z training hours X labor costs per hour

Estimation based on existing studies and own assumptions
incl. risk adjustment

ROI calculation with discount rate i over a period of three years

Fig. 3. Benefit and cost categories with related calculation formula

Benefits

Newly hired technicians in industrial service initially accompany experienced employees
for the first few months before working independently. AR can shorten this training time
and thus increase new hire productivity. Less qualified employees can be deployed earlier
in the field if they are guided by AR assistance and can call in an experienced employee
via remote support in the event of a problem. Service efficiencies result from service
technician efficiencies with AR support, shortened process cycle times, and reduced
rework due to increased first-time fix rates. The productivity of experts or operations
managers can be increased, as they spend less time on documentation, staff training and
knowledge transfer, and on-site visits.

The use of AR can make trips to the site obsolete through remote support and
increased FTFR. The greater the distance, the greater will be the savings. For regional
companies, only the transportation costs are saved, but for globally active service
providers, high travel costs including flight, hotel and expenses can be avoided.
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Material costs can also be saved, e.g. for paper, printer ink or even personal protective
equipment (PPE). Attributing an increase in sales to a particular technology is difficult,
as it is not possible to establish exactly which factors are responsible for the customer’s
decision to buy [16]. For the sake of completeness, however, this potential benefit was
also included in the evaluation.

Costs

When selecting AR hardware, companies have several options. The AR visualization
can be displayed through AR glasses, but also on a tablet or smartphone. However, the
hardware should be determined by the use case, e.g. the need for hands-free work favors
glasses. One advantage of handhelds, however, is that they are already in widespread
use in many companies and thus incur only minor additional hardware costs [20].

The use of an AR software solution requires licensing costs per user, which must be
taken into account too. The time and cost, as well as expertise and employee acceptance,
required to successfully implement an AR solution should not be underestimated. While
the remote function is implemented quickly, a significantly greater effort must be made
for work instructions and 3D visualizations, which have to be iteratively improved until
the application delivers the added value for the user. [15] Lastly, personnel costs during
employee training for AR technology must also be considered.

Exemplary ROI Calculation

To validate the model, an exemplary calculation of the ROI for a possible application
scenario at YNCORIS was carried out (see Fig. 4). Existing studies on improvements
from AR [14-16, 18, 21, 22] can be used as a reference to better estimate the potential
benefits. In the further course of the project, the evaluation can be carried out again with
more precise information, e.g., through own tests on process efficiencies.

Year 0 Year 1 Year 2 Year 3 Total Present value
Total costs 477452 € 247458 € 386.208 € 345.063 € 1.456.181 € 1.280.845 €
Total benefits 0€ 524.980 € 1.258.038 € 1.563.928 € 3.346.947 € 2.691.958 € 15()00'/
0

Net benefits -477.452 € 277523 € 871.830 € 1.218.865 € 1.890.766 € 1411114 €

Fig. 4. Exemplary ROI calculation of a possible AR implementation at YNCORIS

3.5 Qualitative Evaluation — Utility Analysis

The purely monetary evaluation does not consider many of the identified potential ben-
efits. The utility analysis is a suitable instrument for evaluating the benefits of AR
technology in qualitative terms as well. It was originally developed to compare different
alternatives [10]. In this case, this purpose is slightly modified by evaluating the changes
to the status quo. However, another use case can be the comparison between different
application options in terms of teams or business segments.

This module evaluates the benefit categories of all perspectives except financial.
Quality and process improvements were also partially evaluated in monetary terms, but
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this is not possible for other potential benefits in these categories, such as improved
transparency, which is why these are also evaluated qualitatively.

The rating is based on a cardinal scale of 1-5, with the mean value of 3 corresponding
to no change compared to the status quo (see Table 2).

Table 2. Cardinal scale for qualitative evaluation

1 2 3 4 5

Strong Slight No Slight Strong
deterioration/neg. | deterioration/neg. | change/impact | improvement/pos. | improvement/pos.
Impact Impact Impact Impact

In the customer perspective, it can be evaluated whether there are direct effects
(pos./neg.) on the customer and how customer satisfaction and brand awareness change.
In the internal process perspective, safety and sustainability are assessed in addition to
process and quality changes. And in the learning and growth perspective, changes in data
timeliness and quality, knowledge transfer and flexibility, and the impact on employee
satisfaction are evaluated. Preferences of the decision makers, which should be selected
in an interdisciplinary and use case dependent manner, can be taken into account by
weighting the different criteria, e.g. by pairwise comparison [9]. The qualitative score
is calculated by multiplying the criteria values by the respective weighting and then
summing them up [17]. When evaluating the criteria, the challenges and risks of AR use
should also be considered. These include network connectivity, IT security, privacy rights
of employees, user-friendliness and user acceptance, ‘motion sickness’ and a possible
increased distance between service technician and customer [15, 23].

3.6 Consolidation of Results and Decision Support — 2D-Matrix

Finally, the ROI and the score of the utility analysis (total score, or the partial scores of
the different perspectives) can be compared in a two-dimensional coordinate system of
profitability and qualitative utility (see Fig. 1). The further up on the right the application
scenario can be plotted, the more beneficial the implementation of the project. The area
at the bottom left, on the other hand, represents an unfavorable implementation. If the
point lies in between, further discussions and investigations may be necessary. Each
company must determine the exact ranges according to its own preferences in order to
perform an appropriate assessment in each case. An example of such an assessment is
included in Fig. 1.

4 Conclusion

The model presented enables an initial evaluation of AR use in industrial service, both
economically and qualitatively. In doing so, it can be used to evaluate AR technology
in general based on a possible use case, or to compare different application scenarios.
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The model is being tested with different use cases as part of the DM4AR project. The
evaluation is based on own assumptions and data from previous studies, which can be
replaced at a later stage with improved information from own user tests and time and
motion studies, for example before the approval of piloting or the approval of roll-out. In
addition, the evaluation of concrete hardware and software solutions and their impact on
users should also be investigated in a next step. Additionally, subject evaluations need
to be conducted regarding the usability and task load of the use of AR applications.
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Abstract. The present work has the objective to present a lean digital twin applied
in a production line of medications in a pharmaceutical industry. Digital twins are
standardization of design of software or digital representations of an active. The
proposal of a lean digital twin starts from the concept of lean manufacture. The
adoption of a practical solution, agile, flexible, innovative and efficient meets a
framework that cuts costs and risks from long and time-consuming projects, but
with applicability and investment return in a shorter time. Adjusts of the product
or process are more dynamic and its efficiency is validated in a short period. The
focus of its development is to identify the main problems and present a solution in
a general manner and easy understanding. A lean digital twin requires a reduced
effort in its development from the hypothesis and evaluations of the problem to
be solved and it is dimensioned according to each life cycle previously evaluated.

Keywords: Digital twin - Lean digital twin - Pharmaceutical industry

1 Introduction

Throughout many years the pharmaceutical industry has been attracting the attention of
society, academics and big governments and private corporations. Pandemics outbreaks,
degenerative diseases, and the aging of the populations have made this sector very
important and fundamental in the social wellbeing of each citizen.

This sector is in the avant-garde of the development of high technological products
that help to cure and treat ill patients. Biotechnology, digital twins, internet of things,
Big Data, Blockchain, among others technologies from the so called 4.0 industry, take
these two areas to a higher position inside the manufactory.

These technologies meet the needs and expectations of the population, providing a
better quality in the products, management of patients and providing tools to improve the
quality of life and the products. Among them the digital twin has arisen as a promising
tool for the pharmaceutical industry concerning digitalization of the production line and
processes inside the manufacture and patient care.

Even though, and in spite of great advantages of the digital twin, the researchers and
authors ensure that it is far from being consolidated in its application in the industry of
medications and similar.
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The biggest part of the applications is focused on the simulations of substances or
parts of the processes. Others are the applications of big technological companies which
do it in a wide fashion demanding huge financial investments.

Thanks to this a lot of projects and applications end up getting undermined and some
do not meet the particular demands in each case inside the production line.

The objective of this work is to present a solution that fills this gap: leaning digital
twin focusing on a dynamic application in the pharmaceutical industry.

To do so it has been developed a leaning digital twin with devices of the internet of
things, sensors, camera and interface man-machine in one powder compressor machine
to produce pills with two layers.

The machine in which the twinning was made had its main functions transferred to
the virtual world and received new functions in the real world. For this interaction was
made a connection via communication protocol joining the two worlds.

To understand how the work was done the following sections describe the theory ref-
erential, including applications and studies of digital twin in the pharmaceutical industry
and health area e medical care in the Sect. 2. In Sect. 3 is described the real world equip-
ment, the lean digital twin, its concepts and implementation. In Sect. 4 discussions and
results are presented. Finally, in Sect. 5 there is the conclusion and proposals for future
works.

2 Theoretical References

2.1 The Concept of Digital Twin

The digital twin, in its fundamental concept, is described as the representation of a
device, machine, equipment or real-world system to the digital world. Its application in
the modeling of goods tangibles or not tangibles joins these two universes.

It is this union that differs from simulators. The modeling used by digital twins gets
mixed up with simulators in the majority of the works. What makes them distinctive is
the interaction which the digital twin has (or might have) with his real twin.

Basically, its model is described by physical product, virtual product and its connec-
tions. This proposal was presented by Michael Grieves [1], in 2003, in his work about
the “life cycle of product management”. In spite of this concept not being profoundly
specific, it has been conceived as a preliminary form of conceptualization.

Some authors make reference to the concept introduced by teacher Greeves but they
also report the review made by National Aeronautics and Space Administration (NASA),
in 2012, bringing a new reevaluation of the concepts, with a new perspective about the
digital twin, defining it as a simulation Multiphysics, multiscale, probabilistic, high-
fidelity which translates the state of the twin, based on its historic, capture of data by
sensors in real time and modeling and physical model [2].

2.2 Pharmaceutical Industry Application

The application of digital twins in the pharmaceutical industry has grown a lot recently.
In spite of this evolution, researchers assure that this process is just in the initial phase
and far from being consolidated [3].
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In [4] one better application of the digital twins in the industry lacks a pattern that
improves the production of modeling tools.

In [5], it presents one application with focus on the dynamism of the production line,
synchronizing data in real time, and coming from the equipment for future analyzes.

The work of [6] describes the theoretical modeling of a powder compressing through
a digital twin, and also its continuum process of working in the real world.

In a similar study, [7] explains the modeling mathematics of one coated pill machine
and how it could be generated as a digital twin of it.

In [8] shows the development of one digital twin for a continuum process with low
demand for a mixture of pharmaceutical powder.

In [9] explores the benefits of the simulation to a later adoption of the digital twin
in the production line of the multinational pharmaceutical Roche GmbH for supporting
the decision in real time of the manufacturing process.

The work of [10] presents one proposal of digital twin in supply chain in the pharma-
ceutical industry, focusing gaps observed in systems ERP, without considering a product
or physical service and the use of a digital twin in co-property with the product or service.

In [11] has proposed a digital twin for projects of processes based on Quality by
Design (QbD) in the pharmaceutical industry. In this work he used a device Arduino
together with automation devices for a better valorization of the biomass, adapting the
extraction process to the comportment of the extracted components.

3 Development and Application in the Machine

The machine modeling in the digital world was a powder compress (Fig. 1a), in use in
the primary production line of solids. Its origin is from a German manufacturer, from
2007. Its weight, according to the manufacturer, is 1855 kg. It works in shifts of 24 h a
day, seven days a week.

The machine works with a capacity to produce between 15000 and 30000 pills per
hour (4 to 8 pills per second respectively) because of its current physical conditions.

Information, such as pressure made by punctures hydraulic and pneumatic parts,
powders feeders, physical dimensions and signals of the logical controller programmable
of the machine were considered irrelevant. So, this information does not add value and
was kept out of the digital twin.

Among the relevant information can be cited the distance between the matrixes
(shape of the pills) of 34 mm and the diameter of each matrix, of 10 mm. The direction
of turn of the table, the perimeter and the position of the discard of the pill also formed
were taken in consideration to the digital twin.

We called Lean Digital Twin the idea of only representing the aspects that really add
value: information that can improve quality, reduce lead time, loss and costs [12, 13].
The Lean Digital Twin utilizes minimum modeling characteristics; only functions that
add value to the process, reducing the modeling and implementation costs.

The lean digital twin electronics was constructed in an Arduino Mega board, placed
onboard for prototyping, with a simple plant representation (not 3D representation) in
the digital user interface. In it were added additional boards to treat the signals received
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Fig. 1. a) Real world powder compressor; b) powder compressor Lean digital twin. Finished
prototype. (Source: the authors)

by sensors and sending command signals for acting installed in the real twin, as well as,
the board for communication and an interface screen between the two (Fig. 1b).

The flow chart presented in the Fig. 2 shows the functioning of the software of the
lean digital twin integrated to the real twin.

A camera to register the pills in the matrixes was installed. The communication of
the camera controller with the lean digital twin is realized by a net Ethernet and Modbus
protocol. The data are transmitted almost instantaneously. The lean digital twin updated
the information by a transmission rate between 100 and 200 ms to the screen that makes
it possible to visualize the event of the movement of the matrixes almost without delays
(considering the speed of the nominal work of 15000 and 30000 pills per hour (between
each pill there are125 ms in the highest and 250 ms in the lowest).

The camera is installed after the first filling of powder from the matrix and just after
the insertion in the nucleon where there is no interference in the acquisition of the image
of the pill’s nucleon inserted inside the matrix.

Previously established and evaluated the presence of the nucleon inside the pill, the
turn of the table and the movement verified, the next step is to realize the transfer of this
signal until the segregation of the product considered approved and the product to be
rejected.

An encoder programmable was installed by contact to the turntable. It was parame-
terized so each pulse corresponded to a certain distance measure. When starting moving
the pulses begin to be transmitted. For each lap, a certain quantity of pulses is gener-
ated, according to what was initially programmed through the software supplied by the
encoder manufacturer. For each application, one millimeter of distance corresponds to
three pulses in the encoder.

One resolution of three pulses per millimeter was considered to provide precision
of reading realized by the encoder. This information assures the exact moment of the
ins