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Preface

The Department of Computer Science and Engineering at Sri Sivasubramaniya Nadar
College of Engineering, Kalavakkam, Chennai, India, proudly hosted the 5th Inter-
national Conference on Computational Intelligence in Data Science (ICCIDS 2022), as
a virtual event during March 24–26, 2022.

The building blocks of computational intelligence involve computational modeling,
natural intelligent systems, multi-agent systems, hybrid intelligent systems, etc. The
topics covered by this conference include computational intelligence in machine
learning, deep learning, the Internet of Things (IoT), and cyber security. All
intelligence-based algorithms require data as a fundamental building block, and cyber
security systems act as information gatekeepers, protecting networks and the data
stored on them. With machine learning, cyber security systems can analyze patterns
and learn from them to help in preventing similar attacks and respond to changing
behavior. IoT and machine learning deliver insights hidden in data for rapid automated
responses and improved decision making. Machine learning for IoT can be used to
project future trends, detect anomalies, and augment intelligence by ingesting images,
video, and audio.

This year’s conference program included two pre-conference workshops with three
sessions each followed by prominent keynote talks and paper presentations. The two
workshops, “Image and Video Analysis” and “Data Science – CAPSTONE” were
conducted in parallel on March 24, 2022. The conference provided an opportunity for
students, researchers, engineers, developers, and practitioners from academia and
industry to discuss and address the research and methods in solving problems related to
data science and to share their experience and exchange their ideas in the field of data
science and computational intelligence.

On the first day of the conference, speakers from Niramai Health Analytix, VIT, and
SSN Institutions elaborated on the topics of “Medical Image Processing” and “Artificial
Intelligence for Medical Imaging”. Mohit Sharma, Data Scientist at Ericsson, Banga-
lore, India elaborated on the topic of “Data Science – CAPSTONE during the
pre-conference workshop.

To enlighten our participants, five keynote talks were arranged for the second and
third day. On the second day, three keynote talks on “Data Science and its applica-
tions”, by Dileep A.D, Associate Professor, IIT Mandi, India, “What AI for Global
Security?”, by Eunika Mercier-Laurent, Chair IFIP TC12 (AI) and University of Reims
Champagne-Ardenne France, and Dominique Verdejo, Chair IFIP WG12.13, France,
and “Research Trends in Computer Vision” by Sunando Sengupta, Senior Researcher,
Microsoft, UK, were delivered.

On the third day of the conference, two keynote talks on “From Features to
Embeddings - Unified view of ML Pipelines for Text, Audio and Image Understand-
ing”, by Vinod Pathangay, Distinguished Member of Technical Staff - Senior Member,
Wipro, India, and “Honeybee Democracy - Towards Collective Intelligence” by



Mieczyslaw L. Owoc, Professor Emeritus, Department of Business Intelligence in
Management, Wroclaw University of Economics and Business, Wrocław, Poland, were
delivered.

The conference received a total of 96 submissions from authors all over India and
abroad, out of which 28 papers (an acceptance rate of 29%) were selected by the
Program Committee after a careful and thorough review process. The papers were
distributed across three paper presentation panels based on their domain. Each panel
had a session coordinator and three session chairs (subject experts) to evaluate the
research work. Based on the evaluation, one paper from each panel was declared as the
best paper.

We would like to express our sincere thanks to IFIP and the Sri Sivasubramaniya
Nadar College of Engineering for helping us in organizing this event. Special thanks go
to Eunika Mercier-Laurent, University of Reims Champagne-Ardenne, France, for
approving our conference from IFIP and Springer for accepting to publish the con-
ference proceedings. We thank the authors for sharing their research and reviewers for
their constructive suggestions.

March 2022 Lekshmi Kalinathan
Priyadharsini Ravisankar

Madheswari Kanmani
Manisha S.

vi Preface



Organization

Executive Committee

Chief Patron

Shiv Nadar SSN Institutions, India

Patron

Kala Vijayakumar SSN Institutions, India

General Chairs

V. E. Annamalai Sri Sivasubramaniya Nadar College of Engineering,
India

S. Radha Sri Sivasubramaniya Nadar College of Engineering,
India

Conference Chairs

T. T. Mirnalinee Sri Sivasubramaniya Nadar College of Engineering,
India

Chitra Babu Sri Sivasubramaniya Nadar College of Engineering,
India

Program Committee

Program Chairs

Lekshmi Kalinathan Sri Sivasubramaniya Nadar College of Engineering,
India

Priyadharsini Ravisankar Sri Sivasubramaniya Nadar College of Engineering,
India

Madheswari Kanmani Sri Sivasubramaniya Nadar College of Engineering,
India

Manisha S. Sri Sivasubramaniya Nadar College of Engineering,
India

Organizing Co-chairs

D. Thenmozhi Sri Sivasubramaniya Nadar College of Engineering,
India

J. Suresh Sri Sivasubramaniya Nadar College of Engineering,
India

V. Balasubramanian Sri Sivasubramaniya Nadar College of Engineering,
India



S. V. Jansi Rani Sri Sivasubramaniya Nadar College of Engineering,
India

Session Coordinators

N. Sujaudeen Sri Sivasubramaniya Nadar College of Engineering,
India

P. Mirunalini Sri Sivasubramaniya Nadar College of Engineering,
India

K. R. Sarath Chandran Sri Sivasubramaniya Nadar College of Engineering,
India

Session Chairs

Chitra Babu Sri Sivasubramaniya Nadar College of Engineering,
India

D. Venkatavara Prasad Sri Sivasubramaniya Nadar College of Engineering,
India

A. Chamundeswari Sri Sivasubramaniya Nadar College of Engineering,
India

R. Kanchana Sri Sivasubramaniya Nadar College of Engineering,
India

K. Vallidevi Sri Sivasubramaniya Nadar College of Engineering,
India

S. Saraswathi Sri Sivasubramaniya Nadar College of Engineering,
India

D. Thenmozhi Sri Sivasubramaniya Nadar College of Engineering,
India

J. Bhuvana Sri Sivasubramaniya Nadar College of Engineering,
India

B. Prabavathy Sri Sivasubramaniya Nadar College of Engineering,
India

Technical Program Committee

Mieczyslaw Lech Owoc Wroclaw University, Poland
Eunika Mercier-Laurent University of Reims Champagne-Ardenne, France
Ammar Mohammed Cairo University, Egypt
Chua Chin Heng Matthew NUS, Singapore
Wanling Gao Institute of Computing Technology, China
Sanjay Misra Covenant University, Nigeria
Shomona Gracia Jacob Nizwa College of Technology, Oman
Latha Karthika Brandupwise Marketing, New Zealand
Abhishek Kataria Square, USA
Jyothi Chitra Thangaraj CTS, USA
Vadivel Sangili BITS Dubai, UAE
Venkatesh S. Oracle, USA

viii Organization



Srikanth Bellamkonda Oracle, USA
Vijaya Kumar B. BITS Dubai, UAE
Kumaradevan Punithakumar University of Alberta, Canada
Ashok Kumar Sarvepalli Collabera, USA
Issac Niwas Swamidoss Tawazun Technology and Innovation, UAE
Sundaram Suresh IISc Bangalore, India
Chitra Kala Anna University, India
Jayachandran AI Labs@Course5i, India
Sivaselvan B. IIITDM Kancheepuram, India
Umarani Jayaraman IIITDM Chennai, India
Sriram Kailasam IIT Mandi, India
R. Geetha Ramani Anna University, India
Latha Parthian Pondicherry University, India
Anbarasu IIT Indore, India
Srinivasa Rao IIT Kharagpur, India
Premkumar K. IIITDM Kancheepuram, India
Ravindran IIT Madras, India
Rahul Raman IIITDM Kancheepuram, India
Munesh Singh IIITDM Jabalpur, India
Peddoju Sateesh Kumar IIT Roorkee, India
Raksha Sharma IIT Roorkee, India
Veena Thenkanidiyoor NIT Goa, India
Uma Maheswari BITS Pilani, India
S. Sheerazuddin NIT Calicut, India
K. Ruba Soundar MSEC, Sivakasi, India
R. Sakthivel Amrita School of Engineering, Coimbatore, India
Madhu Shandilya MANIT Bhopal, India
Sheeba Rani J. IISST Kerala, India
Vijay Bhaskar Semwal MANIT Bhopal, India
V. N. Manjunath Aradhya SJCE, Mysore, India
A. Priyadharshini Coimbatore Institute of Technology, India
Cynthia J. KCT Coimbatore, India
Rajalakshmi R. VIT Chennai, India
K. Sathya Coimbatore Institute of Technology, India
G. Manju SRMIST, India
T. M. Navamani VIT Vellore, India
B. S. Charulatha REC Chennai, India
R. Jayabhaduri SVCE, India
C. Jayakumar SVCE, India

Organization ix



Contents

Comparative Analysis of Sensor-Based Human Activity Recognition Using
Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Alagappan Swaminathan

A Survey on Cervical Cancer Detection and Classification Using Deep
Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

K. Hemalatha and V. Vetriselvi

Counting Number of People and Social Distance Detection Using
Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

P. C. D. Kalaivaani, M. Abitha Lakshmi, V. Bhuvana Preetha,
R. Darshana, and M. K. Dharani

Analysis of Age Sage Classification for Students’ Social Engagement Using
REPTree and Random Forest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Jigna B. Prajapati

Factual Data Protection Procedure on IoT-Based Customized
Medicament Innovations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

N. Srinivasan and S. Anantha Sivaprakasam

Deep Learning Based Covid-19 Patients Detection . . . . . . . . . . . . . . . . . . . 71
C. Paramasivam and R. Priyadarsini

A Progressive Approach of Designing and Analysis of Solar and Wind
Stations Integrated with the Grid Connected Systems. . . . . . . . . . . . . . . . . . 83

N. Balavenkata Muni, S. Sasikumar, K. Hussain,
and K. Meenendranath Reddy

A Survey on Techniques and Methods of Recommender System. . . . . . . . . . 97
Aanal Raval and Komal Borisagar

Live Social Spacing Tracker Based on Domain Detection . . . . . . . . . . . . . . 115
Divyank Agarwal, Monark Mehta, and Nirmala Paramanandham

Assessing Layer Normalization with BraTS MRI Data in a Convolution
Neural Net . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

Akhilesh Rawat and Rajeev Kumar

Data Set Creation and Empirical Analysis for Detecting Signs
of Depression from Social Media Postings . . . . . . . . . . . . . . . . . . . . . . . . . 136

Kayalvizhi Sampath and Thenmozhi Durairaj



Classification and Prediction of Lung Cancer with Histopathological
Images Using VGG-19 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

N. Saranya, N. Kanthimathi, S. Boomika, S. Bavatharani,
and R. Karthick raja

Analysis of the Impact of White Box Adversarial Attacks in ResNet While
Classifying Retinal Fundus Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

D. P. Bharath Kumar, Nanda Kumar, Snofy D. Dunston,
and V. Mary Anita Rajam

Factors Influencing the Helpfulness of Online Consumer Reviews. . . . . . . . . 176
Sudarsan Jayasingh and Thiruvenkadam Thiagarajan

Perspective Review on Deep Learning Models to Medical
Image Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

H. Heartlin Maria, A. Maria Jossy, and S. Malarvizhi

Real Time Captioning and Notes Making of Online Classes . . . . . . . . . . . . . 207
A. Vasantha Raman, V. Sanjay Thiruvengadam, J. Santhosh,
and Thenmozhi Durairaj

Disease Identification in Tomato Leaf Using Pre-trained ResNet
and Deformable Inception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

Arnav Ahuja, Aditya Tulsyan, and J. Jennifer Ranjani

Allowance of Driving Based on Drowsiness Detection Using Audio
and Video Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

S. Sathesh, S. Maheswaran, P. Mohanavenkatesan,
M. Mohammed Azarudeen, K. Sowmitha, and S. Subash

Identification and Classification of Groundnut Leaf Disease Using
Convolutional Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

S. Maheswaran, N. Indhumathi, S. Dhanalakshmi, S. Nandita,
I. Mohammed Shafiq, and P. Rithka

Enhanced Residual Connections Method for Low Resolution Images
in Rice Plant Disease Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

K. Sathya and M. Rajalakshmi

COVI-PROC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
K. Jayashree, K. R. Akilesh, D. Aristotle, and S. Ashok Balaji

GPS Tracking Traffic Management System Using Priority
Based Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290

S. Manjula, M. Suganthy, and P. Anandan

Accident Detection System Using Deep Learning . . . . . . . . . . . . . . . . . . . . 301
J. Amala Ruby Florence and G. Kirubasri

xii Contents



Monitoring of PV Modules and Hotspot Detection Using Convolution
Neural Network Based Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

B. Sandeep, D. Saiteja Reddy, R. Aswin, and R. Mahalakshmi

Literature Review on Human Behavioural Analysis Using Deep
Learning Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324

R. Poorni and P. Madhavan

An Improved Ensemble Extreme Learning Machine Classifier for Detecting
Diabetic Retinopathy in Fundus Images . . . . . . . . . . . . . . . . . . . . . . . . . . . 332

V. Desika Vinayaki and R. Kalaiselvi

Text Mining Amazon Mobile Phone Reviews: Insight from an Exploratory
Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345

S. Suhasini and Vallidevi Krishnamurthy

Supervised Learning of Procedures from Tutorial Videos . . . . . . . . . . . . . . . 356
S. Arunima, Amlan Sengupta, Aparna Krishnan,
D. Venkata Vara Prasad, and Lokeswari Y. Venkataramana

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367

Contents xiii



Comparative Analysis of Sensor-Based
Human Activity Recognition Using

Artificial Intelligence

Alagappan Swaminathan(B)

Georgia Institute of Technology, Atlanta, GA 30332, USA

alagappan.swaminathan@gatech.edu

Abstract. Human Activity Recognition (HAR) has become one of the
most prominent research topics in the field of ubiquitous computing
and pattern recognition over the last decade. In this paper, a compar-
ative analysis of 17 different algorithms is done using a 4-core 940mx
machine and a 16-core G4dn.4xlarge Elastic Compute (EC2) instance
on a public domain HAR dataset using accelerometer and gyroscope
data from the inertial sensors in smartphones. The results are eval-
uated using the metrics accuracy, F1-score, precision, recall, training
time, and testing time. The Machine Learning (ML) models implemented
include Logistic Regression (LR), Support Vector Classifier (SVC), Ran-
dom Forest (RF), Decision Trees (DT), Gradient Boosted Decision Trees
(GBDT), linear and Radial Basis Function (RBF) kernel Support Vec-
tor Machines (SVM), K- Nearest Neighbors (KNN) and Naive Bayes
(NB). The Deep Learning (DL) models implemented include Convolu-
tional Neural Networks (CNN), Long Short Term Memory (LSTM), a
combination of CNN-LSTM and Bidirectional LSTM. Neural Structure
Learning was also implemented over a CNN-LSTM model along with
Deep Belief Networks (DBN). It is identified that the Deep Learning
models CNN, LSTM, CNN-LSTM & CNN-BLSTM consistently confuse
between dynamic activities and that the machine learning models con-
fuse between static activities. A Divide and Conquer approach was imple-
mented on the dataset and CNN achieved an accuracy of 99.92% on the
dynamic activities, whereas the CNN-LSTM model achieved an accu-
racy of 96.73% eliminating confusion between the static and dynamic
activities. Maximum classification accuracy of 99.02% was achieved by
DBN on the full dataset after Gaussian standardization. The proposed
DBN model is much more efficient, lightweight, accurate, and faster in
its classification than the existing models.

Keywords: Machine learning · Deep learning · UCI HAR · Inertial
sensors · Divide and Conquer · Deep Belief Networks
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Published by Springer Nature Switzerland AG 2022
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2 A. Swaminathan

1 Introduction

“Human Activity Recognition (HAR) has emerged as a major player in this era
of cutting-edge technological advancement. A key role that HAR plays is its
ability to remotely monitor people” [1, (K et al. 2021)]. Monitoring the activity
of an individual is an important aspect in “health-related applications especially
that of the elderly people” [2, (Kasteren et al. 2009)]. Smartphones along with
several wearable devices have gyroscopes and accelerometers in them which can
be used to classify physical activity. Video data is another approach to classifying
physical activity.

Monitoring one’s progress is a key element in any kind of education, whether
in academic subjects or in physical activities. Recently activity trackers have
become an omnipresent tool for measuring physical activities. It has been iden-
tified that existing activity trackers are inaccurate with their classification of
even simpler activities like standing, sitting, walking upstairs, and downstairs.
Dorn’s 2019 study [3, (Dorn et al. 2019)] of the current commercial activity
monitoring wearables like Fitbit indicated that the devices are inaccurate in
their classification of the elliptical machine activity and biking and walking to
an extent. A minimum accuracy of 93% was achieved for the activity of walking.

RubénSan-Segundo’s 2018 study [4, (San-Segundo et al. 2018)] of human
activity recognition, identifies that standing, sitting, walking upstairs, and walk-
ing downstairs have relatively lower accuracy as compared to biking and plain
walking. The paper indicates that there exists a need to develop algorithms to
classify the activity of the individuals with greater accuracy. The existing solu-
tions aren’t accurate enough in their classification and hence there arises a need
to implement different models to attain better classification results to enable reli-
able and accurate personal activity tracking & learning. The author concludes
that “Confusion is greater between static activities (sit and stand), and similar
dynamic activities (walking, walking-upstairs, walking-downstairs, and biking)
for smartphones” [4, (San-Segundo et al. 2018)]

2 Related Work

Negar Golestani [7, (Golestani and Moghaddam 2020)] has stated that “The
recurrent neural networks can capture sequential and time dependencies between
input data that results in a strong performance. The LSTM cells let the model
capture even longer dependencies compared to vanilla cells. A deep architecture
with an optimal number of layers enables the neural network to extract useful
discriminative features from the set of input data and to improve the performance
of the model”. Huaijun Wang [8, (Wang et al 2020)] trained a combination
of CNN, LSTM, CNN-BLSTM, CNN-GRU, CNN-LSTM on the UCI machine
learning repository dataset named “Smartphone-Based Recognition of Human
Activities and Postural Transitions Data Set” [11, (Dua, D. and Graff, C. 2019)]
and achieved 95.87% with the standard CNN-LSTM model.

Uddin’s 2021 study [9, (Uddin and Soylu 2021)] indicated that Deep Neural
Structured Learning(NSL) achieved 99% accuracy for the classification of 20
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activities that are part of the MHealth [12,13] open-source dataset from the UC
Irvine repository. Lukun Wang [10, (Wang, 2016)], concluded that a combination
of sensors from the right and left leg using Deep Belief Network (DBN) yielded
the highest average accuracy of 99.3% with differentiating the nineteen activities
on their own dataset. An experiment was conducted by Akram Bayat [6, (Bayat
et al. 2014)] on the classification of activities in a similar UCI dataset using the
data from the triaxial accelerometer present within a smartphone. They achieved
a maximum accuracy of 91.15% using a combination of MP, LogitBoost, SVM.
Artificial Neural Networks were used for classification of similar signals from
wearable devices with an accuracy of 89%. [45]

As evident from the literature survey presented in this section so far, and
from the recent research papers in Table 1, It can be understood that a wide
variety of algorithms have been implemented by researchers on this dataset over
a long period of time. The algorithms all have varying values of accuracy from one
author to the other and the results are not verifiable since the code is not open-
sourced. In this paper, all the most successful algorithms in the HAR field (17 in
number) have been experimented with in two different machines to confirm the
results with extensive hyper-parameter tuning. The code will be open-sourced.
The 17 algorithms experimented within this paper were chosen based on the
accuracy of classification of other inertial sensor-based HAR data sets from the
literature survey. There exists no function in the popular machine learning or
deep learning libraries to implement DBN, yet the original model proposed by
Dr. Hinton [35] achieves 99.02% accuracy indicating the capability of the model
to excel in the classification of human activities.

The machine learning models chosen for this project were based on past
research work cited in Table 1 in order to present the results of ML algorithms

Table 1. The results obtained by recent papers from 2019, 2020 & 2021 in comparison
with the proposed model using the UCI HAR dataset [5]

S. No Author Model name Accuracy (%)

1 [1, (K et al. 2021)] Linear Kernel SVM 96.6

2 [14, (Sikder et al. 2019)] CNN 95.25

3 [15, (Cruciani et al. 2020)] CNN 91.98

4 [16, (Ullah et al. 2019)] LSTM 93.19

5 [17, (Ramachandran & Pang, n.d., 2020)] Transfer learning+CNN 94

6 [18, (Roobini & Naomi, 2019)] RNN-LSTM 93.89

7 [19, (Khatiwada et al. 2021)] CBO-RNN 90.10

8 [20, (Rabbi et al. 2021)] SVM 96.33

9 [21, (Han et al. 2021)] Stacked Discriminant Feature Learning (SDFL) 96.26

10 [22, (Oh et al. 2021)] Semi-supervised active transfer learning 95.9

11 [23, (Huang et al. 2021)] 3-layer CNN 96.98

12 [24, (Xia et al. 2020)] LSTM-CNN 95.78

13 [25, (Nambissan et al. 2021)] 3-layer LSTM 89.54

14 [26, (Tang et al. 2021)] CNN using Lego Filters 96.90

15 [27, (Bashar et al. 2020)] Dense Neural Network 95.79

16 [28, (Zhang & Ramachandran, n.d. 2020)] Latent Dirichlet allocation 96.20

17 [29, (Nematallah & Rajan, 2020)] 1-D CNN +Stat features 97.12

18 This paper Deep Belief Networks 99.02
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for comparison with the more prominent and successful DL algorithms. The DL
algorithms excluding DBN are a combination of CNN and LSTM, both of which
excel when it comes to classifying time series data and activity recognition tasks.

3 Materials and Methodology

3.1 Data Collection

“The dataset was recorded by conducting an experiment on a group of 30 volun-
teer volunteers within an age bracket of 19–48 years. Each person performed six
activities namely walking, walking upstairs, walking downstairs, sitting, stand-
ing, and laying while wearing a smartphone (Samsung Galaxy S II) on the waist.
Using its embedded accelerometer and gyroscope, the Triaxial linear acceleration
and angular velocity at a constant rate 50 Hz were recorded and the data was
labeled manually using the video recordings of the experiments. The sensor sig-
nals (accelerometer and gyroscope) were pre-processed by applying noise filters
and then sampled in fixed-width sliding windows of 2.56 s and 50% overlap (128
readings/window). The sensor acceleration signal, which has gravitational and
body motion components, was separated using a Butterworth low-pass filter into
body acceleration and gravity. The gravitational force was assumed to have only
low-frequency components and therefore a filter with 0.3 Hz cutoff frequency
was used. 561-feature vectors with time and frequency domain variables were
extracted from the data.” [5, (Anguita et al. 2013)]. The dataset was created
and donated to the public domain by Davide Anguita [5, (Anguita et al. 2013)].
This is one of the most commonly used datasets to benchmark models in the
field of Human Activity Recognition as evident from the list of recent research
papers using the same dataset from Table 1. The large amount of recent research
on this dataset makes it of paramount interest to HAR researchers around the
world. All 561 features were used for the training and testing of the ML models.
The length of each feature is 10299 rows of data. Some of notable features in
the dataset are gravity, body acceleration magnitude, gyroscope magnitude, jerk
magnitude along the different axes and along the time and frequency domain.

3.2 Preprocessing

The raw data was checked for null values, duplicates, and elements such as ’()’,
’-’,’,’ were removed from the dataset. “Features were normalized and bounded
within [−1,1]” by Davide Anguita [5, (Anguita et al. 2013)] which were stan-
dardized between[0,1] using Gaussian Standardization.

Standardization, Z =
x − (μ)

σ
(1)

where,

Mean, μ =
1
N

N∑

i=1

(xi) (2)
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Standard deviation, σ =

√√√√ 1
N

N∑

i=1

(xi − μ)2 (3)

3.3 Methodology and Models

After collecting the data and pre-processing it, the data is segmented into train
and test data with a 70:30 ratio. The data from 21 participants are allocated as
train data and the data from 9 participants is allocated as test data. “From each
window of data, a vector of features was obtained by calculating variables from
the time and frequency domain” by Davide Anguita [5, (Anguita et al. 2013)].
The extracted features are then given to the ML classifiers and the models are
evaluated and compared with the results of the other models. In the case of DL
models, the data after segmentation is directly presented to the models without
the step of feature extraction.

Fig. 1. Process flow chart adapted from [15] & [31]

Numpy [38] and Pandas [39] packages were used for pre-processing the data.
Matplotlib [41] and Seaborn [40] packages were used for visualization. GBDT was
implemented using Light GBM [42]. The other ML classifiers were implemented
using Scikit-Learn [34].

The DL models (a,b,c,d) from Fig. 2 were chosen based on their ability to
classify time-series data with great accuracy and the for their characteristics to
perform very well with activity recognition tasks as evident from the related
work in Table 1. The models e and f in Fig. 2 are unique in that only static
or dynamic activities were given to these models and hence were trained for a
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(a) LSTM Model (b) CNN Model

(c) CNN-LSTM

(d) CNN-BLSTM

(e) Dynamic CNN

(f) Static CNN-LSTM

Fig. 2. Structure of the DL models LSTM(a), CNN(b), CNN-LSTM(c), CNN-
BLSTM(d) the Divide and Conquer approach(e & f).

very large number of epochs. A max epoch value of 15000 and 500 was used for
the training of the Dynamic CNN and Static CNN-LSTM models. The static
CNN-LSTM was limited to 500 epochs due to its complex architecture. The
unique architecture seen in Fig. 2 for highly successful Dynamic CNN and static
CNN-LSTM was achieved after a great deal of experimentation with various
combinations of deep learning models.



HAR Using AI 7

The architecture of the DL models can be found in the Fig. 2. The DL mod-
els were all implemented and evaluated using Keras [33] and Tensorflow [32].
NSL [37] is a wrapper from Tensorflow [32] constructed over Model(b) from
Fig. 2. The unsupervised learning algorithm DBN invented by Hinton [35] was
created using the DBN implementation made by Albertup [36].

3.4 Evaluation Metrics

The models were evaluated using the performance metrics accuracy, precision,
f1- score & recall. The training and testing times were also recorded to analyze
and compare with the other models that were used in this experiment.

“Accuracy: It is defined as the number of correct predictions over the total
number of True Positive predictions by the model

Accuracy =
TP + TN

TP + FP + FN + TN
(4)

where, TP = True positive class prediction, TN = True Negative class prediction,
FP = False positive class prediction, FN = False negative class prediction.

Precision: It is the number of actual true predictions over total true predictions
made by the model

Precision =
TP

TP + FP
(5)

Recall: It is defined as Number of true predictions over actual number of true
predictions made by the model

Recall =
TP

TP + FN
(6)

F1- score: F1 Score is the weighted average of Precision and Recall [30].

F1Score =
2 ∗ (Precision ∗ Recall)
(Precision + Recall)

” (7)

4 The Results

4.1 Hyperparameter Tuning

GridsearchCV and randomizedsearchCV from Scikit-Learn [34] were used for
parameter tuning of the ML models. The parameters that yielded the maximum
results are saved in Table 2. For the DL models, manual experimentation was
done with the activation functions, model structure, layer counts, number of
hidden units within each layer, batch size, max epochs, and the patience value
in early stopping. Only the best model was saved and validation accuracy was
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Table 2. Results of the hyperparameter tuning of the ML models that yielded the best
results from the two instances.

Model name Hyperparameter tuning Best parameters Accuracy ( %)

Logistic Regression ‘C’: [0.01, 0.1, 1, 10, 20, 30], ‘penalty’: [‘l2’,‘l1’] ‘C’: 1, ‘penalty’: ‘l2’ 95.89

Linear SVC ‘C’: [0.125, 0.5, 1, 2, 8, 16, 32, 64 ,40, 60, 52] ‘C’: 0.5 96.81

Random Forest ‘n estimators’: (start = 10, stop = 201, step = 20),
‘max depth’: (start = 3, stop = 15, step = 2)

‘max depth’: 11,
‘n estimators’: 130

91.96

RBF SVM ‘C’: [2, 8, 16],‘gamma’: [ 0.0078125, 0.125, 2] ‘C’: 16, ‘gamma’: 0.0078125 96.27

Linear SVM ‘C’: [2,8,16],‘gamma’: [ 0.0078125, 0.125, 2] ‘C’: 2, ‘gamma’: 0.0078125 96.44

Decision Tree ‘max depth’: (start = 3, stop = 10, step = 2) ‘max depth’: 9 87.55

GBDT ‘max depth’: (start = 5, stop = 8, step = 1),
‘n estimators’: (start = 130, stop = 170, step = 10)

‘max depth’: 5,
‘n estimators’: 160

94.1

K-NN ‘n neighbors’ = 1 to 101 ‘n neighbors’ = 8 90.60

Naive Bayes ‘var smoothing’: logscale (start = 0, stop = −9, num
= 100)

‘var smoothing’: 0.1 82.52

Table 3. Best hyperparameters of the DL models.

Model name Best parameters Accuracy ( %)

LSTM n hidden units = 32, Dropout layer rate = 0.5, Dense layer (units = 6,
activation = ‘sigmoid’), optimizer = ‘rmsprop’, batch size = 16, patience =
100, epochs 500

93.38

CNN 2 layers of Conv1D (filters = 64, kernel size = 3, activation = ‘relu’),
Dropout layer rate = 0.5, MaxPooling1D (pool size = 2), Dense layer1 (units
= 100, activation = ‘relu’), Dense layer2 (units = 6, activation = ‘softmax’),
optimizer = ‘adam’, batch size = 16, patience = 100, epochs = 500

94.06

CNN-LSTM 1st layer of Conv1D: filters = 128, second layer: filters = 64. Both Conv1D
layers kernel size = 3, activation=‘relu’. Dropout layer rate = 0.5 for all the
dropout layers, LSTM layer 1 = 128 hidden units, LSTM layer 2 = 64
hidden units, MaxPooling1D (pool size = 2), Dense layer1 (units = 100,
activation = ‘relu’), Dense layer2 (units = 6, activation = ‘softmax’),
optimizer = ‘adam’, batch size = 16, patience = 100, epochs = 500

93.85

CNN-BLSTM Same parameters and structure as CNN-LSTM but with Bidirectional LSTM 93.04

Dynamic CNN 1st layer of Conv1D: filters = 32, 2nd layer: filters = 64, 3rd layer: filters =
80, kernel size = 3, activation = ‘relu’, kernel initializer = ‘he normal’ are
the same for all the layers, MaxPooling1D(pool size = 2), Dropout layer rate
= 0.2, Dense layer (units = 3, activation = ‘sigmoid’),optimizer = ‘adam’,
batch size = 10, patience = 500, epochs = 15000

99.92

Static CNN-LSTM 1st layer of Conv1D: filters = 50, 2nd layer: filters = 100, kernel size = 3,
activation = ‘tanh’, kernel initializer = ‘he normal’, MaxPooling1D
(pool size = 2), Dropout layer rate = 0.2 are the same both the Conv1D
layers. LSTM layer 1: 32 hidden units, 2nd layer: hidden units = 80,
activation = ‘tanh’, kernel initializer = ‘he normal’ are the same for both the
LSTM layers, Dropout layer rate = 0.5 are the same both the LSTM layers.
Dense layer(units = 3, activation = ‘sigmoid’), optimizer=‘adam’, batch size
= 10, patience = 100, epochs = 500

96.79

NSL + CNN The same parameters of CNN wrapped in NSL with parameters multiplier =
0.2, adv step size = 0.05

91.72

monitored for change in every epoch. All the DL models were first experimented
with the batch sizes [8,10,16,32,64 and 100] for 20 epochs and the batch size
that returned the highest accuracy was used for further experimentation with
the other parameters. The best parameters are saved in Table 3.
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Table 4. Summary of the results obtained when the models were run in the 4-core, 16
gb RAM, 940MX GPU- local instance

Model name Accuracy (%) Training time (s) Testing time (s) Precision Recall F1-score

Logistic Regression 95.89 23.70 0.01 0.96 0.96 0.96

Linear SVC 96.81 123.68 0.009 0.97 0.97 0.97

Random Forest 91.96 848.18 0.07 0.92 0.92 0.92

RBF SVM 96.27 585.66 2.26 0.96 0.96 0.96

Linear SVM 96.44 48.96 0.56 0.97 0.96 0.96

Decision Tree 87.75 21.34 0.008 0.88 0.88 0.88

GBDT 94.1 2186.41 0.17 0.94 0.94 0.94

K-NN 90.60 203.20 1.16 0.91 0.91 0.91

Naive Bayes 82.52 84.09 0.07 0.86 0.83 0.81

LSTM 92.39 2044.74 1.32 0.89 0.88 0.89

CNN 94.06 510.84 51.97 0.92 0.92 0.92

CNN-LSTM 93.85 7116.62 53.70 0.92 0.91 0.91

CNN-BLSTM 93.04 13571.20 26.79 0.90 0.90 0.90

Dynamic CNN 99.92 2622.38 0.27 1.00 1.00 1.00

Static CNN-LSTM 96.73 1140.91 1.08 0.97 0.97 0.97

NSL + CNN 91.72 271.76 1.96 0.92 0.92 0.92

DBN 99.02 8643.82 0.61 0.99 0.99 0.99

Table 5. Summary of the results obtained when the models were run in the 16-core,
64 GB RAM, T4 GPU- G4dn.4xlarge EC2 instance

Model name Accuracy (%) Training time (s) Testing time (s) Precision Recall F1-score

Logistic Regression 95.86 9.08 0.01 0.96 0.96 0.96

Linear SVC 96.74 25.60 0.005 0.97 0.97 0.97

Random Forest 91.89 301.15 0.03 0.92 0.92 0.92

RBF SVM 96.27 119.89 1.31 0.96 0.96 0.96

Linear SVM 96.44 10.30 0.41 0.97 0.96 0.96

Decision Tree 87.55 9.93 0.006 0.88 0.87 0.87

GBDT 94.1 433.39 0.04 0.94 0.94 0.94

K-NN 90.60 55.92 0.55 0.91 0.91 0.91

Naive Bayes 82.52 18.56 0.04 0.86 0.83 0.81

LSTM 93.38 470.51 0.49 0.94 0.93 0.93

CNN 93.92 121.02 0.36 0.92 0.92 0.92

CNN-LSTM 92.26 644.65 1.07 0.91 0.91 0.91

CNN-BLSTM 92.77 1121.31 1.86 0.90 0.90 0.90

Dynamic CNN 99.56 2622.16 0.21 0.98 0.97 0.97

Static CNN-LSTM 96.79 2840.58 0.61 0.97 0.97 0.97

NSL + CNN 89.92 75.93 0.82 0.90 0.90 0.90

DBN 98.73 481.09 0.11 0.99 0.99 0.99
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(a) Linear SVC (b) CNN

(c) Static CNN-LSTM (d) Dynamic CNN

Fig. 3. Confusion Matrices of SVC(a), CNN(b) and the Divide and Conquer approach(c
& d)

All the 17 models used for the comparative analysis were run on two instances
to better understand the time constraints placed on the model by the computing
power. The local instance used has a 4 core Central Processing Unit(CPU),
16GB of Random Access Memory(RAM), and a 940MX Graphical Processing
Unit(GPU). The EC2 instance used is named G4dn.4xlarge and it has a 16 core
Central Processing Unit(CPU), 64GB of Random Access Memory(RAM), and
a Tesla T4 Graphical Processing Unit(GPU). The results of all the models from
the local instance and the EC2 instance can be found in 4 and 5 respectively.

Among the ML classifiers, Linear SVC yielded the best result of 96.81%. It
has been identified that the standard state-of-the-art DL models CNN, LSTM,
and combinations of CNN and LSTM have difficulty distinguishing dynamic
activities walking and walking upstairs. Also, that the ML classifiers are greatly
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confused between 2 static activities sitting and standing. This can be seen in the
confusion matrix of Linear SVC in Fig(a) of Fig. 3 and CNN in Fig(b) of Fig. 3.
As observed in these figures, it can be seen that the SVC is confused between
sitting and standing and this confusion was seen among all the other ML models.
The CNN model is confused between walking and walking upstairs which was
also the same set of activities the other DL models excluding DBN were confused
with. This identification of the activities that cause certain models’ confusion,
led to the Divide and Conquer approach to this problem.

The already segmented dataset was joined back and split based on the activ-
ity name. The activities sitting, standing, and laying were separated as static
data and the other three activities were separated as dynamic. Both the static
and dynamic dataset was then split into training and test data with an 80:20
ratio. The data was presented to deeper CNN and CNN-LSTM models for exper-
imentation. The model architectures can be seen in Fig. 2. These models yielded
much better results with reduced confusion between the activities as evident
from Fig.(c) and Fig.(d) of Fig. 3. The Dynamic CNN yielded an average accu-
racy of 99.928% on the dynamic activity classification task whereas the proposed
Static CNN-LSTM model yielded 96.79% accuracy on the classification of static
activities.

4.2 Deep Belief Networks

Table 6. Results of the hyperparameter tuning of DBN

Model name Hyperparameter tuning Best parameters Accuracy ( %)

DBN hidden units in the layer = [‘32’, ‘64’, ‘128’,
‘256’, ‘512’, ‘1024’, ‘2048’, ‘4096’, ‘8192’,
‘16384’], batch size = [‘32’, ‘64’, ‘128’, ‘256’,
‘512’, ‘1024’], n epochs rbm &
n iter backprop = [‘100 & 100’, ‘50 & 100’,
‘50 & 200’, ‘10 & 100’]

hidden units in the layer = [2048 ],
learning rate rbm = 0.05, learning rate =
0.1, n epochs rbm = 10, n iter backprop =
100, batch size = 32, activation function =
‘relu’, dropout p = 0.2

99.02

The DBN model was constructed with one layer of hidden units. The learning
rate of the Restricted Boltzmann Machines (RBMs) and the Artificial Neural
Networks(ANN) was kept constant at 0.05 and 0.1 respectively. The activation
function was set to Relu. Manual experimentation was done with all the param-
eters and it was identified that changing the number of layers, the activation
function and learning rates led to considerable overfitting and loss of valuable
information. So, these parameters were kept constant. The batch size, hidden
units within the layer, and epochs of pre-training with RBM, and Fine-tuning
with ANN were experimented with in great detail. The tuning and best param-
eters are saved in Table 6. The plotting of Accuracy vs the batch size, hidden
units & epochs can be found in subfigures(a, b & c) of Fig. 4. The confusion
matrix with the classification accuracy for each activity is presented in the sub-
figure(d) of Fig. 4. The final model yielded an overall accuracy of 99.02% on the
full dataset.
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(a) Accuracy vs Hidden units (b) Accuracy vs Batch size

(c) Accuracy vs Epoch values (d) Confusion matrix of DBN

Fig. 4. Hyperparameter tuning of DBN (a,b,c) and the confusion matrix(d) of DBN

5 Conclusion

Fig. 5. Accuracy values of all the models run in the EC2 instance
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Fig. 6. Accuracy vs Training time of the models in the EC2 instance

It was identified that the omnipresent activity tracking wearable devices are
inaccurate in their classification of simple activities like standing, sitting, walking
upstairs, and downstairs. Inertial sensor data from smartphones were used for the
classification task in this experimentation. The public domain dataset created
by Davide Anguita [5] was used. 17 models were implemented on two machine
instances of varying compute power. The confusion between static and dynamic
activities with the ML and DL models was identified and the problem was solved
using a Divide and Conquer approach to the problem. An accuracy of 99.92% was
achieved with the proposed CNN model for the dynamic activities and 96.79%
was achieved with the proposed CNN-LSTM model for the static activities. An
“Unsupervised Probabilistic Deep learning algorithm” [35] named Deep Belief
Networks was implemented on the full dataset and this model achieved an overall
accuracy of 99.02% in the local instance. This final result is approximately 2%
better than all the existing models as evident from the related work section. The
comparison of the accuracy values of all the models run in the EC2 instance
can be seen in the barplot presented in Fig. 5. The Accuracy vs Training time
can be observed in the scatter plot presented in the Fig. 6. The DBN model
implemented trains relatively quickly while achieving the maximum accuracy
amongst all the models implemented.
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6 Limitations and Future Work

The results of this experimentation can only be valid with this dataset. This
dataset despite being frequently used as a standard dataset to confirm results
and analysis does not have multiple complex activities. The results will also
need to be confirmed with other public domain data sets using inertial sensors
to confirm the findings and to add generalizability to the conclusions of this
paper.

The experimentation with all the 17 models will be conducted on two other
commonly used public domain data sets with complex activities in the future.
The identified 2 data sets are PAMAP2 [43, (Reiss and Stricker 2012)]. from the
UCI repository and the KU-HAR [44, (Sikder and Nahid 2021)].
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Abstract. Cervical cancer is one of the main cause of cancer death, impacting
570,000 people globally. Cervical cancer is caused by the Human Papillomavirus
(HPV), which causes abnormal cell growth in the cervical region. Periodic HPV
testing in woman has helped to minimize the death rate in developed countries.
However, due to a shortage of affordable medical facilities, developing countries
are still striving to deliver low-cost solutions. The most commonly used screening
test for early detection of abnormal cells and cancer is the Pap smear test. This
paper explores existing deep learning model and recent research works done using
publicly accessible Intel andMobile-ODTKaggle dataset for cervix detection and
classification and ensures that these automated technologies helps pathologist in
providing fast and cost-effective results.

Keywords: Cervical cancer · Cervix detection · Pap-smear · Image
classification · Convolutional neural networks

1 Introduction

Cervical cancer is the second most prevalent carcinoma in women and one of the most
common gynaecological malignancies, although the cure rate is about 100% if detected
and treated early. Cervical cancer is a carcinoma that affects a woman’s cervix. The
cervical is the uterus’s neck-shaped canal at the bottom. The pap test is a procedure that
involves extracting a tissue from the cervix and examining it under a microscope. The
pap test, on the other hand, is inaccurate, showing false negative rates ranges from 6% to
55% [1]. The Human papilloma virus test is a DNA test which identifies cervical cancer
by relating it to a particular HPV type [1]. This test is usually not recommended because
it has a significant false positive rate. Furthermore, such exams are quite expensive. Due
to a shortage of affordable medical facilities, developing countries are still striving to
deliver low-cost solutions. Cervical cancer accounts for 70% to 90% in several devel-
oping nations and are influenced by various factors like, including birth control pills,
smoking, and exposure to diethylstilbestrol (DES) are the main causes of cervical can-
cer [4]. The endocervix and the ectocervix are two distinct areas of the cervix, with the
endocervix closer to the female internal reproductive organ and the ectocervix closest to
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the vagina. The cervical transformation zone is where cervical cancer generally occurs.
The endocervix and ectocervix cells meet in the transformation zone of the cervix [3].
There are three main cervix types. Type1, Type2 and Type3 (a) Cervix type 1 the zone
of transformation it is completely ectocervical and it is completely visible (b) Cervix
type 2, which is the second type of cervix. The zone of transformation has a cervix that
is endocervical and it is a component completely visible (c) Cervix type 3, the zone
of transformation has a cervix that is endocervical it is a component not completely
visible and is the most common type of cervix. Because of the type of treatment varies
depending on the type of cervix, so it’s crucial to know which one you have. Figure 1
shows the three forms of cervix types [3]. Deep learning models are used to identify the
cervical types more appropriately.

Fig. 1. Images of the three different cervix types

Deep learning is supposed to assist pathologists in making more precise diagnoses
by providing a precise analysis of cancerous lesions, as well as allowing for a faster
clinical workflow. In this study, a survey is conducted on how prominent deep learning
architectures are being employed in cervical cancer detection and classification. Also,
to ensure that these automated technologies assist healthcare providers for fast and
cost-effective results.

2 Related Work

Cancer is the world’s most dangerous disease. Lung cancer, cervical cancer, breast
cancer, ovarian cancer, sarcoma cancer, brain cancer, carcinoma cancer, and more types
of cancer exist. Among several cancers, cervical cancer is the fourth most frequent in
terms of death rate. If correct treatment/diagnosis is not received in a regular basis, it
can be fatal and result in death. Many researchers used deep learning algorithms such as
GoogleNet [1], CervixNet [2], CapsNet [3], Inception V3, ResNet50 and VGG19 [5],
ResNet53 and ResNet 101 [6], AlexNet and SqueezeNet [7], MobileNet and VGG16
[9], RetinaNet [10], Densenet169 [13] and many more to predict cervical cancer.

A new fully automated deep learning pipeline for detecting and classifying cervical
cancer in the cervical region was presented by Zaid alyafeai et al. [1]. With an accuracy
rate of 0.68 on the intersection of union (IoU)measure, the pipeline startswith a detection
method that locates the cervix section 1000 times faster than current date-drivenmethods.
Cervical cancers may be classified using two compact convolutional neural network
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Table 1. Comparison of existing algorithms

Authors Year Model Description

J. Payette et al. [6] 2017 ResNet To develop an image classifier for
different types of cervixes

O. E. Aina et al. [7] 2019 AlexNet
and SqueezeNet

To use a smaller CNN architecture
to automate the classification of
cervix types and
deploy it on a mobile device

X. Q. Zhang et al. [4] 2019 CapsNet To develop a deep learning
model for classifying images of
cervical lesions in order to improve
diagnostic efficiency
and accuracy

R. Gorantla et al. [2] 2019 CervixNet Segmenting the Region of
Interest (RoI) and then classify the
RoI to improve
cervigram contrast

Z. Alyafeai et al. [1] 2020 GoogleNet To create a completely automated
cervix detection and cervical image
classification pipeline using
cervigram images

P. Guo et al. [10] 2020 RetinaNet
And Deep SVDD

In a smartphone-acquired
cervical image dataset, an unique
ensemble deep learning method is
presented for identifying cervix
images
and non-cervix images

S. Dhawan et al. [5] 2021 InceptionV3,
VGGand ResNet50

To create a cervical cancer
prediction model that uses deep
learning and transfer learning
approaches to recognise and
classify cervix
image

Ankur Manna et al. [13] 2021 Inception
V3, Xception and
DenseNet169

Three Convolutional Neural
(CNN) architectures were used to
create an ensemble-based
classification model

(CNN) versions. Cervical cancers are classified using self-extracted features learned
by suggested CNN models with Area under curve (AUC) values of 0.82 and a 20-
fold increase in the long it takes to recognise each cervix image, CNN-based classifiers
outperformed previously created feature-based classifiers. Finally, cervigram images are
used to train and assess the proposed deep learning pipeline. Sanjeev dhawan et al. [5]
outlines an effort to build a cervical cancer prediction model that uses deep learning and
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transfer learning techniques to recognize and categories cervix images into one of three
categories (Type 1/Type 2/Type 3). ConvNet, which will classify the cervix images, is
created using the three models mentioned above: InceptionV3, ResNet50, and VGG19.
The results of the experiment show that the Inception v3 model outperforms Vgg19 and
ResNet50 on the cervical cancer dataset, with an accuracy of 96.1%.

Qing et al. [4] proposed a method were images of cervical lesions were diagnosed
using a deep-learning algorithm. The research was subdivided into two halves. The
lesions in the cervical images were segmented. Finally, the training set accuracy of the
model was 99%, while the testing set accuracy was 80.1%, resulting in better results than
earlier classification approaches and enabling for efficient prediction and classification of
huge amount of data. Jack payettee et al. [6] experimentedwith a number of convolutional
designs before settling on residual neural networkswith batch normalisation and dropout.
For each class, the losswas estimatedusing themulti-classmethod losswith a logarithmic
scale. The dataset was made available by Kaggle which has 1481 training images, 512
test images. The author also used 4633 additional images for training and employed a
variety of data sources due to the short size of the dataset strategies for augmentation.

Rohan et al. [2] suggested an innovative CervixNet methodology that involves image
enhancement on cervigrams, segmentation was done to identify the Region of Interest
(RoI) for selecting the appropriate treatment. A novel Hierarchical Convolutional Mix-
ture of Experts (HCME) technique was presented for the classification problem. In
the field of biomedical imaging, smaller datasets represent an inherent issue, HCME
was capable of solving the problem of over fitting. The work was carried out on publicly
accessible IntelMobile-ODTKaggle datasets, the suggestedmethodology outperformed
all current methodologies, with an accuracy of 96.77%. The goal of Liming et al. [12]
was to develop a deep learning-based visual evaluation algorithm which could automat-
ically diagnose cervical cancer and precancer. Multiple cervical screening approaches
and histopathologic confirmation of precancers were done on a population-based longi-
tudinal cohort of 9406 women ages 18–94 years in Guanacaste, Costa Rica for 7 years
(1993–2000). Tumors that was present even for up to 18 years were discovered. Using
computerized cervical images for screening recorded with a fixed-focus camera, the
deep learning-based technique was trained and validated. The image prediction score
(0–1) could be categorized to balance sensitivity and specificity for precancer or cancer
detection. On a two-sided basis, all statistical tests were performed. The findings support
the idea of using modern digital cameras to do automated visual evaluations of cervical
images.

Summary of the existing literature work is shown in Table 1. The author’s name
appears in column 1. The year is listed in column 2, while the author’s model is listed in
column 3. Column 4 displays the detailed description. The following section provides
the materials and methods used for cervix detection and classification.

3 Materials and Methods

The research’s purpose is to use deep learning technology to identify and classify objects
in cervical images. Cervical cells are difficult to classify since the cytoplasm and nucleus
are so distinct. In recent years, modern artificial intelligence techniques such as machine
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learning and deep learning have become increasingly popular in the medical health
industry, and have a remarkable success with it. Further in this section we discuss the
dataset used and about the object detection and classification techniques in previous
research.

3.1 Data Collection

The dataset used for this research was provided by Kaggle as part of the competition [3].
Table 2 provides a breakdown of the dataset. Three types of cervix are reported in this
data set are all classified normal (not malignant). It is difficult for healthcare providers
to identify the transformation zones, Although the transformation zones are not always
evident, some patient needs further testing while others do not. As a result, using an
algorithm to make a choice will considerably increase the efficiency and effectiveness
of pap smear tests.

Table 2. Intel mobile ODT Kaggle dataset [3]

Dataset Type 1 Type 2 Type 3

Train 250 781 450

Additional 1189 1558 1886

Test 512 (unlabeled)

3.2 Object Detection Techniques

CNNs and other deep learning-based techniques have dominated recent advances in
object detection [1–11]. Faster R-CNN is a good example of a CNN-based object detec-
tion system that works well. (a) Two-stage object detectors, which includes a region
proposal network followed by a classification and bounding box regression network,
and (b) single-shot networks, which do everything in single network; examples of this
method include YOLO [1], single shot detector, and RetinaNet [10]. Regardless, for
feature extraction, each object recognition framework can use a number of base network
designs, such as VGG [5], ResNet [5, 6, 11], GoogleNet [1], CervixNet [2], and Cap-
sNet [4]. More training data is necessary as the number of parameters in architecture
increases. Deep learning algorithms are frequently combined with transfer learning [5],
data augmentation, and various optimization procedures to improve accuracy in specific
applications.

3.3 Image Classification Techniques

In the field of computer vision and image processing, image classification has been a
subject of great interest. The Convolutional neural network (ConvNet) is the frequently
used deep learning network for classification of image [1–11]. The ConvNet has three
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layers, similar to a neural network: input layer, hidden layer, and output layer. It is
a deeper neural network because it has hundreds of hidden layers. Raw image pixel
values are given into the input layer, while neurons are given into the output layer
according to the number of output classes. A cervigram image is taken as the input
in the cervix classification problem, and the output is the possibility that the image
belongs to Type I, II, or III. The final layer of the convolution layer is a fully connected
layer with the SoftMax activation layer. Because the number of images in the dataset is
insufficient to yield significant results, several models, including VGG [5], ResNet [5,
6, 11], GoogleNet [1], CervixNet [2], and CapsNet [4], rely on weights from pre-trained
models to produce notable results. The deep learningmodels utilised for cervix detection
and classification are described in detail in the next section.

4 Models Used

4.1 ResNet

The Residual Network architecture, developed by Microsoft Research in 2015. This
architecture introduces theResidualNetwork concept to address the vanishing/exploding
gradient issue.

In this network, it uses a technique known as ”skip connections”, which allows you
to skip the first few layers of training and go straight to the final layer. The advantage
of introducing skip connections is that regularisation will bypass any layer that reduces
architecture performance. As a result, vanishing/exploding gradients are no longer an
issue when training very deep neural networks. Residual blocks have three convolutional
layers: a 1 × 1 layer with fewer filters, a 3 × 3 layer with the same number of filters,
and a 1× 1 layer with the same number of filters as the original input size to up sample
and allow for the shortcut connection [6] (Fig. 2).

Fig. 2. Residual learning building block [6]
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4.2 AlexNet and SqueezeNet

For the purpose of deploying the trained model, SqueezeNet, a compact network with
reduced memory computation requirements and equivalent accuracy to AlexNet, was
proposed [7]. AlexNet won the ILSVRC-2012 competition with a top-five testing error
rate of 15.3%. The design is made up of five convolutional layers and three fully con-
nected layers. AlexNet is a prominent object-detection network that could have a wide
range of applications in the field of computer vision. In the future, AlexNet may be
used for image processing more than CNNs. The accuracy of AlexNet and SqueezeNet
are nearly same. SqueezeNet, on the other hand, is 500 times smaller and three times
faster. Eight Fire modules follow the first convolution layer in the SqueezeNet before
the final convolution layer is applied. Instead of using 3 by 3 filters, SqueezeNet uses 1
by 1, downsampling on convolution layers, a fire module, and a smaller number of input
channels (3 by 3 filters). This results in smaller activation maps for convolution layers
during late down sampling. The low memory and processing requirements make it ideal
for embedded systems because it only needs roughly 5 MB of storage space. In addition
for mobile app on iOS, it has the highest energy efficiency and throughput, while its
processing rate on Android is even more faster.

4.3 Inception V3

In the process of image classification Inception v3model is widely used. Inceptionmodel
have been proven to be more computationally efficient than VGGNet, both in terms of
the number of parameters generated and the cost [5]. The Inception v3 network model
uses a convolution kernel splitting method to turn large volume integrals into compact
convolutions. For example, a 3× 3 convolution is split into 3× 1 and 1× 3 convolutions.
The splitting strategy reduces the number of parameters, allowing the network training
process to be accelerated while the spatial feature is retrieved more quickly.

4.4 GoogleNet

The ILSVRC 2014 competition was won by GoogleNet from Google. It had a 6.67%
top-five error rate. The Inception Network was a key development in the study of Neural
Networks, especially CNNs. GoogleNet is the term given to the first iteration of the
Inception network. The GoogleNet image classification model has been enhanced to
create the Cervix detection module [1]. It comprises of 24 convolutional layers followed
by two fully connected layers, as seen in Fig. 3. GoogleNet is faster at training than
VGG model.
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Fig. 3. Architecture of GoogleNet [1]

4.5 CapsNet

The capsule in the CapsNet neural network includes the entity properties and features,
including position, deformation, velocity, reflectivity, colour, structure, and other fea-
ture space. This spatial information determines the consistency of orientation and size
between features. Capsules are designed to record the probability of features and their
variants rather than recording features of individual variants. As a result, the capsule’s
aim isn’t just to detect features, but also to train the network to identify variants, because
the same capsule can identify the same object class from multiple perspectives.

The CapsNet model [4] was used to classify cervical images. The cervical image
training dataset was first fed into the capsNet classification model. After that, the image
was put through the Primary Caps layer, which resulted in 16-D capsules. This layer
generated 1600 vectors in total, with an output of 10× 10 and 16× 16. A 16 dimension
was assigned to each vector. The DigiCaps layer was then applied. The output geometry
of the DigiCaps layer was 32 × 32, indicating that there were three classes of 32-D
capsule units. Then squashing non-linear function was used to transform this vector into
the final output vector. Finally, 32 × 32 images was reconstructed using the completely
connected layer FC (Fully Connected Layer).

4.6 CervixNet

CervixNet can handle a variety of noisy images. The CervixNet method [2] uses a
flat field correction technique, imaging intensity modification methodology, Laplacian
filter, and various morphological operations to automatically enhance the input image.
The RoI is then retrieved from the improved image using Mask R-CNN segmentation.
Cervix types are classified using a two-level hierarchical design based on theHierarchical
Convolutional Mixture of Expert (HCME) algorithm.
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4.7 RetinaNet and Deep SVDD

Deep SVDD and RetinaNet, has been found to achieve state-of-the-art multiclass object
detection performance on public datasets like the Intel & Mobile ODT kaggle dataset
and COCO. Also implementing Deep SVDD, a method that involves training a neural
network to extract and encode common features from training data. Deep SVDD [10] is
a deep learning architecture-based one-class classification algorithm. The deep architec-
ture’s purpose is to extract features from input images and determine common aspects
that may be used to represent the goal category. The architecture has three convolutional
modules with 32 × 5 × 5 filters, 64 × 5 × 5 filters, and 128 × 5 × 5 filters, as well as
a 256-unit dense layer. RetinaNet [10] is said to perform better when dealing with class
imbalance and focusing on difficult, misclassified samples. To assist in achieving higher
level of training convergence.

5 Discussion

Existing research uses deep learning models such as ResNet, AlexNet, SqueezeNet,
CapsNet, CervixNet, GoogleNet, RetinaNet, Inception V3 and others to predict cer-
vical cancer. The applied models are compared on the advantages, disadvantages and
various evaluation metrics as shown in Table 3. The performance of the detection and
classification modules are compared to that of existing state-of-the-art models.

Ensemble of three models InceptionV3, DenseNet 169 and Xception provide com-
plementary information, than the individual performance of each model and overfitting
is more likely to occur in dense networks as it has high number of connections, which
reduces computational efficiency and parameter efficiency thus the ensemble models
acheives an accuracy of 96.36%

AlexNet and ResNet have around 60M parameters in common, however their top-5
accuracy differs upto 10%. However, training a Residual network necessitates a large
number of computations (about ten times that of AlexNet), requiring more train time and
energy. The vanishing gradient problem is a difficulty that ResNet has to deal with it.
AlexNet use dropout layers to solve the over-fitting problem. In a comparison of AlexNet
with ResNet on a cervix image dataset, AlexNet had a 62.6% accuracy.When comparing
GoogleNet to AlexNet, GoogleNet has about 4 million parameters and identifies in 33
s per epoch, but AlexNet takes 54 s and is less accurate. The key distinction between of
GoogleNet is that it combines inception models, whereas the Inception network looks
deep in termsof the number of layers and expands. TheVGGmodelwas created primarily
to lower the overall number of parameters with fewer trainable parameters, learning is
faster and over-fitting is less likely to occur. When compared to all previous models,
DenseNet has roughly 12.8 million parameters, eases the vanishing-gradient problem,
and considerably reduces the amount of parameters with verymuch quicker computation
time. Figure 4 shows the comparison of existing models with there accuracies.
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Table 3. Result analysis of applied techniques

Model Advantages Disadvantages Results

ResNet In classification of
images, the ResNet model
outperformed humans and
training a deeper network
normally takes more
time

Training a deeper
network normally takes
more time

Accuracy: 58%

AlexNet
and SqueezeNet

It just requires a
small amount of computing
RAM and can be used on
mobile devices

The AlexNet model
took around an hour to
train, whereas the
squeezeNet took
about 22 min

AlexNet Accuracy:
62.6% SqueezeNet
Accuracy: 63.3%

CapsNet Detects specific cervical
type more accurately based
on images

Capsule Network
performs poorly on
complex data and
exhibits many of the
same issues as CNNs
initially

Training Accuracy:
99%, Test Accuracy:
80.1%

CervixNet Robust model to diverse
noisy images and imaging
acquisition conditions

Not suitable for all
types of image
classification

Accuracy: 96.77%,
Precision: 96.69%,
Specificity: 98.36%,
Sensitivity: 96.82%,
F1 Score: 0.97

GoogleNet The GoogleNet
model has less parameters
as well as
more robust

Google Net is
theoretically limitless

Accuracy: 82%

RetinaNet
andDeep SVDD

On publicly available
Datasets RetinaNet has
been reported to reach
state-of-the-art
performance for
multi-class Object
detection

The duration of
RetinaNet training
varies between 10 and
35 h

Accuracy: 91.6%

InceptionV3,
VGG and ResNet50

In comparison to its
peers, Inception v3 has the
lowest error rate

Inception V3 is made
up of a series of
complicated inception
modules arranged in
a hierarchy

Accuracy: 96.1%

InceptionV3
and Xception, DenseNet

Ensemble of three
models provide
complementary
information, than the
individual performance
of each model

Overfitting is more
likely to occur in dense
networks

Accuracy: 96.36%
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Fig. 4. Comparison of the existing models

6 Conclusion

The study presented in this paper shows how various deep learning methods were
developed and used to solve the problem of cervix detection and classification. The
experiment’s algorithm is built on a convolutional neural network approaches, the
model’s effectiveness by fine-tuning the value of several parameters resulting in pro-
gressive improvement. After reviewing of all the applied models, it was discovered that
CervixNet, DenseNet and Inception V3 provides 96.77%, 96.36% and 96.1% better
prediction than all other models. The survey shows that a relatively modest design can
achieve outcomes comparable to a non-human expert, automated technologies helps
pathologist in providing fast and cost-effective results. We will continue to optimise and
change the structure of the various network models addressed in this survey as future
research to achieve better accuracy.
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Abstract. With its enormous spread, the continuing COVID-19 corona virus pan-
demic has become aworldwide tragedy. Population vulnerability rises as a result of
fewer antiviral medicines and a scarcity of virus fighters. By minimizing physical
contact between people, the danger of viral propagation can be reduced. Pre-
viously, the distance between two individuals, as well as the number of people
breaching the distance, could be computed with alarm. In the proposed methodol-
ogy, including the existing features in the previous methodology and additionally,
the total number of people present in a given frame, as well as the number of peo-
ple who were violated,non-violated are tallied. The most crucial step in improving
social separation detection is to use proper camera calibration. It will produce bet-
ter results and allow you to compute actual measurable units instead of pixels
It can also figure out how many people are in a certain location. As a result, the
suggested systemwill be useful in identifying, counting, and alerting persons who
are breaching the specified distance, as well as estimating the number of people
in the frame to manage corona spread.

Keywords: COVID-19 · Social distancing detection · Object detection: you
only look once (YOLO) · COCO · CCTV

1 Introduction

Since December 2019, the Corona Virus, which originated in China, has infected several
countries around the world. Many healthcare providers and medical professionals are
researching for proper vaccines to overcome the corona virus. Despite the fact that no
development has been reported, Not very efficient. The community is exploring for
new ways to stop the infection from spreading. Liquid from such an infectious person’s
nostrils or throat leaks when they sneeze, cough, or talk. It spreads quickly and has an
impact on others.
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Social distancing refers to strategies for preventing the transmission of a virus by
limiting people’s physical contact, such as avoiding crowds in public areas and keeping
a safe distance between them. If done early on, social distance can help stop the virus
from spreading and the pandemic illness from reaching its peak. For the last few years,
computer vision, machine learning, and deep learning has shown promise in a variety of
real-world scenarios. We employed an overhead perspective to create a framework for
social distance monitoring in this study.

The above viewpoint provides a larger field of vision and eliminates occlusion diffi-
culties when computing the distance between people, making it a valuable tool for social
distance monitoring. Object detection has become common place in recent years, thanks
to the usage of video surveillance, object tracking, and pedestrian identification. As a
result, the goal of the project is to create a deep learning domain that can identify social
distance from above. YOLOv3 object recognition is used by the system to recognise peo-
ple in a video sequence.Using the detected bounding box information, the pre-trained
detection algorithm locates persons. The bounding box is established, and the Euclidean
distance is used to calculate the centroid’s pairwise distances of persons. A tracking
algorithm is also utilized to identify persons and quantify the amount of people in video
sequences, allowing for the tracking of those who cross the social distance threshold or
beyond it.

2 Existing System

In the existing system, the people are detected using YOLOv3 object detection algo-
rithm with coco dataset. The distance between the people is calculated using Euclidean
distance, who are all in the frame and also the minimum distance is given to identify
whether the computed distance is exceeding given distance. if the distance is lesser than
the given value, then person is added to the violated set and the bounding box colour for
that person will get changed to red. If the person is maintaining the exact distance (i.e.
the distance is exact as given value or greater than the given value) then the person’s
bounding box will be green to indicate that they are maintaining the social distance
(Fig. 1).
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Fig. 1. Architecture of proposed system

3 Proposed System

As a result of the pandemic crisis that has taken over the world and made certain things
worse, vaccines designed for contagious diseases have not shown to be effective, and
thus social distance has arisen as one of the most efficient ways to stop the corona virus
from spreading. Physical separation from one another is referred to as social distancing.
Around the world, cases are increasing at an alarming rate, prompting societal seclusion.
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We can compute and summaries the distances between individuals in the monitor who
breaches the social distancing, utilizing CCTV cameras, and so keep track of human
activities in public spaces. People who congregate in large numbers at religious sites
might exacerbate the situation. Recently, all nations across the globe have been on lock-
down, forcing residents to stay at home. However, as time passes, people will begin to
attend more public and religious sites, thus in those conditions, the proposed system of
monitoring social distance would be helpful all over the world. It is possible to track
human beings and compute the distance between them in pixels, as well as set the
standard-maintained distance to be followed, and get an overview of people who are all
breaking the law and concerned authorities who can take action, using computer vision
and deep learning, as well as the installed CCTV.

The proposed method uses the YOLO, COCO dataset to detect just persons in order
to determine whether or not they are keeping a healthy distance. This keeps track of those
who continue to break the social distance rules established by public health officials. An
alert will sound if persons break the social distance inside the observation area. It also
counts the number of persons who enter a restricted area and keeps track of the number.
For each position, a distinct colour is allocated. A green colour box emerges when a
person is in the safe zone. When he/she is about to enter a dangerous zone the colour
of the box turns to orange to note that they are about to enter the danger zone.The box
changes into red colour if the person enters into the danger zone.

4 YOLO Detector

Fig. 2. Architecture of YOLO

You Only Look Once (YOLO), a single convolutional neural network that differs
from earlier detectors, frames objects as a regression issue to spatially distributed bound-
ing boxes and related class probabilities directly from full images in a single evaluation.
The YOLOv1 structure, which has two completely linked layers and 24 convolutional
layers (Fig. 2).

YOLOv3 features three distinct scales, each of which predicts three anchor boxes.
For the four bounding box offsets, one objectless, and 80 class predictions in the COCO
dataset, the tensors at each scale are N N [3 (4 + 1 + 80)]. To determine the priors,
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YOLOv3 uses the k-means cluster (anchors). The width and height of the pre-selected 9
clusters are (1013), (1630), (3323), (3061), (6245), (59119). In order to detect objects,
each group is given to a distinct feature map. Furthermore, YOLOv3 does feature extrac-
tion using a new network named Darknet-53. It still contains some shortcut connections,
but it’s a lot bigger today, with 53 convolutional layers compared to the YOLO 9000’s 19
levels and the YOLO v1’s 24 layers. This new network extracts features more precisely
than Darknet-19, which was used in YOLOv2, or previous networks like ResNet-101 or
ResNet-152.

5 COCO Dataset

COCO is a large-scale image dataset thatmay be used for segmentation, object detection,
human key-point detection, stuff, and captioning. Its collection contains 1.5 million
item instances and approximately 200K annotations, 330K images. All of the products
are categorised into 80 groups. It contains Python, Matlab, and Lua APIs for loading,
analysing, and displaying all picture annotations.

6 Centroid Tracking Algorithm

The bounding box is sent with (x, y) coordinates for every seen object in each and every
frame in the centroid tracking technique. These bounding boxes can be generated by any
object detector, such as Haar cascades, colour threshold+ contour extraction, and so on.
It is definitely necessary to compute bounding boxes for each frame in the video series.
The centroid is computed and each bounding box is given a unique ID once the (x, y)
coordinates of bounding boxes are allotted. For each continuous frame, the centroid of
the object is calculated using the bounding box principle. Using a unique ID for each
object detection, on the other hand, can negate the purpose of object tracking. To fix this,
we’ll try to link the new object’s centroid to that of an existing object. To do so, we’ll
use the formula,

(1)

to calculate the Euclidean distance between the two observed objects. We suppose that
the observer will travel between the frames at first, but that the frame centroids will be
the shortest, i.e. smaller than all other object distances. As a result, by comparing the
centroids to the shortest distances between succeeding photos, the object tracker may be
easily constructed. We add a large number of items to our list in order to detect them.We
add a big number of objects to our identification list. It essentially ensures If more objects
are recognized andmonitored than previously detected andmonitored objects, the newly
discovered objects must be registered. Creating bounding boxes for newly discovered
objects can be used to register the new things that have been detected. Following the
identification of people, we must measure the centroid of the bounding box and store it
in the list, as well as keep track of the object’s motions by using Euclidean’s method to
calculate the minimum distance.



Counting Number of People and Social Distance Detection Using Deep Learning 35

To improve the effectiveness of a tracking system, it must be able to cope with the
case where an object moves out of the frame or out of the field of view, which we do by
de-registering the object. De-registering an object entails removing the object’s unique
ID and other details once it has passed out of sight or scope, which is determined by
comparing the object to other objects in the frame. We assume an item has vanished or
migrated out of the field when it does not fit another current object after a given number
of frames, and the old object is de-registered (Fig. 3).

Fig. 3. Centroid tracking

7 Module Description

There are four modules in this module that involve and are completed by giving the
pre-trained YOLO model. The modules are as follows:

• Module for detection
• Module for social distance
• Module for counting people
• Restriction module

7.1 Detection Module

Fig. 4. Detection of people

In the detection module, the frame or input video contains a pre-trained and pre-
initialized yolo object identificationmodule, aswell asCNNoutput names and individual
indexes to detect only the person in the video frame. The input frame’s height and breadth
are calculated using the frame measurements. Constructing the blob and then doing a
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frontal pass of YOLO object recognition using Open-CV. The class ID and confidence of
the current object identification are retrieved after ensuring that the detected object is an
individual and that the confidence rate (minimum) is met, and the filtering of identified
objects begins. YOLOonly gives the center (x, y) coordinates of the rectangular box after
the width and height of the boxes have been scaled to the image’s dimension. The top and
left corners of the bounding box are obtained using the center of (x, y)- coordinates, and
the values of bounding box coordinates, centroids, and confidences of a detected target
are then adjusted. The centroid of a discovered individual is the centre of the bounding
box, which is calculated by eliminating the centre of the bounding box (Fig. 4).

To limit the amount of overlapping bounding boxes, Non-Maxima Suppression is
utilized. Finally, check that the frame has at least one detection and that the box coor-
dinates in the result list have been retrieved and changed. The Social distance module
received the trust of each person identified, as well as the bounding box and centroid of
each person observed, for further processing and to determine whether or not the indi-
viduals are maintaining a safe distance. To limit the amount of overlapping bounding
boxes, Non-Maxima Suppression is utilized. Finally, double-check that the frame has
at least one detection and that the box coordinates in the result list have been retrieved
and changed. The Social distance module received the trust of each person identified, as
well as the bounding box and centroid of each person observed, for further processing
and to determine whether or not the individuals are maintaining a safe distance.

7.2 Social Distance Module

The detection module is imported into the social distance module using the import
command. For the whole input image, a single-stage network is built and employed
in the structure to forecast the bounding box and class probability of identified items.
Convolution layers are employed for feature extraction, while fully linked layers are
used for class predictions in this design. The incoming frame is segmented into a region
of S * S, usually referred to as grid cells, during human identification. The bounding
box prediction and class probabilities are linked to the grid cells, as well as predicting
whether the person’s bounding box’s center is in the grid cell or not:

Conf (p) = Pr(p) × IOU (pred , actual) (2)

Pr(p) in Eq. (2) denotes whether or not the person is within the bounding box that has
been detected. Pr(p) has a value of 1 for true and 0 for false. IOU stands for Intersection
Over Union of the actual and anticipated bounding boxes (pred, actual). It is defined as
follows:

IoU (pred , actual) = area
BoxT ∩ BoxP

BoxT ∪ BoxP
(3)

The anticipated bounding box is shown as BoxP, while the intersection region is
shown as BoxT. Each recognized individual in the input frame is assigned to an appropri-
ate region, which is forecasted and decided. To get the best bounding box, the confidence
value is used to specify the bounding box following prediction. h, w, x, y are estimated
for each anticipated bounding box of a detected person, with w, h determining width and
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height and x, y defining bounding box coordinates. As seen in Eq. 2, the model generates
the expected bounding box values (4)

bx = σ(tx) + cx

by = σ(ty) + cy

bw = pwe
t
w

bh = pwh
t
h (4)

In Eq. (4), bx, by, bw, bh are expected coordinate bounding boxes, with x, y indicating
the centre of the coordinates andw, h representing thewidth and height of the coordinates.
The network output is defined by tw, th, tx, ty, whereas the grid cell’s top-left coordinates
are defined by cx, cy. Anchor height and weight are represented by ph and pw. Using
a threshold value, the high confidence data are processed, while the low confidence
values are rejected. Non-maximal suppression is used to acquire the finalized position
values for such observed bounding box. For each bounding box that is detected, a loss
function is calculated. Confidence, classification, and regression are the three functions
that make up the provided loss function. If an object is discovered in each grid cell, the
classification loss is determined as the squared error of the conditional class probabilities
for each detected object.

(5)

In Eq. (5), if the person is discovered in grid cell I 1obj ij = 1, else equals 0. p I
denotes the conditional class probabilities for each class c in grid cell i. (c). The errors
in the predicted bounding box sizes and positions of identified items are estimated using
the localization loss. The bounding box is expanded to include the detected item, which
is a human. It is defined as follows:

(6)

1 object is equal to 1 in the preceding equation if the jth bounding box in grid
cell I is used for object detection, else it is equal to 0. The model predicts the square
root of the bounding box height and breadth, rather than width and height. The scaling
parameter coord is used in Eq. (6) to forecast bounding box coordinates. In the ith cell
of the detected bounding box, the expected positions are represented by xi, yi, hi, and
wi, meanwhile the observed positions of the bounding box in the ith cell are given by h
I w I x I y i. The loss function of the anticipated bounding box with coordinates x, y is
measured by Eq. (6). 1objij is used to denote the potential of the detected person in the
jth bounding box. When (j= 0 to B) is used as a predictor for each grid cell I = 0 to S2),
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the function in Eq. (6) calculates sum over each bounding box. Finally, the confidence
loss, which is provided in Eq., is determined (7)

(7)

1noobjij is defined as the complement of 1objij in Eq. (8). In cell I and noobj,
the bounding box’s confidence score C∗

i is being used to scale down the loss during
background detection. In the great majority of cases, bounding boxes don’t really include
any objects that pose a class imbalance problem, hence the model is trained to identify
background rather than identify objects. For the jth bounding box in grid cell I and
1objij, the loss is reduced by a factor noobj (default: 0.5), where the confidence score is
defined as C∗

i , and is equal to 1 if the jth bounding box in cell I is responsible for object
identification; otherwise, it is equal to 0.

(8)

The centroid of each identified person bounding box, displayed as green boxes,
is being used for distance calculation once individuals are spotted in sequence video
frames. Using the identified bounding box coordinates, the center of the bounding box
is determined (x, y). The Euclidean distance is then used to compute the distance among
each detected centroid. Compute bounding box centroids for each consecutive frame in
the video stream, then calculate the distance between each pair of identified bounding box
centroids. A list is built to retain the centroid information of each identified individual, as
well as a threshold value to determine whether two people are fewer than the specified N
pixels apart. The bounding box of the detected individual is set to green. If the identified
person crosses the given social distance, the information about that person is added to
the violation set and checked in the violation set.The bounding box’s colour is changed
to red if the person’s current index is in the violation set. At addition, in each frame of
the video stream, the centroid tracking approach is used to track the recognised humans.
People that are detected as being too close to a predefined social distance threshold can
likewise be tracked using this technology. The output of the model is the total count of
people who break the social separation rule (Fig. 5).

Fig. 5. Detection of people with bounding box
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7.3 People Counting Module

The people counting module consists of four sections and they are,

• Total count of people
• Number of people in the green zone
• Number of people in the orange zone
• Number of people in the red zone

The Total count of people Section counts the length of and the total number of people
information will get 8tored and displayed in the output frame. Initially, all the objects
will get detected using YOLOv5 object detection algorithm, then using COCO dataset
only the people are detected from all the detected objects and bounding box will be
computed only for the person object also the colour of bounding box assigned as green
for all the detected person. In the next 8tep, the person’s information who are violating
the mentioned default minimum di8tance will get added to the violation set and then the
bounding box colour. All updated to red to indicate they are in the danger zone.When two
or more people are on the verge of violating the specific distance but haven’t yet violated
the distance, are considered to be in the orange zone and the count is calculated also the
bounding box updated to orange. The remaining people in the frame are maintained the
social distance is counted and they are considered to be in in the green zone and also the
colour of the bounding box is updated to green (Fig. 6).

Fig. 6. Count of people with zone

7.4 Restriction Module

In the restriction module, a hall is set up where a group of people enter with or without
maintaining social distance. The number of people entering the hall is also been cal-
culated using people counting algorithm. When one or two people enter the hall with
appropriate distance they are considered to be in the green zone. i.e., two or more people
with provided minimum distance between them, when two or more people are on the
verge of violating the specific distance but haven’t yet violated the distance considered
to be in the orange zone. When two or more people completely violating the specified
distance then they are considered to be in the red zone, they will also be alerted with an
Alarm. The count which is calculated in the people counting module results in the total
number of people in that frame and it also blows an alarm when the number of people
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exceeds than the allocated number of people in order to maintain the specific distance
in the hall. When an alarm is blown, it doesn’t alert just the person who is violating
it but the entire team whose present in the particular hall which will be beneficiary to
alert the environment. These are the basic functions that the restriction module performs
which enhances the outlook on the proposed project, which will be helpful in the current
pandemic situation to avoid the spread with the first and foremost procedure, which is
to maintain social distance (Fig. 7).

Fig. 7. People altering with distance

8 Results and Conclusion

In social distancemonitoring, indoor data sets with video sequences taken from an above
perspective are used. Data collection is always divided into two parts: 70% training and
30% testing. People in a scenario can freely move around the area, with just radial
distance and camera location influencing their visual appearance.The example frames
show that a person’s visual appearance varies depending on the dataset, and that people’s
heights, postures, and scales fluctuate.The implementation also makes use of Open-CV.
The results of the pre-trained testing are discussed in the first paragraph, while the results
of the specified detection model after transfer learning and training on the overhead
data set are discussed in the second paragraph. In most cases, the model is confirmed
by comparing identical video sequences. This section contains a model performance
evaluation as well as a comparison to several deep learningmodels. This section includes
a performance evaluation of the model as well as a comparison to different types of deep
learning models. The Euclidean formula was used to calculate the distance between
the persons in the frame, and the distance was calculated between the current object’s
centroid and the new object’s centroid. The formula is provided in Eq. 9 below (Fig. 8).

(9)

A variety of video sequences are used to analyse the test outcomes. The characters
are free to wander around the scene in the video scenes. The size of the individual
will change depending on where they are. Because the model only evaluates the human
(person) class, a pre-trained model will only detect an object that has the appearance of
a human. As illustrated by the green colour rectangles, the pre-trained model delivers
results and also recognises varied sizes of person bounding boxes. People are designated
as sustaining social distance thresholds along green rectangles in sample frames. The
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Fig. 8. Sample output of the proposed framework

model is put to the test when numerous persons enter a scene. However, if the person’s
appearance changes, the model will produce false positives. This could be because when
a pre-trainedmodel is utilised, an individual’s look from such an overhead view changes,
that could bemisleading for the presentmodel.With over 500 sample frames, an overhead
data set was employed to train the model. For training the given model, the epoch size
40 and each batch size 64 were chosen. After the model had been trained, a new layer
was created and added to the pre-trained model. The results of the experiments show that
transfer learning improves detection outcomes significantly. It may also be visualised
accurately, with the model detecting people in various scenic locations (Fig. 9).

Fig. 9. Model (YOLOv3) precision, recall, and accuracy with and without transfer learning.

The utility of a framework for socially distancing tracking that used a deep learning
method and an overhead perspective was assessed using a number of quantitative indi-
cators in this study. Precision, recall, and accuracy were used to evaluate the detection
model’s effectiveness. Transfer learning significantly enhanced the outcomes for the
overhead view by data set, according to the findings. Several deep learning models have
a low false detection rate, ranging from 0.7–0.4% without any training, indicating about
deep learning’s performance (Fig. 10).
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Fig. 10. Accuracy of tracking with the YOLOv3 detection model, which has been pre-trained and
trained.

9 Conclusion and Future Work

The need for self-responsibility rises drastically when we examine the world following
the COVID-19 outbreak. The scenario will mostly focus upon adopting and adhering to
the WHO’s set of precautions and restrictions, more specifically as the duty of someone
who will entirely rely on themselves rather than the government. COVID-19 is dissem-
inated through intimate contact with sick persons, therefore social distance is unques-
tionably the most important factor. To oversee wide regions, a distinct and successful
method is required, and this survey article concentrates on that. Authorities will employ
CCTV and drones to monitor human activity and regulate huge gatherings, averting law
enforcement breaches. People will be signalled with a green light as long as they stay
a safe distance. As the throng becomes larger, a red light will emerge on the CCTV,
alerting the designated police to the location and allowing the issue to be addressed.
Because supervising a large crowd is difficult, this survey can aid in the management
of situations before they go out of control. As a consequence of this strategy, police
on-the-ground operations will be reduced, allowing them to focus only on overseeing
circumstances in locations where conditions are unfavourable, allowing them to utilise
time effectively and conserve energy for equitable situations.

As a result, persons can be detected using the pre-trained YOLOv3 paradigm. The
model has been trained on a separate data set and then attached to the prior model.
Transfer learning has never been employed in a deep learning-based detecting approach
for checking social distance from above, to our knowledge. The detectionmodel provides
bounding box details, including centroid coordinates.

The pairwise centroid distances between recognized bounding boxes are computed
using the Euclidean distance. An estimation of physical separation to the pixel is per-
formed to examine for social distance violations between persons, and a threshold is set.
A violation threshold is used to evaluate if the distance result exceeds the set minimum
social distance. In addition, to keep track of persons on the scene, a centroid tracking
approach is used. The framework effectively detects people strolling too close together
and violates social separation, according to experimental data; furthermore, the trans-
fer learning methodology improves the detection model’s entire efficiency and accuracy.
Without transfer learning, a pre-trained model outperforms a detecting accuracy of 92%,
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but with transfer learning, themodel generates a detecting accuracy of 95%. The tracking
accuracy of this particular model is 95%.

In the future, the project could be improved for a variety of indoor and outdoor
environments. The group of individuals who are breaking the social distance threshold
will be tracked using a variety of detection and monitoring methods. We can build
this model/system in real time with CCTV and required hardware pieces in future
development.

References

1. Redmon, J., Divvala, S., Girshick, R., Farhadi, A.: You only look once: unified, real- time
object detection. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (2016)

2. Redmon, J., Farhadi, A.: YOLO9000: better, faster, stronger. In: Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition. arXiv:1612.08242 [cs.CV] (2017)

3. Syed Ameer Abbas, S., Oliver Jayaprakash, P., Anitha, M., Vinitha Jaini, X.: Crowd detection
and management using cascade classifier on ARMv8 and OpenCV-Python. In: 2017 Inter-
national Conference on Innovations in Information, Embedded and Communication systems
(ICIIECS). Mepco Schlenk Engineering College, Sivakasi (2017)

4. Joy, J.J., Bhat, M., Verma, N., Jani, M.: Traffic management through image processing and
fuzzy logic. D. J. Sanghvi College of Engineering (2018)

5. Bhave, N., Dhagavkar, A., Dhande, K., Bana,M., Joshi, J.: Smart signal-adaptive traffic signal
control using reinforcement learning and object detection, Department of IT, RAIT, Nerul,
Maharastra (2019)

6. Syed Ameer Abbas, S.,. Anitha, M, Vinitha Jaini, X.: Realization of multiple human head
detection and direction movement using raspberry Pi. In: Electronics and Communication
Engineering, Mepco Schlenk (2017)

7. Article on Object detection with 10 lines of code by Moses Olafenwa on June 16 (2018).
https://towardsdatascience.com

8. World Health Organisation: WHO Corona- viruses Disease Dashboard, August 2020. https://
covid19.who.int/table

9. Rezaei, M., Azarmi, M.: DeepSOCIAL: social distancing monitoring and infection risk
assessment in COVID-19 pandemic. Institute for Transport Studies, The University of Leeds
(2020)

10. Keniya, R., Mehendale, N.: Real-time social distancing detector using Net19 deep learning
network (2020)

11. Punn, N.S., Sonbhadra, S.K., Agarwal, S.: Monitoring COVID- 19 social distancing with
person detection and tracking via fine-tuned YOLO v3 and deep sort techniques, 06 May
2020

12. Redmon, J., Farhari, A.: YOLOv3: an Incremental improvement (2018)
13. Singh Punn, N., Sonbhadra, S.K., Agarwal, S.: Monitoring COVID-19 social distancing with

person detection and tracking via fine-tuned YOLO v3 and deepsort techniques (2020)
14. Figure 2 is taken from https://www.researchgate.net/figure/YOLO-architecture-YOLO-archit

ecture-is-inspired-by-GooLeNet-model-for-image_fig2_329038564
15. Sathyamoorthy,A.J., Patel, U., Savle,Y.A., Paul,M.,Manocha,D.: COVID-robot:monitoring

social distancing constraints in crowded scenarios. https://arxiv.org/abs/2008.06585v2

http://arxiv.org/abs/1612.08242
https://towardsdatascience.com
https://covid19.who.int/table
https://www.researchgate.net/figure/YOLO-architecture-YOLO-architecture-is-inspired-by-GooLeNet-model-for-image_fig2_329038564
https://arxiv.org/abs/2008.06585v2


Analysis of Age Sage Classification for Students’
Social Engagement Using REPTree and Random

Forest

Jigna B. Prajapati(B)

Acharya Motibhai Patel Institute of Computer Studies, Ganpat University, Gujarat, India
jignap15@gmail.com, jigna.prajapati@ganpatuniversity.ac.in

Abstract. Study and analysis of train dataset along with various ML algorithms
is used widely in different sectors. The accuracy parameters can be clarified to
have prediction of different score levels. This study covers the extension work of
Students’ social engagement during covid-19 pandemic. The study was initiated
with students’ social connection during the pandemic. We had compared various
machine learning algorithms with its performance about the engagement of stu-
dents in various social network. After studied, analyzed & compared, we derived
that the most of students’ social engagement found in WhatsApp, YouTube &
Instagram. The current study is foreseeing age wise social media connection. It
correlates between student & their social engagement during the pandemic phase.
In which age group, which social media is one of the most popular one. This
study focuses on age wise classification using Machine Learning. In this paper,
the decision-making classification is compared. The Reduced Error Pruning Tree
(REPTree) and Random Forest algorithm is implemented on train dataset with
diverse nodes. The attributes are focused as age & time spent on social media
as per necessity of study. This paper includes the study and analysis of RAE &
RMSE along with ML tree approach. The discoveries of this study can lead better
classification in regards of students’ age and duration which they have spent on
social media for derived social platform.

Keywords: Social media platform · REPTtree · Random forest · Classification ·
Decision tree

1 Introduction

The virtual social engagement is drastically increasing day by day. The people are using
n number of social platforms to make them engage in various community. This is also
adopted by the student fraternity for social connection & entertainment to be in various
social media platform.
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In our previous work entitled “Performance Comparison ofMachine Learning Algo-
rithms for PredictionofStudents’ SocialEngagement”,wehave studiedStudents engage-
ment in different social media platform. Such platform as LinkedIn, Facebook, Insta-
gram, Reedit, Snapchat, Talklife, Telegram, Twitter, WhatsApp, YouTube & etc. along
with various attributes. The attributes covers the broad spectrum of student’s routine
activities during the pandemic. The data set collected with residence area, age, dura-
tion hours for online class, rating of online class experience, medium for online class,
duration hours for self-study, duration hours for fitness, duration hours for sleep, dura-
tion hours for social media, social media platform, duration hours for TV, Number of
meals per day, Change in weight, Health issue during pandemic, Stress busters, Time
utilized for more than 1200 instances. After analyzed suitably we derived that the most
of students were majorly engaged in WhatsApp, YouTube & Instagram [1].

Our dataset consists of student from all age group. Social engagement has been
found to be associated with many factors for the student crowd as social connection,
entertainment, relaxing phase, news-updates of others and many more. The dataset col-
lected for this study includes residence region, age, online class hours, online education
rating, online education medium, self-study hours, fitness hours, Sleep hours, social
media platform used, time spent on specific social media, TV hours, meals plan, weight
increase or decrease, health issues recorded, noticeable stress factor. The different age
group many have their own reasons for joining & remaining on various social platforms.
The WhatsApp, YouTube & Instagram have been found the most popular connection
network during the last study [1]. Here the focus on age wise connection popularity for
well said social media platform. The collected data is processed by feature abstraction,
feature alignment very initially. After this noise removing, splitting & labeling of data is
being done well during the study about the most popular social media platform [1]. To
study accurately about the popular social medial in particular age wise group, the data
are again pre-processed as per necessity of REPTree and Random Forest algorithm.

REPTree and Random Forest algorithm are effective to support decision making in
real time environment [2]. These are supervised chaffier and popular to derive various
classification results [3, 4].

2 Related Work

To analyze & process the data in well structural manner, studied the various researchers
work in the same domain. The ML algorithm have been used find appropriate results
from heterogeneous sectors [5].

Li Yang has discussed about cardiovascular disease prediction for the area of eastern
China. They have used random forest mechanism. His results shown that random forest
produced more sound for significant improvement for CVD prediction [6]. Joske Ubels
has discussed about prediction of treatment benefit using random forest . They have
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used failed clinical drug trials [7]. Fabián Santos has discussed about the evaluation
of forest change drivers using random forest for Northern Ecuadorian Amazon. This
approach demonstrated the advantages for integrating remote data & remote sensing-
derived products [8]. Martin Hanko has discussed about traumatic brain Injury using
random forest to predict mortality in patients. They have constructed data for 6-month
mortality and derived enhanced prediction results [9]. Toby G Pavey has discussed about
wrist-worn accelerometer data in concern random forest classifier. He claims accurate
group level prediction for controlled conditions using random forest classifier for wrist
accelerometer [10]. Eric S Walsh has discussed about estuarine system aligning with
the spatial distribution of sediment pollution using Random Forest [11]. Ishwaran H
has discussed regression, classification, survival Statistics in medicine by SE (standard
errors) & CE (confidence intervals) for variable with random forest [12]. Eric Ariel L
Salas has discussed about the forest image classification of agricultural systems using
random forest. They have used airborne hyperspectral datasets [13]. Samad Jahandideh
has used a random forest classifier for improvement of chances of successful protein
structure determination [14]. F Chris Jones has discussed about the Random forests
as cumulative effects models for a case study of lakes and rivers in Muskoka, Canada
[15]. Shiyang Li has discussed about the nitrate concentration and load estimation using
data mining techniques. This study was focused on different type of watersheds. They
have predicted nitrate levels and derived that REPTee has given better performance in
concentration and load results [16]. Sankaralingam Mohan has discussed about sum-
mertime ground-level ozone concentration to forecast O3 concentration for the surface
level using REPtree [17]. Mahfuzur Rahman has discussed about delineating multi-
type flooding in Bangladesh using stacking hybrid machine learning algorithms [18].
Elizabeth Goya-Jorge has discussed about the chemical-induced estrogencity in silico
and in vitro methods [19], Sunil Saha has discussed about forecast of probability of
deforestation about Gumani River Basin, India using random forest, REPTree & binary
logistic regression [20].

3 Proposed Work

In the previous study, the process of data acquisition, feature abstraction, feature align-
ment, noise removal, splitting and labeling data has been carried out [1] but Some data
structuring is necessary to apply REPTree and Random Forest algorithm. As mentioned
in Fig. 1, feature selection is done in the reference of age wise, social media usage with
time spent. The train dataset is prepared to be applicable in REPTree and RandomForest.
This train dataset is using age of student with Time spent on social media. It analyzes &
compares the derived result using Weka tool.
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Classification algorithm implements classifier to maps input data to a particular
category. It is an instance of supervised learning. Here, the train dataset is used to
identify classification observations for age wise (social media platform & duration they
spent on social media). Classification can help us to have step-by-step observation. This
study uses the 10-fold cross validation to implements various models.

Fig. 1. Work flow diagram

3.1 RepTree

Reptree focus on each node which represents a decision based on input, and move to the
next node & next until the predicted output. With the use of regression tree mechanism,
it creates multiple node for specified tree in multiple iterations. Once the iteration done,
it selects best one as representative. It is one of the fast decisions.

The REPTree is applied on dataset with 10 fold cross validation methods on differ-
ent attributes wise Social media platform usage on Time spent and age. The REPTree
classifies with predictive social media as mentioned in a. Predictive social media with
size of 31 tree nodes.
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3.1.1 Predictive Social Media Test Mode: 10-Fold Cross-Validation

Age  < 16.5
|   Time spent on social media < 1.75
|   |   Age  < 14.5
|   |   |   Time spent on social media < 0.25 : Youtube (8/4) [6/4]
|   |   |   Time spent on social media >= 0.25
|   |   |   |   Age  < 11.5 : Whatsapp (8/0) [3/2]
|   |   |   |   Age  >= 11.5
|   |   |   |   |   Age  < 12.5 : Youtube (7/4) [4/1]
|   |   |   |   |   Age  >= 12.5 : Whatsapp (39/18) [13/5]
|   |   Age  >= 14.5 : Whatsapp (42/27) [20/12]
|   Time spent on social media >= 1.75
|   |   Time spent on social media < 5.5
|   |   |   Time spent on social media < 2.5 : Youtube (37/18) [14/9]
|   |   |   Time spent on social media >= 2.5
|   |   |   |   Age  < 13.5 : Youtube (11/0) [3/1]
|   |   |   |   Age  >= 13.5
|   |   |   |   |   Time spent on social media < 3.5
|   |   |   |   |   |   Age  < 14.5 : Youtube (3/2) [2/1]
|   |   |   |   |   |   Age  >= 14.5
|   |   |   |   |   |   |   Age  < 15.5 : Instagram (2/0) [3/1]
|   |   |   |   |   |   |   Age  >= 15.5 : Youtube (3/1) [0/0]
|   |   |   |   |   Time spent on social media >= 3.5 : Youtube (7/2) [4/2]
|   |   Time spent on social media >= 5.5 : Instagram (4/2) [1/1]
Age  >= 16.5
|   Age  < 29.5
|   |   Time spent on social media < 0.45 : Youtube (11/7) [10/7]
|   |   Time spent on social media >= 0.45
|   |   |   Time spent on social media < 1.25 : Whatsapp (153/105) [70/48]
|   |   |   Time spent on social media >= 1.25 : Instagram (403/232) [215/128]
|   Age  >= 29.5 : Whatsapp (50/24) [26/13]

Size of the tree : 31

There are various age grouping whose engagement in different social media. The
node 1 to 20 shown in Fig. 3 present the age slots. If age group less than 16 and greater
than 14, majorly used YouTube & WhatsApp. The greater than 16 and less than 29 age
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Fig. 2. Reptree visualize (predictive social media)

group is using Instagram also. Figure 4 display REPTree predictive age from weka 3.9
(Fig. 2).

Fig. 3. Tree visualiser Reptree (age)
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3.1.2 Predictive Rules for Social Media Test Mode: 10-Fold Cross-Validation

Prefered social media platform = Linkedin : 22.26 (41/8.51) [20/26.91]
Prefered social media platform = Youtube
|   Time spent on social media < 0.15 : 16 (8/34.69) [4/10.81]
|   Time spent on social media >= 0.15
|   |   Time spent on social media < 5.5
|   |   |   Time spent on social media < 2.5
|   |   |   |   Time spent on social media < 1.5 : 18.59 (77/27.61) [33/25.99]
|   |   |   |   Time spent on social media >= 1.5 : 20.32 (55/55.4) [38/39.72]
|   |   |   Time spent on social media >= 2.5
|   |   |   |   Time spent on social media < 3.25: 17.87 (24/13.71) [15/13.5]
|   |   |   |   Time spent on social media >= 3.25: 19.41 (33/18) [16/20.7]
|   |   Time spent on social media >= 5.5: 21.09 (6/6.33) [5/8]
Preferred social media platform = Instagram : 19.83 (246/9.19) [106/5.28]
Preferred social media platform = Whatsapp : 20.67 (211/46.49) [125/52.82]
Preferred social media platform = None : 18.41 (13/33.3) [4/74.81]
Preferred social media platform = Reddit : 18.8 (5/2.16) [0/0]
Preferred  social media platform = Snapchat : 18.25 (7/15.14) [1/4]
Preferred social media platform = Omegle : 21 (0/0) [1/0.72]
Preferred social media platform = Twitter
|   Time spent on social media < 2.5
|   |   Time spent on social media < 1.5 : 19.5 (4/2.75) [4/9.25]
|   |   Time spent on social media >= 1.5 : 24.33 (7/34.12) [2/8.59]
|   Time spent on social media >= 2.5 : 20.82 (9/2.47) [2/3.09]
Preferred social media platform = Telegram : 19 (2/9) [1/0]
Preferred social media platform = Facebook : 23.48 (36/77.47) [16/29.36]
Preferred social media platform = Elyment : 22 (1/0) [0/0]
Preferred social media platform = None  : 14 (1/0) [0/0]
Preferred social media platform = Quora : 20 (1/0) [0/0]
Preferred social media platform = Talklife : 20 (0/0) [1/0.02]
Preferred social media platform = WhatsApp : 12 (1/0) [0/0]

Size of the tree : 45

3.2 Random Forest

Random forest Tree is a mechanism of supervised Classifier. Here, nodes are divided in
suitable subset randomly. Randomly chosen node are related with super node & same
tree structure. Radom forest can help to derive results in classification and regression
problems. The random trees classifier classifies each set of nodes with each tree in
the forest and generates outputs as majorly voted. Suppose we discusses regression,
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Fig. 4. Reptree (predictive age)

the average of the responses for all the trees in the forest is concentrated to focus more
appropriate answer [17]. Figure 5 shows Random Forest algorithmwith predictive social
media factor. It focusses on the age on y-axis and social media on x-axis. The particular
age group is using particular type of social media which is represented in broadly blue,
green and red colors. Whatapp & youtube is being use mostly in age around 20.

Fig. 5. Random Forest (predctive Social media for age)



52 J. B. Prajapati

4 Results and Discussion

Decision tree is one of the most popular techniques. Sometimes due to large structure of
data size, the results are complex to analyze.REPTree can produce a simple tree structure.
Such tree structure will work on accurate classification with Pruning Methods. Random
Forest is applied to add on the age wise student engagement in social media using 10
folds validation method. The 66% of slit is used on dataset for further decision process.
The REPTree is implemented with different attributes. The REPTree is structed with 31
node to classify the train dataset for age and 45 node tree structure for time spent on
social media. The Table 1 shows the results for REPTree. Table 2 shows the results from
Random Forest. The Random Forest suggested 165 node structure for same train data set
for age attribute while 269 for time spent on social media attributes. The performance
measures and errors plots are analyzed for classify the students’ age wise engagement.

Table 1. Weka measurements: REPTree

Error Social media Age Time spent

MAE 0.09 3.5 1.23

RMSE 0.22 5.46 1.7

RAE 94.58 99.98 93.64

RRSE 99.17 98.96 96.34

Table 2. Weka measurements: RandomForest

Error Social media Age Time Spent

MAE 0.09 3.58 1.29

RMSE 0.22 5.54 1.79

RAE 94.1 99.98 93.05

RRSE 99.98 100 99.98

TheMAE is popular for continuous variable data. TheLower value ofMeanAbsolute
error is shown as better performance of predictedmodel. TheRMSE is popular for high or
low values for large errors. Again, the lower RMSE direct towards the more appropriate
model results. The REPTree MAE & RMSE is low compare to Randon Forest in all
factors as age wise social media platform time spent on social media.

5 Conclusion

The REPTree & Random Forest algorithms are popular for decision making in quick
mode. These are is implemented on preprocessed dataset using weka 3.9. The REPTree
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is implemented with 31 node size to determine the age wise, social media wise and time
wise usage as shown in tree visualizer Fig. 3. The different decision rules confirm that
age greater than 16 and less than 29 majorly engaged in WhatsApp and YouTube. The
decision rules defines also that age less than 16 are majorly engaged in YouTube. The
same data is implemented with Random Forest and shown similar outcomes about age
wise social engagement. Figure 5 is presentation of age and social media connection
using Weka tool. The cluster created on greater than 5 and less than 29 which is concen-
trated around in between age number. Such age number supports the major engagement
in WhatsApp & you tube as shown in Fig. 5. The study accomplishes the cluster on
age nearby 16 is engaged in WhatsApp and you tube. The REPTree is more appropriate
algorithm for implemented train dataset with minimum & structure node tree.
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Abstract. The basic values of urban communities in terms of smart worlds mod-
ified quickly by innovative industry. Mini sensor systems and smart access points
are heavily involved to use the surrounding atmosphere data. In all industrial
Internet of Things, it has been used to remotely capture and interpret real-time
data. Since the Interoperable ecosystem collects and discloses data via unsecure
government networks, an effective Encryption and Schlissel Agreement approach
to avoid un authorized access is preferred. The Internet of Medical Stuff has
grown into an expert technology infrastructure in the medical industry. The clin-
ical symptoms of patients are obtained and analyzed. The clinical smart objects,
incorporated in the human chest, must be studied functionally. In exchange, it
will use smart mobile devices to provide the patient medical records. Although
the data obtained by patients is so delicate that it is not a medical profession, the
safety and protection of medical data becomes a problem for the IoM. Thus, a user
authentication protocol based on anonymity is chosen to solve problems in IoM
about the security of privacy. A reliable and transparent facial recognition user
identification scheme is introduced in this paper in order to ensure safe contact in
smart healthcare. This report also indicates that a competitor cannot unlawfully
view or remove the intelligent handheld card as a lawful user. A comprehensive
review on the basis of the model of random oracles and resource analysis is given
to illustrate medical applications’ security and resource performance. Moreover,
the proposed schema foresees that it has high-safety characteristics to develop
intelligent IoM health application systems as a result of the performance review.
This application system uses ADV routing protocol. For the analyses of routing
protocols with the NS3 emulator, experimental research was performed here. The
findings obtained have been comparable to several other protocols in terms of the
packet processing, end-to-end delay, throughput speeds and overhead route for the
proposed SAB-UAS.

Keywords: National Health Service (NHS) of the UK ·Wireless Sensor
Network (W-WSN) · A holistic PHY and MAC layer protocols for LPWAN ·
WGAc then attempts to measure mx. P ·World Health Organization (WHO)
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1 Introduction

A Computer Stuff Internet consists of different sensing devices or technologies objects
connecting to the corporate networks to share information. The physical items or equip-
ment may be an electronic book, digital ticket or pocket, or may include detector, mobile
screen, screen, robot or car. In IoT, connective items or artefacts should be made smartly
without human intervention to take an ingenious decision (Al Turjman et al. 2019),
The aim of IoT is therefore to incorporate a physical structure based on the machine to
enhance the precision of social-environmental processes.

Gartner Inc. (Choi et al. 2016) forecasts the world’s accessibility to about 8.4 billion
IoT computers. IoT devices typically can be semi-structured or unstructured in nature.

Das et al. (2019), which may be an integral 5V broad data property of length, speed,
variety, truthfulness and quality. In the database, e.g. on again and efficient storage
media, the generated data volume is stored (Das 2014). In today’s world, IoT efficiency
is adopted by technical growth, which reaches a high standard of manufacturing and
completes the job by fewer attempts. And therefore, our universe is more convergent to
the IoT. In the various industries such as shipping, power/services, logistics, engineering,
mines, metals, oil, gas and aviation (Das 2009), IoT integration can also be implemented.

It can be described as the next wave of innovation formaximising environmental cap-
ital according to market research and academic experts. IoT encourages sound decision
and data processing to transform themanufacturing properties by using a sensor or virtual
objects. The companies thus connect smart equipment or machines in order to estimate
that by 2021 the IoT market would hit 123.89 billion dollars (Farash et al. 2017). The
development of wireless technology has recently worked extensively to build numerous
sensor-based technologies, for example environmental testing, automotive, electronics,
military health, Internet connectivity (Gope et al. 2018), drone delivery, etc. ( Hameed
et al. 2018).

Amedical electronic device has awireless network ofmedical sensorswith lowmem-
ory capacity, bandwidth andprocessingpower (Huang. et al. 2013), and lightweight tools.
A heterogeneous network of wireless physical body areas typically consists of medical
sensors such as ECG, blood pressure, oximeter, temperature, etc. They sensed and gather
physiological data on patients to move on to smart medical devices, i.e. iPhones, Lap-
tops, PDAs, implantable medical devices, etc., using a wireless communication channel
(Li et al. 2018).

Therefore, the health care professional should read and consider a wider examination
evaluation, as the analysis of data is required to be one of the main concerns for the
introduction ofwireless communications technology, namely remote access to gateways,
telephone and medical sensors (Odelu et al. 2015). Health sensors are used to read the
biochemical details in the patient’s body. A medical specialist may use an authenticated
wireless gateway to access the sensing data. The problem of user verification, which
becomes a major research field for wireless communication, is thus tackled.

A standard IoM model for the hospital setting as seen in Madhusudhan and Mittal
(2012), to evaluate safety and efficiency problems. This involves patients, healthcare per-
sonnel, medical sensors, a device archive, a portal and a server that provides tremendous
software advantages, including large-scale medical surveillance, emergency medical
surveillance and response. Due to the insecurity of data sharing across public networks,
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medical sensor privacy is so necessary in order to avoid data exploitation. Patient’s
protection and privacy in the healthcare application framework. A 2013 World Health
Organization (WHO) study revealed “the global shortage of human health staff in the
coming decades to hit 12.9 million” (Al Turjman et al. 2019), The decline was primarily
due to a drop in the participation of college students who are entering the occupation,
ageing of current employees and a rising risk of not-communicable disorders of citizens
such as cancer, cardiac disease, stroke etc. “Individualized and related wellbeing” has
recently offered the healthcare sector a ray of hope for revolution.

New studies suggest that the National Health Service (NHS) of the UK save 7 billion
pounds a year by minimizing the number of innovative hospital visits and admissions
of critically sick people from a distant area using innovative technologies (Choi et al.
2016). The promise of customized and linked wellness is to give patients, physicians
and medical personnel various benefits. In addition to tracking and tracking their own
vital signs, insulin pumps and blood pressure mangoes, for example, enable doctors and
physicians to monitor them on a remote basis. This is effective for patients, too, as they
are treated immediately. In addition, patient engagement helps elderly adults, as they
can preserve their safety at homes with no need for long-term, often depressing hospital
stays.

Current smart phones can act as on-body coordinators and central systems for cus-
tomized health monitoring and are fitted with a range of sensors including heart rate
optics, blood glucose and pressure measurements, concentration of oxygen, oxygen and
other vital signs, air temperature, pressure and moisture measurements, and so forth. In
addition, built-in smart phone apps can be used to monitor everyday health. However,
performance, safety and protection, economic productivity in the common use of mobile
support technologies and generic open-source platforms remain a concern.

Wearable devices such as cameras, actuators, coordinators and doorways form a
wearable Wireless Sensor Network (W-WSN), in a classical scheme of personal health
surveillance where a coordinator is a main centralized controller that programme the
on-body contact nodes and collect the information from those nodes. Normally, such
signal can be accessed to the remote physician through gateways or bases through a
wireless or wired network which can be considered off-body communication often.
The overall design and enabled technology for linked safety and health implementations
have, however, grownwith the emergence of corporate communication (Das et al. 2019).
Figure 1 shows healthcare model using IoT infrastructure.

It is necessary for other similar current surveys to illustrate the major gaps and
responses to this study. Islam et al. cover IoT-based innovations in medical care in the
new studies. The focus will be on exploring cutting-edge communication protocols,
IoT-based software and applications, with particular emphasis on security concerns in
IoT health systems. They also list some rules and standards on the implementation of
different IoT technology to the field of healthcare. Another Alam et al. survey shows
portable human resources technologies and implementations.

The standards cover many legacy technology and standards. Choudhary et al. survey
[7] also deals with the heritage of simple digital technology. In addition to this, a legacy
short-ride connectivity protocol is usable in the surveys by Lin et al. and Al-Fuquha et al.
and the convergenceof fog/edge and IoTcomputing and their implementations.Aholistic
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Fig. 1. Healthcare model using IoT infrastructure

PHY and MAC layer protocols for LPWAN solutions have been provided in Wang et al.
survey’s [10]. In addition, IoT’s stability and privacy issues were also addressed by a
variety of efforts. For example, Andrea et al. [11]’s survey work highlights security
and data protection concerns related to IoT technology related to physical networks,
communications, applications and authentication.

In the [12] survey, the IoT technology, security issues and counter-measures are
also discussed. The Jianbing et coll. Survey highlights the problem of security in IoT
fog computing. In addition, the Ida et al. survey presents IoT’s security concerns and
problems in relationwith telemedicine and clouds. Botta et al. recognize the convergence
of cloud infrastructure and IoT as well as the survey papers described previously. In
addition, the Verma et al. survey introduces the insights on IoT data and various IoT
information facilitators.

2 Literature Survey

A substantial attempt has been done to build reliable user security features, but there
is no major result in achieving greater privacy and protection. As stated, the use of
current cryptosystems cannot meet those security objectives. It is clear that an upgraded
or expanded implementation of the authenticator to increase the security performance of
all software applications is recommended. Very few articles have taken formal security
and results monitoring architecture and evaluations into account in literature. From
the other hand, some authentication programmes have been considered inadequate for
the accomplishment of safety targets and their main characteristics. Therefore, a stable
and effective user authentication framework does not provide distinctive standard of
authentication.

There have been some improved implementations of authentication schemes for
different applications but most schemes have been found to be unsuitable for security
purposes. What matters is how to attain targets, such as two-factor authentication even
though the smartcard has been misplaced or faulted and the password upgrade is pro-
tected. More complex topics have been tackled by Huang et al. (2013), Madhusudhan
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and others have recently discovered a problem of inflexibility for multiple crypto-system
programming techniques. Double factor user authentication in the literature means that
the user will invariably pick his/her password to draw the PS password equally. Because
it is impractical, this presumption may trigger.

A confusion impact, A mistake effects. As an example, the preceding hypothesis
states that an adversary Adv deleted the smartcard parameters. A risk of good Adv is
defined exactly as in the attempt of an online attack. A two-factor technique, PS, is used
to ensure the safest way to disseminate multiple attack vectors such as playback, con-
current session, off-line login imaging, etc., while a stable user authentication protocol
is implemented. Specifically, Adv is supposed to penetrate the hazard of PS, which is
not greater than when Adv and to signifies a negligible-value to online impersonation
assaults. User picked codes, on the other hand, are also far from uniformly spread. The
suggested SAB-UAS system offers a flipped verifier that can deduce users’ Smartcard
depravity in due course. To provide a protective mechanismAs a consequence, an online
attack can be avoided to give evident intractability.

Several encryption schemes [11] have been implemented for data protection and
protected contact. However, a login credentials verification protection problem requires
retention of a password board for proof of the validity of the recipient. In order to store
the password database, it needs an additional memory space. Several scientists have
proposed an alternative signature or iris approach for fast overhead storage. As a norm,
it gives you a storage advantage for the measurement of the intelligent card at many
levels of protection.

A protected authenticationmechanismon the basis of RSAandDHwas implemented
for WSNs by Watro et al. (2004), A hash-base dynamically authenticated device was
proposed by Wong et al. (2006) to withstand many potentials, including man in the
middle, repeat, falsification, and main character. Das et al. (2019) have however shown
their devices vulnerable to a privileged security attacks and have even suggested an
updated version in order to increase protection efficiency improvements.

Yoon andKim (2013), recommended amethod of biometric user verification to avoid
flaws in security including low reparability, service denial and an imitation of sensors.
Choi et al. (2016) found that Hwang and Kim had neglected to fix issues of secu-
rity, including user inspection, user confidentiality, biometric identification, symmetric
encryption disclosure, DoS assault, key withdrawals, and complete potential secrecy.

They also expanded the biometric user identification programme in order to increase
security efficiencies and have also discovered that their solutions are simpler than most
authentication mechanisms and key arrangements, Sadly (Choi et al. 2016), scheme’s
remains unclear about crucial impersonation assaults. Sadly, (Park et al. 2016), Since
WSNs deal with different environmental structures; any enemy may deduce or collect
sensor information physically from sensor memory. An opponent can attempt to destroy
entire networks of medical sensors using extract knowledge from the sensor node. It is
then evaluated as a possibility.
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WSN and Clinical Communication Protocols flaws too. At first the key exchange
protocol was implemented by Lamport. In the past, several protocols were suggested for
authentication. The elliptic-curve cryptosystem was used by Chang et al. to develop
a compact authentication system. To attain the property of future anonymity, they
established an ECC authentication. The two-factor authenticator ECC for WSNs was
constructed by Yeh et al. [25].

Even so, their scheme did not accomplish a satisfactory reciprocal authentication of
the primary security objective. Shi et al. also considered the Yeh et al. scheme not safe.
Subsequently, (Choi et al. 2016) showed that Shi et al. scheme will ensure key-sharing,
robbing smart cards and sensor energy supply. The so-called sensory energy assault
is critical to adding energy usage to limit a sensor node’s lifespan. Choi et al. (2016)
improved the Shi et al. scheme to resolve the problem of sensor energy depletion.

However, the customer anonymity and intractability of contact agencies were not
maintained by their system. The RFID authentication protocol for IoT was proposed by
Li et al. (2018). Their protocol allows for clear reciprocal authorization to safeguard the
confidentiality of the reader, tag and application server in real time. Li et al. (2018) further
expanded their authentication protocol to address the previous mechanism’s security
disadvantages, i.e. Healthcare based on IoT.

This upgraded version allows consumers more anonymity so that replay and data
communication attacks cannot be avoided. Li et al. (2018) subsequently developed a
tripartite User Authentication Protocol to provide evidence of the client confidentiality
with the Chebyshev and Chaotic-Map. Hameed et al. (2018) proposed an integrative
data integrity protocol on IoT-based WSNs via gateway control information i.e. the
base station. Al Turjman et al. (2019) have developed surface architectures to facilitate
interoperability, consistency and adaptability to mobile devices, IoT, and cloud services.

Al-Turjman et al. (2019) developed a cloud-centred IoTbased cloud-based system for
main agreements. Deebak et al. submitted a context-aware IoT hash-based RFID authen-
tication. Li et al. (2018) have developed an ECC-based IoT environment authentication
protocol to authenticate service access using the biometrics functionality. For poten-
tial IoT implementations Challa et al. implemented an ECC-based user authentication
method. In relation to the non ECC authentication mechanism, however, their scheme
requires more computational and coordination overhead. Wazid et al. have developed a
stable lightweight IoT network cryptography. Their device uses biometrics, intelligent
cards and passwords as a four approach to satisfy key agreements. Roy et al. subsequently
proposed the new crowd sourcing IoT User.

Authentication Protocol Their scheme asserts that biometric models are anonymous
to the recipient. Wazid et al. also created the latest verification method to assess the
validity of medicinal, i.e. dosages, schemes for medical counterfeiting. Al-Turjman et al.
proposed to assert the context-sensitive knowledge function a Seamless Shared Authen-
tication Mechanism for IoT. The protective features and associated disadvantages of the
literature have been well studied. Therefore, a secure encrypted face recognition method
(SAB-UAS) for the IoT setting is presented. It summarises the methodology used in
modern authentication systems, their downside, formal analysis and simulation.
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Our research focuses on potential health-care systems and their technological
demands and how new connectivity technologies enable those applications. The key
goal is to examine and demonstrate the specifications of potential implementations and
address whether or not these requirements can be fulfilled by new communication tech-
nologies. This survey further highlights the transparent obstacles and problems of science
that will need to be tackled to satisfy these criteria. Park et al. (2016).

However, one aspect of the survey that is not addressed is privacy concerns in IoT,
because we agree that this is largely a matter of legislation and regulations. Questions
including collection, transmission and ownership of data of people would entail a new
regulatory structure, which will also eliminate undue limitations on the IoT markets. At
the same time, the framework should be enforced. In the general context, this category
includes a scientific population, physicians, SMEs. The target demographic includes
research population.

Section 4 elaborates the proposed system concept in details. Results and conclusion
are depicted in Sect. 4. Section 5 portrays the conclusion.

3 Proposed System

The approach is modeled to provide full control of the contact channel here between
communications institutions in real-time under the standard password authentication and
key agreement protocol. Adv will allow the corrupting legitimacy of contact parties to
deduce the hidden key for a long time to characterize the qualities of potential secrecy.
ADV can also receive a previous session Keys for unauthorized exclusion investigation.
Latest research has shown that extraction of protection parameters can be deducted
from power attacks, programme lapses, and geometric modeling. The Decline of data
breaches such as off-line password guessing and impersonating attacks may arise from
confidential details. It is also clear that the session keymay be intercepted for amalicious
memory card attack on the smartcard. But the intruder will use a card reader to intercept
stolen or misplaced storage key to read user’s sensitive information (Watro et al. 2004).
Figure 2 shows in data flow architecture.

This will allow the assailants to interrupt any protected trust model when adhering
to extreme opponent principles. It uses robust encryption to shield against detrimental
behaviors that breach somekind of client authenticator trivially. The care described above
this is A malicious user can disrupt terminal access to a side-channel attack ongoing; In
a short period of time, an attacker can leak sensitive information from a legal user. The
study seeks to nullify overly conservative proposal that a smartcard would merely be
an external storage card that users an integrated microprocessor, supporting protection
devices, to conduct a cost-effective process.
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Fig. 2. Data flow architecture

The authentication system is completely insecure over public networks as a card; all
authentication schemes based onmemory cardswere inherently insecurewhen usedwith
unsafe terminals. The contingent recognition as non-tamper thus Safer than the severe
presumption is represented is reactive. Regarding hazard C, this statement is claimed that
it would not be very helpful to prove that it is actually true to its protection importance
or not.

The password is checked on the other side to receive valuable knowledge from
the relevant remote server that can lock the legitimate user account before executing the
smartcard. If the above search is available soADVshould still use amalicious card reader
to identify a user’s password. The principal disagreement is that ADV is not established
strictly in hazard C and D. As mentioned, the counter-protection can minimally presume
that the duration of the lock approaches or does not surpass the threshold limit. It is
expected to be possible with SAB-UAS ADV model.

Unencrypted described in Cartesian {DID {always to DAD} with quadratic times
by {Substring, Igor} pair. It can accommodate possible functionalities such as offline
password conjecturing and untraceable online password conjecture, etc. Please note that
B is already clearly assumed as a hazard that does not take into account the user’s
protection function, while the Weep model suggested is stronger.

To integrate both previous and current assumptions in a realistic way to include a
strong and stable signature scheme. As stated in (Yang et al. 2008), a constructive review
reveals that the user authentication mechanisms on smart cards have a common collec-
tion of security features to ensure that strong authentication parameters are effective.
Madhusudhan and Mittal (2012), Wong et al. (2006), showed that there are inconsis-
tencies and inefficiencies in a previous sequence of safety assets, and so proposed nine
separate protection priorities and ten wanted attributes.

As the protection objectives are based on semi tolerance, the device is set to be
higher. However, significant security contradictions also remain problematic among the
existing requirements. Smartcard Failure Attack is totally free. This is, unauthenticated
users acquiring a valid User Card should be unable, even though the smart card was
acquired or exposed to incur the hidden details, to easily alter their Smartcard password
or to retrieve their Victim’s password by online, offline, hybrid password guess or an
impersonal key attack. The system of a computer.
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Do not store a user-password verifier database or extract user passwords meaning.
The scheme will endure multiple possible attacks including brute force password deval-
uation, playback, concurrent guessing, de-sync, burglary, key imitation, unauthorized
key-share, crucial and known key-control. The device can handle many possible threats,
including offline password guessing, replaying, concurrent guessing, de-sync, robbing
authentication, key imitation, unauthorized key-share and crucial. During the device
authentication process, the client and the server will create a common secret session key
to secure data communication among real-time companies.

The scheme is not quickly delayed and synced, i.e. the server has to synchronise
the time of its clock with the smartcard input devices and vice versa. The structure
will attempt to attain the privilege of full confidentiality. It clearly points out that the
criteria collection - C4 offers an attack scenario in which ADV has obtained access to
the intelligent card while C5 has no access to the smartcard of the victim. C4 assumes
a standard reissue for the smartcard user’s access to it with the following requirements.

The oracle’s random oracle model. The criteria - C5 is only based on basic assaults
that the authentication mechanism linked with passwords will effectively be pro-
tected against stolen new attack channels, which are addressed in based authentica-
tion schemes.. The criteria is seen that the conventional authentication method removes
redundancies and complexity to make it easy to cryptographic functions on the principle
of coherence. In addition, real-time environmental systems will rely on the efficiency
of the proposed authentication method. A broad comparison reveals that the proposed
model of opposition is too complicated and the parameters are more rigorous.

Compared to current programmes practical and detailed, an ethical products data
encryption framework with smartcard is introduced in this section. Three contact agen-
cies in SAB-UAS, ME, mobile gateway connectivity WGAc and MS j, the medical
specialist in particular. Before the Sab-UAs scheme starts, WGAc produces two main
keys, including m x and my and transmits the long-hidden H key (SIDjie my) to MS.

The method of its introduction, WGAc then attempts to measure mx. p, known as
a public portal key. P. This proposed scheme consists of three phases: user registration,
device login, authorization and authentication declining prices. To substitute for the lack
of the intelligent card or long-term keyDivulgation, failure, or interfered intelligent cards
should be withdrawn or repealed at cyclical stage annually. The systematic evidence in
this segment is seen Random oracle template that illustrates the safety performance of
the SAB-UAS system proposed. The importance of spiral model r2 and master hidden
session keys mx and my off is to be defined in a collision free hash function.

This section uses the rationale of Burrows Abadi Needham to prove that the method
suggested is entirely true and functional to prevent common threats to achieve healthcare
systems’ protection performance. This model is becoming a well-known formal cryp-
tographic protocol used for cryptography research. The main notes and philosophical
postulates of the BAN are identified. This attack usesWGAc to capture the data from the
DC data centre Trying to get the legitimate user’s access. The passwords of the current
SAB-UAS scheme are safely passed to avoid privileged insider’s attack. It is disguised
to create a long-lasting private key using a one-way hash function. In addition, master
keys like m x and my use BTi on Usr, for extracting for store Pi values.
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Assume that the rightful person has misplaced his/her SMi smartcard and ADV
attempts, using a power-analysis mechanism, to retrieve the legal details from U sr, such
as ostemm, ni, vrin, h(). ADV will not however retrieve or infer hidden session keys,
as the master keys such as mx and I’m unclear, to execute a parallel attack. The SAB-
UAS structure then argues that the privileged insider assault would be resilient. User
anonymity plays an important function in security applications frameworks.

Therefore, wireless networking and electronic technology must be improved. The
planned SAB-UAS device protects User’s classified knowledge, biometric prototype and
manager—instead, my features—to secure the user identification UID. Furthermore, it is
apparent that communications from the planned SAB-UAS framework retain biometric
blueprint and digital certificates—the purpose of my key with symmetric encryption.
Therefore, the derivative UID is impracticable in the proposed SABUAS scheme to
achieve the user identity preservation function. ADV attempts to take care of some
MS j sensor nodes that create communications with User in the proposed SAB-UAS
system. However, as designed or constructed using Ni, ADV does not easily catch or
forge message transmission MS3. In addition, MSj shares a USK session, which is not
connected to KSU in any way, with WGAc. The suggested SAB-UAS framework then
notes that ADV was unable to effectively operate this assault.

4 Results and Discussion

In general, the user identity storage character can only be six letters. As DES is generally
referred to as unsafe, a 56-bit key size is not known to be stable. The efficiency compar-
ison indicates, relative to other existing systems for contact bodies such as Usr, WGAc
and MSj, that the delivery times of the proposed system are less costly. For the sake
of practical use, the suggested SAB-UAS system is believed to be durable and reliable.
Yet (Gope et al. 2018) are not entirely viable since they are vulnerable to an assault on
synchronisation.

Even if no adversary tries to block the data packets in the wireless environment,
the missing data packet between Usr, GAc and MSj cannot occur. It looks like it is a
replay attacks problem. Assume that a last message clarification of the planned SAB-
UAS system has been blocked or robbed because of the overdue time. The parameter
pair—Adi ADINA—cannot be replaced by WGA. The data between Usr and WGAc
can then be changed. This section illustrates the use of the NS3 simulation to realistic
implementation of the proposed SAB-UAS in network parameters such as packet-related
distribution, end-to-end connectivity retardation, data transmission throughput rate (first
file bps) and overhead routing.

A well-reacted version labelled as NS-3.28 was built on the Ubuntu-14.04 LTS
platform for the study of the above-mentioned parameters. This indicates the critical
variables used in the Simulation of NS3 assuming that the area of network coverage is
80/80 qm for testing the medical sensor and system node at 25 m and 50 m distance.
A mode of connectivity called Used to simulate network length by means of media
access control <1800 s i.e. 30 min. Due to the design of the network i.e. routing the
link state is preferred to be optimised ad hoc. It is used to include competitive explo-
ration which requires careful connectivity in order to keep the regression model among
communicators.
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As shown in Fig. 3 comparison of throughput values, The efficiency of the com-
munication routing in all surveillance systems is incredibly important to calculate. This
research has been carried out with the use of packet size, node availability, and trans-
fer range and coverage area. The efficient transmission packet distribution rate at the
sink node is defined by the contact metric. It is clear that as the number of sensors
increases, the PDR ratio of proposed SAB-UAS deteriorates significantly. In particular,
a small deflexion in the proposed SAB-UAS and Wu et al. indicates a stronger packet
distribution ratio than other authentication systems were obtained from the row applied.

Fig. 3. Comparison of throughput values

In comparison, the signal congestion tended to occur as rows were inserted consis-
tently. As a result, when the far distance transmitting message was recorded, the energy
model described in the wireless environment began to drain more than expected. A
threshold limit may be set on the receiver side to increase the delivery ratio to control
the energy dissipation or avoid packet transfer while the connection is distant. During
analysis the number of interconnections will increase if mobility ranges between ~4 ms
and ~20ms. The results are calculated. As a result, rare loss of packets and errors decline.

Interoperability efficiency of the connection. The time taken to reach the receiver
from the source node is determined by the average data transmission packet. The findings
of the examination demonstrate that the suggested delay increases in proportion to the
number of contact nodes updated. As such, multiple transmitting messages are strongly
mentioned that they are subject to further congest in the specified scenario. The rate of
transmission may be calculated by the number of bits per unit of runtime. The overhead
routing can be described as the total number of route packages divided by the total
number of packets delivered effectively during the flexibility interval. The thorough
study indicates that the current number of routing packets is used to efficiently deliver
each incoming packets. In addition, to find this parameter.
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The use of unused bandwidth to control network traffic during overhead routing.
The consequence of the simulation shows that the OLSR protocol attempts to reduce
overhead correspondence, as it holds a constructive routing table for managing daily
“Hi” and “Topology search” communications. Figure 5 indicates that the new SAB-
UAS results in lower overhead routing e.g. packet than other routing solutions such
as packets routing. In OLSR, transmission routing is handled tacitly to increase the
flexibility speed and network efficiency at 2 to 50 m/s. The today’s telemedicine and
eHealth platforms are targeted at user data collection and off-line information exchange
among user and clinician, including wearable and mHealth solutions.

Fig. 4. Delay comparison

Figure 4 shows delay comparison, that means very soft QoS specifications for the
efficiency of the contact networks and their output in real time. Advanced remote sensing
technologies, such as the LoC systems mentioned above, do not set harsh criteria for the
efficiency of the contact networks. For loop systems which involve such actuators, the
situation ismore complicated. In terms of physicalwalking assistance and slip avoidance,
for instance, there is a need for technical help solutions for neuromuscular disorders.
In reality, about 40 million people suffering from neurologic diseases and neurological
disabilities in 2005 lead to over 90 million years of worldwide disability-adjusted life.
Electrical stimulation is an innovative way to treat Parkinson’s disease tremors in this
respect. In addition, metronomically timing sound may lead to recovery from the off
phases of Parkinson.

Any of the patients with stroke, ataxia, and traumatic brain injury will benefit from
gait enhancement electric muscle stimulation. There are electrical stimulators that can
activate the neuronal muscles of patients. Commercial foot drop systems, for example,
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can trigger heel structures while walking through electrical impulses and thus reduce the
risk of patients deteriorating dramatically. The electrical pacemaker may be operated
manually by a wireless connection or by a wireless press switch under the single in
modern systems. The sixth Latencies do not surpass roughly according to human haptic
feedback tests. 50 ms to have an intense response or suggestions sensation.

The established stimulators work however as discrete solutions without considering
modifying ambient factors and other patient health criteria, either manually or on the sin-
gle sensor. For example, the standalone treatment does not involve such scenarios, such
as the existence of ice or stairs or the patient’s elevated heart rate. Unreliable (wireless)
contact between the single sensor and relaxation actuator can be counterproductive to
the welfare of the patient, for example through network congestion. Connectivity strate-
gies for wearable actuators therefore have to give such deterministic QoS standards,
particularly though there are many external background outlets.

Fig. 5. Performance of the proposed system

An idea of an electricmuscle relaxation device responsive to a contemporary context.
In conclusion, the four above-mentioned case studies on more healthcare applications
would force to the edge the current wireless communications and technology by inte-
grating new types of sensors and their numbers, actuating capacities, the quantity of
data and data speeds, ultra-low power utilizing, higher level of service and reliability. In
addition, fresh, tougher communications service quality standards for WBAN solutions
would possibly be created.
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Fig. 6. Packet delivery ratio comparison

The key focus implementations of LPWA technology include but are not limited to
smart cities, personal IoT application, smart grid, intelligent metering, organizational
networks, industrial control, agriculture, etc. This involves a transition from legacy tech-
nologies to the current generation standards. Smart fitness and remote wellness control
devices are one of the futures uses for LPWA technology (Yoon and Kim 2013). These
systems are W-WSNs which transmit or receive information via long-range wireless
links. In particular, for delay tolerant applications requiring low data rate, low energy
usage and low cost, LPWA technologies are considered. One such instance is the remote
observation of patients at home, which does not usually have tough time specifications.
Figure 6 shows Packet delivery ratio comparison.

Moreover, the majority of Wireless standards are based on the topology of Star Net-
work in which each node/sensor contacts the ground station directly. The consequence is
that a node and base station have high asymmetric connections. The data flow, as in the
majority of IoT applications, primarily consists of acknowledging or clear commands
or actions from base station to access point and traffic from base station to node. This
asymmetric design tends to render the base station all the complexity, contributing to
simpler end devices that have a low cost and improved battery capacity. On the other
extreme, this also has a negative effect on LPWA technology’s scalability and quality of
operation. Figure 5 depicts the performance of the proposed system in terms of Packet
delivery ratio and Number of sensor nodes used in different protocols.

5 Conclusions

In this post, for the intelligent computerized medical framework using IoM a secure
anonymous biometric user authentication method was suggested. The planned Bhai
Structure demonstrates the structured authentication scheme, capital and strategies build



Factual Data Protection Procedure on IoT-Based Customized Medicament Innovations 69

to illustrate protection, storage and productivity. The previous evidence suggests that the
framework proposedwill shield a user’s personal information from opponents and obtain
the estate of a full confidentiality. Sometimes this study illustrates that the emergingMara
system greatly decreases the costs of storage, computing and connectivity for improving
the productivity of all healthcare software networks in real-time. Moreover, the com-
prehensive casual and systematic safety review using the BAN rationale and a random
oracle model shows that it offers stronger safety proof to defend multiple future IoM-
based attacks. It is also seen that the proposed regime increases the resource utilisation
of developing smart e-health networks, including energy, computing, and connectivity.
The sensor nodes, including packet distribution, end-to-end latency and include at, were
tested with an NS3 network simulator. It is shown that as the amount of data delivery
increases proportionately by inclusion of sensors in a row, the proposed SAB-UAS sys-
tem would become more congested. But in contrast to other digital certificates, even if
the transmission of message increased proportionally, the suggested SAB-UAS could
achieve a better packet distribution ratio, end to end, throughput rate and overhead routing
for the specified scenario.
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Abstract. Radiographic variants in scanning of the chest has high deformity and-
status from Polymerase Chain Reaction of Reverse Transcription evidence of the
COVID-19 factor, which cannot be disputed by a UN agency, including a low
rate of admission paid overtime in phases. We often summarize the relationship
level tests that have broken down much back propagation neural network (BPN)
to include Computed Tomography and COVID-19 tests, respiratory infection, or
lack ofmorbidity. Through amechanism known as chain rule, the (BPN) technique
is employed to successfully train a neural network. Back propagation performs
a backward pass through a network after each forward pass while modifying the
model’s parameters i.e., weights and biases. We often distinguish between the
mean and created tests on the most critical 2nd and 3D learning models avail-
able. In addition to them with themost recent clinical information, correspond-
ing degreed has gained zero terrorist organization.996 (95% CI: zero.989–1.00)
Corona virus compared with Covid cases in each body Computed Tomogra-
phy looks and determined 98% related affiliate qualifications associated with a
minimum of 92%.

Keywords: Computed tomography · CNN · BPN · COVID · RT: PCR

1 Introduction

The SARS-CoV-2 animal infections were to magically spread to a big number of people
in December 2019 after being contaminated by the rhinolophus bat. Huanan’s food mar-
ket in China, was targeted by the Covid malady (COVID-19) acquired by SARS-CoV-2.
Covid was outraged by the process of malnutrition, heart problems, and mentaldisorders
during critical patients, and in this way, many people died. The first and firstphase of
treatment in the real world is crucial in reducing mortality.

[10] COVID-19 Detection Using Dynamic Fusion-based Federated Learning: To
analysemedical diagnostic images, researchers developed a dynamic fusion-based super-
vised learning architecture of the system. Present a method for dynamically selecting
participating clients and scheduling modeled fusion based on the participants’ training
time based on their local model performance. This method also produces a set of med-
ical diagnostic picture datasets for COVID-19 recognition, that can be used for image
analysis by the machine learning.
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[11] Early detection of COVID 19 utilising multimodal imaging data and transfer
learning may benefit in the development of medicine and disease control measures. This
study illustrates how images from three of the most often used medical imaging types,
X-Ray, CT scan and Ultrasound, can be used to detect COVID-19 using transfer learning
from deep learning models. The idea is to provide a second set of eyes to overburdened
medical professionals through smart deep learning picture classification algorithms.

Based on a preliminary evaluation of many prominent Convolution Neural Network
(CNN) models, choose a decent CNN model. Then, Focus on the challenges (such
as dataset size and quality) in using current publicly available COVID-19 datasets for
developing useful deep learning models and how this negatively impacts the trainability
of complex models, and propose an image preprocessing stage to create a reliable image
dataset for compositing. The new approach tries to reduce visual noise so that deep
learning models can focus on diseases with distinct features.

[12] Used an Deeper Learning-based System for Detecting COVID 19 Patients The
outstanding performance of deep learning (DL) in numerous alternatives prompted us to
use a DL-based approach for the COVID-19 detection system’s computer-aided design
(CAD) in this study. To identify and characterize whether the patients were normal or
contaminated with COVID-19, they employed Res Net 50, a state-of-the-art segmen-
tation technique based on Deep Learning. To assess the proposed system’s robustness
and efficacy, use two publicly available benchmark datasets (Covid Chest x ray-Dataset
and Ch ex-Pert Dataset). The proposed system was trained on photos from 80% of
the datasets and tested on images from 20% of the datasets. When cross-validation is
employed, the performance is evaluated using a 10-fold cross-validation technique.

[13] They used a deep neural network to detect and categorize COVID 19 by using
breast X-ray images: Amachine learning strategy for detecting and categorizing COVID
19 from a chest x-ray with high accuracy has been suggested. The tensor stream related
CNN technique is designed for identifying x-ray pictures. On the prepared dataset, the
recommended model was trained and tested, The total accuracy for the 2-class catego-
rization (COVID 19 vs. a healthy person)was discovered to be nintyfive%,with precision
and recall rates of nintyfive%.

Photographs taking Computed Tomography model models on the chest showed a
high degree of disability. The condition was highlighted in the RV-PCR ID of COVID-
19, which, the UN agency, covers a limited range of initial limitations. In one study
of 1,421 cases from China, exposure to COVID-19 in chest CT was determined to be
97% when the benefits of reverse transcription polymerase chain reaction were taken
into account (RT-PCR). The opacities of the ground glass, varied green suspensions,
merging, and opening of the indisputable assignment have a special model to take in
computed tomography chest pictures with COVID-19 positive conditions.. Examination
of twenty-one patients’ communication certificates for the 2019 Covid found that fifteen
(71%) had a combined CT scan of the chest. Twelve (fifty seven %) showed opacities
in the ground glass, while seven (thirty three%) had flow disturbances. Six (29%) had
contact with earth glass opacities, and four (19%) had irregular clearance.

There is no respiratory system; a different airway manages the acquisition of serous
membranes anddiseases. Fourteen patients (three out of 21) provided a standardChannel.
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Data and CT scans are open from this current stage, showing the emergence of
respiratory organs in a short period, from signal to forty-one days from the onset of the
first phase (Fig. 1), during the patient’s positive COVID-19 [1].

The emergence of the term COVID-19 in CT scans will be understood from dif-
ferent types of pneumonia. However, it effectively detects pre-existing weight loss of
undeniable symptoms of the infections from the below table. By using AI and the contin-
uation of critical learning, it is possible to distinguish between small types of respiratory
diseases and create themes an essential experimental gadget.

Fig. 1. COVID-19 positive patient’s CT chest scans throughout time

On day 7, a scan showed opacities in the left and right brain’s lower and upper lobes
(after onset of symptoms). a, b, c Scans reveal multifocal bilateral ground glass opacities
on the ninth day. d. On Day 15, the scans reveal a crossover and mutation of crushed
glass opacities and consolidation. By the 19th day of the scan, antiviral treatment had
cured the consolidations and ground glass opacities. f. Day 31: The scan confirms that
the issue has been entirely resolved.

According to Shi et al., previous SARS study reported no lung cavitation, numerous
effusions, or lymphadenopathy.

We often review other such tests, the notion of various back propagation neural net-
work for preparing CT tests with COVID-19, respiratory infection, or lack of morbidity.
COVID-19 has been related to a huge amount of cases in China, and this has emerged as
a region that is making significant success in establishingmajor organisations to promote
learning. This epidemic can provide exceptional Computational Tomography qualifica-
tions to promote the correction and security of direct COVID verification. The public
database for CT scans is essential to reverse the AI model with the immediate effects
of population growth throughout the epidemic. These essential learning strategies will
help experts in realization and management.
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Fig. 2. X-ray pictures of patients

2 Methods

– Data set introduction

The test assembled 618 traverse zone CT tests, of which 219 hundred and ten patients
were with COVID-19. Even if there were no picture markers on the CT film of the
chest, COVID-19 patients were all screened or exposed to the RTPCR test section then
disappeared. Furthermore, however, there is a difference of 2 days between CT data sets
for any benefit from the comparison patient to verify the test classification.

The remaining399city trialswere submitteddue to a controlled evaluation collection.
Among them, 224 of the 224 patients with influenza-A viral infection underwent CT
tests with H1N1, H3N2, H5N1, H7N9, and one hundred and seventy-five CT trialsstrong
individuals. Would have been of the 198 (90.4%) COVID-19 and (196), The remaining
96% [2] were influenza-A patients, mostly from the planned or correctional stages and
13.4% of cases were severe (severe) from the abuse phase. P) > Zero.05).

In addition, CT instances of influenza-A viral infection have been consolidated
because, given China’s current situation, it is critical to recall them from probable
COVID-19 patients. 528 Computational Tomography trials (85.4%) came forward with
an endorsement set of 189 COVID-19 patients with influenza A virus infection [3] and
145 samples stronger than them.

Due to the check set, the remaining ninety CT sets (14.6%) were used, with thirty
COVID-19, thirty influenza-A virus infections, and thirty strong cases [3]. To boot, CT
set tests were observed on those not related to the design phase.
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– Process

Figure 2 below shows a sample of COVID-19 systematic reports during this evaluation.
All in all, before that, CT footage was kept in separate areas with high aspirations.
Second, a 3D Back Propagation Neural network model divides specific candidate image
blocks. The middle image, mounted on two neighbors of each strong form, is assembled
for subsequent methods. Finally, all photo patches are divided into three categories
using the Picture Request model: Incompatibility-deflection, COVID-19, seasonal flu
respiratory disease, and COVID-19 [2]. The image patch [2] is dominated by a strong
comparisonwith the candidate type and the assurance score that all things think. Finally, a
comprehensive evaluation report for the CT test is made subject to noise- orth theoretical
limitations. The heart of neural network training is back propagation networks. It’s a
method of fine-tuning a neural network’s weights based on the error rate of the preceding
epoch (i.e., iteration). You can lower error rates and improve the generalisation of the
model by fine-tuning the weights, making it more reliable.

– Location

Gathering ideas assumed that the image request model would understand the form and
structure of the modified pollutants. Also, relatively good methods are used for forward-
ing weights to select capacities from the edge due to the relative field information of
the aerial image’s solutions. The purpose of the combination of contaminants found at

Fig. 3. COVID was detected using the following methodology
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the serous membrane point can, without a doubt, be seen as COVID-19. The last useful
methods of solving each solution. From the edge are as follows: 1) The best bottom
practices win, ranging from the exold to the fixed center.

2) Remove the attached taxi-turvy. The position of the image of aspiration.3) The
last right way from the edge is that the split is found in the reconciliation condition,
separated from corner to corner by the second step.

– Network structure

Two back propagation neural network 3D request models were reviewed during this
evaluation. There is a modest Resnet 23 based association. The inverted pattern is usu-
ally incorporated into the union structure by intercepting the field idea system in a
fully-aligned layer to increase the final accuracy rate[ 1]. A simple Resnet-18 accessory
structure was used for the complete extraction of the footage (Fig. 3) [1]. Pooling meth-
ods have been used relatively for dimensional decay of data to be confusing and improve
hypotheses.

The convention layer’s yield was flattened into 256 dimensional half vectors and
modified shortly after 16 using the full-connection appendix in the dimensional section
vector. For Locus Idea affiliation, the last unbelievable path of Edge-of-Honor 1 is
immensely close, and sometime later, it is related to building a fully-aligned network. 3
full layers were then employed to obtain a final comprehensive result that was close to
the confirmation score [1].

Fig. 4. Flowchart of a categorization process using a deep learning model

– Coaching method

One of the only proportional font disaster limits, cross-entropy, was employed in this
examination. The adversity regard did not reduce or raise clearly once the age variety of
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preparing emphasis extended to quite one thousand, suggesting that the models joined
well to associate degree overall ideal state while not plain overfitting. Figure 4 shows
the design curves for the black eye regard as well as the correctness for two depiction
models. On the differential readiness dataset and the principle reset, the association with
the territory idea framework resulted in better execution.

3 Results

See Fig. 5.

Fig. 5. selecting the frame of scanning picture to detect the pneumonia

– Checking dataset

Accurateness of the technique chooses, however, well, the figures are. Accuracy chooses
the multiplication of a scale, or the amount of wishes are correct. The survey exhibits
the number of positive results was procured. The F1 college uses a combination of
accuracy andmemory to work typical outcomes. One-piece image brokenness: associate
degree entireness of 1710 image patches recognized in ninety models, together with 357
COVID19, 390 Influenza-A-disease respiratory diseases, and 963 illness safe (ground
reality). To plan out that procedure was legitimate, every means was studied employing
a disorder grid. 2 association structures were attempted: outside and outdoors the survey
Table 1. Blueprint, victimization ResNet to get rid of options from CT footage and also
the zone checking model, examined while not the region looking model, will positively
understand COVID-19 cases from others, with preciseness a complete of eighty six.7%.
Incredibly, it took a normal of beneath the 30 s on a CT set (with seventy layers) from
information extensions to report (Figs. 6 and 7).
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Fig. 6. Output displayed in command window

– Discussion

RT-PCR testing for a 2019-nCoV polymer may create associate degree proper investiga-
tion of COVID-19 from patients with Influenza-A malady respiratory disease. Regard-
less, destructive nucleic testing encompasses several burdens: time delay, low acknowl-
edgment rate, and nonattendance of dextrose.Within the 1st place periods of COVID-19,
a few patients could currently have the correct finding of pneumonic imaging. Regard-
less, there’s nobody fluid, and during this means we tend to expertise alarming facet
effects of RT-PCR testing from bodily cavity swabs. These patients don’t seem to be
poor down as suspected or insisted cases, don’t seem to be separated or treated, and
perhaps potential sickness sources. Impediments on the flip of events and end of China’s
insignificant gathering business have essentially influenced its economy and the effects
of overall issue imports. With the final unfold of COVID19 at associate degree dis-
pleasing rate, a few of states ar in like manner declaring associate degree exceptionally
delicate circumstance: taking evaluations, as an example, college terminations, travel
impediments, and offers to folks operating isolated (notwithstanding key employees,
e.g., clinical guardians, authorities, care workers). While not a doubt, even to the For-
tune one thousand associations, it will undeniably not be the norm in business within
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Fig. 7. Output waveforms

the related to barely any months. Market investigators have forewarned that the disorder
may value $ one.1 trillion in lost overall compensation. Whereas the UN agency unam-
biguously recommends testing no matter variety suspects as would be cheap, this has
not been followed by numerous countries that emit a control of being a result of a group
action of resources/staff and nonattendance of RT-PCR testing. Here, CT imaging with
AI will facilitate acknowledge COVID-19 by giving a speedier alternative different that
lessen the unfold.

CT footage of COVID-19 cases shows a particular look, as analyzed in section
one (Introduction). Regardless, it’s not intentional or careful to understand COVID-
19 from numerous ailments merely through regular eyes. In assessment, preliminary
models dependent on all-around learning, as an example, those investigated here, are
shown to administer unequivocal and powerful results by innovative digitization and
film assessment.
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– Limitations and any improvement

COVID-19 can be quickly and accurately identified from chest CT image collections
using the start to finish evaluation technique utilised in this study, and its space rate
is higher than those of RTPCR testing [1]. In any case, many distinctive assessments
that take a look at AI models have beginning late found unbelievable motivation for
revealing.

As an example, one assessment drove on existing models of all-around second and
3D obtaining, designing themwith the newest clinical perception, and got terrorist group
zero.996 (95% CI: zero.989–1.00) cases of Coronavirus versus Non-Covid with every
pectoral CT channels. They determined ninety-eight (2%) affectability and 92% dispo-
sition. The initiative was multi-faceted, and it looked into every CT case on two levels:
scheme A: Cases of handle and directed opacities in three - dimensional evaluation [1]
(using business programming referred to as 3D pneumonic volume from RADLogics
opposition.) and scheme B: as lately created second Analysis for every digit of the case
to acknowledge and recognize tremendous degree unfold opacities as well as ground
glass implants.

Similarly, they raised the Corona scale: a meter extent of respiratory organ opacities
and an excellent strategy to screen a patient’s headway once a while. This examina-
tion performed higher than the one investigated during this paper concerning space,
affectability, and disposition, essentially since the structure used was unambiguously
planned to understand the openness of COVID-19. As battlefront AI models will merely
provide it, fast and actual knowledge examination for CT is prime for driving clinical
specialists taking a goose at patients throughout this scourge.

– Different views

New prosperity connected procedures were applied against the unfold of the novel
(COVID-19) in China. The latest development consolidates artificial thinking, sugges-
tive programming, and robots for scattering in clinical centers, in line with clinical
thought measurable wanting over firm GlobalData. Thanks to COVID-19 in China, the
number of passings extended before the unfold of severe acute respiratory syndrome
in 2003. During this attention-grabbing condition, technical school new organizations
healing government workplaces, masters, and instructors to unfold the word. Unreal
insight Developer Infirvision sent the Coronovirus AI resolution in China not terribly so
much within the past, projected for pre-organization use to assist specialists with recog-
nizing and screen specialists even additional effectively. As Johns Hopkins University
moves during this field, GIS development has become a crucial contrivance to forestall
the unfold of Covid data processing mistreatment. GIS development is significant as a
result of it perceives zones wherever individuals say the contamination. Online media
districts square measure adequate wellsprings of GIS data as advancement maps the
zone of interest that individuals square measure talking concerning Covid. As needs are,
preventive measures will be dead due to the higher track of the glow map zone and the
normality of the sickness. Ten years back, it had been demanding to look at diseases;
nowadays, with AI, AI, and GIS, data processing and sense extraction square measure
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ending up being additional priceless and even other superb in region contaminations.
Essential concern: Preventive latency with the usage of AI is snappier nowadays.
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Abstract. This article illustrates the advanced control strategy and analysis of
hybrid resources integrated to grid system. The hybrid resources consist of solar
station and wind station, which are integrated to the grid through AC bus system.
The Perturb and observe algorithm (P&O) is used in Maximum Power Point
Tracking (MPPT) to increase the power output of PV station and Wind station
to maximum. The modeling and analysis of the system is improved using fuzzy
based optimization is done in MATLAB/SIMULINK platform. The effectiveness
of the system is improved using fuzzy algorithm during different load conditions.
The improvements of grid voltage, grid power and grid currents can be observed
during different load conditions from conventional PI controller to fuzzy logic
controller. The advanced controller efficientlymaintains the grid parameters stably
in the hybrid systems.

Keywords: Solar station · Wind station · Fuel stack systems · Fuzzy controller
and MPPT controller

1 Introduction

The renewable resources have significantly penetrated in the power system. The demand
on the power system is increasing 20% every year therefore it is very important that the
researchers shall be matured in the way of the renewable energy resources for the growth
of electrical requirements. In the last few decades the significance of these resources are
increasing continuously alongwith the existing systemowing to its effective and efficient
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performance, when it is associated with the distributed generators. The choosing of DGs
are important when it is integrating with existing AC grids.

Several research are in progress alongwith the energy systems like batteries, charging
capacitors, super capacitors, magnetic energy storage systems, fuel cell electrolyzes
etc. Recently, the doubly fed induction generators along with fuel cell electrolyze have
produced and proved several advantages. Several control strategies have developed to
control the output requirements. MPPT techniques with algorithms are incorporated to
increase the power output and to maintain the voltage stability values with respect to the
system specified values.

This paper has focused on the analysis of hybrid energy resources during the inte-
gration of AC grid systems. An advanced fuzzy controller has proposed the power
management algorithm with different load condition.

In this article Sect. 2 represents the system description, Sect. 3 describes the design
of controller for PV station, wind station and energy storage device, Sect. 4 describes
bidirectional topologies for battery, Sect. 5 describes fuzzy process and Sect. 6 presents
the analysis of the system with the proposed controller.

2 System Description

The proposed model consists of the design of PV, Wind stations and batteries are con-
nected to 11 kW AC grid network, shown in Fig. 1. The three 2.4 kW small size solar
stations are interconnected and connected to common coupling bus system. A doubly fed
induction generator with constant speed is acted as wind station. The power output from
PV panels and wind turbines are supervised by MPPT circuit with perturb & observe
algorithm.

In this paper an optimization based controller is chosen to amplify the power output
to the load so that stability of the system is maintained. Both linear and nonlinear loads
are tested for steady state operations.

3 Design and Control of PV, Wind and Battery Systems

In this section, we illustrate the design and control of the PV station, wind station and
battery storage device for integrating to common bus system at AC loads are connected.

3.1 Model and Operation of Wind Controller

A fixed speed DFIG is taken for wind station. There are two control modes based on
wind speed and power output, i.e. pitch control mode and power limitation mode.

3.1.1 Pitch Control Mode

In this case control of wind speed comes into presence. If wind speed exceeds the
rated value, it must bring to rated value to maintain the extracted power to the rated
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Fig. 1. System model

value. The power constant Kp and pitch angle α should be varies to maintain sufficient
electromagnetic torque of wind turbine. The related expressions are shown below.

λwind = Nturbine ∗ Rr

vwind
(1)

Kp = pwind ∗ Rr

0.5 ∗ Ab ∗ v3wind
(2)

where Nturbine, λwind , pwind and Kp are the rotational value, rotational value ratio, blow
power and power gain respectively. The above all parameters are corresponding to rated
value of wind speed. Rr and Ab are the radius of rotor and area blades respectively. By
solving the above equation the pitch angle α can be obtained.

3.1.2 Power Limitation Mode

In this mode, the turbine speed is maintained to rated value. The power demand ad speed
ratio is calculated as follows.

λlim = Nt norm ∗ Rr

vwind
(3)

Kplim = Pm−rated ∗ Rr

0.5 ∗ Ab ∗ v3wind
(4)

Pitch angleKp(λlim, α) = Kplim (5)
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3.2 Model and Operation of PV Controller

3.2.1 PV Modeling

From Fig. 2, the generated current (I) by the PV cell is given by

Fig. 2. Internal circuit of PV station

I = Isc − Id − Ish (8)

I = Isc − V + IRs

Rsh
− Io

(
e
v+IRs
nVT − 1

)
(9)

Fig. 3. PV model

The preferring maximum power from the PV panels with controller of procuring
MPPT [8] is described by the known techniques. The rated voltage asOpen circuit voltage
and the rated current as short circuit currents are considered as backend parameters to
measure the rated specifications of PV panels at different environmental conditions with
MPPT techniques. There is another front end technology to measure the accurate panel
voltage and currents with faster rate than the backend process. This advanced technology
is known as Perturb and Observe algorithm (P and O) (Fig. 3).
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3.2.2 P and O with MPPT Techniques

Particularly, this method is used to procure maximum power from the panels using
MPPT procedures [9]. The output of PV panels are regularly measured and compared
with previous values. The voltage increment or decrement is compared with the increase
or decrease of powers procured from the panels if the increased voltage is proportional to
increased power then the location of operating point is on left side. If the increased voltage
is inversely proportional to the power then the operating point is located in right side.
The perturbation is to be chosen such that the operating point shall be on left side. In this
method, MPPT is used to measure the voltages of PV panels and battery. If PV voltage
is reached to maintain which is more than battery voltage then the battery is charged
to maximum so that the maximum power from PV panels are obtained. Otherwise the
voltage is discharged from battery to maintain the PV power so that the maximum power
is maintained at constant rate at any load conditions. In this paper, PWM cycle is used to
trigger the charge controllers to extract themaximum power fromPV panels. ThisMPPT
technique with P and O algorithm is efficient easy technology to acquire the maximum
power from PV and Wind systems.

3.3 Model and Operation of Bidirectional Controller for Battery

Lead acid batteries are the most used type of energy storage systems due to their reduced
cost and high durability [10]. Due to their popularity, a large amount of research was
performed to identify their properties and behavior for simulation purposes. Identifying
the battery behavior is very important for the design of the converter. A large number
of battery models were developed that include circuit based models such as [11]. It is
important to identify a model for the battery that estimates the state of charge accurately
to be able to assess the performance of the power converter operation. The battery
model must be compatible with the charging and discharging profiles of typical lead
acid batteries. The state of charge must be determined accurately for the purposes of
converter control. A battery model is as found in [12] and can be summarized as follows.

The model diagram for the energy storage system is given in Fig. 4, which is con-
nected for PV panels in the given grid connected power systems. Figure 5 and Fig. 6
are represented the respective characteristics during discharging and charging of energy
storage system in the fuzzy based environment.

The integrating loop provides an estimation of the actual charge of the battery. The
voltage is then calculated and supplied to the controlled voltage source that converts the
signal into a power signal. Even Though this model has several simplifications, it still
can provide an accurate response.
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Fig. 4. Bidirectional battery controller

Fig. 5. Battery discharge characteristics during fuzzy environment

In order to verify the model, a test simulation will be performed and the charging
and discharging characteristics will be examined. A short circuit test will demonstrate
the discharge characteristics and an open circuit test will demonstrate the charging char-
acteristics of the model. The model described is important for the simulation and gives
an idea about the characteristics of the battery system.

In the Fig. 7, the performance of fuzzy logic controller in PV station is observed at
different values of inputs and observed the different outputs. The duty cycle variation
is observed in the Table 1 for different current and voltages with an irradiance of 1000
w/m2.
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Fig. 6. Battery charging characteristics during fuzzy environment

Fig. 7. Simulink block for Fuzzy logic controller

4 Bi-directional Topologies

This section describes the various DC-DC converter topologies. They are (a) seclude
type converter (ii) non-seclude type converter. The seclude type converter comprises of
two Bi-directional type bridge converters which are separated by isolated transformers.
The skeleton model converter type is given in [9].

Table 1. Duty cycle for input current and voltage
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The proposed converter type provides high efficacy with the coordination of trans-
former which acts as a protection cover for the grid system and energy storage system.
The only exception in this is providing large transformer in the system to produce large
efficiency to the converter system.

Such converters should not be used unless the voltage gain could not be achieved
through non-isolated converters. The other type is the non-isolated converter which also
has many topologies. The simplest design is the synchronous buck converter which is
still used with electric vehicles as mentioned in [12].

In this design, the ideal voltage-boost-gain is calculated as follows:

Vo

Vi
= 1

D

The simulation block is shown in Fig. 8, is implemented in SIMULINK. The perfor-
mance of fuzzy based PV controller is tested with different irradiance such as 1000 w/m2

and 800 w/m2. The variation of voltage, current and power is obtained in normal
PI-MPPT and Fuzzy-MPPT environments, as shown in Table 2.

Fig. 8. Simulink block for fuzzy MPPT controller

Table 2. PV outputs
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5 Fuzzy Logic Controller Operational Process

The process of fuzzy rules is incorporated into what is called a Fuzzy Interfacing System.
It is classified into three cases, viz., Fuzzification, fuzzy process and Defuzzification
which exercise the system inputs for the significant system outputs.

The linguistic variables denoted as NL, NM, NS, Z, PS, PM and PL stand for neg-
ative large, negative medium, negative small, zero, positive small, positive medium and
positive large respectively. For both of the inputs, the equation of the triangular member
function (MF) employed to determine the grade of membership values (μAi(x)) is given
by

μAi(TED) = 1

b
(b − 2|TED − a|) (10)

where ‘a’ represents the coordinate of the point at the grade of memberships (MFs) and
‘b’ is the width of MFs. μAi(TED) is the grade value of membership. Figure 9 and
Fig. 10 represent the fuzzy surface view and fuzzy membership triangles for the fuzzy
rules respectively.

Fig. 9. Fuzzy surface view for fuzzy rules

Fig. 10. Fuzzy membership plot
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6 Simulation Analysis and Results

The simulation results of the test system, shown in Fig. 11 are presented with fuzzy
logic approach. Table 1 detail the duty cycle for the input voltage and current of the
energy storage device. Table 2 describes the variation of outputs PV station for different
irradiance in the presence of conventional MPPT and fuzzy MPPT controllers.

Fig. 11. Simulink model of overall system

In case of PI controller used in hybrid system, the power output of wind station is
unstable and is oscillated 4.95 kw to 5 kw, as represented in Fig. 12.

Fig. 12. Power output of wind station in case of PI controller

The wind station voltage is represented in Fig. 13. The characteristic of PWM for
duty cycle is shown in Fig. 14. The response of PV station for conventional controller
is presented in Fig. 15. The PV voltages and currents are slightly distorted initially and
stabilized after 0.15 s, represented in Fig. 16.
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Fig. 13. Wind station voltage in case of PI controller

Fig. 14. PWM vs Duty cycle in case of fuzzy based PV controller

Fig. 15. PV MPPT voltage and current
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When fuzzyMPPTcontrollerwithP&Oalgorithm is used inPVstation, the distortion
in load voltage and current becomes less at any load condition. The voltage and current
are stabilized to 400 V and 19 A respectively, represented in Fig. 17.

Fig. 16. Load Power (P) with fuzzy logic controller in PV station

Fig. 17. Load Voltage (V) and Load Current (A) with fuzzy logic controller in PV station

Table 3 is the detailed comparison of PV voltage, current and Power during conven-
tional MPPT and proposed MPPT approach. Table 4 gives the stable load parameters at
any point of load.
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Table 3. The variation of PV voltage, current and PV power in PI MPPT and Fuzzy MPPT

Table 4. The effect of irradiance on Load values

7 Summary

The proposed fuzzy approach for the analysis of hybrid sources connected to the grid
network. The proposed progressive approach is incorporated in PV station and inverter
control and the outputs are compared with conventional mppt controller. The output
voltage and active power of the loads are enhanced 10 to 15% in the presence of proposed
approach, which are tabulated. The load distortion effect is considerably reduced and
stable output parameters are obtained during the different loads.

The comparative results obtained with the progressive approach has proved that the
fuzzy approach of improves the voltage stability with no distortion at any load. Further,
the proposed controller has enhanced the transient stability such that the stable grid
parameters are maintained.
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Abstract. As prevalence is growing for social media, the value of its content is
becoming paramounting. This data can reveal about a person’s personal and pro-
fessional life. The behaviors done on social media either frequent or periodic can
comprehend fondness and attentiveness of users on certain matters. But accom-
panying it, diverse data from multiple sources with high volumes sets its foot in.
Here becomes operational the usage of recommender systems. These are capable
of providing customized assistance to users based on respective quondambehavior
and preferences. Machine Learning and deep learning methods have proven to be
a boon in these tasks of predictions with notable accuracy. This paper discusses
existing techniques with its fors and againsts, concerns and issues, extrapolating
the results and solutions, which in turn can help in better interpretation of current
developments to pave a path for pioneering researches.

Keywords: Machine learning · Recommender systems · Deep learning ·
Reinforcement learning · Soft computing techniques

1 Introduction

It’s an arduous task for business firms to recommend products and services according
to their respective needs, withstanding the competition. Customized services satisfying
individual demands, bearing vast and diverse information, can provide an enriched user
experience. Recommender systems gratifies these needs with preeminent results. Dif-
ferent ML techniques can be used to forge flashing presciences of correlation between
users and items, introducing tricky data representations, as well as deducing compen-
dious facts regarding demographical, contextual, and geographical data along with those
in patterns. This paper sets sight on to unearth different existing AI/ML techniques in
recommender system, with reigning state of art methods and pinpointing current issues
with the system with its futuristic evolution. The central concept of these system is to
obtain a list or assemblage of commodities according to utility (in terms of user ratings)
of items that user hasn’t consumed, by defining the utility of particular item to user. The
goal is to maximize this function. Predictions of these systems depend on different ML
algorithms selected.
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2 Traditional Methods

Recommender System resolves the prediction issue by filtering and assigning priorities
to information according to their relevancy. Using different available methods, this paper
broaches a survey on recommendation techniques.

2.1 Content-Based

Content- based filtering [1] uses similarities in features to make decisions, comparing
user interests to product features. The products recommended are the ones which have
most of the features overlapping. Here, two methods (or can be in combination) can be
used. Firstly, two users will have same taste in the future, given they had similar prefer-
ences in past. There are two types: 1. Model-based systems deployMLmodels to under-
stand and predict ratings. Ratings can be given as if customers are regularly provided
by any stock of functions from which they will filter items actually perceived foremost
accordingly. Secondly, the set of regulations contains reports of the products preserving
the advanced information provided by individuals instead of considering customers’
data abilities together. Users’ intuition about features that they identify frequently cor-
responds to products. First of all product features and user interest are allocated with
some binary value or just an arbitrary number. Thereafter a formula is needed for the
identification of products and user interests’ similarities. This task can be implemented
through dot product:∑d

i = 1 piui (where pi is the feature value of product and ui in column i is the value
user interest).

Due to low volume of data, this model is extensible easily. This model, unlike other
models, doesn’t require data matching with another users’, it nonpareil niche results
particular to the current user.

However, this model requires enough domain knowledge from the people attributing
product features. So, its accuracy is totally hooked in to that knowledge being precise.
Cold start problem is a great issue.

2.2 Collaborative Filter Based

Collaborative filtering applications apply two types of techniques to show fresh products
to the users [2].

The elemental perspective is to show new recommendations to the user separately
and individually, simultaneously ratingswill predict the buyer’s interest in specific items.
For any operative user usera,

Scorea = 1/ka
∑

Vaj ∈ Pa|υ̂aj − vaj|

where υ̂aj of Vaj is the prediction of value for any item regarding user, attested value
is denoted by vaj, and ka denotes the amount of predicted votes. Then score’s average is
taken. Evaluation of a model with how well it is consistent with given criterion is named
average absolute deviation scoring. (Lower scores are more preferable).
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Assigning currently operative users with an ordered list of recommended items is
the second perspective which is regarded as a ranked list of things. An approach called
ranked scoring is applied for the evaluation of the model and checking its consistency.
The expectedutility of ranked list is givenby the sumover all itemsof utilitymerchandise.
Probability of viewing any item by the user is given by,

Ra ≡ EU(list) =
∑n

(k=0)
max(vaj − dj, 0)P(itemj will be watched)

where ka is number of predicted voted for each user usera, the index j is sorting criteria
for the votes, consistent with declining values of predicted votes vaj. The initial item
will be certainly watched. The probability of items being viewed from list declines down
exponentially.

Collaborative filtering hinges on two presumptions:

• Assumption that user preferences remain constant for a specified time period.
• The chances that two users will have similar preferences in the future, given they had
same taste in past.

There are two types:

1. Model-based systems use ML models to understand in order to estimate ratings,
which could be either a real-valued number or a binary value. Hence, when we
are given with a user and an item, the system estimates the rating that user will
allocate to product. Diverse techniques such as neural networks, logistic regression,
Bayesian networks or SVMs can be employed to perform prediction tasks. Matrix
factorization methods are the recognized state of art technique in context of model-
based recommender systems that deal with what matrix factorization outputs in due
course harmonize given assortment of latent features.

2. Memory-based systems: This technique uses user ratings to calculate similarity
amongst users or products for generating predictions. As examples of this approach,
item-based (or user-based) top-N recommendations and CF (neighborhood-based)
can be considered. In phrases of consumer desire, it generally expressed via way of
means of categories. Explicit Rating, is a fee given via way of means of a consumer
to an object on a sliding scale, Implicit Rating, indicates customers desire indirectly,
together with web views and clicks of a page, buy records, willingness to a music
track, and so on [3].

a) User Based CF: Here we have a rating matrix, n × m, where ui, (i = 1, . . . n) is the
user and pj, (j = 1, . . .m) is the item. Now the requirement is to expect the score
rij which depicts if goal person i did now no longer watch/charge an object j. The
core idea is the calculation of the similarities among goal person i and all different
users, then pick out the pinnacle X comparable customers, and then considering
similarities as weights, taking the weighted average of ratings from X users. Some
of the similarity measures, generally used are Pearson, Jaccard, Spearman rank,
Mean Squared and Proximity impact popularity.

rij = Ri + [
∑

k
similarities(ui, uk)(rkj − Rk)/number of ratings]
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b) Item Based: [3] It can be said that two products are identical in case they receive
close ratings from a same user. Then, this information can be used to predict a goal
user associated with any product by taking ratings’ weighted average for mass of X
similar products from current customer. One sure gain of Item-based-CF method is
unlike the preferences of human beings, change of firmness of grading on a specific
product overtime will not be remarkable.

Matrix Factorization starts with SVD, creating threematrices, n * r user feature, m * r
product feature, and a diagonal matrix denoted by

∑
with of form r * r accommodating

the singular value of original matrix. Now to reduce matrix
∑

to k dimensions, this
k should be selected such that, within the original matrix R, A is apt of grasping the
most of variance, for A to be approximation of R, A ≈ R, with minimization of error
between A and R. When matrix R is dense, there are chances of factorization of U and
V analytically. But in case it’s sparse, missing values and its factors are to be found.
So instead of using SVD, U and V can be directly found assuring the result matrix
is the nearest approximation of R (R′) instead of a sparse matrix, when U and V are
multiplied back together. Non-Negative Matrix Factorization is generally used for this
kind of numerical approximation. Now qi is the vector of object i, pu is the vector of the
person u and the expected score for consumer u on object i is the dot Product of both
mentioned vectors. This calculated value is represented in the matrix R′ (with row u and
column i) [3].

Predicted ratings: r′ui = pTu qi

To find optimal qi and pu, the cost of errors is minimized using a loss function.
rui is the genuine ratings taken from authentic user-item matrix. Now, An optimization
procedure finds the optimal matrix P made via way of means of vector pu and matrix Q
composed via way of means of vector qi so as to reduce the sum rectangular blunders
between r′ui (predicted ratings) and rui (true ratings). For overfitting issue of consumer
and object vectors, L2 regularization is applied [3] . To feature bias term three steps are
followed which include initially finding bu by taking an average rating of item i minus
μ, then averaging ratings of all items μ and finally finding bi by averaging ratings by
user u minus μ.

Minq,p
∑(

rui − pTu qi
)2 + λ

(
||pu||2 + ||qi||2

)

Alternative Least Square is used for optimization of non-negative matrix factoriza-
tion. Due to loss function being convex, global minimum can’t be found, but can reach
to an approximation by finding local minimum. For confining constants of user factor
matrix, taking derivatives of loss function, adjusting item factor matrix, and its initializa-
tion to 0, and then, setting constants of item factor matrix alongwith adjusting user factor
matrix, Alternative Least Square is used. This process is repeated until convergence [3].

2.3 Demographic-Based Recommender System

This technique categorizes the users taking attributes into account andmakes predictions
to recommend considering demographic classes [5]. Appropriate market analysis within
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a peculiar region escorted with a needed inspection is a must to accumulate information
for creating categories. These strategies form collaborative like “people-to-people” cor-
relations, however, utilize varying kinds of data. For this technique, the history of person
scores like what during collaborative and content is not needed.

2.4 Knowledge-Based Recommender System

Knowledge-based advice works on useful understanding: they have got understanding
approximately how a specific object meets a specific person’s want, and may conse-
quently purpose approximately the connection between a want and a piece of likely
advice [5].

2.5 Utility-Based Recommender System

This type of recommender device based on utility does recommendations primarily by
calculating every items’ usage for the person. Now significant trouble for this sort of
device is a way to create an application for person users. In application primarily based
totally device, each enterprise can have a one-of-a-kind approach for arriving at a person
particular application feature and making use of it to the items below consideration.
The principal benefit of the usage of a application primarily based totally recommender
device is that it could thing non-product attributes, inclusive of product availability and
supplier reliability, into the application calculation. This makes it convenient to test the
actual-time stock of the item and proclaim the same to the person [5].

2.6 Hybrid Recommender System [5]

It mingles the power of more than two Recommender machine and along with it erad-
icates any weak point which exist whilst simplest one recommender machine is used.
Variety of methods wherein the structures may be fused, such as:

1. Weighted-Hybrid (Recommendation): The rating of an endorsed object is calculated
from the outcomes of all that need advice strategies present inside the system.

2. Switching-Hybrid (Recommendation): switches among various recommendations
techniques when one doesn’t work.

3. Mixed Hybrid Recommender: It is used where a large number of recommendations
are to be made. Here pointers from multiple approach are supplied together, so the
person can pick from a huge variety of recommended items.

3 Review Work

Traditional systems were not competent to unstructured data and to preserve robustness
[38]. In recent years, many techniques of computer vision, reinforcement learning, and
many more are rapidly deployed for recommendation systems that yield better results
than traditional ones.
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3.1 Deep Learning Based Systems

First application of DL was seen in [39] where restricted Boltzmann machines (RBM)
were used along with collaborative filtering [38]. Deep learning models that have been
used arewith two-layers cramped byRBM(Boltzmannmachine) to search for the ordinal
ratings [22] and an extension of mentioned work by the parameterization options [23].
Fact that recommender system includes all data like text, image, videos etc. motivated
use of deep learning in recommendation systems [24].MLP (multi-layer perceptron) [27]
models both linear and nonlinear relationships with machine factorization for feature
engineering [25]. Tomodel the linear relation, in co-occurrencewithmatrix factorization,
Neural collaborative filtering can prototype user-product non-linear relationships [26].
AutoRec combines an autoencoder andmatrix factorization focusing learning of users’ or
products’ non-linear latent representations [28].AutoSVD++ is a hybrid for generationof
item feature representations from item-contentmethod that hybrids amatrix factorization
and contractive autoencoder [29]. Both Long as well as short term user preferences
are combined, along with user preference drift is taken to consideration with a fine
tuning using hierarchical-attention-network [30, [31]. Used user-item embedding with
perturbations with notion of Bayesian personalized ranking as an adversarial regularizer.
User-item preferences are learnt from interactions, knowledge graphs [32], tags and
images [33]. Apart from these, CNN based models like DeepConn, ConvMF, RNN,
LSTM, GNN and GAN have also been applied [7]. Using computer vision, in-vogue
models are Incetionv3,VGG-16,Xception, resnet-50 andVGG-19 [8]. Another common
example can be seen of YouTube, Yahoo, Twitter and eBay prefer deep neural networks
(DNNs), while Spotify choose convolutional neural networks (CNNs) [34].

3.2 Transfer Learning Based Systems

TL is a system mastering technique in which a version evolved for a project is reused
considering it as the start line for a version on a 2d project [6]. Depicts some general
examples of TL. To unsheathe knowledge from a number of data sources to help the task
of learning for the target domain. Here are its classifications: (1) Transductive transfer
learning. The initiating and goal actions are the same, however, their domain names are
different. Area adjustment is its common application. The contradiction of supply area
and the goal area may be as a result of either varying marginal distribution in feature
spaces or characteristics feature spaces varieties themselves [7]. (2) Inductive transfer
learning: Here both goal and initiating task differs from each other. If data labeling is
present in the goal area, then its multi task learning, and if there is no labeled data, it is
known as self-taught learning [7]. (3) Instance transfer: For target duties, the Reutiliza-
tion of source domain knowledge is usually an ideal scenario. In maximum cases, the
supply area records cannot be reused straightforwardly as it is. Rather, there are positive
occurrences from the supply area that may be reused alongside goal records to enhance
results. A good example of this is a modification to Adaboost [8]. (4) Unsupervised
transfer learning. Goal duties are tasks of unsupervised learning, else all settings are the
same as in inductive transfer learning. For source or for the target domain, data isn’t
labelled [7]. (5) Parameter Transfer: models for associated duties share prior distribu-
tion of hyperparameters or some parameters. Differing multitask learning, where both
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the origin and goal responsibilities used to learn simultaneously, for transfer learning,
weightage to the loss of the target domain is added to improve overall performance is
preferred [8]. (6) Feature-representation transfer: This method focuses on minimizing
domain divergence and reduction of error rates by spotting good feature representations
which can be in turn used from the source to target domains. Depending upon the acces-
sibility of labeled data, feature-representation-based transfers may apply supervised or
unsupervised methods [8]. (7) Relational Knowledge Transfer: This attempts to handle
the data which is dependent and not identically distributed. In different words, statistics,
in which every statistics factor has a relation with different statistics points; for instance,
social community statistics makes use of relational-knowledge-transfer techniques.

Cross Domain Recommender System using transfer learning is capable of handling
data sparsity problem, providing a rich, personalized and diverse recommendations.

a. In CDRS (with side information) [7], it is supposed that a part of secondary infor-
mation such as social information, user-generated information, or product attributes
entities is present. CMF (Collective matrix factorization) works on eventualities
having a user-object score matrix and an object-characteristic (attribute) matrix for
the identical organization of objects are available, thereby factorizing those matrices
through parameters of object sharing because the objects are identical. Tag-informed
collaborative filtering (TagiCoFi) [9, 10, 11] is an approach where a score of a user-
object matrix and user-tag matrix for similar arrangements of customers are used.
First user similarities are restored from shared tags are utilized for helping the rank-
ing matrix’s factorization. TagCDCF (Tag cross-domain CF) is the extended version
of TagiCoFi method where, each having facts from those matrixes, two separate area
eventualities are there. To tweak the recommenders’ overall functioning inside the
goal area, TagCDCF concurrently integrates intra-area and inter-area correlations to
matrix factorization

b. CDRS (containingnon-overlapping entities)manages non-overlapping entities trans-
fer at group level for duo domains. Items and Users group are clustered done and
through group-level rating patterns achieve knowledge sharing [7].

c. CDRS with fully or partially overlapping entities [12, 13, 14, 7] suppose that entities
among twodomains-source and goal overlap and are connectedwith constraints. This
factorizes two matrices of user and item domain with the help of sharing a part of
parameters after factorizing. Collective Transfer Factorization (TCF) has evolved for
the application of implicit facts present within the source domain to predict explicit
comments i.e. H. of rankings in the goal domain. CDTF (Cross-domain triadic factor-
ization) is used to person-item domain tensor to merge implicit and explicit feedback
of each. Due to full overlapping of users, user factor matrix is similar by connecting
all existing domains. CBMF (Cluster-based matrix factorization) attempts to push
the CDTF onto partially-overlapping entities. Because the correspondence between
entities is partially available, a number of approaches are formulated combining users
and/or items in two areas. For latent space matching, Unknown user/item likings are
used. All these are shallow learning based. Both item and user features are mapped
in target domain combining their features, knowledge transfer is done. GANwith an
extra objective function is applied to differentiate embedding features of user-item
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differently [15, 16, 17]. Common framework of Cross Domain Recommender Sys-
tem along with Generative Adversarial Network is proposed to concern on all the
three scenarios above [7].

Apart from these, two famous strategies for DL with transfer learning are [8]: 1.
Pre-trained Off-the-shelf Models for extraction of Features: Crux is to use pre-trained
model where weights of the model’s layers are not updated during training with new data
for the new task and weighted layers are used to to squeeze out features. 2. Fine-Tuning
Off-the-shelf (Pre-trained Models): Here top layers of network are cut off and replaced
with supervised objective of target task, and the network is fine-tuned with backprop
using labels for target domain till validation loss begins to increase. Bottom n layers are
freezed when those are not updated during backprop and target task labels are scarce
as well as overfitting needs to be avoided or fine-tuned when those are updated during
backprop and target labels are in abundance [8].

Here are mentioned some types of Deep transfer learning [8].

1. Domain Adaption: Domain adaption is commonly related to layout where the
marginal probabilities among the initial and goal domains varies. To transfer the
learning, there is a built-in drift (or shift) in both goal and source domains data
distributions that needs refinements.

2. Domain Confusion: Different sets of features are captured by variety of DL network.
To ameliorate the transferability across domains, this information can be used to
recognize domain-invariant features.

3. Multitask learning: In this model, a variety of tasks are learned at same time without
any dissimilitude between the source and targets. Unlike in Transfer learning where
learner in the beginning doesn’t have idea about target task, here, learner acquires
information about multiple tasks instantaneously.

4. One-shot learning: Here inference is made for targeted output dependent on just one
or little amount of training examples.

5. Zero-shot learning: Clever judgments are made at time of training phase to discover
and use additional information to know unseen data.

[40]UsedDLalongwith transfer learning and dimension reduction to extract features
from images, thereby applying these features for user-based collaborative filtering for
movie recommendations [41]. Proposed value-based neighborhood model using cosine
similarity and Pearson coefficient along with KNN to predict customer loyalty address-
ing sparsity. [42] introduced a method with zero-shot learning and autoencoders to learn
language naturally to learn item-item representations. [43] summarizes a feedback loop
for understanding user ratings using their discoveries and blind spots, thereby using bias
and fairness for next iteration. [44] uses cross convolution filters consisting of variable
embedding, cross convolution filters and rating prediction module to effectively capture
nonlinear user-item interactions [45]. Proposes a deep learning model with deep autoen-
coders to unveil nonlinear, nontrivial, and hidden user-item relations for multicriteria
purposes [46]. Employs autoencoders to extract trust relation features and tag informa-
tion from user-user and user-tag matrices. In turn, these extracted features are deployed
for the calculation of similarity values among users for the prediction of unseen items
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[47]. Proposed a method of embeddings for item and user representations for learning
non-linear latent factors. Themethod used varying the values of epochs resulting increase
in weight decay along with decrease in learning rate for improving efficiency [48]. Com-
pared CDAE (Collaborative Denoising Auto Encoders), DAE-CF (Deep Auto Encoders
for Collaborative Filtering) and DAE-CI (Deep Auto Encoders for Collaborative Filter-
ing using Content Information), showing DAE-CF with best results [49]. Represented
a model combining Hidden Markov Model with ANN. [50] used deep learning with
collaborative filtering. They extracted aspects by word embedding and POS tagging,
thereafter generation of ratings through LDA and lexicon based methods.

3.3 Active Learning Based Systems

The task of AL is to select the data precisely so that ML algorithms can perform better.
The labelling process is always time consuming especially for online systems, active
learning can successfully be applied here. Some of the active learning methods are
query-by-committee, uncertainty sampling, anticipatemodel change, variance reduction,
expected reduction in error, and density-weighted methods [7]. Its techniques include
rating impact analysis and bootstrapping, decision trees and matrix factorization.

[51] Used Gibbs sampling with Bayesian Nonnegative Matrix Factorization for
movie recommendations [52]. Proposed an approach for recommendation where ini-
tially users were clustered to different groups, then a representative from each was
chosen. Using one-hot representation of selected users, the likeliness of users to rate the
item and its variance was calculated. Using these ratings, further estimation was done
[53]. Proposed a framework called POLAR++ which used Bayesian neural networks to
grab the uncertainties in user preferences for the selection of articles for feedback. For
task of article recommendation, attention based CNN was used for similarity between
user preference and recommended articles.

3.4 Reinforcement Learning Based Systems

Reinforcement Learning (RL) is a form of ML technique that allows an agent to study in
an participative surroundings via way ofmeans of trial and blunders the usage of remarks
from its personal movements and experiences [18]. This makes use of remunerates and
penalties as alerts for negative and positive behavior. In desire to build up an optimal
solution, the agent has to explore new states alongwithmaximization its universal reward
simultaneously. This is known as Exploration vs Exploitation trade-off. To stabilize both,
the great standard approach may also contain quick time period sacrifices. Therefore,
the agent is ought to acquire sufficient data to make the best possible verdict for future.

• Markov Decision Process [18]: An MDP is made up of a set of possible actions A(s)
in each state, a set of finite environment states S and a real valued reward function R(s)
with a transitionmodel denoted byP

(
s′, s|a). Inmost of cases, realworld environments

don’t have any advance knowledge of environment dynamics.
• Q-learning [18] It is a model-free approach which is commonly applied for creating
a self-playing PacMan agent. It better believes in concept of overhauling Q values
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indicating value of executing action a in state s.

Q(st, at) ← (1 − a).Q(st, at) + a(rt + γ .maxaQ(s, a))

Q(st, at) is the old value, a is learning rate, rt is reward, γ is discount factor and
maxa Q(s, a) is the estimated value of optimal feature. The term (rt + γ. maxaQ(s, a)
represent learned value.

• Deep Q-Networks (DQNs) [18] uses NN to predict Q-values. But its disadvantage is
it only can tackle with low-dimensional and discrete action spaces.

• SARSA [18] is an on-policy technique which grasps the value based on its existing
action a extracted from its existing policy.

• DDPG (Deep Deterministic Policy Gradient) [18] is a off-policy, actor-critic and
model-free algorithm that efficiently solves this problem by comprehending policies
in high dimensional with continuous action spaces. This model has proven to be state
of art on music recommendations. Here the action of the DDPG learner contains a
particular song selected from a huge pool. Following this action, by representing every
tune with the help of a set of continuous features expanding the action space from
discrete to continuous, it became possible and easy to scale up the number of candidate
songs it can accommodate, while maintaining its accuracy and diversity [19].

• Amulti-armed bandit is a complex slot device in which in place of 1, many levers are
present for a gambler to select, each lever having a distinctive reward. Unknowingly to
gambler, probability distribution associated to each lever is varying [20]. Solutions to
this problem includes action value function, regret, upper confidence bound, decayed
epsilon greedy, softmax exploration, epsilon greedy approach, greedy approach and
regret comparison [20].

[54] Proposed a multi-agent reinforcement learning framework, Temporary Interest
Aware Recommendation (TIARec) which can grasp and differentiate between normal
preferences and seasonal ones [55]. Partitioned a graph to three sub-graphs, item graph,
user graph and user-item mapping graph. User and item graphs are pre-trained for user-
item interaction graph with the help of the proposed model RsAM-GNN (Attentive
Multi-relational Graph Neural Network) learning relations through attention layer. To
sample top-k similar neighbors from the graph, RNS (Reinforced Neighbor Sampler)
was employed to discover the threshold of optimal filtering. To recommend, Graph Neu-
ral Network model based on aggregation is initiated with user-item embeddings [56].
Used DQN based technique to recommend item list [57]. Proposed deep Q learning with
double exploration-based framework- DEN-DQL to get offline data trained for news rec-
ommendations. [58] uses RL based dynamic algorithm for user feedback. To maximize
click-through rate (CTR) and cumulative estimated reward (CMR), Q learning was used.
Andfinally, to provide top-k online context-aware recommendations, frameworks named
Cross Feature Bandits (CFB) and Sequential Feature Bandits (SFB) were proposed [59].
Introduces deep reinforcement learning based deep hierarchical category-based recom-
mender system (DHCRS) with two deep Q- networks, one for selection of item-category
relationship and another for selection of item to recommend thus addressing problem
space with large action [60]. Introduces reinforcement learning based recommender sys-
tems in mobile edge computing to improve throughput [61]. Utilizes Markov decision
processes (MDP) with RNN for cold start and warm start scenarios.
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3.5 Soft Computation Techniques: Fuzzy System and Evolutionary Algorithms

Fuzzy Logic: In content based systems, fuzzy logic is applied for profiling the customers
andmatching of relevant items. In memory based, it is utilized for profile uncertainties in
customer tastes. Besides, fuzzy sets can express precariousness in item features, lacking
item descriptions, subjective user feedback on those items and for item portrayals [7].
These systems are capable of measuring user interest consistency and it’s imprecision
from given vast data [7].

Evolutionary Algorithms: The use of evolutionary algorithms can be seen in problem
of multi objective optimization, considering multiple performance like accuracy, diver-
sity, etc., to combine outputs of multiple recommender system. These systems are also
applied to create user-item profiles to find core users and for handling ratings by com-
bining a multi objective optimization problem to a single objective problem [7]. Ratings
also include Pareto optimal recommendations or tasking multiple criteria as constraints.
These algorithms also play a role in recommender’s security.

[62] Made use of soft rough sets along with context-aware recommender systems
for the task of video recommendations [63]. Proposed rough C-means type methods for
recommendations of e-commerce sites as well as video streaming services [64]. Using
game-theoretic N-soft sets, Attempted to solve the issue of missing ratings by three-way
classification.

3.6 NLP Based

NLP can be used in recommender systems for topic modelling, in ratings, item descrip-
tion from text, identifying user generated tags, for user reviews, summary generation
and extracting many more relevant features. Relevant techniques in NLP for above tasks
include vector models (tf-idf, BM25), LDA, embeddings (Glove, Word2vec, FastText),
semantic text similarity, summarization, encoders (BERT) [8] andmanymore [21]. Rec-
ommendations with features like item experience and sentiment of users to provide per-
tinent items according to user query have been evolved [7]. The neural embedding algo-
rithm in order to deduce product similarity correlations, andmulti-level itemorganization
for application on personalized ranking, has been associated with a CF framework [7].

[65]UsedCNN,VGG-16 architecture alongwithNLP techniques for product recom-
mendations [66]. Makes use of Neural Network Language Models for semantic analysis
of documents [67]. Developed a recommender system to recommend papers and articles
that are related to particular topic of interest [68]. Employed Named Entity Recognition
based extractor along with rule based and grammar based extractors to obtain the logical
relations. Based on these data, similarity scores were calculated and then considered for
recommendation.
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4 Summary

See Table 1.

Table 1. Summary

Paper Dataset Methodology Task

[39] Yelp, Amazon, Beer DeepCoNN User-item recommendation

[40] MovieLens Transfer learning with
collaborative filtering

Movie recommendation

[41] Amazon movies review Value based neighborhood
model

Customer loyalty

[42] (sample created) Zero shot learning with
auto-encoders

Learn item-item
representations

[43] MovieLens Feedback loop setting Study behavior of iterative
recommender system

[45] Yahoo movies, TripAdvisor Auto encoder based model Learn non-trivial and
non-linear user item relations

[47] MovieLens, FilmTrust,
Book-Crossing

Embeddings Address gap in collaborative
filtering

[48] (created from MOOC) DAE-CF E-learning recommendations

[49] MovieLens Hidden Markov model with
ANN

Pattern recognition for
recommendations

[50] Amazon, Yelp MCNN model with Weighted
aspect-based opinion mining

Product recommendations

[51] MovieLens Bayesian Nonnegative Matrix
Factorization

movie recommendation

[52] movielens-Imdb Active learning with clustering To address cold start

[53] Dataset from AMiner, Patent
Full-Text Databases of the US
Patent, Related-Article
Recommendation Dataset
(RARD)

Bayesian neural network with
attention based CNN

Article recommendation

[56] – DQN based technique Product recommendation

[57] – DEN-DQL News recommendation

[58] News article data RL based dynamic algorithm News recommendation

[59] – deep reinforcement learning
based deep hierarchical
category-based recommender
system (DHCRS)

Action- space issue

[60] – reinforcement learning based Mobile edge computing

[61] – Markov decision processes
(MDP) with RNN

Address cold start problem

(continued)
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Table 1. (continued)

Paper Dataset Methodology Task

[62] LDOS-CoMoDa Context-aware recommender
system

Context relevancy in video

[63] NEEDS-SCAN/PANEL, d
MovieLens

Rough C-means based
methods

A recommendation in
e-commerce

[64] LDOS-CoMoDa, InCarMusic N-soft sets based method Context aware
recommendations

[65] Amazon Apparel database NLP with CNN based methods Product recommendation

[66] Patent documents (sample) Neural network language
models

Document/article
recommendations

[67] – Weighted average and text
similarity

Document/article
recommendations

[70] MNIST, Fashion-MNIST Bandit algorithms Learning in non-stationary
environments

[71] MovieLens-100K Auto-encoders based methods Movie recommendations

[72] Microsoft Academic Graph Metric for exposure bias with
text embeddings

Research papers
recommendations

5 Observations and Research Gap

The primary issue faced by the recommender system is the requirement of bulky data. A
good system needs data from a catalog or from other form for which then it must capture
and analyze user behavioral events. Thus it can become a chicken and egg problem [35].
Another issues include changing trends and user preferences or sometimes include a
large number of variables. The next problem of Cold Start crop up as a novel customer
or product sets foot in the market. Another problems includes synonymy (n item is repre-
sented with more than two distinct labels or filings with similar intents), Shilling attacks
(if a baleful user or competitor sets foot in the mechanism, inflicting fictitious grading
(ratings) for particular items to astray information of popularity of product), overspecial-
ization (Meagre content analysis leading to CB recommendation not to suggest novel
items.), grey sheep (in run-of-mill C-F systems where users’ viewpoint don’t meet with
any of type), sparsity, scalability, the problem of latency (it occurs when fresh products
are included in dataset over and over again), unavailability of benchmark dataset and
context awareness (users’ short and long term history with geographic locations) [36].

Issue of Data Sparsity exists when collaborative filtering-based methods are
employed. This problem to some extent can be solved if preferences relations are used
instead of absolute ratings [69]. Time awareness regarding popularity span [69], or
seasonal products are also important. Besides, online data are a vast pool including
structured as well as unstructured data. Personalization of search engine for relevancy
is also an important aspect. Sometimes decisions along with recommendations come to
roles where the system is like Resource Allocation Problem [69].
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6 Future Directions and Conclusion

Traditional recommender system supposes that user preferences are static over time,
thus their history documentation are equally weighted. But as these changes over time-
based on individual experiences personal preferences, or popularity-driven influences,
this behavior of big data is known as concept drift. To resolve this issue, instanced decay
and time window was introduced [7], which determines the data weights occurrences
alongside the time-period and compares to that old data which weighs not so much as.
Considering time as one more dimension of data, a method which operated on dynamic
matrix factorization was introduced, apart from penalizing the old data. Still, these
methods cannot regulate the increase in bias resulting due to the directions of change.
Another topic includes long-tail, where items are unpopular, are rarely noticed by the
users. With the development of these systems, the development of privacy conserving
and secure systems are in demand. While some systems are too complex to understand
or lack clarity in explanation. This challenging limitation can be solved using integrating
visualization to recommender systems.

Current advancements in recommender system aims at assisting decision making
support system that includes vast information involving items metadata, user profiles,
user reviews, images and social networks. This paper reviews different available tech-
niques in recommender system, issues faced in it. Apart from these, it also identifies the
gap in current existing systems and paves path for future directions.
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Abstract. Corona virus Disease-2019 (COVID-19) is caused by infection with
the severe acute respiratory syndrome (SARS) coronavirus. In this COVID 19
pandemic, the virus spread bringing the whole world to downfall. This disease
can spread through the slightest touch, breathing the same air or using same basic
things like clothes, hairs, combs, etc. These viruses can live for hours even without
a host body. To prevent the spread, theworldwas put on lockdown, and peoplewere
constrained to their homes, but human life cannot go on without interaction. We
need a better way of preventing the spread of this type of disease. Hence a detector
is proposed for measuring the social distance between the people. This social
distancing detector can track the people who are not following social distancing
norms, then that person can be tracked down or the person is marked in red and
triggers the warning. In this paper we will be using Computer Neural Network
(CNN) to process our images and videos because CNN is a type of artificial neural
network that is used in recognition of large pixel videos or images. The proposed
technique can be the perfect way to help the person while people carry out their
daily tasks. From the evaluation parameters it is proven that the proposed technique
yields better results when compared to the state- of- the art techniques.

Keywords: COVID-19 · Person detection · Social distancing

1 Introduction

Coronavirus and its variants like delta, omicron and IHU cause many deaths in all over
the world. This virus does not show symptoms based on age. Anyone can be affected
by this virus at any age. In this current pandemic, coronavirus cases are increasing day
by day. Each country and state has been affected by this virus which has caused the
demolition of many families. This virus can be spread over an infected person’s mouth
or nose to the recipient’s mouth or nose. This could happen when the infected person
sneezes, cough, speak, sing or breathe [1].

World Health Organization (WHO) have considered the implementation of public
health and social measures (PHSM) which can result in decreasing the number of deaths
and spreading of coronavirus. PHSM is not a rule of law; it has been implemented based
on the cause of spreading coronavirus. It includes social distancing, avoiding crowded
places, and cleaning hands regularly using any antibacterial soaps or sanitizers [2].
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Coronavirus can enter to our bodywhen thepeople are notmaintaining social distance
from the affected person. To avoid this type of disease, the best practice can be following
the social distancing guidelines. Consider our own country India, which is the second
most populated country after China. Due to more population, the public places are
becoming more crowded. In turn, it is increasing the COVID-19 cases rapidly.

In this paper, a live social distancing tracker tool is proposed. It will detect the people
who are not following the social distancing rules. This can be done by computing the
distance between the nearby people.

The technique has been specially utilized for the more crowded area like markets,
bus stands, and other public areas as the probability of spreading COVID-19 is more in
these particular areas. In addition to that the proposed technique can also be used for
any type of restricted area or property like a gas station where entry of any outsider is
prohibited; this will detect the person and alert the security in that area.

The following sections discuss the related works, proposed work, results and
discussions and the conclusions.

2 Research Background

Yibing ma et al. [3], have proposed a fire alarm with person detection and thermal
camera. This system uses the YOLOv3-tiny algorithm for detecting a person. It also
checks the temperature of the environment, if the temperature is high in the region, then
it automatically starts detecting the people and alerting them.

In [4], the authors have proposed a technique for the detection of people from a
distance of several miles using a high-quality camera lens. They have used a two-stage
approach for detecting a person and distinguish between them using a distanced captured
video. A convolution neural network (CNN) is used for distinguishing a person carry-
ing a bundle or a person carrying a long arm. Several methods have been proposed for
background subtraction to robustly detect the people in thermal video across different
environmental conditions. They have used thermal cameras which can detect the images
even at the night, this is done by capturing the thermal radiation reflected from objects
which are captured by the camera, and hence the person is detected even in low light
conditions. In the developed technique, the shadow of the person will not be consid-
ered in the detection process unless the person is stationary for a long time [5]. Video
surveillance has become a necessary part in most of the places such as malls, railway
station, bus station and no entry places. Detecting a person in these areas has a major
role. In [6], a simple and fast real-time person tracking system was developed based
on the SiamMask network for video surveillance. This system uses deep learning-based
algorithms. Initially the person is detected using SiamMask technique then additional
training is done using transfer learning for obtaining the accuracy of 95%. The technique
[7] has proposed for multispectral pedestrian detection in the field of computer vision.
The authors have detected the pedestrian by leveraging RGB-thermal pairs with convo-
lutional neural networks. Further, they have studied the effect of noise on the output by
creating a clean version of ground-truth annotations.

Current industries required a minimum separation of workers from the machine
which is a good practice in industries for the safety of workers [8]. It was performed
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using a sensor-based approach and this system uses a backgroundmodel for representing
an aspect of the environment. Ideally, the safety zone surrounds by a green mark and the
danger zone is surrounded by a red mark. However, people have not considered robots
and if they enter in the red region then the system alerts the workers. Siezen et al. [9] have
implemented a technique using magnetic fields for keeping the track of social distancing
between people. They made a wearable device, it measures the distance between people
by the strength of the coil present in. If the distance is less than two meters then the
wearable device alerts the person to follow the social distancing guidelines. Nowadays
many digital companies involve Bluetooth technology which they have declared the
most effective technique for tracking persons in contact. Scott et al. [10], proposed a
system that tracks the people based onBluetooth in smartphone. It calculates the distance
between the smartphones and then track the social distancing, but this study may not be
feasible in all cases. Yadhav et al. [12], have conducted a mean accuracy and maximum
validation performance comparison between different models for detecting the objects.
Lin et al. [13], have performed an experiment on using the dataset of Common Object
in Context (COCO) and the obtained results are shown in Table 1.

Table 1. Mean average Precision score results of different pre-trained model

Model Minimum validation Mean accuracy

MobileNet SSD 19.3 19

Resnet-101 Fast R-CNN 31 30.9

Resnet-101 Fast R-CNN 33.2 33

Inception Resnet Fast R-CNN 34.7 34.2

MobileNet R-FCN 13.8 13.4

Yadhav et al. [12] have discussed the different dataset for analyzing Execution time
and number of object detected in each frame for the different dataset and the highest
accuracy between the different model and datasets is shown in Table 2.

Table 2. Comparison work for different pre trained model

Model name Execution time(s) Highest accuracy Object detected

SSD Mobilenet V1 COCO 219.58 94% 2

SSD Inception V2 COCO 298.22 97% 2

Inception V2 COCO Faster
RCNN

420.71 99% 3

Resenet V2 Atrous Mask RCNN
Inception

6008.02 99% 5
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On the basis of the results obtained, the data show that the MobileNet SSD has
a faster recognition rate and this model runs faster for object recognition. Hence, the
proposed work choses the MobileNet SSD as a recognition model.

3 Proposed Work

In this work, a live spatial detection technique is proposed. Initially, the live video
will be converted to frames. The people standing nearby will be detected in each and
every frame by the proposed technique. When the people are not maintaining the social
distancing, they will be surrounded by ‘Red mark’ or else they will be surrounded by
‘Green mark’. The method will be achieved by calculating the center point of the people
and a rectangular box type border will be created around them and if the box overlaps the
other nearby box, then the alarm or warning will be given to the people. This algorithm
can be divided into four functions where each function has its definitive algorithms and
properties.

Check Function: In this function, the person class which is identified by the mobile net
SSD is bounded by a box. This box may get overlapped to prevent the infinite bounding
box which is due to the simultaneous change in the position of the object. After the boxes
are bounded, the centroid of the bounded box is calculated and it is given a unique ID
and the same is done with other objects after the centroid is calculated.

Image Process Function: It is the major and most significant function as this function
is responsible for the generation of input and output files which are in the form of mp4
formats. This function takes the input file and splits it into many frames which are then
processed individually and then the output frames are joined to create an output video
in the same video format.

Input Parameters: Here, the algorithm is initialized, and input is given as ‘filename’
while the output file is generated and stored in the.mp4 format as ‘opname’. The input
video is in form of mp4, or live feed and the output video also can be downloaded in the
same format. Centroid rotation is used for finding the distance between a people. When
the separation distance is less than the set limit, then the person is shown with red mark.
The person finder function is used for finding and identifying the person of the figure in
the taken videos.

Main Function: This is the final part of the algorithmwhere the output processed frames
generated by the algorithm are joined once again to create an output mp4 file. This output
file contains the time stamp which tells the speed and duration of the video, the.time()
functions calculate the duration of the video and process which can be used for finding
the efficiency of the proposed algorithm. As the frames generation and object class
identification go simultaneously, this process time depends greatly on the hardware
used, speed of the processor, and also the duration of video like in my example – a 3-s
video took almost 150 s to be processed with the social distancing tool.



Live Social Spacing Tracker Based on Domain Detection 119

Fig. 1. Architecture for social distancing model

A. Object Detection Model
In this paper, the machine learning and person identification tool is used with

deep learning algorithms. While there are many other algorithms with higher accu-
racy, the Mobile net SSD came out to be the fastest, with the least hardware require-
ments it has a detection rate of 87.7% with a ratio of 80:20, training to test data
[11].

B. Determine person location
In determining the person and identification of the location of the object, some

of the important factors are kept in mind. For example, the camera should be at a
high point where it can capture large and stable video with minimum contact and
disturbance. The camera quality should be above average so that at least the person
in close proximity can be seen and identified. It should also have some kind of
protection or covering for preventing the outer disturbance to be captured as video.
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C. Calculate the center point in the bounding box
The person bounded by the bounding box is first given an id and then the centroid

of the person is calculated by using the formulae:

C(x, y) = (xmin+ xmax), (ymax + ymin)

2
(1)

Each of the minimum and maximum values for the corresponding width, xmin
+ xmax and height ymax+ ymin, of the bounding box will be used to calculate the
center point of the bounding box.

D. Distance between bounding box
After the bounding box has been calculated and the centroid has been

determined, the distance between two centroids are calculated using the Eq. (2).

D = ((xmax − xmin)2 + (ymax − ymin)2)1/2 (2)

This distance is the maximum distance between two objects or persons. It is
compared with two meters which is the distance to be maintained for preventing the
spread of COVID-19, thus the person can be then marked according to them as a
green or red box.

3.1 Algorithm

Step 1: Give the video (mp4) or live feed as an input.
Step 2: The video is divided into frames.
Step 3: Each frame is processed, and the person can be detected in each frame.
Step 4: A bounding box is created and the distance between each bounding box is

calculated.
Step 5: The value is compared with the minimum distance.
Step 6: The box is either displayed red or green based on the measured distance.
Step 7: Output processed frames are then converted to a video.

4 Results and Discussions

In this work, python 3 and openCV libraries are used for image processing techniques.
For calculation, two videos are taken on bridge and a 4-way road. Camera recordings
are processed, while some random frames are taken from the output video to create a
proper dataset. We have taken four different benchmark dataset as Self video, Bridge
video, 4-Lane video and PETS-2009 video whose accuracy has been listed in Table 3.
This dataset has been analyzed based on the multitude i.e., if this system can detect the
person.

To measure the accuracy of the system, values for true positive (TP) - number of
persons correctly identified who are following the social distancing norms, true negative
(TN) - number of persons identified who are not following the social distancing norms,
false positive (FP) - number of persons correctly identified and not following the social
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distancing norms, false negative (FN) - number of persons not correctly identified and
following the social distancing norms.

Accuracy = TP + TN

TP + TN + FP + FN

The accuracy is then taken from these environments to give the final results and
comparison with the different models and algorithms.

Table 3. Accuracy of the proposed algorithm.

No Video TP TN FP FN Accuracy

1 SELF-video 2 2 0 0 100%

2 BRIDGE 6 9 2 1 83%

3 4-LANE 10 16 10 4 65%

4 PETS-2009 0 7 1 2 70%

Fig. 2. BRIDGE output

Based on the findings and results, it can be proven that the proposed technique yields
better results when compared to other algorithms.

The obtained results for different dataset are tabulated in Table 3. For the self-
video, the proposed technique achieves 100% accuracy. But when the other datasets are
considered, the accuracy is getting decreased because of the increased density of crowd.

Figures 3 and 4 shows the model detection for the dataset PATS-2009 and 4-lane.
The detection model accuracy is reduced when the person is too close because both the
persons are identified as a single person. The technique achieves very high efficiency
in tracking static or less crowded places. The algorithm is implemented in Intel I5, 7th

generation. The computational complexity is reduced and accuracy can be improved by
removing the redundant frames. After analyzing all four dataset we understood that in
Figs. 1 and 2 has less crowd so the efficiency of the system is 100% but when coming to
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Fig. 3. PATS-2009 output

Figs. 3 and 4 this dataset contains more crowd so the system is unable to detect person
who are very close to each other it detects them as a single person so this can be a major
issue of the existing system.

Fig. 4. Four lane output

5 Conclusion and Future Work

Themajor precaution to prevent COVID- 19 and its variant is maintaining social distance
and avoiding physical contact of the person who is affected from the disease. Viral
transmission rates will be increased because of non-compliance with these rules. To
achieve the desired functionalities, proposed technique is implemented using Python
and the OpenCV library. The first component detects social distancing infractions, while
the second feature detects violations of entering restricted locations. The accuracy of
both characteristics has been verified. The proposed technique has met all its objectives
and it can be proven from the obtained results. In future, we are planned to remove
the redundant frames in the dataset which will improve the accuracy and reduces the
computational complexity.
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Abstract. Deep learning-based Convolutional Neural Network (CNN)
architectures are commonly used in medical imaging. Medical imaging
data is highly imbalanced. A deep learning architecture on its own is prone
to overfit. As a result, we need a generalized model to mitigate total risk.
This paper assesses a layer normalization (LN) technique in a CNN-based
3D U-Net for faster training and better generalization in medical imaging.
Layer Normalization (LN) is mostly used in Natural Language Process-
ing (NLP) tasks such as question-answering, handwriting sequence gener-
ation, etc. along with Recurrent Neural Network (RNN). The usage of LN
is yet to be studied in case of medical imaging. In this context, we use brain
MRI segmentation and train our model with LN and without normaliza-
tion. We compare both models and our LN-based model gives 32% less vali-
dation loss overwithout normalization-basedmodel.We achieve validation
dice scores of unseen input data passes to LN based model of 0.90 (7.5%
higher than without normalization) for edema, 0.74 (12.5% higher than
without normalization) for non-enhancing tumor and 0.95 (1.5%higher
than without normalization) for enhancing tumor.

Keywords: Convolution neural net · 3D U-Net · Generalization ·
Layer normalization · Batch normalization · Group normalization ·
Instance normalization · BraTS · MRI

1 Introduction

Recent advances in the interpretation of medical images specially in brain tumor
segmentation make substantial use of deep neural networks [5,10–12,16,18]. Con-
volutional Neural Network (CNN) is most often used as deep learning architec-
ture for medical image analysis. We used BraTS 2016 and 2017 datasets [17]
for brain MRI tumor segmentation and applying layer normalization on CNN
based 3D U-Net to generalize the deep neural network. By default, tradi-
tional approaches employ Batch Normalizaion (BN) with a 3D U-Net archi-
tecture [3,12]. Many researchers apply Group Normalization (GN) [6,11] and
Instance Normalization (IN) [13] in medical imaging. Layer Normalization (LN)
c© IFIP International Federation for Information Processing 2022
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is mostly used in NLP tasks such as question-answering, handwriting sequence
generation, etc. with Recurrent Neural Network (RNN) [1].CNN served as an
effective tool for representing and presenting the input data. CNN-produced
features were so effective that handcrafted features became obsolete. This is not
to say that domain specialists are unnecessary. Domain knowledge aids in the
selection of the CNN architecture, resulting in a more performant CNN model.

The backpropagation learning technique poses difficulties for deep learning
networks. Numerous gradient descent algorithms may be accelerated using var-
ious optimization approaches, such as momentum optimization, Adagrad, and
so on. Additionally, normalization approaches improve the stability and learning
speed of DL. Many studies employed batch normalization [4], instance normaliza-
tion [20], group normalization [21], layer normalization [1], and other normalizing
approaches in DNN. When CNN is used for computer vision or medical image
analysis, a problem called “covariate shift” occurs [15]. This issue confuses the
training process, and the model provides biased output. Loffe and Szegedy [4]
devised the method of Batch Normalization (BN) to solve this issue. They nor-
malize the input data and output of the hidden layers and make learning faster
and helps in faster convergence. The primary issue with BN is that performance
is highly dependent on batch size. Also, we cannot normalize until the complete
batch is operated on during batch mode training. This research assessing normal-
ization with Layer Normalization (LN) approach in a CNN-based 3D U-Net [2]
deep learning architecture. The same technique has been used in Recurrent Neu-
ral Network (RNN) [1]. We normalized the input layer data and hidden layer
data through LN. There are several parameters and weights in the hidden layer,
and each layer is a weighted sum of the activations of the preceding layers. Back-
propagation updates all weights repeatedly. Hence, the distribution may not be
consistent over epochs. As a result, we’re facing the identical issue of covariate
shift [15]. To see the impact of this issue on training, we train our model using
layer normalization as well as without normalization. Finally, we assess training
effects in CNN-based 3D U-Net on the brain tumor segmentation with BraTS
MRI dataset.

The remainder of the paper is laid out as follows: the literature review is
included in Sect. 2. The normalizing approach is explained in Sect. 3. Section 4
discusses the dataset and explains the functioning of the 3D U-Net architecture
with Layer Normalization. Section 5 concludes this work.

2 Literature Review

In general, normalization improves the efficiency, speed, and accuracy of the
learning process. When a deep neural network is trained and an image dataset
is passed to network through batches, one of the problems encountered by Shi-
modaira [15] is referred to as covariate shift. It is defined as the shift in the
distribution of network activations caused by training parameter changes. To
address this issue, Ioffe and Szegedy [4] developed a technique called Batch Nor-
malization (BN). This paper defines how BN works. They presented an algorithm
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for how to train a network with BN. They used the MNIST dataset to predict the
digit class and the ImageNet dataset to perform classification. They employed a
CNN architecture with BN with a batch size of 32 for their analysis. They found
that BN required fewer iterations during training to achieve higher accuracy
than a normal architectures. To address the shortcoming of batch normaliza-
tion Yao et al. [22] have proposed a cross iteration batch normalization (CBN)
in which numerous recent iterations are jointly utilizes to improve performance.
They used benchmark dataset Image net and COCO for image classification and
object detection respectively. With batch size 4, Naive CBN surpasses BN by
1.7% in accuracy.

Wu and He [21] introduced the technique of Group Normalization (GN).
This technique is used to normalize the values. They demonstrated that GN is
a straightforward representation of Batch Normalization (BN). They used Ima-
geNet, COCO dataset for image segmentation and detection, and the Kinetics
dataset for video classification. They trained our model using ResNet-50. As a
result, they determined that GN had a 10.6% lower error rate than BN (batch
size 2). When we reduce the batch size or use a tiny batch size during training,
BN becomes worse. GN is independent of batch sizes, so it outperforms BN.

Ba et al. [1] have proposed another normalization technique called Layer
Normalization (LN). They noticed that in BN, performance suffers when the
batch size is decreased. The BN-related architecture can not normalize the input
until the complete batch is processed. In LN, they computed the mean and
variance used to normalize all the features extracted from a single example. For
the experiment, they used the MNIST dataset for classification and RNN for
image-sentence ranking, contextual language modeling, etc.

Shrestha et al. [16] have enhanced the batch normalization technique to make
deep learning faster. They used this for segmentation in medical imaging, specif-
ically prostate cancer segmentation. These images are magnetic resonance (MR)
images. They found that DL had not accurately performed prostate segmenta-
tion on MR images, so they used BN in deep neural architecture. They used the
U-Net architecture and modified the state-of-the-art BN through a modification
in the loss function. Finally, their proposed method reduces the processing time
and enhances accuracy. To compute the accuracy, they use the dice similarity
coefficient.

Reinhold and Jacob [14] have investigated seven different techniques for nor-
malizing the intensity distribution of MRI brain images over three contrasts
(T1-w, T2-w, and FLAIR). They demonstrated with the Kirby-21 dataset. The
experiments have shown that synthesis results are robust to the choice of the
normalization technique. They recommended normalization as a pre-processing
step before data is served as an input in patch-based DNN.

Numerous authors [6,11–13] have applied data augmentation and normaliza-
tion techniques on the BraTS dataset of MR images. Data normalization built
new patches from the existing patches to overcome the large variation in brain
tumor heterogeneity and scarcity of data. Andriy [11] has used group normalisa-
tion followed by ReLU and traditional CNN to iteratively decrease the dimension
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of images. Zeyu and Changxing have proposed a novel two stage U-Net architec-
ture to segment the brain tumor from coarse to fine. They used group normal-
isation as pre-processing technique followed by ReLU on BraTS 2019 dataset.
Kumar and Rockett [8] proposed a bootstrapping procedure to partition data
across modules and thus improving generalization through training of multiple
neural modules [9].

Zeyu et al. [6] have proposed a novel two stage U-Net architecture to seg-
ment the brain tumor from coarse to fine. They used group normalisation as
pre-processing technique followed by ReLU on BraTS 2019 dataset. Hiba and
Ines have proposed a pre-processing technique based on contrast enhancement
and intensity normalization on MRI data. Automatic segmentation is a chal-
lenging due to the high spatial and structural heterogeneity of brain tumours.
Sergio et al. [13] have presented a CNN based architecture for automatic seg-
mentation on brain tumor (BraTS-2013 and 2015). MR images. They applied
intensity normalization at pre-processing level to make the contrast and inten-
sity ranges between patients and acquisitions more consistent. Experimentally,
they shown that intensity normalization enhances the dice similarity coefficient
matrix. Nosheen et al. [18] have proposed a smart segmentation technique for
whole brain tumor based on standard dataset BraTS-2019 and BraTS-2020.
They use 3D UNET architecture followed by batch normalization layer.

3 Normalization

Normalization is a technique used to normalize the heterogeneous data on the
same scale. This approach is used in deep learning architectures to accelerate
learning, maintain network stability, and improves the overall performance. Nor-
malization procedures are classified into four categories. Normalization by Batch
(BN) [4], Layer (LN) [1], Instance (IN) [20], and Group (GN) [21]. We employ
layer normalization to train our CNN-based 3D U-Net. In LN, we consider the
feature maps calculated by multiple kernels over a single training data. Then we
calculate mean and standard deviation over these feature maps derived from one
training sample. Another mean and s.d. derived from another training sample,
and so on. The dimensionality of μ and σ vector is the same as the channel ‘C.’
Let us suppose we have ‘N’ number of training images and C number of channels
and every channel is of width ‘W’ and height ‘H’ provided by CNN. x represents
one feature element in channel C at point j, k in that particular channel feature.

μN =
1

CWH

C∑

i=1

W∑

j=1

H∑

k=1

xNijk (1)

σ2
N =

1
CWH

C∑

i=1

W∑

j=1

H∑

k=1

(xNijk − μN )2 (2)

We calculate μN and σN2, the mean and variance of the same data across
the same layer, using the preceding Eqs. 1 and 2. Now, we’ll normalize feature
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by using Eq. 3, where ε is a tiny positive constant and prevent the division by
zero condition.

x̂ =
x − μN√
ε + σ2

N

(3)

Yi = γx̂i + β (4)

After applying LN, we do reparameterization. We have to compute Yi (Eq. 4),
where γ and β are new parameters that define the distribution of the data.
During the backpropagation, γ and β are tunable, and it can be tuned in the
same gradient descent procedure along with the weight vector of the neural
network.

In Batch Normalization (BN), we collect all identical channels from all train-
ing examples in the same batch and group them together. We make mini batches
and compute their mean and standard deviation using Eqs. 5 and 6, where μC

and σ2
C are mean and variance of a particular mini batche, respectively.

μC =
1

NWH

N∑

i=1

W∑

j=1

H∑

k=1

xiCjk (5)

σ2
C =

1
NWH

N∑

i=1

W∑

j=1

H∑

k=1

(xiCjk − μC)2 (6)

After calculating the values of μC and σC2 from identical channels, we use Eq. 7
to normalize the values of mini batches. The fundamental issue with BN is that
its performance is highly dependent on the batch size. The performance will
decrease if we reduce the batch size.

x̂ =
x − μC√
ε + σ2

C

(7)

Yi = γx̂i + β (8)

Finally, Eq. 8 does the reparameterization; during the backpropagation phase,
γ and β values are tunable with the same gradient descent procedure as the
weight vector of the neural network. In BN, we cannot normalize the data unless
the entire batch is processed.

In Instance Normalization (IN), we consider every individual channel and
normalize them with respect to that channel’s mean μ and standard deviation σ.
We do not consider features belonging to other channels for computing the mean
and standard deviation. We normalize the features in that particular channel
only. After applying IN, we do the reparameterization as in Eq. 8 and both γ
and β are tunable during the backpropagation.

In Group Normalization (GN), the different channels are grouped into dif-
ferent groups. We compute the mean and standard deviation of each group.
After computing μ and σ we normalize the features belonging to that group
only with respect to the corresponding mean and standard deviation. Further-
more, we follow the same process of reparameterization that projecting back the
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normalized data as yi = γx̂i + β. The values of γ and β will be tuned during
the backpropagation along with the parameters or weight vector of the neural
network.

4 Experimental Setup and Results

4.1 Dataset Description

In this paper, we have used MRI multisequence data for brain tumor segmen-
tation from the BraTS 2016 and BraTS 2017 datasets. Simpson [17] et al. com-
bined these datasets and made them publicly available. This dataset was used in
the challenge (brain tumor segmentation) organized by the Medical Segmenta-
tion Decathlon [17]. The segmentation task aims to segment three brain tumors
called Edema, Enhancing tumor and Non-Enhancing tumor. The dataset con-
tains 750 MRI scans of patients receiving High Grade Glioma (HGG) or Low
Grade Glioma (LGG) treatment. All images are a 4-dimensional array of size
240×240×160×4. The MRI scans are multi-parametric and comprise native (T1)
and post-Gadolinium (Gd) contrast T1-weighted (T1-Gd) volumes, as well as
native T2-weighted (T2) and T2- Fluid Attenuated Inversion Recovery (FLAIR)
volumes shown in Fig. 1.

Fig. 1. Four Modalities of MRI Images in 2D space for visualization.

The BraTS dataset includes MRI scans from 19 medical institutes. These
MRI scans were performed routinely on patients at specific hospitals. There are
484 data points in this dataset. For our experiments, we divided these data points
into two partitions: training and testing. The 80% of all data points are utilized
for training, while the rest 20% are used for prediction. As a result, our training
set has 387 data points, whereas our test data contains 97. Every MRI scan is
rescaled to a 1mm3 isotropic resolution, and the skull is eliminated. These scan
is done in four modalities, we denoted these modalites with numbers (ranging
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from 0 to 3); 0→ FLAIR, 1→ T1-weighted, 2→ T1-Gd, and 3→ T2-weighted.
Multidimensional MRI images (each shape 240 × 240 × 160 × 4) are given as
input to the 3D U-Net architecture. The first three dimensions represent each
point in 3D volume called a voxel. A voxel is a data point in a three dimensional
volume. The fourth dimension aids in accurately detecting tumor locations by
providing additional information beyond the voxel data. These images (repre-
sented in voxel) are associated with four labels. Various numbers denote these
labels (ranging from 0 to 3), i.e., 0 denotes the background, 1 denotes edema, 2
denotes non-enhancing tumors, and 3 denotes enhancing tumors.

We extracted five subvolumes from each input image to efficiently train and
test the model. Each volume size is 160 × 160 × 16 × 4. We have removed those
subvolumes that contain 5% tumor regions. We used the HDFS-5 data format to
store these subvolumes and made a large dataset for training. 3D U-Net architec-
ture to learn with these subvolumes. For training, we have 1560 subvolumes, and
440 subvolumes are used for validation. Before training we standardize the input
data with its mean (μ) and standard deviation (σ). The sub-volume obtained is
standardized over each channel and Z plane.

4.2 3D U-Net Architecture

To learn the underlying pattern, a deep neural network requires a substantial
amount of input samples. In medical applications, the training data is small,
which is insufficient to quell the deep learning architecture’s surge. As a result,
we need a system capable of learning from a small sample size. For automated
brain tumour image segmentation. Figure 2 depicts our suggested architecture. It
includes an encoder and a decoder. Both contraction and expansion exist. These
two portions are symmetric. 3D U-Net uses 3D volumetric images. Hmeed et
al. [3] have used the U-Net architecture with the Batch Normalization (BN)
for MRI brain tumor segmentation. The contraction component gets the input
image first. The model accepts input of size 4×160×160×16. The input layer is
followed by downsampling units with one 3D convolution with 3×3×3 filter size
and 1 × 1 × 1 stride. Then normalization, activation, dropout, 3D convolution,
and max pooling with a pool size of 2 × 2 × 2.

The network with a 25% dropout rate has four downsampling units and
symmetric upsampling till the output layer. Each upsampling layer has a con-
catenation layer. The network uses ‘ReLU’ activation function for hidden layers,
whereas the output layer uses the ‘sigmoid’ activation function. We employ stan-
dardization, dropout, layer normalization, and data augmentation techniques to
improve brain tumor image segmentation through this architecture. We also
train the 3D U-Net architecture shown in Fig. 2 without normalization layer and
evaluate both performances.
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Fig. 2. Layer Normalization based 3D U-Net Architecture for MRI segmentation

4.3 Experimental Results

This part trains our model and compares the results with and without layer
normalization. We utilized Adam Optimizer to optimize [7]. The experiment
was conducted using a 6 GB NVIDIA GeForce RTX 3060/144 Hz GPU and 16
GB of RAM. We utilized Python as the platform and two open-source libraries,
Keras and TensorFlow. We have worked with a batch size of one. Given the
computational restrictions, we trained the model for 50 epochs with an initial
learning rate of 10−4. We performed MRI scans on 1560 sub volumes (defined in
Sect. 4.1). It takes around one day to complete the training iterations. However,
the behavior of the findings is almost the same. As a consequence of space
constraints, we give just one set of findings.

Fig. 3. Loss without normalization and with Layer Normalization.
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4.3.1 Generalization for Improved Performance
In Fig. 3, training and validation loss behavior keep on changing with their ups
and downs in errors. However, both training and validation loss errors converge
after some particular epochs. LN-based architecture (training loss 0.1115 and
validation loss 0.3220) gives 32% less validation loss than without Normaliza-
tion based architecture (training loss: 0.1054 and validation loss: 0.2182). This
demonstrates that the LN-based model outperforms the competition and provide
stability.

Additionally, we calculated performance in terms of the Dice Coefficient,
as the majority of publications have done (i.e., [13,19] etc.). Figure 4 illustrates
that the validation dice coefficient of the LN-based design has increased by 17.5%
when Normalization is used. Both of the training dice Coefficient after 50 epoch
almost the same. Hence, it shows that the LN-based approach gives better pre-
diction and generalizability than without the normalization-based approach.

Fig. 4. Dice Coefficient without normalization and with Layer Normalization

4.3.2 Segmentation for Abnormality

Fig. 5. Tumor prediction with layer Normalization deep learning architecture

This section demonstrates that how all LN-based empirical results are better
than without normalization based model. In high-dimensional MRI data, the
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LN-based 3D U-Net model is trained to correctly determine the shape, size,
and location of the tumorous cell. We have also evaluated the segmentation of
the subvolumes. The tumor region of ground truth and predicted data can be
visualized in 2D images. Both architectures probabilistically predict cancer for
each pixel. We have chosen 0.5 as a threshold for visualization to discretize the
output.

Fig. 6. Tumor prediction with out layer Normalization deep learning architecture

The segmentation results of unseen random data with corresponding ground
truth are shown in Fig. 5 and Fig. 6 with LN-based and without normalization-
based 3D U-Net architectures, respectively. For the evaluation of both model
predictions, we used different evaluation measures [13], including sensitivity,
specificity, FPR, and dice score.

Table 1. Performance measures with Layer Normalization 3D U-NET

Edema Non-enhancing-tumor Enhancing tumor

Sensitivity 0.8785 0.7391 0.9231

Specificity 0.9973 0.9978 0.9989

FPR 0.0027 0.0022 0.0011

Dice Score 0.9014 0.7419 0.9465

Table 1 and Table 2 show the empirical results of both architectures.
Dice score of the LN-based architecture gained 7.5% higher than without
normalization-based architecture for Edema, 12.5% higher Dice score for Non-
Enhancing-Tumor, and 1.5% higher Dice score for Enhancing Tumor. Specificity
outperforms sensitivity in both architectures (Table 1 and Table 2).
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Table 2. Performance measures without Normalization in 3D U-NET

Edema Non-enhancing-tumor Enhancing tumor

Sensitivity 0.8355 0.7440 0.9117

Specificity 0.9940 0.9956 0.9982

FPR 0.0060 0.0044 0.0018

Dice Score 0.8381 0.6591 0.9317

LN based model shows less FPR than, without normalization based model.
For all three forms of cancer, the LN-based model is more generalized and
exhibits significant outcomes on random input.

5 Conclusion

In summary, We assessed the LN technique on CNN based 3D U-Net archi-
tecture for brain MRI tumor segmentation. Additionally, we trained 3D U-Net
architecture without using any normalizing approaches. During training phase
with 50 epoch and batch size 1, LN based approach has given 32% reduction in
validation loss compared to the without normalization based approach. Tumor
segmentation has also done better in empirical studies using LN-based architec-
ture. By and large, Layer Normalization minimizes covariate shift effects during
training, resulting in faster learning and a more generic architecture.
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Abstract. Depression is a common mental illness that has to be
detected and treated at an early stage to avoid serious consequences.
There are many methods and modalities for detecting depression that
involves physical examination of the individual. However, diagnosing
mental health using their social media data is more effective as it avoids
such physical examinations. Also, people express their emotions well in
social media, it is desirable to diagnose their mental health using social
media data. Though there are many existing systems that detects men-
tal illness of a person by analysing their social media data, detecting
the level of depression is also important for further treatment. Thus,
in this research, we developed a gold standard data set that detects
the levels of depression as ‘not depressed’, ‘moderately depressed’ and
‘severely depressed’ from the social media postings. Traditional learn-
ing algorithms were employed on this data set and an empirical analysis
was presented in this paper. Data augmentation technique was applied
to overcome the data imbalance. Among the several variations that are
implemented, the model with Word2Vec vectorizer and Random Forest
classifier on augmented data outperforms the other variations with a
score of 0.877 for both accuracy and F1 measure.

Keywords: Depression · Data set · Data augmentation · Levels of
depression · Random Forest

1 Introduction

Depression is a common and serious mental illness that negatively affects the
way one feels, thinks and acts [1]. The rate of depression is rapidly increasing
day by day. According to Global Health Data Exchange (GHDx), depression
has affected 280 million people worldwide [3]. Detecting depression is important
since it has to be observed and treated at an early stage to avoid severe conse-
quences1. The depression was generally diagnosed by different methods modali-
ties clinical interviews [5,12], analysing the behaviour [6], monitoring facial and

1 https://www.healthline.com/health/depression/effects-on-body.
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speech modulations [19], physical exams with Depression scales [14,28], videos
and audios [18], etc. All these methods of diagnosing involves more involvement
of an individual or discussion about their feeling in person.

On the other hand, social media is highly emerging into our lives with a
considerable rate of increase in social media users according to the statistics of
statista [4]. Slowly, the social media became a comfortable virtual platform to
express our feelings. And so, social media platform can be considered as a source
to analyse people’s thoughts and so can also be used for analysing mental health
of an individual. Thus, we aim to use social media texts for analysing the mental
health of a person.

The existing works collect social media texts from open source platforms like
Reddit [32], Facebook [13], Twitter [11,16,27,30], Live journals [20], blog posts
[31], Instagram [26] etc. and used them to detect depression.

Research Gaps
All these research works concentrate on diagnosing depression from the social
media texts. Although detecting depression has its own significance, detecting
the level of depression also has its equal importance for further treatment. Gen-
erally, depression is classified into three stages namely mild, moderate and severe
[2]. Each stage has its own symptoms and effects and so detecting the level of
depression is also a crucial one. Thus, we propose a data set to detect the level
of depression in addition to detection of depression from the social media texts.
This paper explains the process of data set creation that detects the levels of
depression along with some baseline models.

Our Contributions in this Research Include

1. Creating a new bench mark data set for detecting the depression levels from
social media data at postings level.

2. Developing base line models with traditional learning classifiers.
3. Analysing the impact of data augmentation

2 Related Work

The main goal of our research study is to create a data set that identifies the sign
of depression and detect the level of depression and thus, the existing works are
analysed in terms of data collection, modalities and methodologies of detecting
depression.

2.1 Modalities and Methodologies of Depression Detection

For detecting depression, the data was collected by various methods like clinical
interviews [5,12], analysing the behaviour [6], monitoring facial and speech mod-
ulations [19], physical exams with Depression scales [14,28], videos and audios
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[18], etc. Since, the social media users are rapidly increasing day by day, social
media can also be considered as a main platform of source for detecting the men-
tal health. This key idea gave rise to the most utilized data set E-Risk@CLEF-
2017 pilot task data set [17] that was collected from Reddit. In addition to this
data set, many other data sets such as DAIC corpus [5], AVEC [18], etc. also
evolved that detects depression from the social media data. Though few bench-
mark data set exists to detect depression, more researchers tend to collect data
from applications of social network and create their own data sets.

2.2 Data Collection from Applications of Social Network

The social media texts were collected from open source platforms like Red-
dit [29,32], Facebook [13], Twitter [11,16,27,30], Live journals [20], blog posts
[31], Instagram [26] etc. The data from twitter was collected using API’s and
annotated into depressed and not depressed classes based on key words like
“depressed, hopeless and suicide” [11], using a questionnaire [30], survey [27],
etc. The data was also scrapped from groups of live journals [20], blog posts [31]
and manually annotated into depressed and not depressed.

Among these social media platforms, Reddit possess large amount text dis-
cussion than the other platforms and so Reddit has become widely used platform
to collect social media text data recently.

The data were collected from these platforms using Application Program-
ming Interface (API) using hashtags, groups, communities, etc. The data from
reddit was collected from Subreddits and annotated manually by two annotators
into depressed and not depressed class [32]. The data was also from subreddits
like “r/anxiety, r/depression and r/depression help” and annotated into a data
set [24]. A data set was created with classes depression, suicide watch, opiates
and controlled which was collected using subreddits such as “r/suicidewatch,
r/depression”, opioid related forums and other general forums [33]. A survey
was also done on the studies of anxiety and depression from the Reddit data [8].

From the Table 1, it is clear that all these research works have collected the
social media data only to detect the presence of depression. Although, diagnosing
depression is important, detecting the level of depression is more crucial for
further treatment. And thus, we propose a data set that detects the level of
depression.

3 Proposed Work

We propose to develop a gold standard data set that detects the levels of depres-
sion as not depressed, moderately depressed and severely depressed. Initially,
the data set was created by collecting the data from the social media platform,
Reddit. For collecting the data from archives of Reddit, two way communication
is needed, which requires app authentication. After getting proper authentica-
tion, the subreddits from which the data must be collected are chosen and the
data was extracted. After extracting the data, it is pre-processed and exported
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Table 1. Existing custom data sets comparison

Existing system Social media platform Class labels

Eichstaedt et al. [13] Facebook Depressed and not depressed

Nguyen et al. [20] Live journal Depressed and control

Tyshchenko et al. [31] Blog post Clinical and Control

Deshpande et al. [11] Twitter Neutral and negative

Lin et al. [16] Twitter Depressed and not depressed

Reece et al. [27] Twitter PTSD and Depression

Tsugawa et al. [30] Twitter Depressed and not depressed

Losada et al. [17] Reddit Depression and Not depression

Wolohan et al. [32] Reddit Depressed and not depressed

Tadesse et al. [29] Reddit Depression indicative and standard

Pirina et al. [24] Reddit Positive and negative

Yao et al. [33] Reddit depression, suicide watch, control and opiates

Proposed data set Reddit Not depressed, moderately depressed &
severely depressed

in the required format which forms the data set. The data were then annotated
into levels of depression by domain experts following the annotation guidelines.
After annotation, the inter-rater agreement is calculated to analyze the quality
of data and annotation. Then, the corpus is formed using the mutually anno-
tated instances. Baseline models were also employed on the corpus to analyze
the performance. To overcome the data imbalance problem, data augmentation
technique was applied and their impact on performance was also analyzed.

3.1 Data Set Creation

For creating the data set, a suitable social media platform is chosen initially
and data is scraped using suitable methods. After scraping the data, the data is
processed and stored in a suitable format.

Data Collection: For creating the data set, Reddit2, an open source social
media platform is chosen since it has more textual data when compared to other
social media platforms. This data will be of postings format which includes only
one or more statements of an individual. The postings data are scraped from the
Reddit archives using the API “pushshift”.

App Authentication: For scraping the data from Reddit achieves, Python
Reddit API Wrapper(PRAW) is used. The data can be only scraped after getting
authentication from the Reddit platform. This authentication process involves
creation of an application in their domain, for which a unique client secret
key and client id will be assigned. Thus, PRAW allows a two way communi-
cation only with these credentials of user agent (application name), client id
and client secret to get data from Reddit.
2 https://www.reddit.com.

https://www.reddit.com
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Subreddit Selection Reddit is a collection of million groups or forums called
subreddits. For collecting the confessions or discussion of people about their
mental health, data was scraped from the archives of subreddits groups like
“r/Mental Health, r/depression, r/loneliness, r/stress, r/anxiety”.

Data Extraction: For each posting, the details such as post ID, title, URL,
publish date, name of the subreddit, score of the post and total number of
comments can be collected using PRAW. Among these data, PostID, title, text,
URL, date and subreddit name are all collected in dictionary format.

Data Pre-processing and Exporting: After collecting these data, the text
and title part are pre-processed by removing the non-ASCII characters and
emoticons to get a clean data set. The processed data is dumped into a Comma
Separated Values (.csv) format file with the five columns. The sample of the
collected postings is shown in Table 2.

Table 2. Sample Reddit postings

Post ID Title Text Url Publish date Subreddit

g69pqt Don’t want
to
get of bed

I’m done with me
crying all day and
thinking to myself
that I can’t do a
thing and I don’t
what to get out
of bed at all

https://www.reddit.
com/r/depression/
comments/g69pqt/dont
want to get of bed/

2020-04-23
02:51:32

Depression

gb9zei Today is a day
where
I feel emptier
than
on other days

It’s like I am alone
with all my problems.
I am sad about the
fact I can’t trust
anyone and
nobody could help me
because I feel like
nobody
understand how
I feel. Depression
is holding
me tight today...

https://www.reddit.
com/r/depression/
comments/gb9zei/
today is a day where i
feel emptier than on
other/

2020-05-01
08:10:06

Depression

3.2 Data Annotation

After collecting the data, the data were annotated according to the signs of
depression. Although all the postings were collected from subreddits that exhibit
the characteristics of mental illness, there is a possibility of postings that do not
confess or discuss depression. Thus, the collected postings data were annotated
by two domain experts into three labels that denote the level of signs of depres-
sion namely “Not depressed, Moderate and Severe”. Framing the annotation
guidelines for postings data is difficult since the mental health of an individual
has to be analyzed using his/her single postings. For annotating the data into
three classes, the guidelines were formatted as follows:

https://www.reddit.com/r/depression/comments/g69pqt/dont_want_to_get_of_bed/
https://www.reddit.com/r/depression/comments/g69pqt/dont_want_to_get_of_bed/
https://www.reddit.com/r/depression/comments/g69pqt/dont_want_to_get_of_bed/
https://www.reddit.com/r/depression/comments/g69pqt/dont_want_to_get_of_bed/
https://www.reddit.com/r/depression/comments/gb9zei/today_is_a_day_where_i_feel_emptier_than_on_other/
https://www.reddit.com/r/depression/comments/gb9zei/today_is_a_day_where_i_feel_emptier_than_on_other/
https://www.reddit.com/r/depression/comments/gb9zei/today_is_a_day_where_i_feel_emptier_than_on_other/
https://www.reddit.com/r/depression/comments/gb9zei/today_is_a_day_where_i_feel_emptier_than_on_other/
https://www.reddit.com/r/depression/comments/gb9zei/today_is_a_day_where_i_feel_emptier_than_on_other/
https://www.reddit.com/r/depression/comments/gb9zei/today_is_a_day_where_i_feel_emptier_than_on_other/
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Label 1 - Not Depressed: The postings data will be annotated as “Not
Depressed”, if the postings data reflect one of the following mannerism:

– If the statements have only one or two lines about irrelevant topics.
– If the statements reflect momentary feelings of present situation.
– If the statements are about asking questions about any or medication
– If the statement is about ask/seek help for friend’s difficulties.

Example:

I struggled to count to 20 today : For some context I work in mcdonalds and I was on the
line finishing the stuff and almost every 20 box I think I sent was wrong. I just couldn’t
focus and do it quick and it was awful, and I ended up doing almost 2 hours of overtime
because I can’t say no to people. I fucking hate it, the worst part is I was an A grade maths
student less than 5 years ago. Now I can’t count to 20, I can’t do basic maths without a
calculator, I can barely focus at times. I feel like I’m just regressing as a person in every
way but still aging, I just wanna end it all before it gets worse and I become a fucking
amoeba of a person.

Label 2 - Moderately Depressed: The postings data will be annotated as
“moderately depressed”, if the postings falls under these conditions:

– If the statements reflect change in feelings (feeling low for some time and
feeling better for some time).

– If the statement shows that they aren’t feeling completely immersed in any
situations

– If the statements show that they have hope for life.

Example :

If I disappeared today, would it really matter?
I’m just too tired to go on, but at the same time I’m too tired to end it. I always
thought about this but with the quarantine I just realised it is true. My friends never
felt close to me, just like the only two relationships I have ever been in. They never
cared about me, to the point where I even asked for help and they just turned a blind
eye. And my family isn’t any better. I don’t know what to do, and I believe it won’t
matter if I do something or not. I’m sorry if my English isn’t good, it isn’t my first language.

Label - 3: Severely Depressed: The data will be annotated as “Severely
depressed”, if the postings have one of the following scenarios:

– If the statements express more than one disorder conditions.
– If the statements explain about history of suicide attempts.
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Example:

Getting depressed again?
So I’m 22F and I have taken antidepressants the last time 4 years ago. I’ve had ups and
downs when I got off and with 19 I was having a rough time for two months - started
drinking and smoking weed a lot. Kinda managed to get back on track then and haven’t
been feeling too bad until now. Lately I’ve been feeling kinda blue and started making
mistakes or have to go through stuff multiple times to do it correctly or to be able to
remember it. Currently I’m having a week off and have to go back to work on Monday. I
just don’t know I feel like I’m getting worse and want to sleep most of the time and at
first I thought it’s because I’m used to working a lot, but when I think about having to
go back soon I feel like throwing up and at the same time doing nothing also doesn’t sit
well with me.I guess I’m kinda scared at the moment because I don’t want to feel like I
was feeling years ago and I still don’t feel comfortable with my own mind and don’t trust
myself that I’m strong enough to pull through if depression hits me again.

3.3 Inter-rater Agreement

After annotating the data, inter-rater agreement was calculated between the
decisions of two judges using kappa coefficient estimated using a per-annotator
empirical prior over the class labels [7]. Inter-rater agreement3 is the degree of
agreement among independent observers who rate, code, or assess the same phe-
nomenon. The inter rater agreement is measured using Cohen’s kappa statistics
[10].

Table 3. Landis and Koch measurement table of inter rater agreement

Kappa value (κ) Strength of agreement

<0 Poor

0.01–0.20 Slight

0.21–0.40 Fair

0.41–0.60 Moderate

0.61–0.80 Substantial

0.81–0.99 Almost perfect agreement

The inter-rater agreement between the annotations was calculated using
sklearn [22]. For our annotation, the kappa value (κ) is 0.686. According to
Landis & Koch [15] in the Table 3, the κ value denotes substantial agreement
between the annotators, which proves the consistency of labeling according to the
annotation guidelines. Thus, the mutually annotated instances form the corpus.

3.4 Corpus Analysis

Initially 20,088 instances of postings data were annotated, out of which 16,613
instances were found to be mutually annotated instances by the two judges,
3 https://en.wikipedia.org/wiki/Inter\discretionary-rater reliability.

https://en.wikipedia.org/wiki/Interdiscretionary {-}{}{}rater_reliability
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and thus they were considered as instances of data set with their corresponding
labels. The complete statistics of the corpus is tabulated in Table 4.

Table 4. Postings data analysis

Category Count

Count of instances annotated 20,088

Data set instances
(number of instances mutually annotated)

16,632

Count of sentences 1,56,676

Count of words 26,59,938

Count of stop-words 12,47,016

Count of words other than stop-words 14,12,922

Count of unique words 28,415

Count of unique stop-words 150

Count of unique words other than
stop-words

28,265

Range of sentences per instance 1–260

Range of words per instance 1–5065

Average number of sentences per posting
instance

9.42

Average number of words per posting
instance

159.92

The whole corpus has 1,56,676 sentences with 26,59,938 words which shows
the size of the corpus created. In the corpus, each posting with its labels is
considered as each instance in the corpus. An instance in the corpus will have
an average of 9.42 sentences each that varies in the range of 1 to 260 sentences
with an average of 159.92 words that lies between 1 to 5065 words.

The distribution of three class labels in the data set is represented as Fig. 1.
As shown in figure, the data set is unbalanced with 10,494 instances of “mod-
erately depressed” class, 1489 instances of “severely depressed” class and 4649
instances of “Not depressed” class which includes some duplicate entries.

3.5 Base Line Models

The data set has been evaluated using traditional models which are considered
as baseline models. The data set has four columns namely id, title, text and class
label. For implementation, the title data and text data are initially combined.
The combined text data is pre-processed, extracted features, balanced, classified
using traditional classifiers and evaluated by cross validation.
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Fig. 1. Class wise distribution of dataset

Data Pre-processing: The title and text column are combined together as a
single text data column by filling the “NA” instances of both title and text data.
The combined text data is cleaned by converting the words to lower case letters
and removing unwanted punctuation, “[removed]” tags, web links, HTML links,
stop words and small words. After cleaning, the instances are tokenized using
regexptokenizer [21], stemmed using porter stemmer [25] and lemmatized using
wordnet lemmatizer.

Feature Extraction: The features were extracted using three vectorizers
namely Word2Vec, Term Frequency - Inverse Document Frequency (TF-IDF)
and Glove [23].

– Word2Vec: It produces a vector that exhibits the context of the word consid-
ering the occurrence of the word. The vectors are generated using Continuous
Bag Of Words.

– TF-IDF: It produces a score considering the occurrence of the word in the
document. The calculation is based on the importance of a topic in a par-
ticular document. The vectors are calculated using four grams considering a
maximum of 2000 features.

– Glove: It produces the word embeddings considering the occurrence and co-
occurrence of the words with reduced dimensionality. The words are mapped
to a word embedding using 6 Billion pre-trained tokens with 100 features
each.

Classifiers: Twelve different classifiers that include Ada Boost Classifier, Deci-
sion Tree, K-Nearest Neighbour, Linear Deterministic Analysis, Logistic Regres-
sion, Multi-layer Perceptron, Gaussian Naive Bayes, Quadratic Deterministic
Analysis, Support Vector Machine (Radial Basis Function, linear) and Random
Forest of Scikit-learn [21] were used for classification.

– Ada Boost Classifier(ABC): The Adaptive Boosting algorithm is a col-
lection of N estimator models that assigns higher weights to the mis-classified
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samples in the next model. In our implementation, 100 estimator models with
t0 random state at a learning rate of 0.1 were used to fine tune the model.

– Decision Tree (DT): The decision tree classifier predicts the target value
based on the decision rules that was formed using features to identify the
target variable. The decision rules are formed using gini index and entropy
for information gain. For implementing the decision trees, the decision tree
classifier was fine tuned with two splits of minimum samples of one leaf node
each by calculating gini to choose the best split and random state as 0.

– Gaussian Naive Bayes (GNB): The Gaussian normal distribution variant
of Naive Bayes classifier that relies on the Bayes theorem is Gaussian Naive
Bayes.

– K-Nearest Neighbour(KNN): It classifies the data points by plotting
them and finding the similarity between the data points. In implementation,
number of neighbours were set as three with equal weights and euclidean
distance as metric to calculate distance.

– Logistic Regression (LR): The probabilistic model that predicts the class
label based on the sigmoid function for binary classification. As our data
set are multi-class data sets, multi-nominal logistic regression was used to
evaluate the data sets. For implementation, the classifier was trained with
a tolerance of 1e−4, 1.0 as inverse of regularization strength and intercept
scaling as 1.

– Multi-layer Perceptron (MLP): The neural network trained to predict
the class label along with back propagation of error. The multi-layer percep-
tron of two layers of 100 hidden nodes each was trained at learning rate of
0.001 with relu activation function for a maximum 300 iterations.

– Discriminant Analysis: The generative model that utilizes Gaussian dis-
tribution for classification by assuming each class has a different co-variance.
For implementation, the co-variance is calculated with threshold of 1.0e−04.
Linear DA (LDA) and Quadratic DA (QDA) both were implemented.

– Support Vector Machine: The data is projected into higher dimensions
and then classifies the data using hyper-planes in this model. The model was
trained with RBF kernel (RBF-SVM) and linear kernel (L-SVM) function of
three degree, 0.1 regularization parameter without any specifying any maxi-
mum iterations.

– Random Forest (RF): Random Forest combines many decision trees as
in ensemble method to generate predictions. It overcomes the limitation of
decision trees by bagging and bootstrap aggregation. It was implemented with
100 number of estimators.

4 Implementation and Results

The features extracted in Subsect. 3.5 are classified using the above classifiers in
Subsect. 3.5 and evaluated using stratified k-fold sampling of Scikit-learn [21].
In this validation, data are split into 10 folds and the evaluation results with
respect to weighted average F1-score is tabulated in Table 5. Table 5, shows that



146 K. Sampath and T. Durairaj

Table 5. Performance of baseline models

F1 - score TF- IDF Glove Word2Vec

ABC 0.263 0.496 0.451

DT 0.273 0.614 0.469

GNB 0.271 0.415 0.302

KNN 0.258 0.604 0.594

L-SVM 0.273 0.309 0.273

LDA 0.270 0.395 0.391

LR 0.270 0.329 0.395

MLP 0.269 0.647 0.625

QDA 0.276 0.459 0.368

RBF-SVM 0.273 0.560 0.452

RF 0.272 0.647 0.456

(a) F1 score

Accuracy TF- IDF Glove Word2Vec

ABC 0.384 0.654 0.616

DT 0.388 0.697 0.579

GNB 0.351 0.464 0.351

KNN 0.379 0.717 0.694

L-SVM 0.388 0.646 0.623

LDA 0.388 0.659 0.619

LR 0.387 0.650 0.619

MLP 0.386 0.754 0.700

QDA 0.393 0.499 0.485

RBF-SVM 0.388 0.733 0.667

RF 0.388 0.760 0.695

(b) Accuracy

the model with Random Forest Classifier and Multi-Layer Perceptron (MLP)
applied on features extracted using Glove performs equally well with an F1-score
of 0.647. The performance of the models with accuracy as metric is depicted in
Table 5. It is clear from the table that the model with Random Forest classifier
and Glove vectorizer performs better with an accuracy of 0.760.

4.1 With Data Augmentation

The postings data is populated with more “moderately depressed” instances and
thus, the data has to be balanced before classification for better performance. For
balancing the data, Synthetic Minority Oversampling Technique (SMOTE) [9]
was applied after vectorization. The effect of data augmentation can be observed
in Fig. 2.

28%
63%

9%

(a) Before applying SMOTE

33.3%
33.3%

33.3%

Not depressed

Moderately depressed

Severely depressed

(b) After applying SMOTE

Fig. 2. Effect of data augmentation in the data

The features extracted in Subsect. 3.5 are augmented using SMOTE and then
classified using the classifiers in Subsect. 3.5. The performance of these models
in terms of F1-score and accuracy after data augmentation are shown in Table 6
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Table 6. Performance of baseline models after data augmentation

F1 - score TF- IDF Glove Word2Vec

ABC 0.451 0.622 0.559

DT 0.469 0.772 0.721

GNB 0.290 0.449 0.389

KNN 0.549 0.814 0.834

L-SVM 0.273 0.570 0.642

LDA 0.391 0.550 0.540

LR 0.395 0.544 0.551

MLP 0.625 0.775 0.852

QDA 0.368 0.592 0.477

RBF-SVM 0.452 0.762 0.788

RF 0.449 0.854 0.877

(a) F1-score

Accuracy TF- IDF Glove Word2Vec

ABC 0.616 0.628 0.562

DT 0.579 0.781 0.728

GNB 0.351 0.479 0.427

KNN 0.695 0.839 0.854

L-SVM 0.623 0.575 0.642

LDA 0.619 0.550 0.550

LR 0.619 0.547 0.559

MLP 0.700 0.780 0.857

QDA 0.485 0.615 0.497

RBF-SVM 0.667 0.769 0.792

RF 0.689 0.864 0.877

(b) Accuracy

and 6 respectively. From the tables, it is clear that the performance was improved
and model with Random Forest classifier applied on the features extracted using
Word2Vec performs well with a score of 0.877.

The significance of improvement in the performance by incorporating data
augmentation in terms of F1 score was measured using Benefit Cost Ratio (BCR)
value. In general, BCR value is computed by dividing the proposed total benefit
cost by the proposed total cost. If the calculated value is greater than one, then
the proposed cost is proven as significant one. In terms of performance, the
metric is calculated by dividing the performance score of proposed model by the
performance of existing model. Since, F1 score is considered to be the suitable
performance metric, BCR value is calculated by dividing F1 score of model with
data augmentation by that of model without data augmentation as shown below.

BCR metric(f1) =
F1 score of proposed model (with data augmentation)

F1 score of model without data augmentation

Fig. 3. BCR values of F1 scores
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The BCR values calculated with F1 score are plotted in a graph and is
shown in Fig. 3. In the figure, vertical axis represents the scores, horizontal axis
represents the different baseline models built and the data points represent the
distribution of BCR values. From Fig. 3, it is clear that the improvement in
performance data augmentation is significant with respect to F1 scores since all
the BCR values are greater than one.

5 Research Insights

The researchers can further extend this work by implementing the following
methods:

– Extend the data set by considering the images along with text data.
– Implement deep learning models in the data set.
– Implement other methods of data augmentation to improve performance.

6 Conclusions

Depression is a common mental illness that has to be detected and treated early
to avoid serious consequences. Among the other ways of detecting, diagnosing
mental health using their social media data seems much more effective since it
involves less involvement of the individual. All the existing systems are designed
to detect depression from social media texts. Although detecting depression is
more important, detecting the level of depression also has its equal significance.
Thus, we propose a data set that not only detects depression from social media
but also analyzes the level of depression. For creating the data set, the data was
collected from subreddits and annotated by domain experts into three levels of
depression, namely not depressed, moderately depressed and severely depressed.

An empirical analysis of traditional learning algorithms was also done for
evaluating the data sets. Among the models, the model with Glove vectorizer
and Random Forest classifier performs well with a F1 of 0.647 and accuracy of
0.760.

While analyzing the data set, “the moderately depressed” class seems to be
highly populated than the classes and so, a data augmentation method named
SMOTE was applied, and the performance is analyzed. Data augmentation
improved the performance by 23% and 12% in terms of F1-score and accu-
racy respectively, with both F1-score and accuracy of 0.877. The significance
of improvement in performance by incorporating data augmentation was also
proved using BCR values.

The data set can also be extended by considering the images along with texts
for more accurate detection. The work can be extended further by implement-
ing other traditional learning and deep learning models. Other augmentation
techniques can also be experimented with to improve the model’s performance.
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Data set availability

The data is available to public in a repository of a Github in the link:
https://github.com/Kayal-Sampath/detecting-signs-of-depression-from-social-
media-postings.
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Abstract. In recent times, for the diagnosis of several diseases, many Computer-
Aided Diagnosis (CAD) systems have been designed. Among many life-
threatening diseases, lung cancer is one of the leading causes of cancer-related
deaths in humans worldwide. It is a malignant lung tumor distinguished by the
uncontrolled growth of cells in the tissues of the lungs. Diagnosis of cancer is
a challenging task due to the structure of cancer cells. Predicting lung cancer at
its initial stage plays a vital role in the diagnosis process and also increases the
survival rate of patients. People with lung cancer have an average survival rate
ranging from 14 to 49% if they are diagnosed in time. The current study focuses
on lung cancer classification and prediction based on Histopathological images by
using effective deep learning techniques to attain better accuracy. For the classifi-
cation of lung cancer as Benign, Adenocarcinoma, or Squamous Cell Carcinoma,
some pre trained deep neural networks such as VGG-19 were used. A database of
15000 histopathological images was used in which 5000 benign tissue images and
10000 malignant lung cancer-related images to train and test the classifier. The
experimental results show that the VGG-19 architecture can achieve an accuracy
of 95%.

Keywords: Lung cancer · VGG-19 · Histopathological images · Convolutional
neural network

1 Introduction

Abnormal growth of cells in the body causes cancer. Lung cancer is a dreadful disease
amongst the most widely recognized malignant tumors, also known as lung carcinoma.
It affects the estimation of 2.3 million people every year all over the world. About
85% of patients affected by lung cancer are by smoking and tobacco consumption.
10–15% of cancer arises in a person who never smoke is because of their exposure to
secondhand smoke, air pollution, or any other chemical exhaust. Two different types of
Lung cancer are present, Small Cell Lung Cancer (SCLC) and Non-Small Cell Lung
Cancer (NSCLC).
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NSCLC grows out of control when there is a change in the healthy cells of the lung,
which in turn form a mass called a tumor, or a nodule. These cells can grow anywhere in
the lung and the tumor can be cancerous or benign. NSCLC is of three different types.
Adenocarcinoma- It is more often found in former smokers or non-smokers. This type
of cancer usually grows in the outer edges of the lungs, Squamous Cell carcinoma- This
cancer type will develop more in smokers or former smokers. It will start growing in
the middle part of the lungs near the bronchi, Large Cell carcinoma- It is very hard to
treat. This tumor grows rapidly and effectively spreads to different organs. The tumor
size will determine the stages of cancer in the nodes of the lung. The biopsy report is
used to confirm the disease. By utilizing traditional techniques that are widely used by
physicians, radiologists around the world, lung cancer can generally be detected at the
mature stage and after it has spread to a great extent. A patient’s chances of survival when
lung cancer is discovered at that stage are very low. In the previously mentioned issue,
the problem of misdiagnosis is also a cause for concern. Sometimes it is possible for
doctors to diagnose benign conditions asmalignant and vice versa. The life of the patients
will also be put in very high-risk situations. Computer-based analysis techniques can be
used as support tools for radiologists and physicians to overcome this concern. Transfer
learning reuse already acquired knowledge gained from the pre-trainedmodel in previous
tasks and use it to improve generalizationwith new data. The idea is to use amodel which
is already been trained on a larger dataset for a long time and has proven to work well.
By providing an input Histopathological image and possibly adding appropriate infected
person metadata, to deliver a measurable result linked to lung cancer risk. According to
the framework, there are two objectives to be taken into account. The first step was to
minimize the inconsistency in the evaluation and observation of lung cancer by inferring
with the diverse clinicians. Inevitably, Computer-based strategies have been shown to
enhance a physician’s ability to work across diverse medical backgrounds.

2 Literature Survey

Many authors and researchers were continuing to detect the early stage of lung cancer
with high accuracy by using a suitable algorithm.

Authors Acucena R. S. Soares, et al. [1], this method uses a 3D U net and 3D V net,
which takes the 888 images which contain 1159 nodules of CT images from LIDCIDRI.
After preprocessing the samples obtained are 1664. This model achieved an accuracy of
74% for 3D U-Net and 99% accuracy for the 3D V-net model accordingly. In this work,
they attain the best result in 3D V-net. Aishwarya Kalra [2] the dataset was collected
from LUNA and the prediction of nodules was done in Kaggle. Next the detection and
segmentation were achieved by using the LUNA dataset to provide us with cancer in
the lungs using the CNN model which obtains the accuracy of AOU is 97% recall 74%
precision 87% and it has the specificity of 97%.Author BardhRushiti [3], the lung cancer
classificationwas done usingArtificial Intelligence, themodel used areVGG16,VGG19,
ResNet 34, and ResNet 50. At last ResNet 50 obtains an accuracy of 88.93%, precision
is 95.83%, and F1 score is 88.46%. For this, the dataset was get from LIDC-IDRI and
the training was done in Google Colab.
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Authors Siddharth Bhatia, et al. [4] used UNet and ResNet models for detection. The
dataset ofCT images fromLIDC-IDRI, to highlight the lung regions.Thismodel achieves
an accuracy of 84%. For classifying the image the architecture used are XGBoost and
Random forest. Authors Muhammad ZiarurRehman, et al. [5] has used a model CAD
system for detection. Here they used SVM for classification and this model achieves an
accuracy of 88.97% while the CAD system shows higher sensitivity of 89.9%. Ashnil
Kumar, et al. [6] used CT images to diagnose lung cancer by using computer-aided
diagnosis applications. They compared their working model to baseline techniques for
the purpose of multi-modality image fusion, multi-branch techniques, and multichannel
and segmentation. This detection shows that theCNNmodel shows amaximumaccuracy
of 99%.

SajjaTulasi Krishna [7], used Convolution Neural Network (CNN) to analyze and
classify both malignant and benign tissues from computed topology images. In this
work neural network is designed on GoogleNet with a high dropout ratio to minimize
the time of processing.25 epochs were used for training. GoogleNet shows 95.42%
accuracy. Authors AbdarahmaneTraore, et al. [8], have used deep learning detectors
such as Faster-RCNN, YOLO, SSD, RetinaNet, and EfficientNet in the critical task for
the detection of the pulmonary nodule. This Faster RCNNmodel achieved a precision
score of 35.73% and RetinaNet achieved a precision score of 34.15%. Wafaa Alakwaa,
et al. [9], the network can be trained end to end from crude image patches. Its principle
necessity is the accessibility of training database, yet otherwise no suspicions are made
about the objects of interest or basic image methodology. Later on, it very well may be
feasible to stretch out our present model to not just decide if the patient has disease, yet
additionally decide the specific location of the cancerous knobs.

Authors Muhammad Attique Khan, et al. [10], started their work in the field of lung
cancer identification with the assist of certain CT images. In this work, they approached
the VGG-SegNet for segmenting the nodule in the lungs. Then they used the VGG19
algorithmwith the SVM-RBF classifier for the purpose of the classification part. Finally,
they acquired a maximum accuracy of about 94.83%. Mohammad Ali Abbas [11], used
the Histopathological images in the diagnosis of cancer cells that are present in the lungs.
In this paper, they used 3 CNN architectures and compared the results between them.
VGG-19, AlexNet, ResNet-50 are the three methods used in this work. By comparing F1
scoreVGG-19 attains 0.997,Alex net attains 0.973 andResNet-50 attains 0.999.Authors
Imam Ali, et al. [12], diagnosed the malignant lung tissue with the assist of CT medical
images. In this work, they approached the Transferrable texture CNN architecture for
classification, this model mainly consists of three convolution layer networks and only
one Energy layer for replacing the pooling layer. Totally this CNN model comprises
nine layers for extracting the features and then goes for the classification part. Finally,
this texture model acquired a higher accuracy of 96.69%.

The classification of medical images is one of the primary techniques of Computer-
Aided Diagnosis (CAD) systems. Traditionally, image classification is based on shape,
color, and texture features, and also their combinations. These features are probably
problem-specific and have ended up being integral in clinical images diagnosis. There-
fore, we have a framework that is unequipped for catching undeniable level issue area
ideas and has restricted capacities in summing up models. As of late, deep learning
techniques have ended up being a powerful method for developing a general model
for registering the name for clinical images got from raw pixels. Not-withstanding,
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deep learning models are costly and have restricted layers and channels because of the
resolution of the clinical images and the small dataset size [13–18].

3 Methodology

3.1 Database Collection

Artificial Intelligence relies heavily on information. Computers find it difficult to learn
without data. It is the most critical factor that makes the teaching of algorithms possible.
The images will be in DICOM format, which means that the added data is useful as a
means of visualizing and classifying. The dataset consists of 15000 histopathological
imageswith three different classes namelyAdenocarcinoma, SquamousCell Carcinoma,
and lung normal eachwith 5000 images. Images are in the size of 768 * 768 pixels and are
in .jpeg file format. The images are converted to the .jpeg format with the same labels for
effective classification. The converted images are stacked in separate directories based
on the type of cancer

Fig. 1. Histopathological images

3.2 Data Augmentation

As our model is based on deep learning, the number of samples will have a significant
impact on its performance. Augmentation is a technique largely used to enhance the
training and testing accuracy of convolutional neural networks, and further increases the
performance of deep neural networks. A model can take into account what the image
subject looks like in different situations by randomly adjusting the rotation, brightness, or
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scaling of an input image. It helps to expose our classifier to a wider variety of situations
to make our classifier more robust. It is a technique in computer vision includes adding
noise, cropping, flipping, rotation, scaling, translation, brightness, contrast, color aug-
mentation, and saturation, and for the Natural language processing EDA, Back transla-
tion, and text generation.Data augmentation algorithm increases the accuracy ofmachine
learning models.

3.3 Transfer Learning

Transfer learning reuses already acquired knowledge gained from the pre-trained model
in previous tasks and use it to improve generalization with new data. The idea is to use
a model which is already been trained on a larger dataset for a long time and has proven
to work well. Transfer learning improves learning new tasks by transferring knowledge
and skills of tasks already learned solving other problems. Transfer learning is a method
of the optimization training process with pre-trained models in a different task. Once
the model is trained it can be reused as a base for a different tasks.

3.4 VGG-19 Architecture

VGG-19 is an optimized VGG model, which consists of 19 layers (16 convolution lay-
ers, three fully connected layers, five Maxpool layers, and one Softmax layer). There
are different variants in VGG namely VGG11, VGG16, and so on. Unlike many other
networks, the VGG-19 is a much simpler one with fewer hyper parameters. The classi-
fication is performed using 3 fully connected layers, consisting of two layers with 4096
neurons each, and one last layer with 1000 neurons.

ReLu activation functions are used in all layers except the last one, while for the last
layer Softmax is used to distribute probabilities between classes. More than a million
images from the ImageNet database were used to train VGG19. Using the network,
images can be classified into 1000 categories, each with 19 layers. Using this network,
images can be classified into 1000 object categories, each with 19 layers Fig. 1 and
Fig. 2.

Fig. 2. VGG-19 architecture
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4 Results and Discussion

Below are the results of VGG-19 model for classifying the lung cancer.

For a deep learning model to achieve better while training the neural networks, loss
function consider as a main key for adjusting the weights of the neural networks. While
training the datasets during backpropagation, loss function penalizes themodel assuming
that there is any deviation between the label predicted by model and actual target label.
Hence the use of loss function is hyper-critical to attain efficient model performance.
Triplet loss is used as loss function in this work. This was first developed for recognition
of face to find the similarities that occur in face. This method can be used when the
images are blurred with the help of the distances between faces of similar and different
identities. The triplet loss guides the model to minimize the distance between images of
the similar category and increases the distance between images that belong to dissimilar
categories. The use of triplet loss method resulted better accuracy in binary classification
while the use of base model shows the less accuracy.

In Fig. 3, ten epochs were given to attain an expected accuracy based on training and
validation datasets. The epochs indicate the number of passes that the learning algorithm
will work through the entire training dataset comprised of one or more batches. VGG-19
model does not overfit. This model worked efficiently and gives the accuracy and loss
by using all layers in VGG-19.

Fig. 3. Accuracy analysis for each epoch
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4.1 Plots of Accuracy and Loss

Fig. 4 and 5 indicates the plots of accuracy and loss on the training and validation datasets
over training epochs. The training and validation accuracy of the fine-tuned VGG-19
model is observed to have a similar convergence rate in both training and validation
outcomes.

Fig. 4. Model loss Fig. 5. Model accuracy

4.2 Heat Map Generation Using Vgg-19

Heat map generation is the process of analyzing and reviewing heat map data to gather
insights about the performance of the model during the training process. In Fig. 4.4, The
Heat Map Generation method represents the accuracy of on testing process. Prediction
is based on the following parameters such as,

TRUE POSITIVE (TP) - As a test result, it correctly indicates the presence of a
condition.

TRUE NEGATIVE (TN) - As a test result, it correctly indicates the absence of a
condition.

FALSEPOSITIVE (FP) - As a test result, it wrongly indicates that a certain condition
is present.

FALSE NEGATIVE (FN) - As a test result, it wrongly indicates that a certain
condition is absent.

The classification report inTable 1 shows the evaluation parameters such asPrecision,
Recall, F1-Score for our proposedmodel. These values are calculated based on the below
mathematical expressions,

Accuracy(ACC)ACC = (TP + TN)/(TP + TN + FP + FN)

F1 Score F1 = 2TP/(2TP + FP + FN)
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Fig. 6. Heat map generation

Precision, recall, and F1 score are more helpful than accuracy performance metrics
for predicting outcomes. As both indicates the accuracy of the model. These are some
of the important metrics for evaluating models.

Table 1. Evaluation parameters

5 Conclusion

In this project, the deep learning approach is used for classifying and predicting lung
cancer using histopathological images. Early detection of lung cancer surely increases
the possible chances of survival rate but it is more difficult to identify the lung cancer
in the beginning stage itself. The proposed technique is based on Convolution neural
networks model and transfer learning like VGG19. Here, the transfer learning method
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is used for the purpose of increasing the validation accuracy. By using the VGG19
algorithm, an accuracy of 95.8% in the training phase and an accuracy of 95% in the
validation phase were achieved. The Confusion matrix is the method used to evaluate
parameters based on the performance of classification by VGG19. By using heat map
generation, the prediction of the presence and absence of lung cancer was done. The
future work is to collect the real-time lung affected dataset images to classify and detect
lung cancer by using a suitable algorithm that shows526570 efficient accuracy. The
proposed method VGG19 can also be applied to other cancers such as breast cancer,
skin cancer, brain cancer, etc.
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Abstract. Medical image analysis with deep learning techniques has
been widely recognized to provide support in medical diagnosis. Among
the several attacks on the deep learning (DL) models that aim to decrease
the reliability of the models, this paper deals with the adversarial attacks.
Adversarial attacks and the ways to defend the attacks or make the DL
models robust towards these attacks have been an increasingly impor-
tant research topic with a surge of work carried out on both sides. The
adversarial attacks of the white box category, namely Fast Gradient
Sign Method (FGSM), the Box-constrained Limited Memory Broyden-
Fletcher-Goldfarb-Shanno (L-BFGS-B) attack and a variant of the
L-BFGS-B attack are studied in this paper. In this work, we have used
two defense mechanisms, namely, Adversarial Training and Defensive
distillation-Gradient masking. The reliability of these defense mechanisms
against the attacks are studied. The effect of noise in FGSM is studied in
detail. Retinal fundus images for the diabetic retinopathy disease are used
in the experimentation. The effect of the attack reveals the vulnerability
of the Resnet model for these attacks.

1 Introduction

Deep learning models have been used in medical diagnostic systems for a long
time now. The deep learning models are well accepted for their performance and
their aid in decision making for the medical professionals. Some of the convo-
lutional neural network models commonly used for this purpose are AlexNet,
GoogleNet, ResNet and Inception Net. The other deep learning models com-
monly used are auto encoders, Recurrent Neural Network, Long Short Term
Memory networks, Generative Adversarial neural network and so on. However,
recent studies reveal that deep learning models could be tampered by attacks
known as adversarial attacks. These attacks aim to reduce the reliability and
performance of the deep learning system by the introduction of data samples
which mislead the system to wrong predictions. These wrong predictions may
also have higher confidence value in certain cases.
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The adversarial attacks create images with slight variation from the original
images. The difference between the newly created images and the original image
is imperceptible to human vision. However, to the learning model, the variation
leads to misprediction. Some of the methods for generating these adversarial
images listed in the literature are Limited Memory Broyden-Fletcher-Goldfarb-
Shanno attack (L-BFGS) attack [6], Fast gradient sign method (FGSM) [9],
iterativative least-likely class, Jacobian based Saliency Map attack, Deep Fool,
Carlini and Wagner attack (C&W), compositional pattern-producing network-
encoded evolutionary algorithm, Zeroth order optimization based attack, Uni-
versal Perturbation, One-Pixel Attack, Feature Adversary, general generative
adversarial networks, Hot/Cold, Model-Based Ensembling Attack and Ground-
Truth Attack [14].

The adversarial attacks perturbate the original input, then present them to
the model and lead to misclassification. Based on the intention of misclassifi-
cation, the attacks are classified as targeted attacks and untargeted attacks. In
targeted attacks, the intention of the adversaries is to misclassify the records to
a particular class. In untargeted attacks, the intention of the adversaries is to
misclassify the records to any other class other than its true class.

Based on the knowledge of the model being targeted, the attacks are clas-
sified into White box attack, Black box attack and Grey box attack. In case
of white box attacks, the structure and parameters of the model are known to
the adversaries. The structure of the model alone is known to the adversaries in
the case of grey box attacks. In case of black box attacks, these details are not
known to the adversaries.

Defense mechanisms are used to improve the robustness of the DL models
against adversarial attacks. The defense mechanisms to countermeasure adver-
sarial attacks can be proactive or reactive. Various defense methods have been
proposed in literature. Adversarial detecting, input reconstruction and network
verification are some of the reactive methods, and adversarial training and net-
work distillation are some of the proactive methods.

In this paper, the vulnerability of Resnet model towards the optimization
based L-BFGS-B, and the gradient based Fast Gradient Sign method (FGSM)
white-box adversarial attacks is studied. These attacks are studied on a Diabetic
Retinopathy (DR) dataset comprising of retinal fundus images and their effects
are discussed. The success rate of the attacks and the trade-off between produc-
ing less distorted and more confident adversaries is studied. We have used two
defense mechanisms, namely, Adversarial Training and Defensive distillation-
Gradient masking. The reliability of these defense mechanisms against the
attacks are tested.

The rest of the paper is organized as Sect. 2 on the related work, Sect. 3 on
the different attacks used in this work, Sect. 4 on results and discussion and
Sect. 5 concludes the paper.
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2 Literature Survey

The study of universal perturbation as an adversarial attack was done by Guohua
Cheng and Hongli Ji on U-Net. It was found that, among the four modalities
in the brain MRI images, if all the modalities were altered the perturbation has
an effect on the classifier [4]. Hassan et al. demonstrated the FGSM attack and
Basic Iterative Model of FGSM on a ResNet model with 85 public datasets which
contained time series data [10].

Gerda Bortsova et al. experimented the FGSM and projected gradient
descent (PGD) attacks on Inception-v3 and Densenet121. The datasets used
were diabetic retinopathy dataset with 88,702 color fundus images, ChestX-
Ray14 dataset with 112,120 frontal-view X-rays and patchCamelyon (PCam)
with 327,680 patches extracted from histopathology whole-slide images of lymph
node sections [2].

Yupeng Cheng et al. examined the camera exposure to the Retinal Fundus
images and proposed an exposure based adversarial attack on the retinal fundus
images. Their experiments were carried out in three stages as multiplicative-
perturbation based attack, adversarial bracketed exposure fusion and convolu-
tional bracketed exposure fusion. The convolutional bracketed exposure fusion
was found to be more effective in Resnet50, MobileNet and EfficientNet [5].

Saeid Asgari et al. have demonstrated 10 attacks belonging to gradient based,
score based and decision based adversarial attacks on chest X-ray images with
Inception-ResNet-V2 and Nasnet-Large neural network models. The gradient
based attacks were superior in fooling the network in comparison to the other
attacks. Secondly, by modifying the pooling layer of the network, the effect of
adversarial attacks were reduced [1]. A susceptibility score has been proposed
by Mengying Sun et al. using the global maximum perturbation (GMP), global
average perturbation (GAP) and the probability of being perturbed across all
records (GPP). This score provides the efficiency of an attack by uncovering the
locations which are susceptible for an attack. A perturbation distance has been
defined by the authors and is used to find the optimal adversarial records [13].

Rida El-Allami et al. have performed a study on the Spiking neural network’s
robustness against adversarial attacks. The study reports that the parameters of
the network namely Spiking Voltage threshold, spiking time window and attack’s
noise budget play a major role in the robustness of the network [7].

3 Materials and Methods

3.1 Attacks Studied

The attacks studied in this work are explained in this section.

FGSM Attack
The goal of FGSM attack is to find the optimal direction in the input space
where the loss function ascends/descends steeply and so pushing the inputs in
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that direction will find an input that is close to the given image and also is
misclassified.

The perturbed input x’ is given by

x′ = x + ε · sign[∇xJ(Θ, x, y)] (1)

where
x is the input value, ε is the epsilon value that determines the magnitude of

the perturbation allowed on a pixel value, J(Θ, x, y) is the loss function and ∇x
is the gradient of the loss function.

L-BFGS-B Attack
In this type of attack, finding adversarial examples is modeled as an optimization
problem. The optimization aims at finding an adversarial example with minimum
perturbation and classifies into non-true class.

The perturbed input x’ is found by solving the below minimization (opti-
mization) equation

f(x) = c · L2norm(x − x′) + loss(x′) (2)

where x′ is chosen between 0 to 1.

3.2 Deep Neural Network Classifier Used

The basic deep learning model used in this work is Resnet50, a variant of ResNet
model with 48 Convolution layers, one MaxPool layer and one Average Pool
layer. It has been widely used for transfer learning in the classification of medical
images. The final network architecture used in this work consists of additional
layers to the Resnet50 namely, a global average pooling layer, dropout layer
and the final classifying dense layer. The model is initialized with pretrained
weights from ImageNet and then trained on the retinal fundus dataset specified
in Sect. 4.1, that is, transfer learning from ImageNet is done. The ImageNet
dataset contains 14,197,122 annotated images.

3.3 Defense Mechanisms Studied

This section describes the defense mechanisms studied in this work.

3.3.1 Adversarial Training
In adversarial training, adversarial samples that are misclassified by the classifier
are created. The neural network classifier is then trained with the created samples
and their correct labels.
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3.3.2 Defensive Distillation
Hinton et al. [8], introduced knowledge distillation, a process to extract knowl-
edge from one model and apply it to a compressed model and make it perform
with the same accuracy. Papernot et al. [12] exploited this process and modified
it to act as a defense. Distillation, is training a teacher model by introducing a
temperature parameter T in the final softmax activation. The softmax output of
the teacher model (soft labels) is used for training another model with the same
temperature T.

The intuition behind this is that, whatever the model learns during training is
encoded not only in its weights, but also in the output probability vector, which
holds the relative information about classes. Informally, in case of hard labels, the
model only gets to know that it belongs to one particular class and no information
about its similarity with the remaining classes. All samples belonging to a class
are treated with the same weights, even though some samples might be less
similar to that class. Soft labels use a vector of probabilities and the similarities
of the given sample, with all classes, are learned by the model. This helps the
model understand the relative difference between the classes.

3.4 Details of the Study on the Impact and Working of Adversarial
Attacks

A binary classifier is first built using the deep learning model specified in
Sect. 3.2, which classifies retinal images as ‘DR affected’ or ‘Unaffected’. The
FGSM and the L-BFGS-B attacks are performed on 100 image samples which
were correctly classified by the Resnet classifier model used as ‘DR affected’ or
‘Unaffected’. The number of samples in each class is chosen to be approximately
the same. Different metrics are studied for the attacks performed. The robustness
of the Resnet model against the FGSM and the L-BFGS-B attacks using adver-
sarial training and distillation defense mechanisms is studied. Various studies
are also done on the perturbations generated using the attacks.

4 Results and Discussion

4.1 Dataset

The dataset used for training the Resnet classifier model has 35,638 images,
out of which 35,126 retina scan images are taken from the diabetic retinopathy
(DR) Kaggle dataset and 512 retina scan images are taken from IDRiD (Indian
Diabetic Retinopathy Image Dataset) dataset.

The classes in the dataset are grouped into two classes as affected by DR
and unaffected by DR. The dataset is first balanced and the images are resized
to 224× 224 pixels. The dataset is divided into train set, validation set and test
set. The details of the dataset used for training are given in Table 1.
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Table 1. Details of training dataset

Dataset name Number of images Unaffected Affected Number of images in

by DR by DR Training set Validation set Testing set

Kaggle 18966 9556 9400 14956 3720 290

IDRiD 554 184 370 444 – 110

4.2 Hyper Parameters Used for Tuning the Resnet Model

Batch Size A batch size of 16 is used for training since it provides better
generalization and is small enough to fit in memory.

Learning Rate A learning rate of 0.0001 is found to give the best results based
on experimentation.

Loss function Categorical cross entropy loss function is used in the training
process since the model is a multi-class classifier.

Optimizer Several optimizers were tested for stochastic gradient descent
parameter updates namely Adam, RMSprop and SGD. No opti-
mizer showed significant increase in performance over the other
two. It is found that the Adam optimizer performed the best
overall.

4.3 Attack Framework

100 original retina image samples that are correctly classified by the Resnet
model explained in Sect. 3.2 are used for implementing the attacks. As it is
a binary classification problem, only targeted attacks have been tested, and
we believe untargeted attacks should also provide similar results. The norm or
distance metric is taken as L2 norm because it is widely used in the literature
for the implementation of FGSM and L-BFGS-B attacks.

4.4 Sample Images After the Adversarial Attacks

Fig. 1. Effect of adversarial attacks
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Figure 1 depicts the effects of the different adversarial attacks considered on
a sample image from the dataset. While the sample image is classified as DR
affected with a confidence of 75.76%, after the FGSM and the L-BFGS-B attacks,
the image is classified as unaffected with confidence values of 78.39% and 84.87%
respectively. Thus, it is seen that the attacks were successful in misleading the
classifier.

4.5 Metrics Used for Evaluation

Success Rate The number of adversarial examples created successfully.
Confidence Confidence value for the classification of the adversarial

image.
Strong adversaries The number of adversarial examples which were classified

with more confidence than their original counterparts (here,
out of the 100 samples considered).

Norm L2 distance between the original image and perturbed image.

4.6 Analysis of the Effect of the FGSM Attack

Experimentation was done with the FGSM attack with different epsilon values
namely 0.1, 0.25, 0.5, 1, 2 and the results are tabulated in Table 2. It is seen
that, when the epsilon value is 0.25, FGSM produces adversarial images with
minimum average norm value and achieved a success rate of 95%.

The step size in the direction of gradient is controlled by epsilon, with smaller
values of epsilon giving less distortion and adversaries with low confidence. It
is observed that, very high epsilon values also did not help, as it prevented the
gradient descent to converge to an optimal perturbation and so the success rate
decreased for very high values of epsilon. (Started decreasing from epsilon = 3)

Table 2. FGSM results

Epsilon Success rate (%) Avg. conf (%) Max. conf (%) Avg. norm Max. norm Strong adversaries

0.1 85 69.78 94.37 38.77 38.78 64

0.25 95 83.54 98.78 96.9 97 71

0.5 99 91.62 99.9 193.98 193.98 86

1 99 94.77 99.98 387.97 388 92

2 99 95.12 99.97 775.95 776 92

4.6.1 Analysis of the Effect of the L-BFGS-B Attack
Experimentation is done with the Box constrained L-BFGS attack and the
results are tabulated in Table 3. L2-norm is used as the distance metric, and
the constant c, which measures the relative importance of the norm and loss
in the objective function is computed using binary search. To control the per-
turbation, a parameter, epsilon is used. This value controls the lower and the
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Table 3. L-BFGS-B attack

Epsilon Success rate (%) Avg. conf (%) Max. conf (%) Avg. norm Max. norm Strong adversaries

0.07 61 66.891 92.01 29.1 31.4 36

0.2 90 76.71 96.23 70.7 75.1 71

0.5 100 99.43 99.86 175 189.76 99

1 100 99.43 99.86 346.35 360.99 100

upper thresholds of the box. High values of epsilon give large perturbation and
the confidence of adversaries is increased.

We have also tried a variant of the L-BFGS-B attack by removing the norm
constraint in the objective function and optimizing only the loss function. The
motive is to observe the extent of optimization without the norm constraint and
whether this could produce images with acceptable perturbations with a better
confidence level. The results are tabulated in Table 4.

Table 4. Modified L-BFGS-B attack

Epsilon Success rate (%) Avg. conf (%) Max. conf (%) Avg. norm Max. norm Strong adversaries

0.07 100 96.2 99.92 171.56 421.79 100

0.2 100 99.21 99.93 146.56 301.57 100

0.5 100 99.65 99.94 158.65 279.88 100

1 100 99.66 99.87 250.52 1067.82 100

The perturbation increased as expected, but the confidence remained almost
similar. The same maximum confidence was observed and the average confi-
dence increased slightly. The effect of epsilon was minimal and the results stayed
almost constant. So, it is concluded that the cost given for high perturbation is
not balanced in the confidence level and so the previous method (L-BFGS-B)
produces better adversaries. Though the confidence value is higher compared to
the unmodified attack, the norm value is also higher. The higher norm values
indicate that the difference in the images may be much visible.

4.6.2 Experiments Using Perturbation
For the creation of adversaries, the attack models generate perturbation that
are added to the original image. We wanted to analyse the impact of the
noise/perturbations generated by the attacks.

Figure 2 shows the perturbations/noises created by FGSM to transform a
‘DR affected’ sample to ‘Unaffected’ for different values of epsilon. It is seen
that the perturbation is high when the value of epsilon is larger.

We first try to find how the Resnet classifier classifies, when just the pertur-
bation is given as input to the classifier. Figure 3 shows a perturbation image
created by FGSM to push the classification towards ‘Unaffected’ class. Inter-
estingly, this noise (just the perturbation) shown in Fig. 3 is classified by the
classifier as ‘Unaffected’ with 81.68% confidence.
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Fig. 2. Perturbation images created by FGSM for different epsilon values

Fig. 3. Perturbation created by FGSM to push towards Unaffected class

Now, if this perturbation in Fig. 3 is given as input further to FGSM, it suc-
cessfully completes the attack on the perturbation image and the resultant image
(perturbation using FGSM + FGSM) is classified with the Resnet classifier as
DR affected with a confidence of 55.42% (Fig. 4). Though the attack is success-
ful, the low confidence value signifies again that the original perturbation given
as input had the properties of unaffected retina image strongly, as expected.

When the perturbation in Fig. 3 is given as input further to L-BFGS-B (per-
turbation using FGSM + L-BFGS-B), the resultant image is misclassified as DR
affected with 61.3% confidence and a high norm of 350.5 (Fig. 5). So, now we
have created an artificial image sample of an unaffected retinal fundus image.
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Fig. 4. FGSM on perturbation created by FGSM

Fig. 5. L-BFGS-B on perturbation created by FGSM

We have also tested if the perturbation created from one input image is
enough to convert another image to an adversary. For this, we added the per-
turbation obtained from one image of the dataset on a different image of the
dataset and tested if the second image behaved as an adversary. When we add
the perturbation shown in Fig. 3 to a different DR affected image (Fig. 6a), the
result shown in Fig. 6b is got.

Fig. 6. Image before and after adding the perturbation shown in Fig. 3
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The confidence is observed to have reduced. Even though the added noise
didn’t misclassify the retinal image as unaffected, it has pushed the sample
towards ‘Unaffected’ direction and we believe a stronger noise sample will per-
form the misclassification too, proving the claim by Goodfellow et al. [9] that
the adversarial directions stay the same for all samples within a training set.

To examine whether any random noise can cause a misclassification, a random
noise is generated (Fig. 7) and given as input to the Resnet classifier. This noise
is unrelated to the DR image but the classifier classifies the image as ‘Unaffected’
with 73.24% confidence.

Fig. 7. Random noise

When the L-BFGS-B attack is applied on this random noise shown in Fig. 7,
the image was easier to attack and it produced an adversarial image with less
epsilon value of 0.39 and with a less norm of 130.5 (Fig. 8).

Fig. 8. Adversary created from random noise

This observation signifies that the perturbation noise added in FGSM is not
just a random noise but carefully structured one to push a benign sample towards
target direction and so it captured the features of Unaffected image, which made
it hard to misclassify it as seen above.
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4.7 Defenses

4.7.1 Adversarial Training
We created Adversarial examples with FGSM and retrained the Resnet model
along with the adversarial examples with the correct labels.

We tested the adversarial training defense mechanism against the FGSM
attack and the results are summarized in Table 5. It is observed that training
with the adversarial examples decreased the success rate of the attacks and
decreased the confidence of the adversaries while the norm remained the same.
However, it couldn’t still prevent attacks and misclassifications. The number of
strong adversaries reduced to 0, showing that the adversaries produced had low
confidence values. The more the adversarial samples we used for training, the
less the confidence of the adversaries.

Table 5. FGSM results after adversarial training

Epsilon Success rate (%) Avg. conf (%) Max. conf (%) Avg. norm Max. norm Strong adversaries

0.1 38 57 94 38.77 38.78 0

0.25 41 56 98.78 96.9 97 0

0.5 44 56 99.9 193.98 193.98 0

1 44 55 99.98 387.97 388 0

The results of the adversarial training defense mechanism against the
L-BFGS-B attack are summarized in Table 6. It is seen that norm values
decreased more than confidence values. The number of strong adversaries
reduced to 0 again, similar to FGSM attack. The success rate didn’t reduce
but as the number of strong adversaries is 0, it is inferred that the produced
adversaries are of low confidence as expected.

Table 6. Modified L-BFGS-B results after adversarial training

Epsilon Success rate (%) Avg. conf (%) Max. conf (%) Avg. norm Max. norm Strong adversaries

0.2 100 76.71 96.23 78.7 163.7 0

0.5 100 96 99.86 115 148.44 0

1 100 97.6 99.86 205.46 246.36 0

4.7.2 Defensive Distillation
We trained the teacher network with a softmax output at temperature 100. The
teacher network has the same architecture as the previously discussed ResNet
model. We utilized the same hyperparameters that were previously shown to be
the most ideal. We used a custom loss function that computes the softmax cross
entropy between logits and labels.

A new training set was formed with soft labels obtained from the teacher
model. We trained the student model with the same network architecture as the
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teacher model using the new training set and the temperature of the softmax
layer was kept at 100. This new model is referred to as the distilled model.

We tested the distilled model against the two adversarial attacks and the
results are summarized in Table 7.

Table 7. Success rate of attack after defensive distillation

Adversarial attack Success rate against
original model

Success rate against
distilled model

FGSM 99% 60%

L-BFGS-B 100% 82%

5 Conclusion

The paper aims to demonstrate the applicability of adversarial attacks and their
implications on classifying retinal images. This enforces the importance of mak-
ing neural networks robust and the need to combat these attacks. The experi-
ments on the FGSM and the L-BFGS-B attacks have revealed that the perfor-
mance of the ResNet model could be reduced by the adversarial attacks. Defense
mechanisms can reduce the effect of the attacks. It is also observed that a ran-
dom noise may also pose the risk of reducing the confidence of the classifier in
its true prediction.
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Abstract. Online product review and rating is considered one of the most impor-
tant factors influencing the purchasing behaviour. Today ecommerce sites received
massive number of reviews and it becomes difficult for customers to read all
the reviews. Online product review is one of widely researched area and many
researchers have proposed models to predict review helpfulness in ecommerce
sites. This main objective of this research is to find the determinants of online
review helpfulness. 12,389 online reviews related to 25 brands of mobile phones
were collected from amazon.in. The results shows that word count is positively
associated with helpfulness of the review. Star rating, neutral opinion and negative
opinion are negatively associated with helpfulness of the review.

Keywords: Online review · Helpfulness · Star rating · Tendency · Sentiment
analysis · Text mining · Amazon

1 Introduction

Nowadays, most of the consumers are increasingly relying on opinions and experience
of other consumers.Most of the online shoppingwebsites in India likeAmazon, Flipkart,
Snapdeal etc., provides product review option for consumers to post their opinions and
experiences of the product they have purchased recently. The ecommerce website like
Amazon, Flipkart etc. receive thousands of reviews constantly for their popular products.
Online product reviews are usually written by consumers to express their opinion and
experience about their purchases. It has become common for consumers to search and
read online product reviews before any online or offline purchase. Research survey shows
that 93% of customers read online review before purchasing any product [1]. According
to a survey, 62% of respondents in USmentioned that online customer reviews were very
helpful in choosing the product [2]. A survey conducted in India about online reviews
shows that 57% of consumers don’t trust product reviews on eCommerce sites [3].

Most ecommerce sites give an option to consumers to grade or rate customer experi-
ence and satisfaction of using a product. Online product ratings and review is considered
as oneof themajor factors that influences online users purchase behavior.Research shows
that not all online consumer reviews are found to be helpful and have an influence on pur-
chase decisions. Online reviews which are considered to be helpful by consumers found
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to have stronger effect on consumer purchase decisions than other reviews [4, 5]. Review
helpfulness shows if the review is giving useful product assessment and help in buying
decisions. Hence it is important to identify the determinants which can make the review
more helpful to the consumers. The purpose of this study is to find the determinants of
online review helpfulness based on theoretical framework and empirical model.

2 Literature Review and Hypothesis

Good number of researchers have demonstrated that online reviews provide consumers
relevant information about a product and influence consumers buying decisions [6, 7].
The previous research studies can be grouped into two categories based on research
method. One of the categories is based on survey and experiments method of measur-
ing review helpfulness [8]. The second category is based on collecting data from the
ecommerce websites. Some previous research studies analyzed factors influencing the
consumers to click helpfulness of the review.Baek, Shn andChoi researched using online
consumer reviews collected from Amazon.com using web data crawler and found that
review rating, reviewer’s credibility and content of review influenced the helpfulness
of reviews [5]. Biswas, Sengupta and Ganguly research findings shows the review title,
review sentiments, star rating and temporal features predicts the count of helpful votes
[7]. Lee, Trimi and Yang research shows that high star ratings and long review postings
were found to be more helpful to consumers [9].

Some researchers studied the impact of online reviews on the purchase decisions [9].
Studies conduct by Li, Wu and Mai shows that star rating and sentiment is positively
related to sales [10]. Mariani and Borghi research findings shows the online review
helpfulness affect financial performance of a company [11]. Akbarabadi and Hosseini
research studies shows that reviewer, and readability features found to strongly associated
with helpfulness of review [12]. Lian, Schuckert and Law studies show that extreme
rating and informative review are more likely to get the helpful votes [8]. Some of the
widely studied factors influencing consumers helpfulness are total number of reviews,
average rating score (star rating score), tendency andword count of the review. Statistical
techniques used by previous research comes under, multiple regression, Tobit regression,
multiple logit regression, vector regression, negative binomial regression, and partial
least squares SEM. The most widely used platform to collect review was Amazon, Yelp,
and Trip Advisor.

The present study focuses on studying the determinants of helpfulness. The indepen-
dent variables used for this study are star rating, word count, tendency (positive, neutral,
negative). The star rating is one of the widely used format to evaluate the product reviews
by consumers and it is displayed near to the review. The tendency included in a review
is defined as subjective attitudes expressed through affective word choice based upon a
consumer’s opinion or feeling as a result of using product. The conceptual model was
developed to test the proposed hypotheses. The following hypothesis is proposed based
on literature review.

H1: Review Star rating positively affects the review helpfulness.
H2: Review word count positively affects the review helpfulness.
H3: Positive opinion expressed in a review positively affects the review helpfulness.
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H4: Neutral opinion expressed in a review positively affects the review helpfulness.
H5: Negative opinion expressed in a review positively affects the review helpfulness.

Fig. 1. Conceptual model

3 Research Methodology

The aim of this research is to find the determinants of online review helpfulness. 73,151
number of online reviews of 25 smart phones brands were collected from Amazon.in.
During August 2020 and only 12,389 reviews have at least one helpfulness vote. The
analysis is only done to 12,389 online reviews as high number of zero counts in the
overall sample. This approach was supported by many previous researchers [7]. This
shows that 16.9% of total online consumer reviews have at least one helpful vote.

Five brands in each price range are randomly selected. Python application was used
to extract the reviews, creating a worksheet of review database, cleaning worksheet data,
evaluating word books against WordNet to count the number of words in each review,
determine the tendency, performing sentiment analysis and calculating the helpfulness
rate a product or service. The sentiment analysis is one of the popular natural language
processing (NLP) that automatically identifies and extract options in each text. The
process of extracting opinion from online review is a form of text mining. This study
usesVaderNLPalgorithm to extract opinions found in anonline review.These sentiments
are categorized into three levels as positive, negative and neutral.

Many previous researchers have adopted linear regression for analyzing helpfulness
[13]. This research adopted linear regression for predicting review helpfulness. The
reviews with zero vote for helpfulness are excluded in the sample to investigate the
determinants of helpfulness of the online review.
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4 Results and Discussion

The descriptive data of all the variable is presented in the Table 1. The results shows that
the average word count of reviews in the collected data set is 248.49 and average star
rating is 3.73 for the 25 mobile phones. The average helpfulness vote from the online
review is 9.71 and maximum review was given to one review for Apple mobile phone.

Table 1. Descriptive statistics of the variables

Variable Mean SD Min Max

Helpfulness Vote 9.71 102.27 1 5551

Star Rating 3.73 1.5937 1 5

Negative 0.08 0.1362 0 1

Neutral 0.67 0.2256 0 1

Positive 0.25 0.2431 0 1

No. of Characters 43.5 87.945 1 3271

No. of Words 248.49 501.87 2 18327

Table 2 lists the reviewer score which is also called as star rating. The reviewers
provide a qualitative evaluation of a product by posting their subjective opinions on the
review board. The average star rating is high for Oneplus and low for Mi. Overall mean
of star rating is 3.73. Out of 12,389 reviews 2519 reviews was rated 1 star and 8.

Table 2. Distribution of star rating

Model 1 2 3 4 5 Average

Apple 292 41 59 157 855 3.88

Honor 158 49 81 228 605 3.96

Mi 74 14 10 21 63 2.92

Oneplus 489 142 262 569 2352 4.09

Oppo 161 32 70 148 371 3.69

Redmi 522 102 216 298 879 3.45

Samsung 649 174 210 294 527 2.93

Vivo 174 39 94 208 700 4.00

Total 2519 593 1002 1923 6352 3.73

This study selected reviews which has at least one vote for helpfulness of the review.
Table 3 shows that certain reviews have maximum number of helpfulness vote. The
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Table 3. Number of reviews and helpfulness

Model Count of
Reviews

Max number of
Helpfulness

Average

Apple 292 41 3.88

Honor 158 49 3.96

Mi 74 14 2.92

Oneplus 489 142 4.09

Oppo 161 32 3.69

Redmi 522 102 3.45

Samsung 649 174 2.93

Vivo 174 39 4.00

Total 2519 593 3.73

average review helpfulness is found to be high for Apple mobile phones and low for
Oneplus mobile phones.

Table 4 shows the review length and helpfulness. Interestingly helpfulness votes are
higher when the length of review is less than 500 words. This study shows that when
length of the review is less than 1000 word count then helpful votes are found to be
higher. The length of the review has more impact on helpfulness. When the length of
reviews is more than 1000 words, there is a possibility of getting avoided as peoples
don’t spend much time reading full reviews.

Table 4. Review length and helpfuness

Number of Words Number of helpful
votes

Percentage

1–500 98713 82.09%

501–1000 17237 14.33%

1001–1500 4167 3.47%

1501–2000 125 0.104%

2001–2500 2 0.002%

2501–3000 0 0

3000–3500 6 0.005%

Total 2519 593

The sentiment score of reviews is classified as Positive, Neutral, and Negative. The
negative opinions are higher percentage for Samsung and less forOneplus. The sentiment
score for the eight brands is presented inTable 5. Sentiment levels are indeed an extremely
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influential component in determining a reviews helpfulness vote count. Customers tend
to give higher star ratings when they also provide Negative or Critical reviews.

Table 5. Sentiment scores of reviews

Model Positive Neutral Negative

Apple 64 30 7

Honor 64 29 7

Mi 68 19 12

Oneplus 68 26 6

Oppo 66 26 8

Redmi 68 23 9

Samsung 69 19 13

Vivo 63 31 7

The linear regression was conducted, and r-square is found to be only 0.040 and
ANOVA F value is 130.217 with Sig 0.0001. The regression results are presented in
Table 6. Word count and negative opinion in the review shows the positively associated
with helpfulness of the review. This finding is consistent with previous research findings
[14]. Star rating and neutral opinion in the review shows negatively associated with
helpfulness of the review. The findings of the research show the customers tend to click
helpfulness of the review when the star rating given to the mobile phone is low and also
when the word count in the review is high. The research also shows that the negative
opinions presented in the reviewmore likely to be clicked by customer as helpful review.

Table 6. Results of regression analysis

Variable Standardized
coefficients

t value Sig

Constant 3.550 0.001

Star rating −0.028 −2.549 0.011

Word count 0.204 22.579 0.001

Neutral opinion −0.022 −2.212 0.027

Negative opinion 0.20 −2.181 0.031
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Fig. 2. Final model with standardized coefficients

5 Conclusion and Future Research

The present study investigated the determinants of helpfulness of the online reviews.
The findings of this study shows that the review tendency, neutral and negative opinions
affect the consumer to select the helpfulness of the review, but positive opinions did not
show any effect on the consumer to select helpfulness of the review. The word count or
the length of the review has more impact on helpfulness and has a stronger relationship.
At the same time, the length of reviews should be less than 1000 words and when the
review length ismore than 1000words, there is a possibility of getting avoided as peoples
don’t spend much time reading full reviews. It is necessary for the consumers to write
reviews less than 1000 words as it encourages consumers to read and valuate the review
as helpful. This study also found the review’s tendency is perceived as more helpful for
check the mobile phones in ecommerce site.

The present study investigated the determinants of helpfulness of the online reviews.
The findings of this study shows that the review tendency, neutral and negative opinions
affect the consumer to select the helpfulness of the review, but positive opinions did not
show any effect on the consumer to select helpfulness of the review. The word count
found to be positively associate to helpfulness of the review. The research finding could
help the ecommerce companies to display the helpful reviews on the top which will help
the company to increase their sales.

This study also has few limitations like the sample used for this research was selected
basedon condition that the review should have at least one star rating. This study collected
data related to 25 brands of mobile phones. Future research can be extended to other
products and comparative studies on online reviews can be conducted. Previous studies
on online consumer review focusedmore on quantitative review contents likeword count
and star rating. Future research can include other review characteristics like emotions,
verb counts, type of word, type of product etc. The consumer involvement in evaluating
the review may also depend on the reviewer. Future research can be conducted to do a
detailed analysis on the effect of reviewer profile.
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Abstract. In recent days, deep learning is on rage and is gaining a huge amount
of popularity due to its supremacy in terms of accuracy. Deep learning is being
used for a vast number of applications out of which healthcare is an important
category. In this paper, we discuss the role of deep learning in medical image
segmentation. It is also known as the automated or semi-automated detection of
edges within various medical image modalities so as to identify the region of
interest. Furthermore, we also explore the various deep learning networks that are
widely preferred for medical image segmentation along with the architecture and
overview of each network. This paper covers the most recent and widely preferred
deep learning networks such as Convolutional Neural Network (CNN) and other
related networks such as Alexnet, Resnet, U-net and V-net. The challenges and
limitations of the emerging DL networks is also studied.

Keywords: Deep learning · Image segmentation · CNN · Alexnet · Resnet ·
U-net · V-net

1 Introduction

Deep learning is a process in which machines learn to process data and derive a con-
clusion using neural networks that are comprised of different levels, arranged according
to hierarchy. Deep learning is used in various applications such as speech and image
recognition, bio-informatics, military and most importantly medical image analysis. It
is capable enough to transform the entire landscape of healthcare. The application of
deep learning in healthcare is expected to grow in the time ahead. Deep learning is used
alongside medical imaging for health check and monitoring, diagnosis and treatment of
diseases, injuries etc. Medical image segmentation is yet another application of deep
learning that is used to identify organs or lesions from different modalities of medi-
cal images such as Computed Tomography (CT), Magnetic Resonance Imaging (MRI),
ultrasound etc.

Initially, edge detection filters and mathematical methods were being used, after
which deep learning was brought into use predominantly alongside transfer learning.
Later, 2.5 dimensional CNN was introduced and this produced a remarkable balance

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
L. Kalinathan et al. (Eds.): ICCIDS 2022, IFIP AICT 654, pp. 184–206, 2022.
https://doi.org/10.1007/978-3-031-16364-7_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16364-7_15&domain=pdf
https://doi.org/10.1007/978-3-031-16364-7_15


Perspective Review on Deep Learning Models to Medical Image Segmentation 185

Fig. 1. Evolution of CNN architectures

between the performance and computational costs. After this, 3 dimensional CNN came
into use and proved to be superior to 2.5D in terms of performance. Over time, various
types of CNN architectures have evolved as shown in Fig. 1.

2 Deep Learning Network Architectures and Related Work

2.1 Basic CNN (1989)

Fig. 2. Basic architecture of CNN [1]

CNN is a well-known class of deep learning networks. It is widely preferred in
image segmentation, image classification, object detection etc. CNN is also known as
ConvNet and is shift-invariant. They are regularized versions of the Multi-Layer Per-
ceptron (MLP). MLP networks are often fully connected and hence result in overfitting
of data. The basic architecture of CNN comprises of 5 layers as shown in Fig. 2

Input Layer: This layer is made up of artificial neurons that allows the initial data into
the network for further processing.

Convolutional Layer: The convolutional layer is comprised of weights that should
be trained as per the application that the network is being used [2]. This layer is also
responsible for feature extraction which includes edges, objects, textures and scenes [3].
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Pooling Layer: The feature map dimensions obtained from the convolutional layer are
reduced in the pooling layer.

Fully Connected Layer: In this layer, each input from the previous layer is connected
to each activation function in the next layer.

Output Layer: This layer is responsible for producing the final result of the segmen-
tation, classification or relevant application.

The following authors have implemented various variants of CNN for segmentation
of tumors in the brain. R. Thillaikkarasi et al. [4] presented a novel kernel-based CNN
combined with a modified Support Vector Machine(SVM) for efficient and automatic
segmentation of brain tumors. In this work, spectrum mixing was included along with
the kernel to elevate the flexibility during segmentation. Sidra Sajid et al. [5] introduced
a patch-based hybrid CNN approach to detect tumors in brain and considers local and
contextual information. This method addressed the overfitting problem by making use
of the dropout regulariser alongside with batch normalization procedure. This work also
provided a solution for data imbalance using a two-phase training procedure and resulted
in a DSC (Dice Score Co-efficient) of 86%. Farheen Ramzan et al. [6] proposed a 3D
CNN network associated with residual learning and dilated convolutional operations to
accurately analyze the end to end mapping from MRI volumes to the brain segments at
the voxel level. DSC of 87± 3%was achieved for different datasets. Kumar et al. [7] also
implemented a 3D CNN network for brain tumor segmentation.3D CNN was preferred
over 2D CNN as it suffered a loss of quality in the input image due to compressed 2D
image processing. The proposed 3DCNNconsisted of fivemax-pooling layers, two fully
connected layers and a soft max layer. Mostefa Ben naceur et al. [8] proposed a CNN
network inspired by occipito temporal pathway which includes a special function known
as selective attention that operates based on the receptive field sizes to identify the crucial
objects in the scene.This method was used for segmentation of brain tumors and yielded
a DSC of 90% for tumor, 83% for tumor core and 83% for enhanced tumor. Nai Qin Feng
et al. [9] proposed a deepCNN framework in a cascaded structurewith CRF (Conditional
RandomField) for post processingwhich efficiently eradicates the contradiction between
the accuracy of segmentation, depth of the network and the number of pooling layers in
conventional CNN. This method was used to segment tumors in the brain and yielded
a DSC of 86%. Zhaohan Xiong et al. [10] proposed a Dual FCN with 16 layers called
AtriaNet for segmentation of the left atrium. This method yielded a DSC o 94%. Mamta
Mittal et al. [11] proposed a combination of GCNN (Growing CNN) and SVM for
segmentation of brain tumors. This GCNN permitted to encode properties of the inputs
to improvise the next step and reduce the parameters. This method yielded a PSNR
of 96%.W.V.Deng et al. [12] proposed a fusion of a Heterogeneous CNN (HCNN)
and a CRF (Conditional Random Fields).The CRF has been developed as a Recurrent
Regression NN (RRNN). This method could divide the brain images into several slices
and yielded a precision and recall of 96.5% and 97.8% respectively which is by far the
highest among the discussed methods.
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Segmentation of Breast Tumors
Variants of CNNnetworks have been used in successful segmentation of breastmasses as
well. Ademola Enitan Ilesanmi et al. [13] proposed a DL based segmentation technique
exclusively for breast tumors using VEU-Net. (Variant Enhanced Block).This method
yielded a DSC varying from 74% to 91% for various datasets. Later, Mughad A. Al-
Antari et al. [14] proposed a DL based segmentation technique for mammogram using
full resolution CNN which yielded a DSC of 92% and accuracy of 92.97%.

Segmentation of Thyroid Nodules
Researchers have paved their way usingDL into segmentation of thyroid nodules as welp
in the recent days.Jeremy M. Webb et al. [15] implemented a combination of recurrent
FCNN and DeepLab V3 for segmenting thyroid nodules from ultrasound images. This
method yielded an Intersection over Union (IoU) of 42% for cycts, 53% for nodules and
73% for thyroid nodules. Viksit Kumar et al. [16] proposed a segmentation technique
based on prongCNN for segmenting thyroid nodule, gland and cystic components. Prong
is nothing but the network shape caused by splitting the architecture for generating
multiple outputs. This method yielded a detection rate of 82% and 44% for thyroid
nodules and cystic components respectively. Ngoc-Quang N Guyen et al. [17] proposed
a Deep CNN network for segmenting boundaries in medical images. This DL network
aids in identifying boundaries using multiscale effective decoders. This method yielded
an accuracy of 95 ± 3% for segmenting boundaries in different datasets thus, proving
to be superior to the other variants.

Segmentation of Parenchyma
Researches have been carried out using CNN variants on segmentation of various other
diseases such as the implementation of a 3D patch-based CNN network for parenchymal
segmentation from MRI images of the brain by Al-Louzi et al. [18]. This network not
only resulted in robust and accurate outcomeof brain atrophy and segmentation of lesions
in PML but also proved to be valuable clinically and towards including standard forms
of quantitative MRI measures in clinical therapies. This variant of the CNN network
used was made up of a network architecture consisting of Multiview feature pyramid
networks and hierarchical residual blocks consisting of embedded batch normalization
and non-linear activation functions.Ying Chen et al. [19] introduced a dense deep CNN
that includes popular optimizationmethods that include dense block, batch normalization
and drop-out. This method was implemented to segment lung parenchyma and yielded
an accuracy of 95%. J. Ramya et al. [20] introduced a technique for segmentation of optic
cup combining DNN and hybrid particle swarm optimization technique which achieved
superior performance with a DSC of 98%.

Segmentation of Prostate
The following authors have preferred CNN models for segmentation of prostate carci-
noma.DavoodKarimi et al. [21] proposed a variant ofCNNwhich involved two strategies
to segment prostate. The first strategy is to apply adaptive sampling strategy and the next
is to use the disagreement of the CNN ensemble to identify the uncertain segmentations
and estimate segmentation uncertainty map. KeYan et al. [22] proposed a P-DNN (Prop-
agation DNN) for prostate segmentation. This method incorporates optimal combination
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of multi-level feature extraction on a single model. This method yielded a DSC of 89.9
± 2%. Massimo Salvi et al. [23] proposed a CNN with rings (Rapid Identification of
Glandular structures) for effective detection and segmentation of Gland segmentation in
prostate histopathological images. This method yielded a DSC of 90%.

Segmentation of Cardiac Tissues
CNN networks have proved to be successful in segmentation of cardiac images as
well.Huaifei Hu et al. [24] proposed a combination of FCN and 3D ASM (Active Shape
Model) to segment right and left ventricles in cardiac MRI. The method yielded a JI of
89%. Hisham Abdeltawab et al. [25] proposed a segmentation technique for the left and
right ventricle using dual FCN. FC1 and FC2 were concatenated at the final output. This
method received a DSC of 88% to. 96% for different datasets.

Other Related ROI Segmentations
Futhermore, Tang et a. [26] implemented a multi-scale CNN network for Selective
Internal Radiation Therapy (SIRT) patients. The trained model was not efficient enough
on SIRT data which had low contrast due to reduced dosage as well as lesions having
vast difference in density from their surroundings, abnormal liver shape or positioning.
Ryu et al. [27] introduced a CNNnetworkmade-up of an encoder and inference branches
which was combinedly for segmentation as well as classification purposes. This network
takes the combination of an input image and its corresponding Euclidean distance maps
of the foreground and background as the input data stream. However, several drawbacks
were reported as it does not incorporate all kinds of machines available in clinical trials
and hence results cannot be obtained for the left out machines. This resulted in a low
Jaccard score index (JSI) of 68% and did not prove to be very efficient on heptic lesions.
Terapap Apiparakoon et al. [28] proposed a modified CNN model with FPN for bone
lesion segmentation.A ladder FPN was introduced to the top-down pathway to semi-
supervise the network training and an additional layer was included to extract global
features. This method yielded an F1 score of 84% and a precision of 85%. Kurnianingsih
et al. [29] proposed a Mask R-CNN based technique for segmentation of cervical cells.
This method used Resnet-10 as a backbone and yielded a precision of 92% and recall
of 91%. Lee et al. [30] also used the 3D CNN network for the detection of plaque in
major calcifications and obtained a decent F1 score of 92%. Nudrat Nida et al. [31]
proposed a Region Based CNN (RCNN) in combination with fuzzy C-means clustering
(FCM) technique for detecting and segmenting lesions in melanoma. In this method,
CNN resolved the insufficient sample problem and FCM extracts affected patches with
variable boundaries that aid in disease recognition. This method achieved a F1 score of
95% and accuracy of 94%.

Tariq Mahmood Khan et al. [32] proposed a CNN based network for segmentation
of retinal vessel segmentation. This network was a Residual Connection based Encoder
Decoder network. This architecture has is capable of retaining and exploiting low-level
semantic edge information for robust vessel segmentation. The method yielded an accu-
racy on 96± 1% for different datasets. Veena et al. [33] introduced an optic disc and cup
segmentation technique for the diagnosis of glaucomawhich yielded an accuracy of 97%
using a modified CNN network consisting of 39 layers including nineteen convolutional
layers, four max-pooling layers, eleven drop out layers and a single merger layer.
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Each of the above discussed CNN variants have their respective advantages and
disadvantages. The most common advantage of CNN is that it does not require intense
human supervision for feature detection unlike its predecessors but it also suffered certain
drawbacks such as its requirement of a large training dataset and its inability to encode
the position and orientation of the object.

2.2 Alexnet (2012)

Fig. 3. Architecture of Alexnet [34]

The architecture of alexnet consists of eight layers including five convolutional layers
and three fully connected layers as displayed in Fig. 3. But it isn’t the layers that make
the alexnet special. Instead, alexnet holds a series of features that ended up acting as new
approaches to CNN frameworks which made alexnet stand out from the rest. AlexNet
replaced the tanh function which was standard at the time with Rectified Linear Units
(ReLU). Alexnet was designed to allowmulti-GPUswhich in turn enabled the training of
biggermodels at a reduced training time.Also, data augmentation anddropout techniques
were deployed in alexnet as a means to the overfitting issue.

Lu et al. [35] proposed an improved alexnet network for detection and segmentation
of abnormality in the brain from magnetic resonance images. The last few layers in this
improved AlexNet were replaced with an exceptional learning machine which in turn
was enhanced by a modified chaotic bat algorithm to attain improved generalization.
Chen et al. [36] implemented a 3D framework of alexnet based on classic AlexNet to
segment and reconstruct of prostate tumor medical images with adaptive improvement.
This method yielded an accuracy of 92%. Also, in comparison with the conventional
segmentation as well as depth segmentation methods, the efficacy of the proposed net-
work was exemplary with respect to the time consumption during training, the amount
of parameters considered, or evaluation of network performance. Alexnet was most
preferred for feature extraction purposes rather than segmentation applications which
yielded significant feature extraction results [37]. The disadvantage of alexnet is that
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because the model isn’t particularly deep, it faces difficulty scannning for all attributes,
resulting in models that aren’t very good.

2.3 Resnet (2015)

Fig. 4. Residual block [38]

Resnets are made up of residual blocks as shown in Fig. 4. The resnet was originally
introduced to rectify the vanishing gradient issue faced by the previous neural networks.
The ResNet uses a 34-layered basic network architecture whichwas influenced byVGG-
19 in which a time saving alternate connection is introduced as in Fig. 5. These alternate
connections thereby form a residual network. The alternate shortcut connections in
resnet are called skip connections and these are the core of the residual. Also, these
skip connections are padded with an extra zero in order to increase their dimensions.
The skip connections in ResNet help to rectify the setback of vanishing gradients by
permitting this new path through which the gradient is allowed to flow. These residual
deep learning networks are widely preferred in classification applications but have been
used in certain segmentation applications as well.

A resnet50 based mask r-cnn was implemented by Jeevakala et al. [39] as well
to segment internal auditory canals and their nerves. The localization results yielded
an accuracy of 79%. Song Guo et al. [40] proposed a combination of Resnet-101 and
VGG-16 for segmentation of retinal vessels. This networkwas amulti-scale network and
yielded a F1 score of 82± 2%. Similarly, Resnet-101 was selected to be the foundation
of Mask R-CNN proposed by Zhao et al. [41] where identity mapping block was used as
a means to rectify degradation issues faced and facilitate training of the deeper network.

Comparatively, resnet based deep learning models proved to produce better results
when used for classification applications rather than segmentation applications in terms
of performance measures. Liu et al. [43] proposed a feature pyramid mask r-cnn network
based on resnet to segment the nuclei present along the cervical. In this method, pixel-
level information was used before hand to dispense supervisory information to train the
mask r-cnn. The precision and recall yielded were 96%. One significant disadvantage of
resnet is that deeper networks usually necessitate more training time.
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Fig. 5. Resnet architecture [38]

2.4 U-net (2015)

The U-net architecture first evolved from the traditional CNN in the year 2015 for
bio-medical images. The u-net network is symmetric along both sides as represented
in Fig. 6. The two major parts of the network architecture include the expansive 2D
convolutional layers on the right and the contracting path comprising of the general
convolutional process along the left. The pooling operations are replaced by upsampling
operators consisting of multiple feature channels to amplify the resolution of the output.
Different variants of u-net have been deployed for various medical segmentation tasks
by researchers around the world as discussed below.

Segmentation of Optic Regions
U-net has been used for segmentation of various regions of the eye. Pan et al. [44] intro-
duced a modified u-net based network for segmentation of retinal vessel segmentation
in fundus images. As the traditional u-net was not deep enough, this network was pro-
posed to bind the outcome of the convolutional layer with that of the deep CNN in the
residual network under extreme depth conditions. Zheng qiang Jiang et al. [45] proposed
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Fig. 6. Basic architecture of U-net [43]

a coronary vessel segmentation network based on U-net. This network was comprised
of multi-resolution and multi-scales as the traditional U-net comprised of only a single
convolution operation for a single scale image and hence does provide accurate segmen-
tation. This method yielded a DSC of 79%. Xioming Liu et al. [46] proposed a modified
U-net model for segmentation of fluids in retinal optic CT images. This variant has an
automated attention mechanism to locate the fluid region to avoid the problem of exces-
sive calculation in multi-stage methods. Also, the dense skip connections combined the
high-level and low-level features thus making the results of segmentation more precise.
This method achieved a DSC of 80± 2% for images from different devices. Sang Yoon
Han et al. [47] proposed a segmentation technique inspired by the U-net for detection
of pupil centreline this model the complexity of the U-net is reduced by decreasing the
number of channels and floors in the U-net. This network achieved a detection rate of
87.3%. Bilel Daoud et al. [48] proposed a segmentation technique for nasopharyngeal
carcinoma which was inspired by U-net. The proposed method consisted of 2 CNN
based systems with overlapping patches with fixed sizes and with different sizes, thus
yielding a DSC of 85% to 91% for axial, coronal and sagittal sections. Khaled Alsaih
et al. [49] proposed a method for segmentation of retinal fluid segmentation using Seg-
Net which resembled the U-net architecture except that the encoder path is replaced by
VGG-16 network. This method yielded a DSC of 92%. Mangipudi et al. [50] proposed
an improved u-net based network to segment optic disc and cup in glaucomatic images.
Contrast to the original u-net architecture, this network consisted of only half the number
of filters in each convolutional layer. Also, the input size was kept low so that the number
of parameters used during training could reduce. By doing so, the computational time
required for training was reduced to a significant extent and this method yielded a DSC
of 93% and 95% for cup and disc segmentation respectively. Bhargav. J.Bhatkalkar et al.
[51] proposed a segmentation technique for optic disc in fundus images. This method is a
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combination of DeepLab V3+ and U-net by incorporating an attention module between
the encoder and de-coder to improve the accuracy. This method achieved a DSC of 95±
2% for different datasets. Monsumi et al. [52] implemented a iris segmentation method
using an interactive variant of U-net that includes modules to squeeze and expand with
an aim to reduce the training time and improve storage by reducing the parameters. This
method resulted in a DSC of 98%. Shuang Yu et al. proposed a robust optic disc segmen-
tation network based on U-net with Resnet-34 encoding layers. This method yielded an
accuracy between 84% to 97% for different datasets.

Segmentation of Various Tumours
Researchers have also used U-net for segmentation of various tumours. A deeper 14
layer U-net model consisting of 26 blocks of VGG19 encoders with ImageNet was
implemented by Lu et al. [53]. This method resulted in a DSC of 86% for segmenting
the tumor mask, 76% for segmenting contour of the tumor and 66% for segmenting the
contour of tumor after gaussian smoothening. Yong Zhou Lu et al. [54] implemented
a U-net based DL model with VGG-16 encoder pretrained with ImageNet to segment
tumours in PET images. This network yielded a DSC of 86% for mask of tumour and
76% for contour of tumour. Manhoor Ali et al. [55] introduced a model combining
3D CNN and U-net to segment brain tumour from MRI images. This method also
replaced Relu activation function by leaky Relu and produced a DSC of 75%, 90%
and 84% for enhancing tumour, whole tumour and tumour core respectively. In this
method, 3D asymmetric kernels were used for convolution and flat stride was used for
pooling to tackle anisotropic spacing. Mohamed A. Naser et al. [56] implemented a
U-net model with 1 convolutional transpose layer instead of max-pooling in the de-
coding part for segmentation of brain tumour yielded a DSC of 92%. Tran et al. [57]
proposed the combined use of U-net and Un-net for segmenting liver tumours. The Un-
net was designed in such a way that the skip connection path, pooling path and the
up-convolutional path are replaced in the node structure. In the re-designed structure,
the features in the node of the output layer are conjoined with the next node as well
as the encoder node at the same level. This method yielded a DSC of 96.5% and 73%
for liver and liver tumour segmentation respectively. Zhenxi Zhang et al. [58] proposed
a U-net like model for segmenting 3D MRI images of the brain. Later, Tao Lei et al.
[59] proposed an enhanced U-net model named as Def ED-Net (Deformable Encoder
Decoder Network for liver and liver tumour segmentation. This method avoids loss of
spatial contextual information of images by employing deformable convolution with
residual structures to generate feature maps. This model yielded a DSC of 96% which
is exemplary comparatively.

Segmentation of Blood Vessels
U-net has also proved to be efficient in segmentation of blood vessels. Manual E
Gegundez-Arias et al. [60] proposed a simplified U-net with a combination of resid-
ual blocks and batch normalisation at the up and down scaling phases. This model was
used to segment blood vessels in retinal images based and achieved an accuracy of 95%
± 1% on different datasets. Enda Boudegga et al. [61] proposed a DL network for seg-
menting blood vessels by extending the well-known U-net. In this method, the standard
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convolutional layers were replaced using LCM (Light weight Convolutional Modules)
in order to reduce the computations. This method yielded a superior accuracy of 97%.

Segmentation of Cardiac Diseases
Various parts and diseases of the heart have been effectively detected and segmented
using U-net. Gurpreet Sing et al. [62] proposed the use of the traditional U-net for
automatic segmentation of cardiac CT images and achieved an overall accuracy of 73%.
CanXiao et al. [63] implemented an improved 3DU-net based on FCN for heart coronary
artery segmentation. The upper part of the FCN was modified to enable propagation of
information to higher resolution layers. This method yielded a DSC of 82%. Lohendran
Baskaran et al. [64] proposed a U-net based segmentation of cardiovascular structures
fromCardiacCT images and achieved aDSCof 82%aswell-lined-Lu et al. [65] proposed
a ringed residual U-net for pancreatic segmentation. With the use of the ring residual
module this method yielded exemplary results via deep convolution and can consolidate
the characteristics of traditional deep learning networks. This network yielded a DSC of
88.32± 2.84%. Tao Liu et al. [66] proposed a U-net based RCNN to efficiently segment
heart diseases from cardiac images and obtained a DSC of 86% to 95% for different
sections of the heart.

Segmentation of Brain Tissues and Tumours
Researches include the use of U-net in brain tissue segmentation tasks which have
resulted to be successful. Sil C Van De Leemput et al. [67] proposed a FCNN based
U-net model for brain tissue segmentation. In addition to the traditional U-net, shortcuts
were added over every two convolutional layers as they speed up convergence and
increase the overall performance, achieving a DSC of 87%. Nagaraj Yamanakumar et al.
[68] proposed a brain-tissue segmentation model known as M-net which was inspired
by U-net. M-net consisted of two side paths and two main encoding and de-coding paths
which aids better feature learning. This method produced an accuracy of 94 ± 2%. Fan
Zhang et al. [69] proposed a brain tissue segmentation technique using 2D U-net with
a novel augmented target loss function to increase accuracy in tissue boundaries. This
method yielded a high accuracy of 95 ± 2%.

Other Related ROI Segmentations
Variants of U-net have been employed in several other medical oriented segmentation
tasks effectively.

The combination of U-net and U-net++ variant was proposed by Jonmohamadi et al.
[70] to automatically segment multiple structures from knee arthroscopy. In U-net++,
the skip connections are compensated using nested, dense skip connections as ameans to
develop amore efficient architecture. Thismodificationwas done to supress the semantic
gap of the feature maps that lie between encoder and decoder operators. The U-net++
model yielded a DSC of 0.79%, 0.50%, 0.51% and 0.48% during segmentation of femur,
tibia, anterio and meniscus respectively. Yuli Sun Hariyani et al. [71] proposed a dual
attention based U-net variant for nailfold capillary segmentation. This model was named
as the DA-CapNet and it improvised the U-net architecture by including a dual-attention
module that captured featuremapsmore efficiently yielding an IoU of 64% and precision
of 77%. Chen et al. [72] introduced the U-net plus variant which was used to segment
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esophagus and esophageal cancer. In this variant, 2 blocks were introduced to optimise
feature extraction of tediously complex and abstract information and as a means to
resolve irregular, vague boundaries with ease. The DSC obtained using the U-net plus
was 79%. A dense U-net model was introduced by Li et al. [73] for segmentation of
mammogramic masses. This variant of u-net combines densely connected CNN with
attention gates. The encoder end is densely connected to the CNN whereas the attention
gates are connected at the decoder end. This network produced an F1 score of 82.24%.

Sebastin Stenman et al. [74] introduced a U-net and ImageNet combination with
Resnet backbone to segment leukocytes which yielded an IoU of 82%. Shyam Lal
et al. [75] proposed a nuclei segmentation method for liver cancer detection using a
modified U-net. This model was known as NucleiSeg Net and it included a residual
block comprising of convolutional layers aiming to obtain high-level semantic features.
This method yielded a F1 score of 83% and JSI of 72%. Yesenia Gonzalez et al. [76]
proposed a sigmoid colon segmentation network based on U-net. The proposed network
combined the use of 2D and 3D operationist DSC obtained using this network was
82%± 6%. Xieli Li et al. [77] proposed a dual U-net based network for segmentation of
overlapping nuclei. Thismethod has amulti-task learning network inwhich the boundary
and region information helps to improve the segmentation accuracy of glaucoma nuclei,
especially overlapping ones yielded a F1 score of 82%. JunlongChen et al. [78] proposed
a variant of U-net for aortic dissection which when compared to the traditional encoder
block consisted of an enhanced feature representation capability. This method achieved
an accuracy of 85%.

ChanboHuang et al. [79] employed amodifiedU-net for segmentation of cell images.
This variant combined the advantages of U-net and resnet into one module and yielded
an accuracy of 97% and IoU of 84%. Bing Bing Zheng et al. [80] introduced the Multi-
scale Discriminative Net (MSD-Net) inspired by the U-net model. This variant was used
to segment lung infections through four stages of operation. The four stages include
feature map scale, a global average pooling layer to extract semantic consistence from
the encoder and a pyramid convolutional block to achieve multi scale information. This
method achieved a sensitivity of 82% to 86% for three different infections. AmineAmyar
et al. [81] proposed a variant of U-net that comprised of convolutional layers with stride
= 2 to replace pooling and maintain spatial information. Also, the number of filters were
increased from 64 to 1024. This method yielded a DSC of 88%.

Catherine P. Jeyapandian et al. [82] proposed a network for segmenting histologic
structures in the kidney cotex. This network was inspired by the conventional U-net
with slightly tweaked parameters. The F1 scores obtained, varied from 81%–91% for
various structures. Duo Wang et al. [83] implemented the 3D U-net for segmentation of
pulmonary nodules and achieved an accuracy varying between 72% to 91% for different
tasks. Van-Truong Pham et al. [84] proposed aDL network for segmentation of tympanic
membranes from otoscopic images. This networkwas known as EarU-net andwas based
on three paradigms. Firstly, efficientnet was used as encoder. The second paradigm is
that, attention gate was used for skin connections and thirdly, residual blocks were used
for decoder. The DSC achieved was 92%.

Zhang et al. [85] segmented epicardial fat using dual U-nets and a morphological
processing layer. The function of the morphological layer is to accurately identify the
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pericardium. The first U-net network focuses solely on the detection of the pericardium
and the second U-net network was used to locate and segment the epicardial fat. This
dual network-based design has yielded a DSC of 91.19%.

Qi-Zhang et al. [86] proposed an Epicardial Fat segmentation network using dual
U-nets including a morphological processing layer. The first U-net was for refining and
obtaining the inside region of the pericardium and the second layer acted as a backbone
for segmentation. This method yielded a DSC of 91%. Francesco Marzola et al. [87]
proposed a segmentation technique for transverse musculoskeletal ultrasound images.
This DL network was an ensemble NN that combined the predictions of U-net, U-net++,
FPN and AttentionNet. This method yielded a precision of 88% and recall of 92%. Lian
Ding et al. [88] proposed a light weight U-net variant for segmentation of pediatric hand
bones. This model contained a reduced number of up sampling and down sampling
operators as well as kernels. This method yielded a DSC of 92.9%.

A lightweight U-net model was introduced by Ding et al. [89] for segmentation of
pediatric handbones.Multiple filterswith different kernel sizeswere deployed alongwith
two down-sampling operators, two up-sampling operators. This network frame yielded
a DSC of 93.1% in the segmentation of pediatric bones. Javier Civit Mascot et al. [90]
proposed a TPU (Tensor Processing Unit) cloud based U-net model for segmentation of
eye fundus images and achieved a DSC of 94%. Tawsifur Rahman et al. [91] proposed
a DL network for detection and segmentation of tuberculosis in chest x-ray with the
use of two U-net models. The modified U-net includes a bi-directional convolutional
long short term memory that combines feature maps. This method yielded an accuracy
and F1 score of 96%. Guodong Zeng et al. [92] proposed a LP-Unet for segmentation
of hip-joints in MRI images. In this network, the listic decomposition, convolution and
dense up-sampling convolution were applied at the beginning of the 3DU-net. The main
advantage of LP-net is that, it reduced the GPU memory. This method obtained a DSC
of 97 ± 2%. Al-Kofahi et al. [93] used a combination of the U-net and MXNet library
to quantify pixel-level predictions of a number of classes.

U-net networks not only proved to be efficient inmedical image segmentation but also
generated significant results in image reconstruction and pixel regression as well. The
disadvantage of U-Net topologies is that learning may slow down in the middle layers
of deeper models, putting the network at danger of ignoring the layers that represent
abstract characteristics.

2.5 Volumetric Convolution Network (V-net, 2016)

Although, the V-net was inspired by the U-net, both architectures have their differences.
The left portion consists of the compression path and the right portion consists of the
de-compression path which is responsible for reverting the original size of the signal.
Each portion is divided into various stages that govern different resolutions. Pooling
operations are replacedby convolution layers that varybetweenone to three and a residual
function is familiarised at each stage. The convolutional layers aremade up of volumetric
kernels of 5 × 5 × 5 voxels as displayed in Fig. 7. The Prelu non-linear activation
function is present on the left portion and down-sampling is performed to increase the
receptive field. On the other hand, the right portion performs a deconvolution operation to
increase the size of the input. Few features are similar along both the portions such as the
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number of convolutional layers provided that the last convolutional layer is responsible
for producing the same output size as the input. There are very few implementations of
v-net by researchers which are discussed below and more works are to be expected in
the latter days.

Fig. 7. V-net architecture [94]

Gibson et al. [95] introduced a dense v-net for segmentation of 8 organs in the
abdominal region such as the stomach, duodenum, left kidney, liver, spleen, gallblad-
der and pancreas. Dense V-Net differs in certain ways. The down-sampler consisted of
three dense feature stacks connected by down-sampling stridden convolutions. Every
skip connection was a convolution of the associated stack output, and the up-sampler
comprises bilinear up-sampling. Memory dependencies of the feature stack and spatial
dropout enable deep networks at high resolutions, which is an advantage while segment-
ing smaller structures. Caixia Dong et al. [96] proposed a V-net based 3D DL network
known as Di-Vnet for segmenting coronary arteries. It functions as two stages namely,
cardiac segmentation, followed by a second stage of CAS(coronary arteries segmenta-
tion). This method achieved a DSC of 90 ± 1% for different datasets. Zeng et al. [97]
implemented v-net architecture for image fetal segmentation. A combination of v-net
andmulti-scale loss functionwas usedwhere v-net was used for the attentionmechanism
and the multi-scale loss function is used for deep supervision. The combination of these
two functions induced significant results and helped to yield a DSC of 97.93%.
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3 Discussion and Conclusion
Table 1. Summary of high-performance DL networks

Authors Network ROI Performance

Mostefa Bennaceur
et al. [8]

CNN network
inspired by
occipito temporal
pathway

Brain tumour DSC-90%

Zhaohan Xiong et al.
[10]

Dual FCN Left ventricle DSC-94%

Mamta Mittal et al.
[11]

combination of
GCNN(Growing
CNN) and SVM

Brain tumour PSNR-96%

W.V.Deng et al. [12] fusion of a
Heterogeneous
CNN(HCNN) and
a CRF(Conditional
Random Fields)

Brain tumour Precision and recall of
96.5% and 97.8%

Al-Antari et al. [14] full resolution
CNN

Mammogram DSC of 92% and
accuracy of 92.97%

Ngoc-Quang N Guyen
et al. [17]

Deep CNN Boundaries in medical
images

Accuracy of 95 ± 3%

Ying Chen et al. [19] dense deep CNN Lung parenchyma Accuracy of 95%

J.Ramya et al. [20] combining DNN
and hybrid particle
swarm
optimization
technique

Optic cup DSC of 98%

Massimo Salvi et al.
[23]

CNN with
rings(Rapid
Identification of
Glandular
structures)

Prostate DSC of 90%

Kurnianingsih et al.
[29]

Mask R-CNN Cervical cells Precision of 92% and
recall of 91%

Lee et al. [30] 3D CNN network Detection of plaque in
major calcifications

F1 score of 92%

Nudrat Nida et al. [31] Region Based
CNN(RCNN) in
combination with
fuzzy C-means
clustering(FCM)

Lesions in melanoma F1 score of 95% and
accuracy of 94%

(continued)
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Table 1. (continued)

Authors Network ROI Performance

Tariq Mahmood Khan
et al. [32]

CNN based
network

Retinal vessel Accuracy on 96 ± 1%

Veena et al. [33] modified CNN Optic disc and cup Accuracy of 97%

Chen et al. [36] Alexnet Prostate tumour Accuracy of 92%

Liu et al. [42] resnet Nuclei Precision and recall
yielded were 96%

Khaled Alsaih et al.
[49]

U-net Retinal fluid DSC of 92%

Mangipudi et al. [50] U-net Optic disc and cup DSC of 93% and 95%
for cup and disc
segmentation

Bhargav.J.Bhatkalkar
et al. [51]

combination of
DeepLab V3 +
and U-net

Optic disc DSC of 95 ± 2%

Monsumi et al. [52] U-net Iris DSC of 98%

Mohamed A. Naser
et al. [56]

U-net Brain tumour DSC of 92%

Tran et al. [57] U-net and Un-net Liver tumour DSC of 96.5%

Tao Lei et al. [59] U-net Liver tumour DSC of 96%

Arias et al. [60] U-net Blood vessels DSC of 95% ± 1%

Boudegga et al. [61] U-net Blood vessels Accuracy of 97%

Nagaraj
Yamanakumar et al.
[68]

U-net Brain-tissue Accuracy of 94 ± 2%

Fan Zhang et al. [69] U-net Brain tissue Accuracy of 95 ± 2%

Van-Truong Pham
et al. [84]

U-net Tympanic membranes DSC achieved was 92%

Zhang et al. [85] dual U-nets Epicardial fat DSC of 91.19%

Qi-Zhang et al. [86] dual U-nets Epicardial Fat DSC of 91%

Lian Ding et al. [88] U-net Pediatric hand bones DSC of 92.9%

Ding et al. [89] U-net Pediatric hand bones DSC of 93.1%

Javier Civit Mascot
et al. [90]

U-net Eye DSC of 94%

Tawsifur Rahman
et al. [91]

U-net Tuberculosis F1 score of 96%

(continued)
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Table 1. (continued)

Authors Network ROI Performance

Guodong Zeng et al.
[92]

U-net Hip-joints DSC of 97 ± 2%

Caixia Dong et al. [96] V-net Coronary arteries DSC of 90 ± 1%

Zeng et al. [97] V-net Fetal segmentation DSC of 97.93%
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Fig. 8. Distribution of papers

Medical image processing using deep learning is a vast, interesting and challenging
research area that conjoins the medical field and the computer field. This survey covers
the recent works involving the widely used deep learning networks in medical image
segmentation as per the distribution in Fig. 8. Researchers all around the world have
been introducing and implementing several variants of DL networks that are derived
from the standard DL architectures, geared towards amplifying the performance and
rectifying the drawbacks faced by the existing network performances. Such research
works are performed to contribute towards the advancement of the healthcare field and
assist radiologists in precise diagnosis. This paper summarises the standard network
architectures of CNN, Alexnet, Resnet, U-net, V-net and the related works that cover the
implementation of its variants along with performance study and a comparison chart.
From the study, we have understood that U-net is most preferred and widely used for
segmentation of medical images due its high performance measures. We would like to
conclude stating that from this survey it is understood that through collaborative research
between computer vision techniques and DL techniques the medical field can draw huge
benefits Table 1.
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Abstract. Due to the COVID-19 pandemic, all activities have turned
online. The people who are hard of hearing are facing high difficulty
to continue their education. So, the presented system supports them in
attending the online classes by providing the real time captions. Addi-
tionally, it provides summarized notes for all the students so that they
can refer to them before the next class. Google Speech to Text API
is used to convert the speech to text, for providing real time captions.
Three text summarization models were explored, namely BART, Seq2Seq
model and the TextRank algorithm. The BART and the Seq2Seq models
require a labelled dataset for training, whereas the TextRank algorithm
is an unsupervised learning algorithm. For BART, the dataset is built
using semi supervised methods. We evaluated all these models with rouge
score evaluation metrics, among these BART proves to be best for our
dataset with the following scores of 0.47, 0.30, 0.48 for rouge-1, rouge-2
and rouge-l respectively.

Keywords: Bidirectional Auto Regressive Transformer (BART) ·
Sequence to Sequence Model (Seq2Seq Model) · Transformers ·
Summarization · Speech-to- text

1 Introduction

In wake of the COVID-19 pandemic, all the activities have turned online. It came
to be called the virus that changes the way we use the internet. With increas-
ing concerns over social distancing, people are seeking ways to connect socially
online. All the classes are being conducted online and going by the present
trends, the online mode of study is here to stay. Global corporate outlook of the
scenario is no different. Companies that once had whiteboard pitch meetings,
have turned to screen sharing and presentations on online meeting platforms.
College lectures is one such scenario, wherein both the students and teachers are
involved in the process of imparting and enriching their knowledge throughout
the course of lecture. Online meeting platforms are playing a key role in making
sure that the activities stay afloat during the course of pandemic.

To further aid the same, we introduce a real time caption and lecture summa-
rizer system. This research work helps reduce the stress on students by doing the
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summarization on the contents of the class and helps in preparation of exams.
This system can be considered as an extension of the idea brought by IBM
Viascribe [9] module wherein the speech is converted to text real time. This
idea used by Viascribe is expanded to new depths by adding a summarization
feature to the module lecture endings. People who miss classes can refer to the
summarized notes for reference in a quick glance. This proposed system can be
used by Online Meeting Platforms such as Zoom, Google Meets and Microsoft
Teams. This system can also be extended to offline classes to real time scenarios
as well. People with hearing impairments feel very difficult to understand the
online classes. The proposed system supports them in attending the classes by
providing the real time captions along with summaries of the classes.

The main objective of the proposed system is to create an application that
provides services of Real Time Captioning and Notes Making for a Lecture.

The focus of this research work is on speech to text conversion and on text
summarization. To implement the functionality of speech to text, Google Speech
to Text API [3] is used. For providing the utility of summarization, BART model
[5] is used. The model was chosen, after consideration of other established models
like Sequence to Sequence and Text Rank [7]. The chosen BART model was
attuned to suit that of a lecture on Computer Science domain by training it over
a course of NPTEL video lectures and its summaries, making up for a data set
of a thousand eight hundred rows.

2 Related Work

IBM proposed a system named ViaScribe and Hosted Transcription Service [9] in
2013 which is used for real time captioning system using speech recognition. It is
captioning software for digital audio and video that creates a written transcript
and audio recording, as well as automatically captions live audio content as it
occurs. It used ViaVoice engine in the process of doing so. It was observed to
produce 80% accuracy. They were working on using cloud to extend the service.
But, recently it was announced that IBM discontinued the Viascribe service

Microsoft proposed a system named ‘Advances in online audio visual meet-
ing transcription’ [6] in 2019 which is used to identify the speakers while tran-
scripting when people are talking simultaneously in a meeting. In this speech
separation system, camera signal is not used. They used continuous speech sep-
aration method. The transcription system provides each word utterance with
the attendee name. The challenge was to provide the real time transcription.

IBC proposed a system named ‘Just in time prepared captioning for live
transmission’ [8] in 2017 which is an in-time transcription of audio in a live news
broadcast. They done this using automatic speech recognition system. This work
is done specific to news live broadcast. They are trying to increase accuracy.
Their focus was primarily on suiting to accents of english like UK, Australia and
US. The percentage accuracy of pieces marked ranged from 40.91% to 100%,
while the percentage of words missing ranged from 0% to 68.52%
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Facebook proposed a system named ‘Wav2vec 2.0’ [1] in 2020, Framework
for self-supervised learning of representations of raw audio data. This uses multi
layer convolutional neural network. There is no extension to other regional lan-
guages.

Review of speech to text (STR) recognition technology for enhancing learning
[10] studies and overviews new speech to text technologies in the period of 1999 to
2014 which was proposed on 2014. This is built on speech recognition technology.
Their focus was to analyze the results of study and to understand how Speech-
to-Text Recognition technology can enhance learning. The review revealed that
the STR-generated texts enable students understand the lectures much better
and perform well in the examinations.

The invention of a new simple architecture, Transformer [2] was published
on 2017, solely based on attention mechanisms. Self-attention is an attention
mechanism relating different positions of a single sequence in order to com-
pute a representation of the sequence. This aims on introducing transformers
model to revolutionize Natural language Processing by overcoming the problems
experienced by then most preferred Recurrent Neural Networks (RNN). RNNs
generate a sequence of hidden states ht, as a function of the previous hidden
state ht1 and the input for position t. This becomes critical at longer sequence
lengths, as memory constraints limit batching across examples. Extension of the
Transformer to problems involving input and output modalities other than text.

Future n-gram prediction for CNN/DailyMail [12] was proposed in 2020. It is
a pretrained Seq2Seq model called ProphetNet. Instead of optimizing one-step-
ahead prediction in the traditional sequence-to-sequence model, the ProphetNet
is optimized by n-step ahead prediction that predicts the next n tokens simulta-
neously based on previous context tokens at each time step.

Summarize text with pre trained encoders [11] was proposed in 2019. In this
they used Bidirectional Encoder Representations from Transformers. Quadratic
dependency (mainly in terms of memory) on the sequence length due to their
full attention mechanism. BERT uses Transformers to perform the language
modeling task. The paper’s results show that a language model which is bidi-
rectionally trained can have a deeper sense of language context and flow than
single-direction language models. In the paper, the authors explored an inno-
vative technique named Masked Language Modeling which allows bidirectional
training in models.

NLP tasks like question answering and generation [4] was proposed on 2020
with improved performance and Using sparse attention mechanisms to reduce
dependency on sequence length memory. In this approximated learning is achieved
because of sparse attention mechanism. BigBird is a universal approximator of
sequence functions and is Turing complete, thereby preserving these properties of
the quadratic, full attention model. But, it Requires long context for the purposes
of NLP operations including question generation, summarization etc.
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A denoising autoencoder for pretraining sequence to sequence models [5] was
proposed on 2019. Its trained by corrupting the text with an arbitrary nois-
ing function and learning a model to reconstruct it. This involves Exploring
new methods to corrupt documents for pre-training and tailoring them to spe-
cific tasks including Question generation, Text generation, Summarization etc.
It uses a standard Transformer-based neural machine translation architecture
which, despite its simplicity, can be seen as generalizing BERT (due to the bidi-
rectional encoder), GPT (with the left-to-right decoder), and many other more
recent pretraining schemes. It achieves new state-of-the-art results on a range of
abstractive dialogue, question answering, and summarization tasks, with gains
of up to 6 ROUGE.

TextRank [7] system was proposed in 2004. It is based on bringing Order
into Texts. Graph based ranking algorithm for text processing and Exploring
new ways to link sentences/keywords. Graph-based ranking algorithms like HITS
algorithm, Google’s PageRank have been successfully used in citation analysis,
social networks, and the analysis of the link-structure of the World Wide Web.

Google’s Automatic Speech to Text Recognition Systems provide state of the
art results [3]. They are built using attention based encoder-decoder architec-
tures. They present results with a unidirectional LSTM encoder for streaming
recognition.

3 Proposed System

The proposed system consists of the below mentioned modules.

1. Speech to Text Recognition
2. Data Collection
3. Data Annotation
4. Data Preprocessing
5. Choosing the best model
6. Fine Tuning
7. Summary Generation

The application gets the speech as input from the microphone and the Google
Speech to Text API converts the speech into text. This is provided as real time
captions to the clients. The captions are appended into a transcript. Once the
meeting gets over, the transcript is sent to the text summarizer for the summa-
rization task which is given as notes to the clients.
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3.1 Application Workflow

Fig. 1. Application workflow

Once the application starts, a new session can be started and the teacher can
start talking. The speech to text transcription happens using the Google Speech
to Text API. This real time caption is presented to the client in the application.
The captions are appended to a transcript which is used for creating notes at
the end of the lecture. Once the meeting ends, the transcript is sent to the
summarizer model which generates the notes. This flow is depicted in Fig. 1.
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Module Description

1. Google Speech to Text API
The speech from the speaker’s microphone is detected and sent to the Google
Speech to Text API. The output is the real time captions which is sent to the
clients. Along with this, the captions are added to the transcript.

2. Data Collection
The audio from YouTube using YouTube Data API are collected. The audio
files of 3 playlists were taken, namely Design and Analysis of Algorithms,
Software Testing and Programming in C. A total of 182 audio files were
collected. These audio files were given as input to the Google Speech to Text
API and the corresponding transcripts were collected.

3. Data Annotation
The transcripts collected from Google Speech to Text API is summarized
manually. For each transcript, the corresponding summary is written and a
csv file is made which constitutes (transcript, summary) pairs. This is the
dataset which we use for choosing the summarization model. This dataset
consists of 600 rows. Among these 600 rows, 300 rows are training set and
the remaining 300 rows are testing set.

4. Data Preprocessing
The dataset is loaded into a dataframe using pandas. The various steps done
for preprocessing are

– Cleaning The null values, escape characters, and symbols are removed.
All the alphabets are converted into their lowercase letters.

– Tokenization All the words are tokenized using a tokenizer and spe-
cial tokens are added at the beginning and the end of each sentence.
START is the start token and END token.

– Stop words removal The words which don’t add much value to the mean-
ing are removed. Words like the, a, are, etc. are removed.

– Stemming Its the process of converting the words into its root form. For
example, eaten word is stemmed as eat.

5. Choosing the best summarization model The 3 models we are considering
are BART, Sequence to Sequence model, and the TextRank algorithm. These
3 models are trained with the above annotated dataset of 300 rows. The 3
trained models are evaluated with the testing set of 300 rows using ROUGE
score. The best performing model is chosen as our summarizer.

6. Fine Tuning and Building Dataset
– Getting Audio Files: Audio files of the lectures/online classes are obtained

from NPTEL HRD Swayam Youtube page. The playlists included Design
and Analysis of Algorithms, Introduction to Programming with C, Soft-
ware testing.

– Google Speech To Text API: The input audio are files are given to Google
Speech to Text which is pretrained model for speech to text, gives the
transcripts for the input audio files.

– Transcripts: The Google Speech to Text API gives the transcripts in form
of text files.
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Fig. 2. Data processing flow

– BART Model: The BART model is initially downloaded from the hug-
gingface transformers collection. It is pretrained on large Corpus of 16GB
of data. The transcript is fed to this version of BART. And the output is
obtained as summarized text.

– Manual Correction: This summary is manually edited to add on in the
required words and remove the unwanted ones. This way, the BART
model is fine tuned on the corrected version of the data and learns them
over a period of time and over many iterations in batches of 300.

– Reference Dataset: This is built over many iterations in a semi supervised
manner. This collected dataset can be used for future purposes. The same
flow is depicted in Fig. 2

7. Summary Generation: After fine tuning the BART model, the model is
exported as pickle file and its used in the application.

3.2 Architecture Diagram

For the task of summarization, as shown in Fig. 3, 3 models were considered,
namely BART, Sequence to Sequence model, and TextRank Algorithm. The
transcript from the lecture is sent to these summarizers and their outputs are
evaluated. According to the results obtained, the best model is chosen.
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The train dataset consists of 1800 instances of (transcript, summary). The
BART and the Sequence to Sequence models are fine tuned using this dataset.
The test dataset comprises of 300 instances of (transcript, summary). The Rouge
scores of each model is found by comparing the predicted summary of each model
with the target summary.

Fig. 3. Architecture diagram

4 Implementation

4.1 Dataset

Dataset consists of output text files given by Google Speech to text API, when
read through Lecture content of 82 videos. These videos were got from YouTube.
The playlists that we used are Design and Analysis of Algorithms, Programming
in C, Software Testing.

The input is fed into pretrained BART model from which intermediate output
is obtained. This undergoes manual supervision, and the revisioned form is used
as target summary for fine tuning the data in the next iteration.



Real Time Captioning and Notes Making of Online Classes 215

4.2 Process of Collecting Dataset

Since the ground truth for the summaries of the video transcripts were not
available, the dataset was created using semi-supervised learning method. The
transcripts were downloaded and the summaries were created manually for 300
rows. Then the model was fine-tuned using this as the dataset. Then, another
300 rows were given to the model to predict the summaries. Then, the predicted
summaries were manually validated and again the model was trained with the
updated dataset. Likewise, this process was repeated for 2100 rows.

4.3 Experimental Setup

The environment and the various libraries and API used for the project are
explained. Primarily Google Speech to Text API is used for speech to text con-
version and Huggingface transformers are used for summarization by BART
model.

Python v3.7. Python 3.7, the latest version of the language, as a requirement
for BART finetuning.

Fastai v2. fastai is a deep learning library which is used along with BART for
finetuning.

TorchText. TorchText is internally used by transformer BART during the pro-
cess of finetuning.

Huggingface Transformers. The BART pretrained model was downloaded
from the huggingface transformers collection.

Google Colab. Google colab was used to fine tune the BART model over
our dataset consisting of 2× 2234 rows. The content consists of 120 videos of
data related to computer science field, including software testing, Design And
Analysis of Algorithms, Introduction to Programming with C.

Google Speech to Text. An application (Videoder) used to download the
audios in any given format from youtube servers for the required playlist. This
was then given to the Google Speech to Text API available in Google Cloud
Platforms, from which the transcripts for the whole audios were returned. This
transcripts were in turn used to fine tune the BART model for the purpose of
summarization.

4.4 Model Building

The explanation about the implementation is mentioned below. The link to
access the notebook is also given at the last section of implementation.
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Importing the Packages. The first step involved importing the ohmeow-blurr,
datasets, bert-score packages.

Loading the Dataset. The dataset is stored into a dataframe from a csv file.

Data Preprocessing. The null values are removed using dropna() function in
pandas. The tokenizer object of BART is then created which takes care of the
tokenization process.

The dataset is broken into batches called datablocks for processing. The
default argument values for the batch transform were given using the function
default text gen kwargs(). The arguments involve max length, min length, num-
ber of return sequences, padding token id, beginning of sentence token, end of
sentence token, cachable and many more. To view full list, refer to the imple-
mentation link. Once all the arguments are assigned values, the BatchTransform
constructor is called with the architecture object, configuration object, tokenizer
as parameters. The data is split into batches called as datablocks.

Loading BART Pretrained Model. The bart pretrained model, architecture,
configuration objects are loaded using the ohmeow-blurr library from hugging-
face.

Fine Tuning. The BART Model is prepared for training by wrap-
ping it in blurr’s HF BaseModelWrapper object and using the callback,
HF BaseModelCallback. A new HF Seq2SeqMetricsCallback object can be used
for specifying the Seq2Seq metrics, i.e. Rouge.

A Learner object is created which is used for fine tuning. The constructor
takes the datablocks, model loss function, callback object and splitter as param-
eters. Here, CrossEntropyLoss is used as loss function.

Then, we freeze our model so that only the last layer group’s parameter is
trainable. Then the fine tuning is done using a function named fit one cycle()
with the number of epochs, learning rate and the callback object as the param-
eters.

Obtaining Results. The results are obtained using the show results() function.

Exporting the Model. The model was be exported as a pickle model using
load learner() function.

Summarize Using the Model. The blurr generate (text) function can be
used for summarizing the text.
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5 Results and Performance Analysis

5.1 Rouge (Metric)

ROUGE is a set of quantitative metrics for evaluating the summary. The metrics
compare an automatically produced summary against a reference summary. The
commonly used Rouge metrics are Rouge-1, Rouge-2 and Rouge-L. The Rouge-1
measures the overlap of the unigrams, the Rouge-2 measures the overlap of the
bigrams and the Rouge-L measures the overlap of Longest Common Subsequence
(LCS) in the produced summary and the reference summary.

5.2 BART Model

The BART model is trained using semi-supervised learning. The train dataset
consists of 1800 rows with transcripts, but not summary. So, the train dataset was
divided into 6 blocks, each with 300 rows each. At each iteration, the predicted
summary of the previous iteration model is manually corrected. This (transcript,
summary) is used for fine tuning the next iteration BART model. The ROUGE
score of the model got after each iteration is mentioned below. The results of
the BART model at each iteration are shown below in Table 1. There is a good
improvement in the Rouge scores after each iteration.

Table 1. Rouge scores of BART at each iteration

Iteration Rouge-1 Rouge-2 Rouge-L

1 0.471191912847482 0.302830036989221 0.486972871206460

2 0.473210500215044 0.304601467425532 0.496998216586448

3 0.470217640597870 0.304199531679189 0.493619067435048

4 0.481398041623864 0.321774241800320 0.501677609785666

5 0.542424041559528 0.408314456403223 0.553228532702422

6 0.536735590282537 0.389777546282537 0.545027953284034

The graph of the Table 1 is presented below for each type of the Rouge scores.
The graph for Rouge-1, Rouge-2 and Rouge-L scores are shown in Figs. 4a, 4b
and 4c respectively.

Fig. 4. Rouge score
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Table 2. Rouge score comparison of models

Models Rouge-1 Rouge-2 Rouge-L

BART 0.471191 0.302830 0.486972

Seq2Seq 0.191351 0.014464 0.203535

TextRank 0.463548 0.31577 0.521487

5.3 Inference

From the above results, for each iteration of the summarization, there is a gradual
increase in the rouge score. The dataset is built progressively using semi-supervised
learning. This shows that for a particular domain, our model performs well when
there is more dataset. The ROUGE scores are calculated with the TextRank Algo-
rithm, the Sequence to Sequence Model and with the BART model. The results
are shown in Table 2. From the above results, the BART model outperforms and
proves to be the best. Thus it can be shown that the semi supervised learning can
be applied to domains that lack a good quantity of dataset to begin with, gradually
building over time whilst also improving the ML model.

5.4 Screenshots of GUI

The Application Home Page is shown in Fig. 5a. The new session can be started by
clicking the “Start new session recording” button in the home page. Then a new
screen is displayed where the real time captions are printed as shown in Fig. 5b.

Fig. 5. .
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Once the meeting ends, the session can be stopped by clicking at the text.
Then the home page is returned. The transcript can be viewed by pressing the
button “View selected session transcript” as shown in Fig. 5c The transcript
downloaded by clicking the button “Download text file”. Then the transcript
can be summarized by clicking “Summarize” button as shown in Fig. 5d

Fig. 6. Summarized notes of the transcript

6 Conclusion and Future Work

The design of the proposed system is discussed in the project. The application
will perform real time captioning of lectures and provides summarized notes at
the end. Google Speech to Text API is one of the tools available to perform
speech to text conversion which is availed and used in the project. Similarly,
the BART model for text summarization is used to provide the notes of the
lecture at the end. The BART model for text summarization is used because
it performs well for the dataset when compared to sequence-to-sequence model
and text rank algorithm using rougescore evaluation metrics. Bart model per-
forms with scores of 0.47, 0.30, 0.48 for rouge-1, rouge-2 and rouge-l whereas
Sequence to Sequence performs with scores of 0.19, 0.01, 0.20 for rouge-1, rouge-
2 and rouge-l respectively. Many different adaptations, tests, and experiments
have been left for the future due to lack of time. As a part of the future work,
this project could be extended by integrating this application with the exist-
ing online meeting platforms such as Zoom, Google Meet and Microsoft Teams.
This involves exposing the application’s service as an API across the web and
performing seamless integration with online meeting platforms as depicted in
Fig. 6.
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Abstract. Disease in crops is a growing concern for the food and farm-
ing industry. In the last couple of decades, lack of immunity in plants and
extreme climate conditions due to drastic climate changes have caused
a significant increase in the growth of diseases among crops. On a large
scale, these diseases cause eventual financial loss to the farmers due to
a decrease in farming. Fast and early detection of the disease remains a
challenge in most parts of the world because of the lack of robust research
infrastructure. Automated techniques for disease detection are high in
demand with a worldwide increase in image capturing and video record-
ing devices, together with the continuous evolution in computer vision
and machine learning. In this paper, a neural network model, trained
on publicly available data which comprise both healthy and leaves with
the disease, is proposed. The model adopts a new approach combining
the ResNet and the InceptionNet architectures. Skip connections and
the 1 × 1 convolutions in both the architectures are put to good use
here. We achieve an accuracy of 99.08% in the PlantVillage dataset [17]
and reasonable accuracy of 66.06% on the PlantDoc dataset [16] which
is an increment of more than 25% from the approaches in the previous
works. This paper also suggests a method to improve the detection of
diseases in crops in the real world by augmenting the number of data
points. We have discussed the use of deformable convolution, which is
capable of learning various geometric transformations and can improve
the performance of the architecture.

Keywords: Crop disease detection and classification · Tomato leaf ·
Deep learning · Convolutional neural network · Residual network ·
ResNet · Deformable convolution

1 Introduction

Agriculture is a vital contributor to the economy of any country as it is the
major source of nourishment, raw material, and fuel. More than two-thirds of the

c© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
L. Kalinathan et al. (Eds.): ICCIDS 2022, IFIP AICT 654, pp. 221–234, 2022.
https://doi.org/10.1007/978-3-031-16364-7_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16364-7_17&domain=pdf
http://orcid.org/0000-0001-8555-929X
https://doi.org/10.1007/978-3-031-16364-7_17


222 A. Ahuja et al.

population all over the globe depend on agriculture directly or indirectly. Plant
disease weakens the yield, and it affects the quality of food. Plant diseases and
pests have become a vital challenge for the agriculture sector. Also, situations
like less irrigation, global warming, dwindling pollinators, and plant diseases
threaten the food sector. Tomato is one of the most vital and economically
available crops, not only in India but across the globe, and its production has
significantly expanded through these years [1]. Worldwide, tomato cultivation
exposes it to many infections, instilling new diseases in plants. This crop is
essentially defenseless and highly susceptible to many pathogens. Moreover, new
viral diseases keep emerging [2] which drives a need to have a robust crop disease
identification system. Through this work, we focus on recognizing diseases that
attack the tomato plant.

2 Related Works

In the last few decades, multiple works were done by researchers in crop disease
identification to identify the presence of pathogens accurately in different crops.
Most models were able to attain quite a high accuracy but, a key concern is the
ability of the models to work in non-laboratory i.e., in an environment like actual
farmland. Among the previous work done by various researchers in this field,
most publishers have used the PlantVillage dataset containing 54000 images
from 14 different crops having over 25 plant diseases and taken in laboratory
setup and in a particular time interval. In [3], transfer learning with the stan-
dard architectures was used, with a focus on the InceptionNet and MobileNet.
Many approaches like [4] and [13] use the PlantVillage dataset in detecting the
disease and have achieved good results. In [5], five different CNN architectures
were used, namely, GoogLeNet, AlexNet, AlexNetOWTbn, VGG, and Overfeat
architectures, in which VGG showcased the best results among all the archi-
tectures. Similarly in [18] the authors have compared architectures like ResNet,
MobileNet, DenseNet and Inception (v3) for the PlantVillage dataset. They have
done three types of classifications- binary classification (diseased or not diseased
leaf), six class classification and 10 class classification. We use some of these
models later for bench marking the performance of our architecture in compari-
son with the other architectures. For these papers, apart from the above-stated
drawback of using images of plants clicked in laboratory conditions, the authors
also used only one single architecture in the model and mainly did a hit and
trial method to find the best architecture for various plants without giving out
proper rationale. Each architecture comes with a set of disadvantages giving rise
to the need for developing a model that works the best in most scenarios.

In [6], three classifiers such as support vector machines (SVM), extreme
learning machine, and K-Nearest Neighbor, along with the latest Deep Learning
models (DL) like ResNet (layers = 50 and 101), Inception (v3), GoogLeNet,
SqueezeNet, and InceptionResNetv2, were used to classify and recognize seven
distinct plant diseases. Analysis reveals that ResNet-50 with SVM delivers the
most promising performance in terms of F1-score, specificity, sensitivity. In [7],
plant diseases in cucumber were classified by basic CNN models and got the
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highest accuracy. According to [8], a new Deep Learning (DL) model, Inception
(v3), was used for the detection of cassava disease. The conventional plant disease
recognition and classification methods were replaced by Super-Resolution Con-
volutional Neural Network (SRCNN) in [9]. For tomato disease classification,
SqueezeNet v1.1, & AlexNet models, were used in which AlexNet performed
better among the two models in terms of the metric of accuracy in the work
referenced in [10]. An analysis comparing the architectures was presented in [11]
to select the best architecture for the detection of diseases in crops. And in
[12], six different diseases in tomato crop, classified using VGG-16 and AlexNet
architectures, were compared in terms of accuracy.

In the work mentioned above, researchers have used either PlantVillage or
any other dataset containing images taken under laboratory conditions. Also,
most publishers restrict their model to a particular architecture along with the
conventional convolution technique that uses the kernel of fixed size as a filter.
Other approaches like the deformable convolutional networks can improve the
results of the models as shown in [14]. We have summarized the network used,
dataset and metrics from various related works in Table 1.

Table 1. Summary on related works

Paper Network used Dataset Metrics

Crop disease detection

using deep learning [3]

MobileNet PlantVillage Accuracy = 99.6%

InceptionNet PlantVillage Accuracy = 99.7%

ResNet based approach for

classification and detection

of plant leaf diseases [4]

ResNet PlantVillage Accuracy = 99.4%

Precision = 0.965

Tomato crop disease classification

using pre-trained deep learning algorithm [12]

AlexNet PlantVillage Accuracy = 97.49%

VGG-16 PlantVillage Accuracy = 97.23%

Tomato leaf diseases detection

using deep learning technique [18]

ResNet PlantVillage Accuracy = 96.75%

Precision = 0.968

MobileNet PlantVillage Accuracy = 97.2%

Precision = 0.972

DenseNet PlantVillage Accuracy = 98.05%

Precision = 0.980

Inception (v3) PlantVillage Accuracy = 97.35%

Precision = 0.973

Deep learning for image based

cassava disease detection [8]

Inception (v3) Custom Cassave

Leaves Dataset

Accuracy = 92.9%

Disease detection on the leaves of

tomato plants by using deep learning [10]

AlexNet PlantVillage Accuracy = 95.65%

SqueezeNet PlantVillage Accuracy = 94.3%

A comparative study of fine tuning

learning models for plant disease

identification [11]

VGGNet PlantVillage Accuracy = 81.83%

ResNet PlantVillage Accuracy = 99.5%

Inception PlantVillage Accuracy = 98.08%

DenseNet PlantVillage Accuracy = 99.6%
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The proposed model aims to address the issues and drawbacks mentioned
above. Our model is trained on plant images from real farmland setup with
varying angles, resolution, and plants in different stages of growth. Secondly,
we tried merging various network architectures according to their strength and
developed a model to classify tomato leaves accurately. The paper is organized as
follows: Sect. 3 describes the proposed architecture, Sect. 4 summarizes the two
popular datasets along with the new mast dataset used in this work. Results
from the various experiments conducted are summarized in Sect. 5. Section 5
and 6 are on conclusion and future work, respectively.

3 Proposed Model

In this paper, we propose an architecture based on the Residual network, ResNet-
50, and Inception network architecture along with deformable convolution [14]
for accurate prediction of disease in any tomato plant. ResNet architecture com-
prises core building blocks, known as residual blocks. Skip connections in the
residual block address the decreasing gradient problem in deep neural networks.
In the process of training our tomato plant images over ResNet-50, the residual
shortcuts guarantee us the network integrity in our architecture if the coefficients
of the regular connections converges to zero. These alternate connections improve
the architecture by giving two options namely the normal path of these short-
cuts. Also, skip connection ensures that our model will assimilate the function
f(x) = x which will ensure that the deeper layers perform as well as the shallow
layers by taking care of the problem of vanishing and exploding gradients.

By referring to Inception, we mean Inception (v1), also known as GoogLeNet.
Since, salient feature in a plant image is critical in identifying the type of dis-
eases like bacterial spot, early or late blight will vary largely in size, shape, and
position for every plant leaf image. It might be possible that the entire leaf inside
the image has the spatial feature required to identify and classify the disease, or
there can be a very tiny spot of infection in the whole leaf. Hence, we need filters
of varying sizes to accurately extract the desired feature from the tomato plant
and classify it into the type of disease. Multiple filters for a single input map
demand a wide network rather than a deep network. Inception (v1) networks
offer three different filter sizes such as (1× 1, 3× 3, 5× 5), and hence it fits the
best as per our needs. The output from every module is further concatenated
and sent to the next Inception module. There are in total four such Inception
modules in our architecture.
The major drawback of a typical Convolution Neural Network (CNN) is the
sampling of the feature map by using a fixed size kernel. The CNN uses a fixed
size window that is rectangular shaped to read the input feature map at set
locations. The pooling layer of the Inception module uses the same set-size rect-
angular kernel to diminish the spatial resolution by a set ratio. This, in turn,
introduces a variety of problems, namely the same receptive field of all the acti-
vation units in a given layer of the architecture even though there might be
differently scaled objects available at various positions spatially. Vision-based
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tasks like object detection and segmentation require fine-localization for adapt-
ing to the object’s scale. In such tasks, it is a desirable quality to have distinct
receptive field sizes for every object. Hence, along with the Inception network
having kernels of various sizes, we have used deformable convolution over our
architecture for a more accurate extraction of features. Deformable convolutions
offer a useful tool, as they add offsets that are 2-dimensional whereas standard
convolutions offer a regular sampling of the grid locations. These offsets, often
learned with the help of an additional convolutional layer, provide the sampling
grid with a free-form deformation. Thus, the input features condition the defor-
mation in a dense, local, and adaptive manner.
The ResNet-50 network comprises five stages, each with convolution and an iden-
tity block. Each convolution block has three convolution layers, and each iden-
tity block also has three convolution layers. The complete ResNet-50 has over
23 million trainable parameters. For our purpose, we have used a pre-trained
ResNet-50 trained on the ImageNet dataset [15] and have replaced the last stage
of ResNet-50 with three Inception (v1) blocks to extract salient features from
the image accurately. We trained our network using a deformable convolutional
technique for complete stage five i.e., Inception block with a varying number of
convolution layers for the fourth stage of the network. We have done an ablation
study in Sect. 4 to decide the number of trainable parameters, which give the
most accurate and optimal result. A block diagram of the architecture is shown
in Fig. 1. The first two layers of the architecture are the same as the first two
layers of the ResNet-50 model. The third layer of the architecture consists of 4
bottleneck layers of the ResNet-50 architecture as well as 2 Inception modules.
The fourth layer consists of 2 Inception modules and one bottleneck layer of the
ResNet-50 architecture. Finally there are avg pooling and fully connected layers.

4 Dataset

4.1 PlantVillage Dataset

The most widely used dataset for the identification of diseases in plants is the
PlantVillage Dataset [17], which consists of a large number of high-quality images
taken under laboratory conditions. The dataset creators created a system for dis-
ease detection using GoogleNet and AlexNet architectures and obtained up to
99.35% accuracy. The dataset consists of 16,011 images in the tomato class,
and these are the images we will use for classification in our model. PlantVil-
lage dataset contains leaf images with a uniform, white background as they are
curated in the laboratory setup. These images are not captured under natural
conditions like farms, due to which their effectiveness in real-time situations is
substandard.

4.2 PlantDoc Dataset

In contrast, we have used the PlantDoc Dataset [16] which contains data of dis-
eased and healthy plants in real farmland scenarios. PlantDoc is comparatively



226 A. Ahuja et al.

Fig. 1. Proposed InceptionResNet architecture for crop disease identification

Table 2. Number of training and testing images

Serial no. Class name PlantVillage PlantDoc

Train data Test data Train data Test data

1 Leaf Mold 809 143 85 6

2 Bacterial Spot 1808 319 101 9

3 Septoria Spot 1505 266 140 11

4 Early Blight 850 150 78 9

5 Late Blight 1623 286 101 10

6 Yellow Virus 2728 481 69 6

7 Mosaic Virus 317 56 44 10

8 Healthy 1352 239 54 8

close to the application that can help us use our model and identify diseases
in crops and solve degradation of quality in plants. PlantDoc dataset originally
contains 2,598 data points which consists of 13 plant categories and 17 types of
diseases. For this paper, we restricted our study to one plant species i.e., tomato
leaf, with eight classes containing one class for healthy leaves while the other
seven with the diseased leaves. Out of 741 data points for tomato leaves, we
segregated 672 data points for training our model and the remaining for testing
the model i.e., 90%–10% split. Table 2 contains the exact distribution of tomato
leaf for testing and training across different diseases.

Figure 2 contains sample images from different classes in both the PlantVil-
lage and PlantDoc dataset.
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Fig. 2. Samples from various classes to show gap between lab-controlled and real-life
images

4.3 New Mask Dataset Using Data Augmentation

The PlantDoc dataset is a small dataset with about 700 images, hence, train-
ing a large model becomes difficult. Training only the PlantDoc dataset has led
to lower accuracy in our models, as is evident in Tables 3 and 4, because of
over-fitting in the images due to the small dataset size. However, the PlantDoc
dataset mimics the images taken in real conditions, and hence it is necessary to
get good accuracy in this dataset. To solve these two approaches were used-
Approach 1 - Basic augmentation like a random rotation of the image, flipping
of the image, etc., was used. The torch.transform library was used in perform-
ing the random rotation and image flipping. Then, these images were used in
random batches to train the models. However, this did not drive the accuracy
significantly up, as the number of images originally was comparatively less for
the parameters to learn any general trend. The need for a larger dataset arose.
Approach 2 - To solve this problem the PlantVillage dataset, which had an
abundance of images, was put to use. Images from the PlantVillage dataset are
superimposed on the PlantDoc dataset. Images of the same class are superim-
posed on top of each other, i.e., images of the yellow virus class of the PlantVil-
lage dataset are superimposed on images with the yellow virus in the PlantDoc
dataset. This led to the formation of the augmented dataset consisting of 14,000
images. These images were now used to train the ResNet and the InceptionRes-
Net models. Samples from the augmented dataset are given in Fig. 3

Fig. 3. Samples from various classes in the New Mask Dataset
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5 Experimental Results

In this section, we verify the performance of our model in identifying diseases
in tomato leaf and summarize the experiments conducted together with the
results. We have provided the code for further experiment and research1. The
experimental analysis is summarized in several sections. In the first few sections,
we have done an ablation study on the number of layers needed to be trained and
the hyperparameters that give the most optimal result. Next, we have showcased
the final result obtained from the conclusion of the ablation study.

Fig. 4. Loss vs Iteration for the InceptionResNet model

5.1 Training

We have trained the model in random batches of a specific size for all three
datasets. This training process takes place for the number of epochs passed as
a parameter in the train function. The loss vs. iterations graph in Fig. 4 gives a
snapshot of the neural network after every ten iterations, and it gives an idea
of the performance of the network during training. Since the loss vs. iterations
graph smoothly decreases during the iterations, it suggests the correctness of the
model.

1 github.com/arnavahuja/CropDiseaseIdentification.

https://github.com/arnavahuja/CropDiseaseIdentification
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Table 3. Results for ResNet-50 architecture

Architecture name Description Dataset Accuracy

ResNet Fully connected layer
unfreezed

PlantVillage 0.726741

ResNet Fully connected and
one convolutional layer
unfreezed

PlantVillage 0.925436

ResNet Fully connected layer
and two conv layer
Unfreezed

PlantVillage 0.975007

ResNet Fully connected layer
unfreezed

PlantDoc 0.261029

ResNet Fully connected and
one convolutional layer
unfreezed

PlantDoc 0.295189

ResNet Fully connected layer
and two conv layer
Unfreezed

PlantDoc 0.272518

ResNet Fully connected layer
unfreezed

New Mask Dataset 0.74499 (NewData)
0.330968 (PD)

ResNet Fully connected and
one convolutional layer
unfreezed

New Mask Dataset 0.83155 (NewData)
0.440379 (PD)

ResNet Fully connected layer
and two conv layer
Unfreezed

New Mask Dataset 0.96711 (NewData)
0.624149 (PD)

ResNet All layers unfreezed PlantVillage 0.979115

ResNet All layers unfreezed PlantDoc 0.265165

ResNet All layers unfreezed New Mask Dataset 0.99179(NewData)
0.652945(PD)

5.2 Performance Evaluation

The calculate accuracy function takes the batch size as a parameter and gets a
random batch from the validation data. The model then predicts the label of
the validation data and then the number of correct labels is calculated. This
accuracy is averaged over the entire validation dataset.
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Table 4. Results for the InceptionResNet architecture

Architecture name Description Dataset Accuracy

InceptionResNet Inception blocks in
layer 4

PlantVillage 0.981685

InceptionResNet Inception blocks in
layer 4

PlantDoc 0.424019

InceptionResNet Inception blocks in
layer 4

New Mask Dataset 0.95889 (NewData)
0.533121 (PD)

InceptionResNet All layers unfreezed,
along with bottleneck
0, 1, 2 of layer 4 changed
to inception block

PlantVillage 0.990011

InceptionResNet All layers unfreezed,
along with bottleneck
0, 1, 2 of layer 4 changed
to inception block

PlantDoc 0.589996

InceptionResNet All layers unfreezed,
along with bottleneck
4, 5 of layer 3 and
bottleneck 0, 1 of layer
4 changed to inception
block

New Mask Dataset 0.99086 (NewData)
0.660636 (PD)

5.3 Ablation Study on the Neural Network Architecture

The impact of various hyper-parameters on the architectures was experimented
with, and we have tabulated their results in Table 3 and Table 4.

In Table 4, we have summarized the results for the InceptionResNet architec-
ture, which has produced promising results. It has given an accuracy of 66.036%,
which is greater than the previously achieved accuracy. Thus, it testifies the suc-
cess of the InceptionResNet architecture and the new augmented dataset.

The success of this architecture is due to the unique 1×1 convolutions in the
Inception block along with the skip connections in the ResNet. The 1 × 1 con-
volutions ensure that the number of trainable parameters does not significantly
increase while increasing the number of kernels.

5.4 Benchmark Results

Benchmark results are a test of how our model performs in comparison with
others.

The benchmark used here is the accuracy for the standard architectures in
the same situations. The standard architectures like the VGG, ResNet, Alexnet,
XceptionNet all give lower accuracies than our proposed architecture Inception-
ResNet (Table 5).
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Table 5. Benchmark results of standard architectures

Architecture
name

Description Dataset Accuracy

AlexNet Trained entire network
due to its small size

PlantVillage 0.983786

AlexNet Trained entire network
due to its small size

PlantDoc 0.508655

AlexNet Trained entire network
due to its small size

New Mask
Dataset

0.96529 (NewData)
0.504191 (PD)

VGG Trained the entire
classifier of the VGG
which consists of all
fully connected layers

PlantVillage 0.800348

VGG Trained the entire
classifier of the VGG
which consists of all
fully connected layers

PlantDoc 0.413526

VGG Trained the entire
classifier of the VGG
which consists of all
fully connected layers

New Mask
Dataset

0.73766 (NewData)
0.281480 (PD)

Xception Trained last block (no.
12 of XceptionNet)
−68,01,706 params

PlantVillage 0.980904

Xception Trained last block (no.
12 of XceptionNet)
−68,01,706 params

PlantDoc 0.477558

Xception Trained last block (no.
12 of XceptionNet)
−68,01,706 params

New Mask
Dataset

0.84175 (NewData)
0.460062 (PD)

5.5 Hyperparameter Study

Table 6 illustrates the ablation study done on different hyper-parameters like
learning and batch size for both the PlantVillage and the new mask dataset.
We have experimented with these hyperparameters for both the ResNet and the
InceptionResNet architectures. The number of epochs used was 1500 for all the
experiments. Only the results of the PlantVillage dataset and the new mask
dataset are relevant here as the PlantDoc dataset has low accuracy in itself and
does not require a hyperparameter study.
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Table 6. Hyperparameter Study

Model Dataset Learning rate Batch size Accuracy

ResNet PlantVillage 0.0001 64 0.958135

0.0001 128 0.964829

0.00001 64 0.971923

0.00001 128 0.979115

New Mask
Dataset

0.0001 64 0.964921

0.0001 128 0.991799

0.00001 64 0.984289

0.00001 128 0.974923

Inception
ResNet

PlantVillage 0.0001 64 0.990011

0.0001 128 0.989294

0.00001 64 0.969211

0.00001 128 0.975479

New Mask
Dataset

0.0001 64 0.980857

0.0001 128 0.968935

0.00001 64 0.971294

0.00001 128 0.990868

6 Conclusion

In this paper, we propose a novel neural network model based on standard
convolution and deformable convolution techniques to identify disease in the
Tomato plant in a real-time manner. The model we developed was trained and
tested over images taken in actual farmland conditions and its augmented form
to make our model more robust.

We look forward to our proposed system making an important contribution to
the area of research in agriculture and crucially help farmers across the globe to
solve the problem of infections in plants, especially fruits and vegetable bearing
plants. As informed to our readers, at the beginning of this paper, more than 30%
of the farm produce becomes trash because of various diseases. Hence, through
this paper, we are hopeful that our work will help solve the problem of food
scarcity in several underdeveloped nations that eventually leads to malnutrition
among children.
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7 Future Work

In future work, these models can be trained entirely using deformable convolu-
tions. Deformable convolutions offer an advantage over traditional convolutions
as they use learnable parameters, and the shape of the convolution kernels is
not fixed. However, due to our limitations in terms of computational capacity,
we were able to train only the last layers in the deformable models. Thus in
the future, we can train the entire network with deformable convolutions from
scratch, as the initial results look promising. Also, our work can be extended to
various other groups of plant species apart from tomatoes. Moreover, numerous
diseases exist, which we could not cover due to dataset limitations. Hence, our
model can be made more robust and much more exhaustive.

Acknowledgement. This work was carried out when Jennifer Ranjani J was affili-
ated to Birla Institute of Technology and Science, Pilani Campus, Pilani, Rajasthan -
333031.
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Abstract. In the last few years, more accidents are happened mainly due to the
drowsiness of the driver. Various accident prevention technologies are developed
but still accidents are happening. This is due to that, the technologies which are
available in present are all detecting the drowsiness of the driver at the time acci-
dents. So, there is a possibility for happening of accidents. If the drowsiness of
the driver, can be predicted before driving, it will be very useful to prevent the
accidents. In this method, there is a solution to detect the drowsiness of the driver,
before the driver starts to drive. There is system in this method from which the
driver got approval for driving. The systemhas two level verification process for the
drivers to detect the drowsiness. The First level of verification process is captcha
process using python libraries or audio listening process using gTTS library. The
second level verification process is based on detecting the facial expression of
the drivers using the haar cascade classifier with OpenCV library in python. This
process has the accuracy level of 95% in pre-driving drowsiness detection. The
above levels are the two levels which are used detect the drowsiness of the drivers
before start to drive.

Keywords: Drowsiness · Accident · gTTS · Haar cascade classifier and OpenCV

1 Introduction

Drowsiness is the state where individual want to rest. Rest is a neurobiological need with
unsurprising examples of languor and attentiveness. Security and insurance are assuming
significant part in driving. Sluggishness results from the rest part of the circadian pattern
of rest and alertness, limitation of rest, or potentially interference or fracture of rest.
The deficiency of one night’s rest can prompt outrageous momentary tiredness, while
constantly confining rest by 1 or 2 h a night can prompted persistent languor. Dozing
is the best way of lessening drowsiness. It is the state where individual wants to rest
[1–3]. It has two unequivocal implications, alluding both to the state prior nodding
off and ongoing condition alluding to being in that state free of the day-by-day mood.
Individual can encounter tiredness if they had an adequate weakness and this can prompt
street mishaps. The following Fig. 1 represents the percentage of accidents happened
due to the drowsiness of the drivers.
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Fig. 1. Accidents percentage due to driver sleepy

The purpose of this project is to develop the simulation of drowsiness detection
system. The focus of the project is to design a system that will approve the transports
key for the drivers. By detecting the drowsiness of the driver before driving the accidents
can be prevented. So, by two monitoring the state of the eyes, it is believed can detect
the early symptom of driver’s getting drowsiness, and to avoid the road accidents. The
process of detecting the drowsiness between drivers is to analyze the opening and closet
of the eyes. This process is based on the computer vision or OpenCV to detect image or
video processing [4, 5]. In Facial recognition, this project is focused on the localization
of the eyes, which involves both eyes and face by applying the existed image processing
algorithm. The detection of the drowsiness will be determined once the position of the
eyes located.

1.1 Facts About Drowsy Driving

Drowsy driving is responsible for 33% of all fatal accidents. In the previous year, over
168 million people drove their vehicle while drowsy [6]. According to National Sleep
Foundation’s (NSF) 2015 poll, about thirty seven percent people or more than hundred
million people have fallen asleep at the wheel. There are around eleven million drivers
who admit to dozing off or being too fatigued to drive, and they admit to having an
accident or near-accident.

Mostly the accidents happened due to the drowsiness driving is caused by peoplewho
have their age between 18 and 29. Each year 100,000 accidents are the direct result of
driver’s fatigue which is estimated by National Highway Traffic Safety Administration.
According to monitory losses in each year is 12.5 billion dollars due to vehicular crashes
results in an estimated counts of 1,550 deaths, 71,000 injuries.
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According to other European nations, Australia, Finland and England, drowsiness
of driving represents 10 to 30 percent of all accidents. According to the National Sleep
Foundation’s sleep inAmerica poll,more than40%ofdrivers become irritated, impatient,
and 12% of drivers tend to drive faster when they are drowsy. Most of the vehicle crashes
occurred between at time of 4 to 6 a.m., midnight 2 a.m. and 2 to 4 p.m.

Nearly 23 percent of people agree that crashes of their vehicle is occurred between the
above timings. Most of the people in the corporations saw the statistics of the accidents
due to drowsiness in the daily newspapers. In United States, driving with drowsiness
is the serious problem. The National Highway Safety Traffic Administration has found
that determining a precise number of drowsy driving accidents and hospital reports to
determine the prevalence of drowsy-driving crashes.

1.2 Causes of Drowsy Driving

There are many causes for drowsiness while driving [6]. The main causes are as follows,

• Lack of adequate sleep.
• The presence of untreated or unrecognized sleep disorders.
• Driving long distances alone.
• Driving at times of the day when you would normally be sleeping.
• Taking medicines, sometimes have drowsiness as a side effects.

The following Fig. 2 represents the accident caused by the drowsiness of the driver.

Fig. 2. Accident due to the drowsiness of driver
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2 Existing Method

The drowsiness is detected using the facial expressions like tiredness face, yawning, eye
blinking measurements, etc. In machine learning, various algorithms are used for the
detecting the facial expressions. In [1] the driver’s fatigue is monitored by his workshift
and climatic conditions the studies shows that the driver fatigue during driving is more in
Heavy traffic route (HTR) compared to monotonous route(MR). In [2] they proposed a
method of multi model of detecting the drowsiness and distraction of the driver by using
various types of sensors and it is separated into different modules which it is independent
to each other. It can be enabled or disabled at any time to analyze the driver’s fatigue
and distraction. In [3] the analyzing of the drowsiness detection system is tested with the
four variables namely kernel size, threshold value, lighting condition (morning, noon,
afternoon, and night), and eye’s characteristic (eyeglasses or not).

Start

Initialize Camera

Video Acquisition

Face detection

Eye Detection

Drowsiness Detection

Alert Sound Generate till wakeup of driver

Stop

No

Yes

Fig. 3. Workflow of the existing method.
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In [4, 5] the approach of detecting the drowsiness of the driver is detected by using
Haar cascade and Open CV and the alertness is detected by how much time the eyes are
in closed state.

The above process is explained in following Fig. 3 which represents the workflow
of the existing method for the detection of drowsiness of the driver.

In [6–9] the windows of the transport are automatically opened or broke to let the
air in and help the jammed one to breathe the air. To intercept the sleepiness of the
driver in real time, a behavioral based approach is used. In real-time, the drowsiness
detection is carried out by way of taking pictures on video. And the studies proposed the
surveillance system to monitor the drowsiness which is developed by mobile application
on the android operating system.

In [10–15] the studies shows that the drowsiness is detected by using smartphones
by capturing live photos and videos and analyzing the drowsiness and make some alarm
sounds to alert the driver.In [16, 17] the face spotting is executed with the aid of the
local binary sample set of pattern algorithm which is in cascade classifier of OpenCV
library. For object detection, Histogram of Oriented Gradients (HOG) that is used in
laptop imaginative and prescient. In [18, 19] the picture is split into cells for the manner
of encoding of capabilities. Then, instead of requiring a Raspberry Pi, this method is
employed as a output which is based on software. This method has three parts of section
as follows, Face, Eye and Drowsiness detection.

In [20], there is a slider under the seat position which is away from the crash area
and doors are unlocked automatically.In [17, 21] this method’s workflow is that the
system monitors continuously by camera and it records the inattention of the diver by
his fatigue. This system captures the video with the framework at 720p and 30 frames
per second.To detect the driver’s tiredness of a brief audible alert by the time rest. Until
the vehicle is driven, the sluggishness identification cycle will continue. The sound will
continue to buzz until the motorist is completely alert. This is affirmed by the framework
which continues to take contribution which is completely alert processes which are all
available for detecting the drowsiness of the drivers only when the driver have the correct
intensity of the lightening for the face and it is also found the drowsiness while in the
time of driving.

In [22] the methods used to find the drowsiness are facial expressions, local binary
pattern, and EEG low channel peripheral signals. It cannot find the drowsiness of the
driver before driving. In [23, 24] the unsupervised machine learning technique is used
to find the accident-prone areas like pothole, bumps, sharp turns and normal. Arduino
UNO and sensors are used for the detections. GPS is used to coordinates marking of
automobiles. If the automobile is at distance of 400m from a danger spot, an alert is
passed to the driver to slow down.

2.1 Limitations of Existing Method

The main drawback of existing method is that, all the systems are detect the drowsiness
only at the time of driving. So, there may be possibilities for the occurring of accidents.
This system doesn’t work, if there is not a correct lightening effect in the face.

In public transports, if this system detects the drowsiness of the driver, the alarm
starts sounds. So, which also disturbs the passengers in those transports.
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Sometimes the sound of the alarm may not be heard by the driver. It may also lead
to happening of the accidents.

3 Proposed Method

In this proposed system, the drowsiness of the drivers should be identified before the
driver starts to drive. So, the major limitation will be overcome by this system. The main
objective of this system is to give approval for taking the keys of the transports. If the
system finds the drowsiness in face, then the driver should not get approval to take the
keys of the transport.

Proposed ap-
proving system to 
detect drowsiness

Keys approved

Keys not approved

Fig. 4. Outline method of proposed system

The above Fig. 4 represents the outlinemethod of this proposedmethod for allowance
of driving for drivers. In this proposedmethod, there are two levels of verification process
should be done.

Fig. 5. Block diagram of the proposed method.
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The above Fig. 5 represents the block of this proposed system in a step-by-step
manner.

3.1 First Level Verification Process

The first level verification process is that, captcha entering process for literate people
or audio listening process for illiterate people. The captcha process is nothing but, a
captcha is displayed on the screen. The driver should enter the captcha correctly which
is displayed on the screen. If the driver enters the captcha correctly, then the driver will
move on to the second level checking process. The audio listening process is nothing
but, an audio with the captcha will be played. The driver should listen the captcha audio
correctly and then, the driver should repeat the audio correctly, which is listened by the
driver.

No

No

Yes

Yes

Start

Stop

Literate?

Captcha Process

Audio listening Process

Face drowsiness? Key is approved

Key is not approved

Fig. 6. Workflow of the proposed method
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The above Fig. 6 represents the workflow of the proposed method. If the repeated
captcha audio of the driver is correctly matched with system played captcha audio, then
the driver will move on to the second level verification process. The packages used for
the first level verification process are captcha, gTTS, Speech recognition. The captcha
package is used to generate captcha randomly. The gTTS package is used for the creation
of captcha audio file [25, 26]. It is also used for the conversion of text to speech process.
The speech recognition package is used to recognize the speech by the drivers.

3.2 Second Level Verification Process

The second level verification process is that, the camera should capture video of the face
of driver for some time before start to drive. After the capturing of the video, the haar
cascade classifier in OpenCV python library will detect the face and eyes of the driver
in the recorded video. The video should divide into frames. Then each frame is given as
input. Haar cascade classifier is used, because of its computation speed of the features
of the haar. This is because of the use of integral image which will also be called as
summed area tables. Due to the presence of the adaboosting algorithm, this will be very
efficient for the feature selection process.

To detect the face in the image, convert the image into grayscale. Because the
OpenCV algorithm for detection of objects takes the input as gray images. Then perform
detection using detect Multiscale function, which returns an array of detection with x, y
co-ordinates, height, and width of the boundary box of the object. For the detection of
eyes, the setting of cascade classifier in left eye and right eye. Then, detect using detect
multiscale function. This can be done by extracting the boundary box of the eye. After
that, the eye image is taken from frame. The left eye and right eye image data is given
to the CNN classifier, which will predict the status of both the eyes. First the colour
image is converted into grayscale image and resize into 24 × 24-pixel images. Then,
normalization is done for better convergence. After that loading of model is done which
will predict the status of both the eyes.

The Haar cascade classifier process involves four steps. Such as Haar features, Inte-
gral image, adaboosting, cascading. The following Fig. 6 represents the process of haar
cascade classifier for both eyes and face. The second block haar features extraction
involves three types of features. Such as, edge features, line features, four rectangle fea-
tures. The feature Extraction process extracts 1,60,000+ features in the 24× 24window.
So right now, it is a problem to calculate the huge set of features, i.e., 1,60,000+ features
for every 24 × 24 window. This thing looks practically difficult. So, to overcome these
difficulties, select only the features with useful information. This can be done by the
adaboosting algorithm i.e., it eliminates the redundant features and features which has
no useful information. So, using this algorithm, many of the features can be reduced.
In the extracted feature’s part, it is difficult to sum of all the black region and sum of
all white region in each feature. So, there is a trick to solve this problem called integral
image. The Fig. 7 represents the processes takes place in haar cascade classifiers. Using
this classifier object should be detected or not.

The Fig. 8 represents the process of integral image which shows that how to calculate
the integral image value of each pixel.
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Sum of the all the pixels in Z = 1 + 4 – (2 + 3)

Z = W+ (W+ X+ Y+ Z)=(W+ X+W+ Y) => Z (1)

As shown in Eq. (1) is the calculation of the integral image of each pixel of the image.
The adaboosting technique select certain number of features from 1,60,000 features and
give weight to the features. A linear combination of all these features is used to decide
it is a face or not. It combines all the weak classifiers and forms a strong classifier.
Generally, 2500 features are used to form a strong classifier. The cascading process is
nothing but, combining a small group of features i.e., out of 2500 features ten features
are kept in one classifier, like that all features are cascaded.

Input Image

Haar features Extraction

Integral Image

Adaboosting technique

Cascading Process

Object detected or not

Fig. 7. Process of Haar Cascade Classifier
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Fig. 8. Process of Integral image calculation

The following Eq. (2) represents the adaboost cascading process of the haar cascade
classifier.

F(x) = α1f1(x) + α2f2(x) + α3f3(x) + . . . . . . . . . . (2)

F(x) represents strong classifier and f(x) represents weak classifiers. Now it is easy
to detect the face at each classifier. Then, the score is essentially a worth we will use to
decide how long the individual has shut his eyes. Thus, if the two eyes are shut, we will
continue to expand score and when eyes are open, we decline the score. The maximum
score value at which the drowsiness starts is called threshold value. A threshold value
is fixed i.e., the closed score of the eyes become more than 15, which indicates that the
person’s eyes are closed for a long period of time. When the score crosses the threshold
value, an alarm sounds and the driver should not allow to drive. Otherwise, drivers will
be provided with key of the vehicle to drive.

4 Results and Discussion

The proposed method should detect drowsiness before driving using two levels of ver-
ification process. The following figures represent the first level verification process as
follows. The following Fig. 9 represents the sample output one with correct captcha for
the literate drivers i.e., the captcha verification process for the literate people. As shown
in the Fig. 9, if the driver enters the captcha correctly, he will allow for the next level
checking process. In this process, the captcha package in python is used for the creation
of the captcha and displaying the captcha. There are two functions for the creation of
captcha and the creation of the captcha audio file. Also, two functions for the random
text captcha for image captcha and random text captcha for the audio captcha. Some of
the drivers of public transports are illiterate. For those people, who may not know how
to use the computer, the following audio listening process will be done. An audio with
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random text value is created and played by the gTTS (Google Text-to-Speech) library
in python.

Fig. 9. Sample output with correct captcha for the literate drivers.

After hearing that audio, the driver should repeat the same audio correctly, whichwas
played by the system. The Fig. 10 represents the sample output with incorrect captcha
for the literate drivers i.e., the captcha verification process for the literate people.

As shown in the Fig. 10, if the driver enters the captcha incorrectly, he will not allow
for the next level checking process. As said as above in this process, the captcha package
in python is used for the creation of the captcha and displaying the captcha.

There are two functions for the creation of captcha and the creation of the captcha
audio file. Also, two functions for the random text captcha for image captcha and random
text captcha for the audio captcha. Some of the drivers of public transports are illiterate.
For those people, who may not know how to use the computer, the following audio
listening process will be done.

An audio with random text value is created and played by the gTTS library in python.

Fig. 10. Sample output with incorrect captcha for the literate drivers.
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Fig. 11. Correctly matched output for illiterate drivers.

The above Fig. 11 represents the correctly matched output for the illiterate drivers.
As shown in the above picture the audio captcha which is repeated by the driver is
recognizing with the shown message recognizing. An audio with random text value is
created and played by the gTTS library in python. The driver should repeat the same
voice generated by the system. If the recognized voice of the driver is not matched
with the system generated voice of the captcha, then, its through the message as invalid
captcha and the driver of the vehicle should not be allowed to drive the vehicle.

Fig. 12. Incorrectly matched output for illiterate drivers.

The above Fig. 12 represents the incorrectly matched output for the illiterate drivers.
As shown in the above picture the audio captcha which is repeated by the driver is
recognizing with the shown message recognizing. Then the recognized text is displayed
and check whether both audio is matched or not. If the audio got matched, the driver
allows to start the second level checking. If the driver’s audio captcha is not matched
with the system audio captcha, then the driver will not allow to drive the vehicle without
checking with the second level. The haar cascade classifier detects the face of the driver
by extract the features. The status of eyes is calculated by the CNN loaded model.

The Fig. 13 represents the drowsiness of the eyes with closed score status given
by the CNN model and haar cascade classifier. The haar cascade classifier detects the
face of the driver by extract the features. The status of eyes is calculated by the CNN
loaded model. The algorithmic representation of the second level verification is given
as follows.

i) A video is captured using the cv2.videocapture() method in openCV.
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ii) The captured video is converted to frames.
iii) Convert the frames into grayscale using cv2.cvtcolor(frame,

cv2.color_BGR2GRAY).
iv) Prediction of both right eye and left eye, which is to be cleary open. In which the

resizing and the reshaping process takes place.
v) After the prediction, breaking of the loop will be done.
vi) If both predicted values of the eyes are strictly zero, then closed score value is

printed on the frame, else open score value is printed on the frame.
vii) The closed score is above the value of 15, then the alarm sounds. The driver is not

allowed to drive the vehicle, otherwise driver will be allowed for the driving of the
vehicle.

Fig. 13. Detection of drowsiness eyes with closed score.

In theFig. 13 the drowsiness detectedwith the closed score of 25. So, the alarmsounds
and the driver will not allow to drive i.e., the keys of the transport will not be given. Then
the following Fig. 14 represents that, the extracted video does not have the drowsiness
in the face of the diver, then second level verification is completed successfully i.e., the
keys will be provided to the drivers.

Fig. 14. Output of second level verification for video without drowsiness.
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4.1 Efficiency of the System

The feedback of the fifty drivers is collected. The feedback of the driver before this
system is that they should feel unsafe due to their drowsiness. But, after the arrival of
this system, they feel very safe to drive at day and night times because this system finds
the drowsiness of the driver, before the driving starts. So, it is very safe to drive the
vehicles.
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Fig. 15. Accuracy of the proposed system

Figure 15 Shows the percentage of accuracy of the system. Here, D1 to D10 refers
drivers, P and E refers proposed and existing system.

5 Conclusion

The safety and protection are plays important role in driving. Sluggishness results from
the rest part of the circadian pattern of rest and alertness, limitation of rest, or poten-
tially interference or discontinuity of rest. Sleeping is the most effective way to reduce
sleepiness. To reduce the accidents, drowsiness should detect before driving. So, this
system prevents the accidents by not allowing the drowsy drivers. Using this system,
there is some possibility of reduction in some percentage of accidents, which will be
better. The above system successfully detected the drowsiness by using the two levels of
verification process. First level verification process successfully verified and the second
level of verification using facial features is also successfully verified. Drowsiness results
from the rest part of the circadian pattern of rest and alertness, limitation of rest, as well
as interference or discontinuity of rest.
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Abstract. Groundnut is a major oilseed crop and food crop. In groundnut plant
major diseases are occuring on the leaf part. The diseases of the leaf will greatly
impact the quality and the production of the groundnut is also reduced. In order
to reduce the diseases occurring and the problem happens due to the diseases,
this paper uses Artificial Intelligence to identify the disease of groundnut leaves.
This proposed model identifies the leaf diseases such as leaf spot, rust, groundnut
bud necrosis, root rot and web blotch. In this model image processing and CNN
are used along with the Artificial Intelligence. This proposed model was trained
with large number of leaf diseased data sets collected from farms. The collected
datasets are tested using CNN and the results of the dataset were evaluated. In
this experiment than the traditional method Artificial Intelligence had a higher
efficiency and accuracy. The accuracy of this model was as high as 96.50%. This
research study can come up with an instance for the leaf disease identification of
groundnut. The provided solution is a anecdote, scalable and accessible tool for
the identification of disease and the management of diverse agricultural plants.

Keywords: Groundnut leaf disease · Artificial intelligence · Convolutional
neural network · Image processing

1 Introduction

In India, foundation for all the human needs is agriculture and the Indian economy is
also raised from this agriculture by means of foreign trade. India is suitable for many
cultivatable crops, and groundnut is one among them. Groundnut is a leguminous crop
which belong to the Leguminosae family. Groundnut or peanut is commonly known
as the poor man’s nut. Today, it is an important oilseed crop. It is the sixth important
oilseed in the world. The rank of India in the production of groundnut is second. In
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India, the availability of groundnut is throughout the year because it has two crop cycles
harvested in March & October. Yet the backbone of India is agriculture, there is no
further development and advanced technologies in the area of disease detection in leaves
and so far. Due to the non-development of advanced technologies the problems in the
production and the quality of the food crops are high caused by different diseases.
Nowadays because of the emerging techniques many researchers are emerging towards
the field of leaf disease detection and providing a sophisticated result. The yield and
the quality of the groundnut crop is decreased by damaging the chlorophyll and green
tissues due to the disease occurred in the leaves.

Identification of groundnut-leaf diseases needs a competent knowledge, and it is too
easy to camouflaged them only by the observation of artificial visual. Anyway using this
method, groundnut diseases in leaves cannot be properly analysed and manage in time.
The best solution to control groundnut disease is quickly and accurately diagnosing the
type of the disease and taking corresponding measures within time [1–5]. In traditional
method, experts will determine and identify the plantleaf diseases on bared eyes. But
the bared eye disease detection will give a low accuracy on the identification of the
disease. So this technique to identify the disease is a loss. Mostly 85% of the diseases
occurs on the plants leaf rather than the other parts. It is noticed that in India efficacy
of a fiscal destruction. It occurs due to plant syndromes and it is about 15%, if it not
controlled it may lead to the loss of 40% to 60%. In current years, artificial intelligence
methods is an optimistic method and made many innovation in the fields of object
detection, speech recognition etc., By using the advantages of the CNN we can greatly
reduce the parameters and the storage requirements and thereby increasing the network
efficiency [5–9]. Artificial Intelligence had made more advancement in the plant leaf
disease detection.

This research study is mainly fascinated on the identification of single and mixed
diseases on each leaf of the groundnut [10]. The types of leaf identification include
healthy leaves and other diseases like rust, root rot, leaf-spot, budnecrosis,webblotch
and combination of these diseases at the same time. In tradition and existing method,
there is no better combination of artificial intelligence and deep learning so in this study
deep learning is used as a basemodel and prediction is based on the artificial intelligence.

1.1 Problem Statement

Cercospora leaf spot is a major disease caused by fungi on leaves of groundnut crop.
Although it is a major problem traditional farmers in Sierra Leone consider these spots
on the groundnut leaves as sign of maturity of the crop. The most issues of the farmers
is that there is a difficulty in the differentiation of early leaf spot and late leaf spot. The
major leaf disease occur in groundnut are listed below:

1. LEAFSPOT

• Early leaf spot
• Late leaf spot

2. RUST
3. ROOTROT
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4. GROUNDNUTBUDNECROSIS
5. WEBBLOTCH

Leaf Spot

Early Leaf Spot

e

d

b

c

a

Fig. 1. The images of Early Leaf Spot Disease (Color figure online)
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Caused by- Cercospora arachidicola (fungi).

Symptoms:
Early leaf spot symptoms on the upper leaf surface are dark circular brown spots which
are surrounded by a yellow halo as shown in Fig. 1a. Lower leaf early leaf spots are
smooth and brown in color as shown in Fig. 1c. In Oklahoma most commonly occurring
foliar disease is Early leaf spot.

The fungal pathogens attack any portion of the plant above the ground.

Late Leaf Spot
Caused by: Cercosporidiumper sonatum-(fungi).

Symptoms:
All the aerial part of the plant is affected. The symptoms can be identified in all the
airborne parts of the plant. The symptoms will appear on the lower leaves which looks
like small brown dusty pustules (uredosori) as shown in Fig. 2a. On the leaf’s upper
surface small brown spots will appear. The rust spots can be seen on the stem and
petioles. The symptoms like brown teliosori as dark spots will appear on the late season.
Small shrivelled seeds will be produced by the plant on the severe infection.

cb

a

Fig. 2. The images of Late Leaf Spot Disease (Color figure online)
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RUST
Caused by: Pucciniaarachidis-(fungi).

Symptoms:
All the aerial part of the plant is affected. The symptoms can be identified in all the
aerial parts of the plant. The symptoms will appear on the lower leaves which looks like
small brown dusty pustules (uredosori) as shown in Fig. 3a. On the leaf’s upper surface
small brown spots will appear. The rust spots can be seen on the stem and petioles.
The symptoms like brown teliosori as dark spots will appear on the late season. Small
shriveled seeds will be produced by the plant on the severe infection.

dc

ba

Fig. 3. The images of Rust Leaf Disease (Color figure online)
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Root Rot
Caused by: Macrophomina phaseolina (fungi).

Symptoms:
Over head the soiled dish brown lesions are identified as the symptoms as shown in
Fig. 4a. Drooping is seen in the leaves which cause the death of the plant as in the
Fig. 4b.

c

a

Fig. 4. Images of Root Rot Disease

Groundnut Bud Necrosis
Caused by: Groundnut bud necrosis virus (GBNV-Tospovirus).

Symptoms:
The first seen symptom is rings pot in 2–6 weeks as shown in Fig. 5a and Fig. 5c. The
newly appearing leaves is identifiedwith small ring spots with leaf inched inwards assign
Fig. 5d.

The other symptoms noticed are necrotic spots and the lesions are developed in
irregular shapes on the leaves of the plant. Stem and petioles exhibits necrotic spots.

Damage: This disease leads the plant to grows taunted with short internodes and
auxiliary shoots.
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c d

a b

Fig. 5. The Images of Groundnut Bud Necrosis Leaf Disease

WEB Blotch
Caused by: Phoma arachidicola – (fungi).

Symptoms:
Theweb blotch is identified as large and it is irregularly shapedwith dark brown blotches
with irregularly light brown margins as shown in Fig. 6a and Fig. 6b. It appears 1st on
the upper leaf surface. Affected leafs will dry and become brittle and fall from the plant.

The disease is most severe on Spanish and Virginia.
Identification of above these diseases through bare eyes is not possible and it is not

that much accurate compared to modern techniques for identification. Even the expert
cannot accurately say the results of the disease identification. If there is not proper
detection of these diseases, then the percentage of wastage of groundnut crops will
increase. If the disease is identified incorrectly and according to them is identification
if the farmers uses pesticides, then that will affect the groundnut crop badly. If the
groundnut crops are affected, then that leads to decreased production of groundnut and
that further affects the economy of the farmer as well as nation. So in order for the
accurate identification of the leaf diseases this model is proposed.

AI has been nowadays a successful application and it in corporate image processing
which is a path for finding many solutions. Now AI has set foot in to the field of agri-
culture. Currently, several computers based vision applications in Artificial Intelligence
such as DBM (deep Boltzmann Machine), CNN (convolutional neural network), DBN,
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c

ba

Fig. 6. The images of Web Blotch Leaf Disease (Color figure online)

RNN has higher performing accuracy. For this proposed method the most prominent
application is CNN. These days, to detect and execute the analysis of different objects
and its automatic drawings CNN is used [11]. In CNNK-fold cross-validation technique
is recently suggested for the splitting of the datasets and generalization in boosting for
the CNN model. Generally, this research is highly-developed as an abrade rather than
modifying the existing model.

2 Literature Review

A crop prediction model [12] was developed using ANN by using smart phones by the
researchers Ravichandran and Koteshwari. This model has three layers and efficiency is
based on hidden layers. First, thismodel is trained by algorithms like asRprop,Almeida’s
and Silva algorithms, Delta-bar- delta. By training this model by these algorithms a most
favourable configurations are found. This model is based on the efficiency so a rather
way is required to examine the no of hidden layers. To examine the correct hidden layer’s
trial and error method was executed. Finally, it was predicted that more the no of hidden
layers in ANN the more the accuracy of the model.

The study [13] says that datasets are used in CNN model for the classification and
identification of rice plant diseases. Here for training the model 500 different infected
images were collected and given for the processing from the rice field.

In [14], the researches uses deep learning to the problem. They tried this method in
mango plant. The researchers selected five different diseases of mango leaf and collected
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the samples from different varieties of mango plant. From these collections they have
addressed about 1200 datasets. Here CNN structure was used to evaluate the disease
affected leaves. CNN model is trained with 80% of images and left 20% is used for
testing the datasets from the 600 images of 1200 datasets. The left other 600 images,
which were used to find the mango leaf disease and the accuracy of the model which
shown the practicability of it in real world application. If more images are collected,
then by fine calibrating the CNN parameters, the accuracy of the classification can be
increased.

A prediction model is developed by Robinson and Mort [18] where the primary
data like precipitation, humidity, cloud cover, temperature is fed using neural networks.
These data are then converted into binary data and divided into two groups such as input
string and output string for the neural network. This model was trained with 10 trail sets.
Finally, most efficient values were predicted from the above mentioned parameters.

According to [15] different graph formats are formed for the CNN for the process
of data of uniform encephalography which is used to predict the four classes of motor
imaginaries. This data is used to disclose with the electro encephalography electrode.
The data is conveyed by them with 2D to 3D transformation. Through these dimensions
the structure was processed.

In order to make use of the deep learning a short term voltage stability is proposed
[19]. They maintained a clustering algorithm to increase there liability.

In study [16] a aim taken using image processing for the detection of cotton leaves.
Here, for the segmentation of the datasets K-means algorithms were used.

In [17] Research is based on the identification of leaf disease in banana plant. In this
study for training the images used is 3700. In each class the data set is not balanced.
Different experiments were carried out, for example the model is trained by using the
datasets obtained from the coloured and grayscale images. Best accuracy is obtained
at 98.6% by them in coloured images they acquired the accuracy of 98.6% in colour
images.

The researcher Li et al. proposed a neural network with the mixture of back-
propagation for the identification of cotton leaf disease. Initially the areas like stem
and leaves disease are identified using the images with phone window application.

The researcherWan et al. proposed amethodology by the recommendation of famous
convolutional neural network (CNN) which is a highly robust technique to extract the
features manually. Here the CNN is transformed into low space dimensional and the
network structured information is protected. This proposedmethodology is very effective
for the detection of leaves disease.

3 Methodology of the Research

This study is used to create different innovations and ideas to design a product using qual-
itative or quantitative data. In this model DSRMmodel is used which is an ideal datasets
representation. The below figure represents the processing model for this research. Here
“problem-centered initiation” is used for this model. For solving the problem only, the
problem-centered initiation can be used. Here the problem is observed by the research
experts so it is applicable for this model and it deals with the domain of groundnut leaf
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disease identification. The below Fig. 7. Depicts the DSRM method proposed by the
researchers which is accommodated to this research [20].

Initialization of the 
problem (problem cen-

tered initialization) 

Problem Identifi-
cation

INTERFERENCE
OF PROBLEM

THEORY FROM 
OBTAINED 
OBJECTIVE

TO DO DESIGN

INSPECTION OF 
DEMONSTRARTED 

MODEL

PRACTICAL 
EXPERIENCE 

FROM MODEL

Objective

Development and 
Design

Affirmation

Evaluation

Conveyance

Fig. 7. Processes Model of DSRM

4 Proposed Methodology

4.1 Dataset Collection and Sampling Technique

The data used for this model are both primary and secondary data. Here primary is
nothing but the images which are taken freshly with infection. Secondary data is nothing
but analyzing the data collected by another researcher for the first time for another
purpose (i.e. referring from other authors, institutions or other persons). In this model the
researches has used judgmental model for that they have selecting 5 different infected
sample and one healthy sample from a non probabilistic population. For this model,
about 3600 images were collected and distributed into leaf spot, rust, root rot, groundnut
necrosis, web blotch and healthy. These 6 classes were used provided with the balanced
data set to train the model.

4.2 Groundnut Images Sample Digitization

In this model data acquisition system is used to create a clear impartial and clarified
digital images for the database of groundnut plant leaf. The aim of this is to provide the
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computerized systemwith balanced or uniform illumination and lightning. The captured
images from smart phones and digital camera are then transferred to the computer and
stored in hard disk in PNG format [21].

4.3 Image Pre-processing

The first and the fore most basic task is to insert the pre-processed images into a net-
work. The commonly used image processing technique in all image processing appli-
cation are image augmentation, vectorization, image resizing, normalization. In this
proposed method all these processes were carried out before going into deep learning
using Raspberry pi.

4.4 Feature Extraction

Different short comes of Artificial Intelligence is solved by Deep learning, extracting
the features manually by using CNN model. In CNN model there are different layers.
Those layers will grasp the knowledge. By using the mechanism of filtering the values
are extracted by matching the Data [22].

4.5 Dataset Partitioning and Model Selection Methodology

K-fold cross validation dataset partitioning is used in this model. Here the data are
partitioned into k values. K+1 value should be obtained for future divisions. The k value
is assigned as 10 as it is there commended value for Artificial Intelligence. Now the
values of K are 10, therefore it is 10-fold cross validation where the datasets are divided
by 10. D = 3600/10 = 360. So for each fold 360 data were used. 80% of images is
used for the training from this continuous activity (2880 images) which provides the
most significant performance and 20% remaining (720) images are used for the testing;
therefore, the validation of the experimental model is done.

4.6 Tool Selection

For the collection of the Groundnut leaf diseased images to train this model, two devices
are taken in use to capture the images, one is smart phone and another one is digital
camera. This proposed evolution model was trained on the Raspberry pi and the training
and the testing was carried out on CPU.

4.7 Technique for Evaluation

Routine structure of the models is evaluated by researchers using different techniques at
different timeperiods like in the starting (developmental) stage and at end. The researches
have 1st evaluated the procurement of the prototype by using theconfusion matrix and
four evaluation metrics for the confusion matrix on the testing dataset. The four evalua-
tion metrices are F1-score, Recall, Precision and Accuracy. For the subjective evaluation
a questionnaire is used by the experts to estimate the performance of the prototype. The
result of this evaluation finally says the practical applicability of the model.
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5 Designation of Groundnut Leaf Disease Detection Model

Feature Extraction

Acquisition of Images using Cameras

Training with CNN

Image processing

Classification result

Leaf spot Rust Root Rot Bud NecrosisWeb blotch

Image processing leaf 

RGB (Images dataset) 

Fig. 8. Groundnut leaf diseases detection model.

For the designation of the model the 1st step made is the image acquisition of the images
collected through the digital camera and smart phone from the fields. After this step for
the further analysis, techniques of image pre-processing were applied to get the acquired
images. Next to this step, all the pre-processed images along with the neural network
were fed in the CNN algorithm. By using image analysis an image is extracted for the
representation of best-suited extraction. Depends on the best-suited eradicated features,
the testing and the training data used for the identification are extracted. At-last, a new
image is classified by the trained knowledge into its class of syndrome. The steps and
methods taken for training the model and result of training the model are shown in the
below flow diagram. By understanding the flow diagram, the whole process undergone
through this model can be clearly known. The trained model here is depicted the result
by classifying the different leaf disease [23]. The Fig. 8 shows the groudnut leaf disease
detection model.
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6 The Architecture Proposed for the CNN of the Model

The architecture for this proposed CNN model has two sections namely classification
and feature learning section. Normally, its starts from images feeding through input
layer and stops with output layer. Between the input layer and the output layer there are
many hidden layers consisting of different layers. Here, the output layer name will both
epoch name of a groundnut images which is also the label of groundnut leaves disease.
Generally, for in this proposed CNN architecture, every groundnut leaf images are added
with the neurons and after that those images where augmented with equivalent weights.
The processed augmentation output for the fore coming layers are prepared and it is
then replicated to the upcoming layers. The layers of output show the predictions task
for calculating the neurons for this model.

6.1 Convolutional Layer

The technique with convolutional layer of impartial community is the maximum famous
and effective concept ofLin et al. Therefore, the convolution layer is small;with inside the
case of multilayer perceptron incorporates absolutely linked in a couple of layers. Hiring
the activation characteristic is nonlinear, and modified the nonlinear neural community
with linear clear out. The convolution system for the image category is presented, along
with its attributes and layers mentioned in the next section:

• The functionmaps reduce the digital illustration of parameters during systemofweight
sharing.

• Location correlation learns the connections around a nearby pixel.
• Objects may indicate spatial instability.

6.2 Pooling Layer

Consequently, the derived data with its spatial measurement is decreased via method of
pooling. Common pooling, max pooling, and L2-norm pooling are the distinct varieties
of pooling manner; especially multi-integration is a powerful and effective method as it
has a very beneficial assembling speed [24].

6.3 ReLU Layer

The Rectified Linear Unit Layer (ReLU) with sensors exposed to loss of function or
non-line filling space is provided below.

F(x) = 0; x < 0

F(x) = x; x > 0

The full community now no longer has an impact on the convolution layer of the
reception area, and offers a decision-making feature with the indirect structure. There is
a low level of full linear feature, so we load the tanh feature and use of the given below



264 S. Maheswaran et al.

eqn. At ReLU, the training method has changed over and over again, yet no distinct
variations can be important in making accuracy easier.

F(x) = tanh(x)

F(x) = 1
(
1+ e−x

)

6.4 Fully Connected Layer

The final layer of the convolution is fully connected layer. In this layer the input is fed
and the inputs are the number of vector. This layer is named as fully connected as every
input is coupled with every output. Finally from the last layer N- dimensional input and
output are collected and the length of predefined vector with a feed-forward network
[25].

6.5 Loss Layer

The output of the version and the performance of the goal feature are all calculated by
replacing the layer loss. Input for forward and backward policy symbols are used. Based
on input and target values, losses are calculated (going forward). In the background,
the element of gradient loss associated with the elements is calculated. Therefore, the
weight in DCNN and its gradient loss factor is determined by the use of a back dis-
tribution algorithm. Therefore, a decrease in stochastic gradient is used in weight loss
backpropagation and is stated as follows [26] (Figs. 9, 10 and Table 1).

Start: 

Parameter of initial value and learning rate β should be selected 

Repeat:  

       Repeat the procedure till the minimum approximation is received. 

       Generate randomly shuffle examples in a training set 

for j=1,2,3...n do :

              

      End For 

End Repeat 

End 
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Fig. 9. The architecture of Basic Proposed Network

Fig. 10. Architecture of proposed method.
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Table 1. Layer description

Layer Description

Layer-1 128 * 128 * 3

Layer-2 128 * 128 * 3

Layer-2 120 * 120 * 3

Layer-2 88 * 88 * 5

Layer-3 35 * 35 * 25

Layer-3 30 * 30 * 25

Output layer-classification • Rust
• Webblotch
• Leafspot
• Root rot
• Healthy
• Budnecrosis

7 Experimental Results

See Fig. 11 and Tables 2 and 3.
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Fig. 11. The number of Epoch and Regularisation methods during Experiment
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Table 2. The data that were collected during the experiment for the accuracy and the dropout for
the model in different number of epochs.

To get an efficient model we undergone different experiments by customizing various
parameters. The parameters dataset color, number of epoch, augmentation, optimizer
and dropout. In this project the model is trained by 3 different no of epochs 50, 100,
150. The model gave the best performance in in 100 epochs. A dropout is added to
the CNN to give additional performance (2.75%). So during the experimental process
0.25 and 0.5 drop out percentage is used and the best performance is seen in the 0.5
dropout. In regularization method a most important experiment is carried out, that the
usage of optimization algorithmwill reduce the loss by updating the iterations according
to the gradient. From the above graph the regularization method and the no of epoch
are observed is identified. For this study, Adam and RMS Prop which are most recently
used optimization algorithms. 2.5% of loss is reduced by Adam optimization algorithm
as shown in graph. Highest validation accuracy is observed at the100 the poch as 0.960
for the corresponding training accuracy by the researchers.

As per the Training at 100th epoch we have observed the highest accuracy as 0.98.
The above graphs show all the success rate of validation and training data sets achieved
during the experiment in the Fig. 12.
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Table 3. The values used while training the model and the accuracy obtained at the values while
validating it are listed below.
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Fig. 12. The Training Accuracy Vs Validation Accuracy
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8 Results and Discussion

The final analyze of this experimental model is done using the K-fold cross validation.
The above method produced 20% of best performance.15% of performance is being
provided by RGB image dataset with augmentation. As color is an important factor
in the identification of leaf disease, training the model by coloured dataset will takes a
longer time to train and to increase the performance even in the complex layer. The CNN
model and grayscale dataset achieved the accuracy of 97.5%. The Adam optimization
method and the no of epoch gave 15% and 5.2% model performance. At last different
pre-processing techniques were used by the researchers tore move the noise. The overall
performance of the model is 95.8% accuracy for the detection of the leaf diseases in
groundnut crops plants.

9 Conclusion

This Artificial Intelligence based model was implemented in Raspberry pi. We have
obtained an efficient model using different parameters and methods. The overall perfor-
mance of the groundnut leaf disease detection was 70% satisfied by the evaluator and
15% extremely satisfied and remaining 10% is somehow satisfied. From this it shows
that problem solving ability of this model is high and helps the farmers to identify the
groundnut leaf diseases. Also this model reduces the time taken for identification plant
leaf disease and the complexity in it.
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Abstract. Recent advancements in both raw computing powers as well as the
capabilities of cameras in recent times, it has now become possible to capture
images of very high quality. This improvement however does come at the cost of
the overall space required to store such high-quality images. One possible solu-
tion to this problem would be the storage of the images in low resolution and then
upsampling the images to obtain the original resolutions.Despite advances in com-
puter vision, deep learning models for super resolution have been introduced to
address the challenges and thus provide promising improved performance results.
This paper will explore a novel self-supervised deep learning architecture enti-
tled Enhanced Residual Connections for Image super resolution (ERCSR) that
is capable of upsampling extremely low-quality images to their higher quality.
Experiments on the different data sets such as DIV2k and rice plant images are
made to evaluate this model and experimental results shows that our method out-
performs image enhancement. Furthermore, rice plant images are subsequently
passed through disease classification layers and achieves desired accuracy for
super resolution images.

Keywords: Super resolution · Residual learning · Deep learning · Interpolation ·
Rice disease classification

1 Introduction

The term super resolution is a general indicative of the processes of converting a low
resolution image (ILR) to a high resolution (IHR) or super resolution image (ISR) image.
This type of upsampling a ILR image has a few use cases such as the need for conserving
storage, surveillance where the images captured are usually very low in quality or even in
the medical field where capturing high quality scans may be impossible. The term super
resolution is also an umbrella term that encompasses both single image upscaling and
video feed upscaling. While the fundamental ideas between the two kinds of upscaling
remains the same, the main difference between them is the fact that to upscale a video
feed at a reasonable frame rate, the overall architecture must perform much faster than
what is needed from a single image.
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Image super resolution of single images can be processed quite easily using very basic
techniques such as the use of bicubic or bilinear interpolation [1, 2]. These interpolation
techniques however, guess the correct pixel value in the ISR image bymeans of relatively
simple arithmetic on the local pixel information in the ILR image. While this approach
is somewhat feasible when considering a small upscaling factor such as x1.5 or x2,
interpolation techniques quickly become unusable when considering upscaling factors
of x3 or above. This is due to the fact that the local pixel information in the ILR image
will be directly responsible for several pixels in the SR image causing extreme blurring
and loss of details.

In more recent times, most of the attempts at image super resolution involve some
form of a complex deep learning model that tend to do a better job than simple interpo-
lation for finding out ISR pixel values [3, 4]. The deep learning models can be trained
in a supervised manner if one has both the ILR and IHR image dataset. This however is
quite difficult as finding ILR images that have consistency in the amount downscaling
throughout the entire dataset is rare.

The caveat of having large amounts of data for training a deep learning model is
easily solved by using a standard and known downgrade functions on IHR images like
the bicubic interpolation. With this method, it is easily possible to obtain large amounts
of data that are downgraded in the same method from IHR images which can be found in
abundance now. This fashion of pseudo self-supervised training has become the standard
across the fieldwithmany competitions providing high quality freely to promote research
in real world problems [5]. This paper uses Rice Plant Disease Image Dataset (RPDID)
to validate the performance of the proposed method and achieved desired accuracy for
super resolution images compared to low resolution images. By this exploration, the
following key contributions of this paper can be summarized;

1. Remodeling the existing residual block defined in the architecture to make it more
suitable for the specific case of super resolution.

2. Implementation of residual scaling to reduce the adverse effects of the residual
networks to be able to maximize the architectures size.

3. Implementation of an architecture that is capable of producing super resolution
images at various scales.

4. Comparison of the proposed architecture against various different models on various
different datasets.

2 Related Works

The basic terminology used in the formulation of the image super sampling problem
as well as go over the existing state of the art architectures in supervised image super
sampling are discussed in this section.

The image super sampling problem can be approached in several different ways
and in the state-of-the-art models there are several that are vastly different but achieve
the same end goal. These different architectures are usually built on top of existing
core architecture or training methodologies such as the CNN architecture or the GAN
architecture. In this subsection we shall go over some of the more commonly used
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architecture types and recent examples in each category, looking at how each of the
fundamental architecture are being used to achieve the overall goal.

2.1 SRCNN

SRCNN proposed by Dong, Loy, He, et al. [6] is a fairly straightforward architecture
made up of CNN layers. SRCNN is divided into three separate parts: one layer for patch
extraction, one for non-linear mapping and one for reconstruction. The SRCNN was
made to be an end-to-end system that can easily upscaling the ILR images into their ISR
images. And since the most difficult part of super resolution, the upscaling, is already
done, the SRCNN architecture is used only to ensure that the ILR upscaled image can be
mapped to the ISR image pixels properly. Mean Square Error (MSE) loss function is used
for training the SRCNN architecture and Peak Signal-to-Noise Ratio (PSNR) is used
as the evaluation metric. The FSRCNN architecture created by Dong, Loy, and Tang
[7] works in very similar ways to the SRCNN but there are a few key differences. The
main difference between the two architectures is that the FSRCNN architecture follows
a post sampling architecture making the architecture to have a learnable deconvolutional
upsampling function rather than the bicubic interpolation used in SRCNN. This change
allows the FSRCNN to have no pre-processing stage to upsample the LR image before
it can be passed through the model.

2.2 VDSR

Kim, Lee, and Lee [8] proposed an upgraded version of the SRCNN, VDSR which had
the same overall architecture of SRCNN but was improved in certain areas. The VDSR’s
main area of improvement of SRCNN was the fact that it was a much deeper network
utilizing 3× 3 convolutional filters compared to the 1× 1 in SRCNN. This methodology
of deeper network with larger filters is similar to the VGG architecture [9] and allowed
the VDSR to learn the residual between the ILR and ISR images. Gradient clipping is
used to train the VDSR model to ensure that learning rates can be higher than if MSE is
used.

2.3 Residual Networks

Residual blocks as used in the ResNet architecture, He, Zhang, Ren, et al. [10] have
showcased that the overall performance of the model improves when compared to linear
convolution networks such as the VGG networks. The same principle can be applied in
the case of the super resolution problem, with the skip connections being able to pass on
feature information from the ILR image much smoother compared to linear models. The
residual learning method was more efficient and further incorporated in several other
deep learning based super resolution models [11–13].

2.4 CARN

The CARN architecture proposed by Ahn, Kang, and Sohn [14] develops on top of
the traditional skip connections used in ResNet to incorporate a much smoother means
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for information travel. The novel” cascading” methodology, allows information gained
from LR features on both a local and global level to be fed into multiple layers. The
cascading nature of CARN cascading blocks allows each block to receive inputs from
all the previous blocks which results in a more effective means of transfer compared to
the original ResNet architecture. Furthermore, CARN uses a group-wise convolutions
per block which allow the overall size of the model to decrease giving up 14x decrease
in the number of computations required. The shared residual blocks in CARN also help
in reducing the overall number of parameters used in the architecture.

2.5 Generative Model

Unlike the architecture, have seen thus far, Generative models built on top of the
Generative-Adversarial-Network architectures [4] can also be used for LR to SR conver-
sions. The main difference between these approaches is the fact that generative models
do not try to minimize the loss between the LR and SR pixels, rather the try to optimize
in a way that make the result more realistic.

SRGAN
The SRGAN architecture proposed by Ledig, Theis, Huszar, et al. [15] is a modification
of the GAN architecture, that is designed to produce human eye pleasing 8 images from
LR samples. The SRGAN architecture uses a novel ResNet based architecture SRRes-
Net architecture as sort of a large pretrained model to fine tune upon and uses a multi
task loss as the loss function. This loss is made up of three com-ponents, the adversarial
loss that is passed on from the discriminator network, a MSE loss that works similar to
non-generative models for capturing pixel similarity and finally a novel perceptual sim-
ilarity loss that captures high level information. An interesting point about the SRGAN
architecture is the fact that, while themodel performsworse than other architecture when
considering PSNR values, it still outputs a better-quality image to the naked eye (i.e.,
Mean Opinion Score was higher).

3 Problem Definition

The problem definition of image super resolution built around the ideology of recovering
the ISR image from the ILR image. This definition remains true regardless of whether
or not the ILR images have been obtained through the means of a known downgrading
function or not. Thus, the general modelling of the overall ILR to ISR architecture follows
the trend shown in equations below.

D denotes function for degradation mapping that maps the low resolution image
(ILR) to the super resolution image (ISR). δ here is the parameters of the degradation
function such as the interpolation methods, scaling factors or noise function used.

ILR = D(ISR; δ) (1)

D(ISR; δ) = (ISR) ↓ s ⊂ δ (2)
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where ↓s is the degrading operation. Most of the datasets being used in research as of
now follow this form of degradation. The most common form of degradation used is the
bicubic interpolation method with anti-aliasing [16] but other forms of degradation are
also used [17].

4 Proposed Architecture

The proposed architecture in terms of design and implementation is discussed in this
section. From the previous section, several different methods can be employed to achieve
the final result of super resolution. However, while several methods exist, most of the
methods focus on the super resolution problem statement in a rigid manner where super
resolution to different scales or from differing ILR images will throw off the overall
pipeline. These solutions treat the SR problem in a methodology that does not consider
using the mutual relationship that exists between different scales of ILR images being
converted to different scales of the ISR image. As such, the only possibility for these
architectures to work with different scales is to be trained as such on, producing several
scale-specific models.

The proposed model will build up on two different models that covered in the litera-
ture survey, namely theVDSRand the SRResNet. TheVDSRmodel has been proven that
it is capable of handling various scales for super resolution while utilizing a single net-
work. VDSR has also shown that scale-specific networks underperform indicating that
while the scales might differ, there exist a lot of information that is common between the
different scales. The other network, SRResNet, has several useful architectural designs
that can be used as well. Unlike VDSR, SRResNet does not require the input pipeline
to begin with a computation and time consuming bicubic interpolated images.

However, the SRResNet presents a different issue as well; while the architecture is
good at optimizing both time and computation needed in the preprocessing stage, the
SRResNet architecture itself is exactly the same as the original ResNet architecture.
The proposed architecture focuses on keeping the scale agnostic methodology of the
VDSR while trimming down on the ResNet architecture so it is more suitable for the
super resolution task as compared to a more complicated vision problem such as object
detection.

4.1 Proposed Residual Block

The use of residual networks in the field of computer vision has drastically gone up in
recent years and there are several works that showcase the power of residual connec-
tions in for the specific use case of super resolution [7, 8, 13, 19, 20]. The SRResNet
architecture by Ledig, Theis, Huszar, et al. [15] implemented a residual block very much
similar to the original ResNet architecture, it is possible to further fine-tune the block to
improve on the time and computational complexity as shown in Fig. 1.

The standout difference between the three different types of residual block is the
removal of the batch normalization layers that are present in the side branch. While the
batch normalization layers help immensely when used in a more high-level computer
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vision task such as object detection, when using it in a task that requires a more fine-
grained learning procedure it fails as shown by the work done by Nah, Hyun Kim, and
Mu Lee [20] in their image deblurring task. Since the role of the batch normalization
layer is to aggregate the information over a set of images, when using it for a task such as
image deblurring or super resolution, the aggregation tends to result in over-normalize
the features, thereby getting rid of the flexibility of the model.

Fig. 1. Comparison between (a) SRResNet (b) Proposed block

An added advantage to dropping the batch normalization layers is also the fact that
these layers are very heavy in terms of the computational requirements as they use the
same number of computational re-sources as the CNN layers. Removal of the batch
normalization layers give us a model which when having similar size and depth as
the SRResNet architecture requires approximately 35 to 45% lesser memory during
the training stage. Due to the reduced compute requirements when using the proposed
residual block, it is possible to build up a larger model with more layers which results
in better performance compare to SRResNet when trained on the same hardware.

4.2 Loss Function

Since the proposedmodel is primarily a very simple CNNonly network, the loss function
chosen for this implementation is the pixel loss methodology. The pixel loss is the
simplest loss methodology when compared to loss functions used in other architectures
such as the perceptual loss and the adversarial loss which are used in SRGAN. The
pixel loss essentially is concerned with minimizing the difference be-tween the actual
SR image and the generated SR image. The difference itself can be calculated using any
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distancemetric andminimizing pixel loss generally leads to models which are optimized
for generating images with high PSNR values.

The model utilizes L1 loss, Eq. 3, over the more common L2 loss, as this use case L2
loss was significantly better at convergence when compared to L1 loss. This choice in
L1 loss comes more from an empirical standpoint after several experiments rather than
a theoretical one, as generally minimizing L2 loss tends to provide higher PSNR.

L(y − y
∧

) =
∑N

i=1

∣
∣y − yi

∧∣
∣ (3)

4.3 Proposed Model

Just likemost computer vision task, the super resolution problem can also take advantage
of the fact that increase in the number of parameters in the ERCSRmodel. There are two
primary ways in which a model consisting of CNN layers can increase the number of
parameters increasing the depth of the model (i.e., stacking CNN layers on top of each
other) or by increasing the number of filters per CNN layer. In the former method, the
relationship between the number of layers and the memory is linear. On the other hand,
in the latter method, memory scales in a quadratic from with the increase in number of
filters and so the overall model formation considers a balance between the two to achieve
the maximum possible parameters given the limited hardware resources.

Figure 2 shows the high-level overview of the proposed model ERCSR with both
the residual block structure and the upsampling block. While theoretically, increasing
the number of filters used per CNN layer should accordingly scale the performance of
the model, the work done by Szegedy, Ioffe, Vanhoucke, et al. [21] showed that there is
actually an upper limit. Beyond this limit, any further increase in the number of features
makes the training stage highly unstable and the performance of the model quickly
decreases.

Fig. 2. Architecture of enhanced residual connections for image super resolution (ERCSR)

This issue occurs mainly due to the fact that once this threshold is crossed, by
the time information reaches the average pooling the model primarily produces only
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zeros after training for a few thousand iterations. This phenomenon is unavoidable even
when changing other hyperparameters such as the learning rate. In the proposed model,”
residual scaling” [21] is implemented in each residual block after the last CNN layer
to stabilize the model. Residual Scaling involves scaling down the residuals produced
before passing them on to the average pooling layer. Figure 3 shows the residual block
structure broken down into its individual components.

Fig. 3. (a) Scaled residual block (b) Upsampling block

The model itself consists of 32 CNN layers each with a filter size of 256 with a
residual scaling factor equal to 0.1. The residual block itself is very similar to the one
used in SRResNet but along with the removal of the batch normalization layers, the
final ReLU activation is also removed. The presence of the ReLU activation interacted
negatively once the scaling factor was introduced causing instability in the model and
the removal of it did not affect the overall performance of the model.

5 Experimental Setup

5.1 Dataset

The DIV2k dataset [22] was used for the training and validation of this model. The
dataset consists of 2k resolution images split into 800 training images, 100 validation
images and 100 test images. The test images are not released as they are part of the
challenge but the test image have a wide range of downgrades applied to them such as
extreme blurring apart from the standard bicubic interpolation downgrades. The model
is also tested on the Urban100 dataset [23], the B100 dataset [24] and the Set14 dataset
[25].
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5.2 Training

For training, the model takes in 48 × 48 RGB patches from the LR image and the
corresponding HR image. Since there are only 800 images, a pre-processing stage of
image augmentation is also done. In this augmentation stage, the trained data is arbitrarily
flipped in both horizontal and vertical directions and this these flipped images have the
mean RGB value of the DIV2k dataset subtracted from them. The model is trained with
the ADAM optimizer with β1 = 0.9, β2 = 0.998 and ∈ = 10−9. The x2 scale model is
trained first from scratch with the parameters and pre-processing techniques mentioned
above. Once the x2 scale model converges, this model is then used as a pretrained model
whilst training the x3 and x4 scale models.

5.3 Evaluation Metrics

To put it another way, PSNR refers to the ratio of a signal’s maximum potential power to
the distortion noise power that impacts the signal’s quality of representation. Typically,
the PSNR is expressed in terms of the logarithmic decibel scale since many signals
have a broad dynamic range (ratio between the highest and smallest possible values of a
variable quantity) In order to determine which image enhancement algorithm produces
the best results, researchersmay compare the outcomes of several algorithms on the same
collection of test photographs. Bymeasuring how closely an algorithm or combination of
algorithms mimics the original image’s PSNR, it is possible to more precisely determine
that the method in question is superior.

MSE = 1

N 2

∑N

w=1

∑N

h=1
(ISR(w, h) − IHR(w, h))2 (4)

PSNR = 10 log10
MAX 2

MSE
(5)

In Eq. 4 and 5, ISR represents super resolution image, IHR for high resolution image
and N be the image size respectively. Here the PSNR is measured in terms of Decibel
(dB).

6 Results and Discussion

The proposed model is tested against SRResNet which has been modified to showcase
various different case scenarios. The SRResNet scores that are given in this section are
from a individually retrained model that follows the exact architecture made by Ledig,
Theis, Huszar, et al. [15]. One of the main reasons why SRResNet was re-trained was
the fact that that original model was only trained using the L2 loss, and to establish a fair
comparison with the proposed model SRResNet was retrained using L1 loss as well.

All the models (i.e., both variations of SRResNet and the proposed model) were
trained solely on the DIV2k dataset and 300,000 steps in the train loop. Evaluation
of each model is done at each step by using 10 randomly selected images from the
evaluation dataset, the evaluation metrics was mainly the PSNR value. The data passed
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to all the models followed the same pre-processing technique. As a starting point for
training the suggested model for the upsampling factors of 3 and 4, use the pre-trained
network of 2. As seen in Fig. 4, this pre-training method expedites training and enhances
performance.

Fig. 4. Sample PSNR on DIV2K (Color figure online)

It is quicker to train an upscaling model using a pre-trained 2 model (blue line) rather
than starting from scratch with random initialization (red line) (green line).

Fig. 5. Sample DIV2k dataset qualitative result

Figure 5 shows the qualitative result of the DIV2k dataset, which is shown in Table 1.
In terms of all scale variables, SRResNet trained with L1 delivers somewhat improved
outcomes than the original one trained with L2. The image augmentation methodology
is in particular much more applicable for usage in the proposed model compared to
SRResNet since the architecture is much lighter. The lack of batch normalization layers
allows the proposed architecture to be further extended to produce better results than
shown in Table 1 but the trade off in overall training time was not justifiable.

Beyond the DIV2k dataset, Table 2 shows the comparison of the proposed model to
SRResNet on various another dataset.
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Table 1. Quantitative results obtained from the DIV2k dataset

Scale SRResNet (L1 loss) SRResNet (L2 loss) Proposed model

x2 34.30/0.9662 34.44/0.9665 35.12/0.9686

x3 30.82/0.9288 30.85/0.9292 31.05/0.9349

x4 28.92/0.8960 28.92/0.8961 29.17/0.9024

Table 2. Comparison of quantitative results (PSNR and SSIM) for DIV2k dataset

Dataset Scale SRCNN VDSR SRResNet
(L2 Loss)

Proposed model

Set14 x2 32.42/0.9063 33.03/0.9124 – 34.02/0.9204

x3 29.28/0.8209 29.77/0.8314 – 30.66/0.8481

x4 27.49/0.7503 28.01/0.7674 28.53/0.7804 28.94/0.7901

Urban100 x2 29.50/0.8946 30.76/0.9140 – 33.10/0.9363

x3 26.24/0.7989 27.14/0.8279 – 29.02/0.8685

x4 24.52/0.7221 25.18/0.7524 27.57/0.7354 27.79/0.7437

B100 x2 31.36/0.8879 31.90/0.8960 – 32.37/0.9018

x3 28.41/0.7863 28.82/0.7976 – 29.32/0.8104

x4 26.90/0.7101 27.29/0.7251 26.07/0.7839 27.79/0.7437

6.1 Real World Performance

While the primary objective of this proposed study is to build an architecture which is
capable of creating a SR image from LR images, it is important to test the generated
images in a real-world setting. To this end, the proposed model uses the dataset that
includes healthy and diseased leaves of rice plants for evaluating the performance of
upsampling in terms of the classification accuracy. The RPDID dataset is a quite varied
dataset, and to accurately test the model, the downsampling methodology is the same
as the one use before in this work. These labelled images were then used as the testing
data on various standard large pretrained image models.

The RPDID dataset is a quite varied dataset [27, 28], Table 3, and to accurately test
the model, the downsampling methodology is the same as the one use before in this
work. These labelled images were then used as the testing data on various standard large
pretrained image models. One thing in common with all these models, however, was
that for testing only the models trained on the ImageNet dataset were used to maintain
consistencywith labelling of the generated SR images. This setup allowed truly unbiased
testing of the images generated by the architecture showcased in this work. As seen
from Table 4 shows consistently got results close to the top accuracies reported by these
individual models.
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Table 3. Rice plant disease image dataset

Rice diseases Total no of image samples

Leaf Blast 2219

Brown Spot 2163

Tungro 1308

Bacterial leaf blight 1624

Hispa 1488

Healthy 490

Leaf smut 565

Total 9857

Table 4. Comparison of average accuracy of RPDID classification

Model Accuracy on LR
images

Accuracy on
generated
SR images

VGG-16 54.4% 72.9%

Inception V3 58.8% 77.3%

EfficientNet B0 63.8% 74.2%

ResNet-50 56.76% 81.6%

Figure 5, also showcases both the accuracy and the loss for training and testingwhere
we got the best results. From this, easily conclude the quality of the images generated
by the architecture in this work can also extend the use case of such a model into a more
real world setting without having to redesign the whole pipeline when it comes to image
classification (Fig. 6).

Fig. 6. Comparison of accuracy and loss over training and testing
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7 Conclusion

To highlights the importance of image quality, a deep learning model for the use case
of super resolution problem that works on top of existing architectures such as the
SRResNet is used in this paper. The proposed model ERCSR improves upon the original
architectural designs by remaking the core component of the SRResNet - the residual
block. In addition to the newly improved residual block, the proposedmodel also employs
residual scaling to combat against the issues that all residual networks have. This residual
scaling allows the maximum possible expansion of the network without causing the
model itself to get unstable to the point of unviability as well as allow the same model
to be used for SR at different scales. The two factors, the improved residual block and
the residual scaling allows the proposed model to achieve cutting-edge results while
utilizing much lesser computation time and resources to other models. In future, in this
way super resolution algorithm can also be applied for segmentation of blobs, object
detection etc. for more real-world problems.
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Abstract. As confusing as the world is right now, there are not that many options
but to live through it. With safety belts fastened and survival kits prepped, we’re
going to keep on rolling’ into 2022. In the upcoming years it is going to be
mandatory to wear masks to protect each and everyone. People who don’t follow
the safety protocols are a big danger to themselves and to the society. To address
this issue we have come with a device called “CovidProc”, which are software
systems which can be implemented using various hardware products like cameras,
speakers, etc. to check if the people who aren’t following safety protocols. So, we
plan to do our device with the help of AIML algorithms.

1 Introduction

An ecosystem is a community of living organisms in conjunction with the nonliving
components of their environment, interacting as a system. Ecosystem means people and
belongings in their surroundings. Initially reported to the World Health Organization
(WHO) on December 31, 2019, the COVID was declared an outbreak followed by a
pandemic. Thiswas followed by the hands of black fungus,white fungus. The succeeding
variants are the Delta and freshly brewing Omicron.

The most effective countermeasure at the play is to vaccinate along with booster
shots. Wearing masks, maintaining a healthy diet and maintaining social distancing are
the key operations that will reduce the probable risk factor involved. Maintaining social
distancing at public places is a duty that is barely followed in most of the places. To
maintain and improve the standard of living, the government is deploying the police
force and medical personnel to make sure that the pandemic health care regulations are
followed throughout at all places. But it is not possible for the small share of people to
monitor and guide a huge population for following the guidelines at all the public spots.
The purpose of the coding systems is to be a helping hand and monitor and guide people
in public spots where the healthcare workers can not present by implementing them in
various applications.

2 Proposed Architecture

The model consists of 3 interconnected machine learning models. Our model consists of
3 ML architectures: one for identification masks worn or not, next one whether the place
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is crowded or not and the last one for the identification of the shirt color of the person
who is not wearing amask and not maintaining social distance. Basic idea is that in small
shops in present Covid times no social distancing is followed and also many people have
forgotten the habit of wearing masks. Though many policemen, society activists and
commoners insist on the importance of social distancing and mask, many never follow.
In order to monitor and create an awareness we have come up with a cost efficient as
well as a productive model which identifies and) the people a who haven’t worn mask
and displays a message stating that “______ SHIRT/D IS NOT FOLLOWING SOCIAL
DISTANCING, PLS FOLLOW AS THE CASES ARE RISING UP AND IT’S ALL
FOR YOUR BENEFIT “ will come through the loud speaker and ‘___’ here gets filled
upby the color of the shirt/dressworn by the personwho is not following social distancing
and not wearing a mask. All the machine learning models can be trained by uploading
a wide range of photos based on the condition.

3 Working Modules

3.1 AIML Component Design

The basic concepts used in our device is executed using the AIML models. The use of
pattern detection and feature training is a great boost to our device. Using AIML pattern
detection, our device can determine if the user or the person is wearing mask or not, the
place is crowded or not and to determine the dress color of the person. The applied AI
algorithms are fast to act and determines the results in seconds.

A. AI model for cough and mask detection to confront COVID-19

Just an random output of what this model will do

The AI model we designed supports public safety by using deep learning mobilenet
v2 model using the tensorflow and keras framework to detect safety equipment, such
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as masks and other personal protective gear, and signs of illness, such as coughing, in
public places. Using PPE Detection our cough and mask detection model lower the risk
of spreading COVID-19 which can help reduce costs and save lives. The customers
who use our device enjoy the benefit of protecting their employees and customers from
COVID-19 using a fast, accurate, and cost-effective method. Our model is trained to
detect instances of coughing and mask-wearing. It processes video streams to identify
instances of coughing and to detect mask-wearing.

B. CNN Based Methods in Crowd Counting

Using convolutional neural networks (CNN), we can observe and calculate the
number of people that are present in a given image.

C. Color Detection Model

Here we have used a basic color detection model to identify the person who is not
following social distancing and not wearing masks in crowded places. And our device
will voice out the color of the dress, the personwearingwhichmakes the person cautious.

Step 1: Input: Capture video through webcam.
Step 2: Read the video stream in image frames.
Step 3: Convert the imageFrame in BGR(RGB color space represented as three

matrices of red, green and bluewith integer values from0 to 255) toHSV(hue-saturation-
value) color space. Hue describes a color in terms of saturation, represents the amount
of gray in that color and value describes the brightness or intensity of the color. This can
be represented as three matrices in the range of 0–179, 0–255 and 0–255 respectively.
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Step 4: Define the range of each color and create the corresponding mask.
Step 5: Morphological Transform: Dilation, to remove noises from the images.
Step 6: bitwise_and between the image frame and mask is performed to specifically

detect that particular color and discard others.
Step 7:Create contour for the individual colors to display the detected colored region

distinguishably.
Step 8: Output: Detection of the colors in real-time.

4 Output

4.1 Data Storage

A Biometric Data Storage Design: The data regarding shirt color, mask and face details
will be stored in an organized manner for creating it easier for the engine to access it.
Our model stores data in software designed storage such as to any server such as mysql
or docker environment etc. We have designed our model to be strict as just pointing out
people doesn’t make any use to this society and that’s why we have added a storage
system so as to monitor the people who are continuously not following the social norms.

5 Related Work

Madurai City Police have introduced a new video analytic software for its closed-circuit
television camera network that will detect people walking on road without wearing
mask. With the new technology, the CCTV cameras installed under Thilagar Thidal
and Vilakkuthoon police station limits will also detect those who have not worn the
mask in the proper fashion. The software will automatically click the images of such
violators and send an alert with their photographs to the mobile phones of the police
personnel deployed in the bazaar through an android mobile application, “Cameras
installed to measure the happiness of visitors at customer happiness centres of the Roads
and Transport Authority (RTA) have been fitted with new AI technology to monitor the
compliance of those visitors with the wearing of face masks. The step is part of the RTA’s
precautionary measures to curb the spread of COVID-19. We have successfully fitted
the cameras with a new technology whereby they can also monitor whether clients are
wearing face masks as part measures to curb the spread of COVID-19. The technology
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recorded an accuracy rate of 99.1% in this field.” The RTA says the cameras generate
analytical reports and daily indicators, which will help officials to take appropriate
actions towards any failure of compliance with the precautionary measures in place. The
cameras, which had been installed more than 18 months ago, can capture images at a
rate of 30 frames per second, with a range of seven metres.

6 Conclusion

The objective of the proposed system is to implement social distancing with better ways
to identify people not following the COVID protocols during this pandemic time.In the
future we can also use the software embedded in security cameras which is available in
most of the areas in today’s world. In the upcoming periods many such times may come
and we have to be equipped with proper technology and work together to overcome such
difficulties. This work will be very useful in reducing the crowds and decreasing the
chance to contact covid in crowded areas. This doesn’t require much financial need to
set it up. It is simple to install and use and it is cost efficient. This may reduce the chance
to contact covid up to 60% and it may even become as low as 30% if everyone complies
with the surveillance project. This is easy to use and doesn’t require much technological
knowledge to operate. This makes your job easier to implement COVID norms.
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Abstract. In recent years, there is an extreme increase in road vehicle usagewhich
in turn a challenge to manage the traffic system. The current traffic system is not
based on the vehicle density level and a pre-established time is distributed to the
traffic lights for every lane crossing which had an issue like traffic congestion &
wastage of time and this condition turns out to be worse in the peak hours, and
it also increases the emission of CO2 in the environment. In this paper, real-time
dynamic traffic management system based on density level of each junction with
the help of approximate geo-density information is developed. The density level on
each junction is then updated to the real-time database. Then, this real-time data is
computed with an exclusive priority-based algorithmwhere the crossing with high
density is prioritized over the other (emergency vehicles are given the maximum
priority) while maintaining the congestion around the junction under control. The
prototype of GPS based real-time traffic management system is implemented and
tested.

Keywords: GPS · Priority based algorithm · Traffic system

1 Introduction

In our day-to-day life, people are living in an environment with full of pollution. The
inhaled air is not free of dust or the drinking water is not free of impurities. Most of
the reasons for this pollution is no other than the massive increase in our population.
Due to this, the usage of vehicles is also increased which later made problems like
traffic congestion, emission of CO2 and also there is so much time is wasted while
waiting in the queue for crossing the lane. The common working of a traffic light needs
more than a little control and cooperation to assure that traffic and pedestrians move
without difficulty and also safely. There is a series of different control systems used to
conquer this problem, started at a normal time-based structure to computerized control
and coordinating ways that self-adapt to reduce the time whoever using the junction.
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2 Related Works

Various traffic management system was implemented for traffic congestion. A traffic
light is usually monitored by a device installed inside the cabinet. Till now the Electro-
mechanical controllers [1] are used in India. In this traffic system, for every lane in the
junction, there’s a time allotted constantly and it works in that case. Since the controller
will monitor the signal timing in a pre-assigned manner. Even though there is no vehicle
in that particular lane, the other lane in that junction has to wait and there is so much
time is wasted. Some other ways are like using image processing technique [2], in that
they find the density of vehicles on that particular junction and estimate the count. They
used to monitor or control the traffic signal using that data. The major tasks of the
[3] are detection of stationary objects and their location, by identifying those mobile
vehicles, and the data is transmitted to the monitoring or controlling process. It is very
useful in real-time traffic information by monitor the architecture by using wireless
communications IoT.

In general, Electro-mechanical signal controllers use timers that have constant time
intersection plans. The cycle of signalized timers is found by small motors that are
attached to the timers. Cycle motors that are normally had a range from 35 s to 120 s. If
a motor/gear in a timer fails, another cycle gear is used for replacing the failed one. A
dial timer can control one intersection at a time because it has only one intersection time
plot. Another way of using the load cell, which produces an electric signal based on the
mass on the cell [4]. This helps us in calculating the number of vehicles approximately
on the specific road and thus finds the amount of time for the particular lane to give the
green signal to clear the vehicles on that lane.

One of the methods makes use of VANET to develop an Intelligent traffic system [5,
6] while another method makes use of the infrared signal to find vehicles and consider
those rule breaches by any vehicle. Another method makes use of state-space equations
to design a simulation of a domestic traffic network. In another system, to reduce the
waiting time of the vehicle and to actively solve the traffic problem they use fuzzy logic
[5, 7]. This method is proposed using Photo-electric sensors which are fixed on one side
of the lane to control the vehicles crossing through that lane. In a smart toll system,
the LED shows red color when the IR sensor detects the vehicle, by placing that sensor
at a specific place. Every vehicle must have an active RFID tag [8, 9] installed which
will store the vehicle registration no. as a digital code. Thus, the RFID readers can
detect the vehicles. The number of vehicle counts will be stored in the database. This
traffic light signaling is done by micro controllers. RFID has 16-bit information [10].
The information like vehicle number, driver’s information, and the account details fed
in RFID tag and the LCDs shows the data. The database matches the vehicle’s details
and the amount will deduct and then allows the vehicle to pass through. The method
used in [11, 12] will be image processing-based signal controlling. The signal crossing
time will change as per the vehicle load in the specific lane.

A system based on a PIC microcontroller stimulates the vehicle density using IR
sensors and achieves an active timing period with different levels. Likewise, to solve
the problem of emergency vehicles stuck in the crowded junction, the portable con-
troller device is used. In [10, 13], Arduino UNO will circularly check each road of the
junction and if it detects any traffic on the road hen it allows it to cross the junction
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by signaling a green light to it and vice versa, the road will be signaled as red light,
if the junction detected has no traffic. Surveying the existing system related to traffic
management system shows that they have used different technologies and sensor mod-
ules. Finally, they started with IoT [14] which is the emerging and promising one that
requires for today’s fast world. Each system gives its solutions for the problem of man-
ual traffic management system where each technique and technology have its merits and
demerits for process and system design. Every system has its drawbacks which can be
overcome by other systems and hence the emerging technology for traffic management
systems using IoT will give accurate and live information about the density of the traffic.
Existing works are summarized in Table. 1.

Table 1. Summarize of literature survey

Ref. Model Description Limitations

[1] Electromechanical
controllers

Using controllers, time slot is
allotted for every lane

If no vehicle is in the lane,
other vehicles have to wait to
cross. Time consumption is a
major problem

[2] Image processing
technique

Using this technique, find the
count of the vehicles

Implementation is difficult

[3] RFID + Sensors Transmit data through wireless
communication

Security of smart objects is a
major problem and is limited
to some situations

[4] Load cell Based on the number of
vehicles on the specific road,
amount of time for a particular
lane is calculated

Slow process

[5] IOT + Load Cell + RF
Transmitter and Receiver

Through IOT and RFID, datas
are stored in the cloud and
analyze the data. Based on
traffic data and using load cell,
calculate the required time to
clear the traffic. For emergency
vehicle, RF transmitters and
receivers are used to clear the
traffic on particular lane

Security is a major problem

[6] Fuzzy logic Intelligent traffic system was
implemented using Fuzzy
control logic

Not effective solution

[7] Image processing
algorithms

Edge detection algorithms and
object counting methods are
used

It is very lengthy process.
Implemented this system for
cars only

[8] RFID Using RFID tag in the vehicle,
RFID reader counts the number
of vehicles in the database.
According to number of
vehicles, traffic signal can be
changed

RFID range is very limited

This work GPS based real time
traffic system

Based on GPS, density of
vehicles in particular location
is identified

Effective and low cost solution
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3 Proposed System

A GPS based real-time traffic management system is proposed to eliminate drawbacks
from existing works. In this proposed system, all vehicles have GPS module.

Fig. 1. Block diagram of proposed system

The block diagram of the proposed system is shown in Fig. 1. The proposed system
consists of the sensing part and decision part. In this system, the traffic density is sensed
by using the GPS in the geo-fenced location and fetch the values to the database and the
values are processed, decision will depend on the priority-based algorithm. Ambulance’s
gps module is sensed in the geo-fenced location, instead of incrementing the density,
it automatically flags the ambulance’s entry to the database. With this algorithm, the
emergency vehicles can be given separate priority.

3.1 Density Sensing

The power supply for the microprocessor is directly fed from the vehicle’s power source
(Battery) as shown in Fig. 2. The microprocessor tracks the geo-location regularly, but
only updates its count only when it reaches the geo-fenced region *

The steps of density sensing part algorithm are as follows
Step 1: Acquire GPS coordinates from the GPS module.
Step 2: Process the collection of 4 geo-fence locations for each traffic junction of 4

crossings from JSON file.
Step 3: Check if theGPS coordinates fall into any of the geo-fence locations extracted

from the JSON file.
Step 4: If true, Increment the user count in the real-time database and wait for 15 s,

re-check for the existence of the vehicle in the same geo-fence location.
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Fig. 2. Block diagram of sensing part

If it exists, no change is made to the database. If it doesn’t exist, decrement the user
count in the real-time database.

Step 5: Repeat the process from Step 1.

3.2 Decision Making

Fig. 3. Block diagram of decision part

The density values from the real-time database are computed through the priority-based
algorithm in the microprocessor. This algorithm grants a time span of 15 s for each prior-
itized crossing, with a priority of the crossing done every 10 s. RF receiver functionality
only works to prioritize emergency vehicles.

The Algorithm used in Decision making part are as follows
Step 1: Acquire the data from the database.
Step 2: Find the maximum density count from the available crossing data.
Step 3:Check for any priority signal for emergency vehicle. If a priority signal exists,

assign the signal priority to that crossing. If it doesn’t exist, assign the signal priority to
the crossing with maximum density.

Step 4: Wait for 15 s, • If the signal priority doesn’t change, increment the time
counter, • If the signal priority changes set the time counter to zero.
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Step 5: If the time counter reaches four (4), reset the time counter, reassign signal
priority to the next maximum density crossing.

Step 6: Repeat the process from Step-1 (Fig. 3).
The proposed model is to sense the density of the traffic at each road crossing in real-

time. For the sensing of the traffic density an embedded kit with a Global Positioning
System (GPS) module is to be installed in the vehicle(s). This embedded kit is designed
to track the movement of the vehicle locally and only updates it to the internet only
when it is in the specified geo-fenced location. So, whenever the vehicle (GPS) enters
the pre-mapped geo-fenced location at each side of the road crossing, it updates its count
to the real time database (which in this case is Google firebase). The traffic density which
is available on the internet (Real-time database) is then computed with a priority-based
algorithm at each road crossing junction. With this algorithm (which is to be discussed
in the next slide), the traffic is managed by regulating the congestion at the higher traffic
density side. This algorithm is overridden when an emergency vehicle is to be detected
by the use of RF communication between the emergency vehicle and traffic controller
at the junction. The overridden algorithm automatically prioritizes the side at which the
emergency vehicle is detected. Any glitch/abnormality in working of this methodology
returns the traffic controller to a fail-safe mode where the controller works with a typical
timer system.

4 Circuit Design

As declared, the GPS modules are set up like a u-blox NEO-6M GPS engine. The ROM
version is ROM 7.0.3, the type number of NEO-6M is NEO-6M-0-001 and the PCN
reference is UBX-TN-11047-1. The NEO-6M module, For serial communication, has
one UART interface, but the common UART baud rate is 9,600. Because the GPS signal
is RHCP and the model of the GPS antenna is varying from common whip antennas
(used for polarized signals). The patch antenna is the most popular one compared to
others. They are flat and are mounted on a metal plate, normally have a ceramic body.
The patch antennas are usually cast in housing. Always know, the optimal execution
of the GPS receiver depends on the position of the mounting of the antenna. The patch
antenna always should be installed parallel to the geographic horizon. Make sure the
antenna is not having a partial view, make it has a maximum view of the sky. Keep as
same as for every antenna to have a narrow line with the many satellites (Fig. 4).

In the Raspberry Pi 3 range, the latest product is Raspberry Pi 3 Model B+, it’s
having a 64-bit quad-core processor running at 1.4 GHz. Also, it has a dual-band which
is 2.4 GHz, Bluetooth 4.2/BLE. It also has faster Ethernet, 5 GHz wireless LAN, and
PoE capability via a separate PoE HAT. The dual-band wireless LAN has a separate
consent certification, permitting the board to build it into final products with exception-
ally decreased wireless LAN consent analyzing, increasing both cost and time. When
compared to Raspberry Pi 2 Model B and Raspberry Pi 3 Model B, the Raspberry Pi
3 Model B+ will have the same mechanical footprint. Circuit Diagrams of sensing part
and decision part are shown in Fig. 4 and 5.
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Fig. 4. Circuit diagram of sensing part

The Relay Module we use has 5 V Dual Channel and it is used for low-level trig-
gers only. In between the input terminal and GND, signal voltage will be there which
refers to the low-level trigger and the trigger gets short-circuited away from the Channel
connection by the GND −ve trigger.

In Fig. 7, Node MCU – ESP8266 board, GPS Module takes 5 V 2 A dc power as an
input. The development board is enabled by internetworking through WiFi.

The U-bloxNeo-6mGPSmodule (Fig. 7) senses its location data from the GPS satel-
lite.When the sensedGPS location iswithin theGeo-fenced location, themicrocontroller
gets instructed to upload the density count to the database.

The data from the real-time database is passed to Raspberry pi 3 b+, then the data
are compared and finds the highest priority lane, which gets a green signal then the other
lane gets a red signal. In the sensing part, the location of the vehicles detected using a
GPS module within the geo-fenced location and the count of the vehicle is transferred
to the database.



GPS Tracking Traffic Management System Using Priority Based Algorithm 297

Fig. 5. Circuit diagram of decision part

5 Software Design

This section comprises a webpage companion which displays the current traffic density
status (i.e.) it shows the vehicle count at each crossing of the junction. The information
from the main traffic density sensing part is transmitted to an online server-less database
from where it is redirected to the decision-making system. This data is displayed in the
web console for any troubleshooting purpose.

The Firebase/Real-time Database (Fig. 9) lets you develop prosperous, cumulative
applications by permitting secure access to the database directly from client-side code.
Data is endured locally and even while offline, those events keep on fire, providing the
end-user a responsive experience. The Real-time Database synchronizes the local data
differs from the remote updates that appeared while the client was offline, combining
any conflicts perpetually after the device regains its connection. This Database gives an
adaptable, expression-based rule language called Firebase Security Rules, to describe
how your data should be maintained when the data can be used or decoded. When
combined with Firebase verification, developers can assign who has permission to which
data and how they can design it. Our Database is a NoSQL database and as such has
contrasting enhancement and performance compared to a mutual database. This Real-
time Database API is designed to only permit actions that can be concluded rapidly. This
qualifies you to develop a great real-time knowledge that can provide millions of users
without gets uncomfortable on interest.
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6 Experimental Results

In this, the description of the results obtained through the proposed model is discussed
here. The hardware Decision Part Module is designed as shown in Fig. 6.

Fig. 6. Decision making

The data from the real-time database is passed to Raspberry pi 3 b+ (Fig. 6), then the
data are compared and finds the highest priority lane, which gets a green signal then the
other lane gets a red signal. The hardware module of Sensing Part as shown in Fig. 7.

Fig. 7. Density sensing

In sensing part, the location of the vehicles detected using GPS module within the
geo fenced location and the count of the vehicle is transferred to the database. The GPS
tracking traffic system is successfully implemented as shown in Figs. 8 and 9.
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Fig. 8. Working model

Fig. 9. Real time database

7 Conclusion

The Real-time dynamic traffic management system based on density using GPS and
Raspberry pi 3 b+ has been successfully implemented. The proposed model is easy to
adopt and it is user-friendly, themain feature is to give a green signal to high priority based
on the density level and giving way to the emergency vehicle. Hence this traffic system
is dynamic waiting time, emission of CO2, congestion can be reduced. The emergency
vehicle has a higher priority and also gets a huge advantage in the implementation of
this model.

The proposed traffic control system is the very basic step towards achieving automa-
tion in the field of the traffic control system. With various advancements taking place
in today’s world, people are in search of automated systems which not only saves their
time but also a lot of energy in different forms. The saving of fuel (petrol, diesel, natural
gas), reduction in time of operation of automobile engines, reduction in the emission of
the harmful gases in the atmosphere. Thus, this system helps in reducing the number of
accidents that take place just because of this inappropriate transport system and making
way to a better traffic management system. The proposed system aims to save the num-
ber of manpower wasted at the signals and hence making effective utilization of time.
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Additional work can be done in this area andmade available to build a real-time dynamic
traffic management system. Further research can be made to make this algorithm better
optimized to deliver more precise results based on the past density data. As for the future
implementation, the management controllers could be grouped to form a cluster based
system, where the controllers would be able to communicate with others to provide an
Artificial Intelligence-based management system.
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Abstract. India has around one and a half lakh persons die due to road accidents
per year. One of the main reasons for this number is no timely availability of help.
Automatic accident detection can shorten the response time of rescue agencies
and vehicles around accidents to improve rescue efficiency and traffic safety level.
The ability to detect and track vehicle can be used in applications like monitoring
road accidents. The proposed system uses YOLOv5 deep learning algorithm to
detect the vehicles from the real time CCTV surveillance video. The primary
focus of the system is to build a model that detects various class of vehicle by
using custom dataset. The dataset consists of 1000 images with various condition
such as rainfall, low visibility, luminosity, and weather conditions. The proposed
framework uses YOLOv5 to detect vehicle with improved efficiency in real time
object detection system. Thismodel can further be extended to analyse and classify
accidents using 3D Convolutional Neural Network based on the severity of the
accident and to alert the nearest hospital.

Keywords: Object identification · YOLOv5 · Accident detection ·
Convolutional neural network · 3D-CNN algorithm ·Webapp

1 Introduction

India loses 1.5 lakh lives due to road accidents every year according to recent survey.
According to recent statistics provided by Ministry of Road Transport and Highways,
India tops the world in road crash deaths and injuries. It has 1% of the world’s vehicles
but accounts for 11% of all road crash deaths, witnessing 53 road crashes every hour
killing 1 person every 4 min. The country accounts for about 4.5 lakh road crashes per
annum, in which 1.5 lakh people die.

Many proposed approaches for detecting these incidents include traffic flow mod-
elling, vehicle activity analysis, and vehicle interaction modelling. Over-speeding is
caught using surveillance cameras and radars. Despite all these precautions, the main
cause of this proportion is a lack of timely assistance. Traffic flow modelling techniques
are used in traditional detection approaches. The performance of traffic flow depends on
data quality. In addition, these techniques are based on a single type of feature that is
unable to match the accuracy and real-time performance requirements of accident detec-
tion. Image recognition technology provides high efficiency, flexibility in installation,
and minimal maintenance costs for traffic situation awareness.
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Automatic accident detection can increase rescue efficiency and traffic safety by
reducing the time it takes for rescue agencies and vehicles to respond to an accident.
Existing accident detection system suffer from tradeoff between computational overhead
anddetection accuracy. Someof the early detection techniques, such asYOLOCA,Gaus-
sian mixture model (GMM), Single Shot Multi-Box Detector (SSD), and Convolutional
Neural Network (CNN) have similar accuracy and precision compared to other models.
Vision Based Detection requires a large storage capacity, and several parameters such as
weather conditions and image resolution must be considered to attain accuracy. Vision-
based crash detection systems have expanded significantly in recent years as technology
progresses.

This system intends to detect accidents using a vehicle collision system in the initial
phase. This methodology was proposed to develop an effective model for detecting
different classes of vehicles such as cars, motorcycles, buses, and other vehicles. This
research focuses on using CCTV surveillance cameras to detect vehicles in real time.
The data was gathered from a variety of sources such as YouTube videos and search
engines. The model is trained with a custom dataset using the YOLOv5 object detection
algorithm that is based on computer vision. As a result, the proposed model is effective
at detecting objects in real time under a variety of situations including rainfall, poor
visibility, daytime, nighttime.

The motivation of this paper is to shorten the response time of rescue agencies and
vehicles around accidents to improve rescue efficiency and traffic safety level. Themajor
objective of this project is to create a model to detect road accidents, analyse and classify
the severity of the accident and to build an alerting system. The model is evaluated using
several measures such as precision, recall, mAP, F1 score etc.

2 Literature Analysis

A real-time automatic detection accident detection system. Boxy Vehicle dataset was
used for training themodel. The images from the dataset were annotated with 2DBound-
ing box. Custom annotation is made on images for training ResNet152 in YOLOv3.Mini
YOLO is used in detection as its efficient and has high recall. Bounding Box and prob-
abilities are obtained for each frame. Soft labeling was done to choose highest probable
class. The processed images are tracked using SORT for the status of damage throughout
the entire frames. The Velocity and position of each objects are accurately obtained. For
each detected frame it is classified in a model as damaged or undamaged. The system
is trained on SVM with radial basis kernel to identify the damage status. This model
considered only the static motion of accidents. Sequence model was not addressed in
this model and field testing was performed [1].

An unsupervised method for detecting traffic accidents in first-person footage. Main
innovation is that they used three separate ways to discover anomalies by forecasting
the future locations of traffic location and then evaluating the predictive accuracy, per-
formance, and consistency metrics. One of the system’s biggest flaws is that it assumes
fixed cameras and unchanging backgrounds in videos, which is fine for surveillance but
not for vehicle-mounted cameras. Second, it presents the issue as a one-class classifi-
cation problem, which relies on time-consuming human annotation and only identifies
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anomaly categories that have been expressly trained. They provide a new dataset of
different traffic incidents, An Accident Detection (A3D), as well as another publicly
available dataset was used to evaluate this approach [2].

Identifying images of different vehicle crashes, the model uses deep learning meth-
ods such asConvolutionalNeuralNetworks.Once training themodelwith a large amount
of visual data is done the model can more accurately classify the severity of the crash by
minimizing the classification error. The optimal strategy in generating themodel is deter-
mined by comparing the accuracy of the model utilizing various Activation functions
with the optimizers in CNN. By comparing activation functions with each optimizer,
this work focuses on the comparison of various activation functions and optimizers and
their effect on the prediction accuracy in classifying [10].

Recently, Zhenbo Lu proposed a framework using residual neural network (ResNet)
combined with attention modules was proposed to extract crash-related appearance fea-
tures from urban traffic videos which were further fed to a spatiotemporal feature fusion
model, Conv-LSTM. The model achieved an accuracy of 87.78% on the validation
dataset and an acceptable detection speed [12].

Sergio Robles-Serrano proposed DL-based method capable of detecting traffic acci-
dents on video. The model considers that visual components occur in a temporal order
to represent traffic collision events. As a result, the model architecture is composed
of a visual extraction of features phase followed by a transient pattern identification.
Convolution and recurrent layers are used in the training phase to learn visual and
temporal features utilizing built-from-scratch and public accessible datasets. In public
traffic accident datasets, an accuracy of 98% was attained in the detection of accidents,
demonstrating a strong capacity in detection irrespective of the road structure [13].

Kyu Beom Lee proposed an Object Detection and Tracking System (ODTS) used
in conjunction with the Faster Regional Convolution Neural Network (Faster R-CNN)
in this paper for Object Detection and the Conventional Object Tracking algorithm
was introduced and implemented for automatic monitoring and detection of unexpected
events on CCTVs in tunnels. With a sample of event photos in tunnels, this model has
been trained to achieve Average Precision value of 0.85, 0.72, and 0.91 for target items
like cars, person, and fire. The ODTS-based Tunnel CCTV Accident Detection System
was then tested using four accident recordings, one for each accident, based on a trained
deep learning model. As an outcome, the technique can detect all incidents in under ten
seconds [7].

In another deep learning-based detection real-time systemwith the use of aComputer
Vision algorithm. The system uses YOLOv4 to perform quicker object detection in real
time, and itwas tested in avariety of situations, including rainfall, poor visibility, daytime,
nighttime and snow using the proposed dataset. In the first phase, the dataset’s pre-
processing processes are completed. Different types of vehicle photos are recorded after
the first phase. The Precision, Mean Average Precision (map) and Average Intersection
Over Union (IoU) of the model with which it can recognize the various types of Vehicles
were found in the final phase, based on the properties computed or computed in the earlier
phases. When we compare the standard results to our results, we can see that the average
precision of class Bus is far higher than any other model, that of class Motorcycle
is significant compared to almost all other models, that of class Car is greater than
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YOLOv2’s performance, and only the average precision of class Truck is lower than the
other models due to various types of trucks labelled in the dataset [14].

Shilpa Jahagirdar proposed an automatic road accident detection algorithm that
use real-time surveillance videos to detect accidents. None of these systems are robust
enough to address all accident instances since they do not consider variable lighting cir-
cumstances, changing weather conditions, and different traffic patterns. Many of these
strategies have been detailed and compared in this study. For Motion detection, Back-
ground subtraction, optical flows were utilized. For feature extraction the parameters
that were considered were velocity orientation, acceleration, vehicle area, Histogram,
Traffic trajectory. For Accident Recognition Machine learning tools, statistical calcula-
tion and comparison to thresholds were made. The major challenge in this paper was to
differentiate collision and occlusion factor that needs to be addressed particularly and it
will help to reduce false accident detection rate [15].

3 Proposed Approach

AConvolution neural Network (CNN) is a type of artificial neural network used in scene
classification, object detection, segmentation, and recognition and processing. CNN is
the basic building block of almost all the object detection models. Most of the models
like Mask-R CNN, SSD or YOLO are built using convolution neural networks. It is also
called as ConvNet. These neural networks are best suited for image, video analysis and
also in document recognition, speech synthesis and speech recognition.classification
and location algorithms can be divided into two kinds namely Two stage model and One
stage model.

3.1 Two Stage Model

R-CNN, Fast R-CNN, Faster R-CNN, and Faster R-CNNwith FPN are examples of two-
stage models. These techniques use selective research and the Region Proposal Network
(RPN) to choose approximately 2000 proposal regions in the image, and then use CNN
to detect objects based on the attributes retrieved from these regions. Although these
region-based models effectively find objects, extracting solutions takes a long time.
In R-CNN, they used a selective search to suggest regions for each item in the input
image which was extensively time consuming. Fast R-CNN significantly enhanced R-
CNN’s efficiency but it still utilizes selective search as regional proposal network. Fast
R-CNN share the convolutional layers for region proposal. Faster RCNN employed a
fully convolutional neural network for region proposal.

3.2 One Stage Model

YOLO(YouOnlyLookOnce) andSSD(SingleShotMultiBoxDetector) are the example
One stage model. These algorithms implement location and classification by one CNN,
which can provide end to end detection service. Because of eliminating the process of
selecting the proposal regions, these algorithms are very fast and still have guaranteeing
accuracy.
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YOLOv3 is built on the Darknet Architecture and features 53 layers that have
been trained on the ImageNet dataset. Upsampling and residual connections are used
in YOLOv3. At three distinct scales, the detection is carried out. Although it is more
effective at recognizing smaller things, it takes longer to process than earlier generations.

The CSPDarknet53 backbone, spatial pyramid pooling extra module, PANet path-
aggregation neck, and YOLOv3 head make up the YOLOv4 architecture. The backbone
of the YOLOv5 model is a Focus structure with a CSP network. The SPP block and
PANet make up the neck. It uses GIoU-loss and has a YOLOv3 head (Fig. 1).

Fig. 1. Architecture of YOLOv5 framework

3.3 Architecture of YOLOv5

The YOLOv5 model consists of Focus structure and CSP network as the backbone.
The neck is composed of SPP block and PANet. It has a YOLOv3 head using GIoU-
loss. YOLOv5 is a convolutional neural network (CNN) that detects objects in real-time
with great accuracy. This approach uses a single neural network to process the entire
picture, then separates it into parts and predicts bounding boxes and probabilities for
each component. These bounding boxes are weighted by the expected probability. It
then delivers detected items after non-max suppression.

4 Experimental Design

All the experiments were conducted on Google Colabratory which used virtual GPU
with 12.72 GBMain memory and 68.40 GB Disk space. Video was processed using cv2
and program was written in python 3.8 (Fig. 2).
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Fig. 2. Flow Diagram of proposed model

4.1 Data Collection

The dataset for this project is a collection of 100 mp4 films containing CCTV footage
of various road incidents from around the world, which was gathered from YouTube
videos and the CADP dataset. These videos have various types of vehicles such as Car,
Bus, Motorcycle, Truck etc. The object was classified into four classes namely Car,
Motorcycle, Bus, and others. These videos were shot in various weather and sunlight
conditions, such as broad daylight, night, hail, snow, rain etc.

4.2 Image Pre-processing

In this Phase the images are annotated based on categories manually using online tool
makesense. From the annotated image the labels of bounding box were collected and
stored. Once label and respective images were collected the image and label dataset is
split in the ratio of 80:20 for training and validation set. A dataset yaml was prepared to
contain all the classification types and the path of training and validation set. We then
download YOLOv5 darknet framework and the standard weight files for training and
testing. Nowwe create a custom cfg file based on the needs of our training model, which
includes four classes: car, bus, motorcycle, and others. So, in our standard YOLOv5 cfg
file, we set batch = 64, subdivisions = 64, width = 416, height = 416, max batches =
8000 (number of classes * 2000), steps = 7200 (90% of max batches), and set filters
= 27(number of classes + 5) *3 in every convolutional layer above yolo layer and set
classes = 4 in every yolo layer below convolutional layer. We are now making changes
to the YOLOv5 darknet framework’s standard Makefile. Set GPU to 1, CUDNN to 1,
OPENCV to 1, and CUDNN HALF to 0. Then we first break these videos of our dataset
into frames. We do this with the help of cv2. Now for every second of each video we
have 5 frames, now we have to annotate these frames and label the various kinds of
vehicles traversing on the roads in various weather conditions.

The makesense tool then generates a.txt file for each image including the label of
the class along with the coordinates of the x-centre, coordinates of the y-centre, width
of the rectangle box, and height of the rectangle box for each of the vehicles indicated
in the frame. Now, we divide these.txt and.jpg files in 80:20 ratios for training, testing
and save them in the file path images and name them individually.
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4.3 Feature Mining

By using the customYOLOv5 darknet framework, we train ourmodel for 8000 iterations
with 30 epochs. At the end when our model training is completed, we get the ‘best and
last weights’ file which can be trained and tested on our dataset and can be used to detect
vehicle in videos.

4.4 Object Detection

After training our model we use the best weights file that we got from training our model
and use our custom cfg file to test the model with the predefined classes of vehicle such
as car, motorcycle, bus, others with the predicted accuracy percentage.

4.5 Model Building

Once the model is trained and tested, for better accuracy we alter the filters and custom
cfg file to improve the performance.

4.6 Model Evaluation

The accuracy of object detection model is evaluated using performance measures such
as Precision, Recall, F1 Score and mAP.

5 Proposed Architecture

The videos are collected from the CCTV surveillance camera and split into frames with
dimension 1280× 720. YOLO v5 expects annotations for each image in form of.txt file
where each line of the text file describes a bounding boxto define the location of the
target object (Fig. 3).

Fig. 3. Architectural design of proposed model

The images are annotated and labeled in the format of ‘class x_centery_center width
height’. The model is trained with the custom YOLOv5 darknet framework weights. we
get the best and last weights file for our custom dataset that was to used to train the
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classes of vehicle. The model is tested with best weights file and evaluation of the model
is done to validate and to improve the efficiency of vehicle identification.

This will be extended to identify the accident images and classify the accidents as
mild and severe using 3D CNN Algorithm. Based on the classification, with the help of
webapp we build a mail alerting system.

6 Results and Discussion

YOLO performs well when compared to Fast R-CNN. In comparison to v4 and v5, the
time spent training in YOLOv3 is considerably lesser. When all factors are considered,
v4 has some positive performance characteristics and requires less training time than v5
(Fig. 4, Table 1).

Table 1. Analysis of various CNN Models

S. No. Method Average precision Average IoU

1 Fast R-CNN 80.3 0.63

2 Faster R-CNN 86.79 0.69

3 SSD 89.65 0.71

4 YOLOv3 91.17 0.73

5 YOLO-CA 91.51 0.74

6 YOLOv5 91 0.915

Fig. 4. Results of detected image frames
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7 Accident Detection Module

Themodel detects the object and classifies according to its class. By detecting the classes
this model can be further extended to detect and classify the accidents based on the sever-
ity by using 3D-CNN. Using the 3D volumetric representation of the image, 3D-CNN
extracts spatial information from the inputs in three dimensions. It takes advantage of
interslice context leading to improved performance. Once themodel is trained to classify
the accidents based on its severity it can further be employed in real time monitoring
and alerting by building a webapp Api to alert nearest hospital with the location details
from the mounted surveillance camera along with the severity information to quicken
the response time and to improve the traffic safety level.

8 Conclusion

In this we have built a object detection system to identify the various types of vehicles
using YOLOv5 from the real time CCTV surveillance video. After training the model
we were able to classify the vehicle. We trained the model with 1000 images in future
we can increase the dataset to improve the efficiency of the system. By Comparing
the results, we can see the positive trend in the precision and accuracy level. YOLOv5
provides great accuracy in detection. As YOLOv5 was tested with larger batch size, it
has higher interference speed than most of the detectors. In further step we can build
end to end system to identify the accident images and to analyze the severity of it using
3D-CNN Algorithm.
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Abstract. The use of solar photovoltaic systems in green energy harvesting has
increased greatly in the last few years. Fossil fuels reaching the end are also
growing rapidly at the same rate. Despite the fact that solar energy is renewable and
more efficient, it still needs regular Inspection and maintenance for maximizing
solar modules’ lifetime, reducing energy leakage, and protecting the environment.
Our research proposes the use of infrared radiation (IR) cameras and convolution
neural networks as an efficient way for detecting and categorizing anomaly solar
modules. The IR cameras were able to detect the temperature distribution on the
solar modules remotely, and the convolution neural networks correctly predicted
the anomaly modules and classified the anomaly types based on those predictions.
A convolution neural network, based on a VGG-based neural network approach,
was proposed in this study to accurately predict and classify anomalous solar
modules from IR images. The proposed approach was trained using IR images of
solarmoduleswith 5000 images of generated solar panel images. The experimental
results indicated that the proposedmodel can correctly predict an anomalymodule
by 99% on average. Since it can be costly and time-consuming to collect real
images containing hotspots, the model is trained with generated images rather
than real images. A generated image can be used more efficiently and can also
have custom features added to it. In the prediction process, the real image is
processed and it is sent to the model to determine bounding boxes. It provides
a more accurate prediction than direct use of the real image. Here we have used
CNN custom model and TensorFlow libraries.

Keywords: Convolution neural network · PV modules · Detection of hotspots ·
CNN · TensorFlow · Solar panels

1 Introduction

The benefits of solar photovoltaic systems are numerous, and they are extremely useful.
Their uniqueness lies in their lack of moving parts (in the sense of classical mechanics).
There is no leakage of fluids or gasses (except in hybrid systems). They do not require
fuel, which is one of the best features of these systems. They respond rapidly and achieve
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full output immediately [1]. Although the cells run at moderate temperatures and do
not emit pollution while producing electricity. Solar cells require little maintenance if
properly manufactured and installed. Solar energy has gained a reputation as a clean,
renewable energy source. Solar energy can help to reduce carbon dioxide levels in the
atmosphere. Solar energy has no negative impact on the environment [2]. Solar power
requires no additional resources than a source of light to function, in addition to not
emitting greenhouse gasses. As a result, it is both safe and environmentally friendly.

PV cells and solar energy, like other renewable energy sources, have intermittent
difficulties. It cannot be transformed into power constantly at night or in foggy or rainy
conditions [3]. In other words, PV cells may not be able to generate enough electricity
to fulfill the peak demand of a power grid. Solar energy panels are a less reliable power
source because of their intermittency and instability. In addition to PV cells, inverters
and storage batteries are required. An inverter is a device that turns direct electricity into
varying electricity that may be used on your power grid. Storage batteries help on-grid
connections because they provide a consistent supply of electric power. On the other
side, this greater expenditure may be able to address the PV cells’ intermittency issues
[4]. PV plants’ ability to produce energy may be affected by the failure of modules or
components (wiring, bypass diodes, etc.), malfunctions, or accumulated dust and soiling
on their surfaces; the last condition can decrease efficiency by more than 18% compared
to normal conditions. For example, consider the PV system installed in Pavagada solar
park (Karnataka) with a size of 53 km2 (13000 acres). When working at its best, it can
produce almost 2350 MWh per year. Assuming that the system operates normally with
soiled modules due to dust deposits, debris, and bird droppings, the energy production
could be decreased by 300 MWh/year, or 14.64% [5].

For PV systems to perform optimally, monitoring systems should be used to detect
anomalies in normal operation and to check the cleanliness of modules using periodic
cleaning. Using a convolution neural network to monitor solar modules with an infrared
camera is performed. In addition to being able to monitor the condition of photovoltaic
modules and other components, this technology can be used for pre-diagnosis and diag-
nosis of faulty working conditions by using UAVs (drones), electric equipment in PV
systems [6, 7]. CNN can be used to detect any flaws or malfunctions in PV modules,
e.g., conditions that result in local overheating, without interfering with the usual oper-
ation of the system [8]. Dirt, dust, and bird droppings on the surface can cause local
overheating by changing the thermal exchange conditions between the module and the
environment. In this work, machine learning is applied to construct a tool that automat-
ically identifies abnormal operating conditions of PV modules [9]. The paper proposes
to use machine learning as a tool in this work. In this project, we will develop a system
for automatic classification of thermograms by using a convolutional neural network
(CNN), distinguishing between overheating caused by external factors or by faults on
the surface of the photovoltaic module [10]. Thermographic images can now show an
anomaly state caused by a fault [11]. The importance of photovoltaic energy generation,
the benefits of this energy generation, the various methods for identifying power losses
in this generation method, and, most importantly, the most commonly raised problem of
PV hotspots generation in PVmodules and the causes of these hotspots are all discussed
in the above literature surveys [12, 13].
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Therefore, the solar panel must be monitored for failures, particularly hotspots. This
paper proposes a method to identify hotspots using TensorFlow. Hotspot images are
generated using the same processing method as solar panel images. Training models
are validated with validating images, followed by testing of images in which the model
determines the hotspot type and localization of the hotspot. In real solar panel images, the
model can detect and classify the type of hotspot and its location based on the training
with different types of hotspots containing images and subsequent validation for any
particular generated image. In order to prevent panel damage, action needs to be taken
immediately based on an analysis of the hotspot type and location.

2 System Model

2.1 Introduction

The input data is generated in python and after that, it is split into train data and test
data. Now the model has sufficient data and it is split into train data and test data so that
better accuracy can be obtained. In below Fig. 1, the process of the project is shown.

2.2 Block Diagram

Fig. 1. Block diagram for hot spot localization.

Figure 1 shows a block diagram of the hotspot localization process, which includes all
the key steps. It starts with the data generation, then it splits into training and testing
data sets. Then comes the algorithm, and then after that, the evaluation, which is nothing
but checking the model performance. The model is again trained and improved, and this
is how Image Localization is achieved. Following that, real images are converted into
processed images and fed into the model. Next, the Image localization model predicts
the bounding box is followed by analysis and visualization of the results.
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2.3 Data Generation

PV images with hot spots are generated through Python with an image ratio of 120 ×
240 pixels. During generation, 10,000 unique images were generated and split into 5000
training images and 5000 test images. Each image size is 120 × 240 pixels.

Fig. 2. Generated image. Fig. 3. XML file.

PV thermal image is shown in Fig. 2 along with the XML file for the bounding box
label in Fig. 3. With a dark blue background and a red hotspot at a random location,
the generated image is similar to a real image. The bounding box is a box containing
the hotspot location in the given image. XML files are used to view the image with the
bounding box.

Fig. 4. Data generation flowchart.

Figure 4 shows a flowchart for Data Generation. if there is no images directory, it
creates directories such as images, images/training, images/testing to hold the images in
the relevant directory. Python was used to create the generated images. 10,000 unique
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images were generated during the generation process and then divided into 5000 training
and 5000 test datasets. These are converted into Tensorflow datasets. Once we have
converted these into Tensorflow datasets, the model takes the test and training datasets
separately. In addition to images, XML file coordinates are also generated, including
X_min, Y_min, X_max, and Y_max. These coordinates can be used to draw bounding
boxes. These XML files are also placed in directories along with images. For training
and validation of models, these XML files serve as labels for images.

2.4 Training and Testing Data

In the second stage, when data is generated, the model must be trained and tested to
improve accuracy and results. The generated data is separated into two subgroups, as
seen below. During generation, 10,000 unique images were generated and split into
5000 training images and 5000 test images. With 5000 training images, we were able
to improve the model’s accuracy. Test images could be any number for validation pur-
poses only. We chose the 5000 testing images. The generated images were created
programmatically using Python.

2.4.1 Training Dataset

Fig. 5. Training dataset.

Figure 5 shows a flowchart for Training Dataset. The training images with XML files are
converted into CSV as they need to be understandable by TensorFlow then the assigning
of bounding box coordinates is done in CSV values and after that, Mapping of images
with the file path and sending it to TensorFlow. Now as the data set is created now, the
data is divided into batches each batch containing 64 images and fed to the model.

2.4.2 Testing Dataset

Fig. 6. Testing dataset.

Figure 6 shows a flowchart for Testing Dataset. Similar to the training data the test data
also will be there as the data set used to offer an unbiased assessment of a final model’s
fit to the training dataset. The test dataset serves as the gold standard against which the
model is judged. It’s only used once a model has been fully trained (using the train and
validation sets). The test set is typically used to compare models (For example, for many
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Kaggle competitions, validation and training sets are released initially together, then
the test set is released toward the end of the competition and the model’s performance
on the test set determines the winner). The validation set is frequently used as the test
set, but this is not a good practice. The test set is well-curated in general. It includes
properly sampled data from a variety of classes that the model might encounter in the
actual world.

2.5 Image Processing

Fig. 7. Real PV thermal image (Source: Internet)

As the model has to detect hotspots in real PV thermal images like the one in Fig. 7,
the model has been trained using the generated data and validated. It is necessary to
process the real images (in a similar way to the generated image) so that the model can
understand them. Hence, the real PV thermal images must be processed.

Fig. 8. Real thermal image to processed image.

Figure 8 shows how real images are converted into processed images by Image
Processing.

• Real Thermal Image
• Grayscale Image
• Black & White Image
• Processed Image
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Fig. 9. Processed image generation.

Figure 9 shows the processed image Generation. First, all real images in the
real_images directory are read and resized to 240 × 120. The processed_images direc-
tory is created if it does not exist and every image is sent to the image processing function,
after which the processed images are sent to the processed_images directory.

Fig. 10. Image processing.
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Figure 10 shows how real color images are converted into grayscale images by using
a filter. The image is converted into a NumPy array and then each pixel is divided by
255, and then the result is compared with 0.5. If the pixel is greater than 0.5, the set pixel
value equals 1 then it is black, and else the pixel is 0 then it is white. 255 is multiplied by
each pixel again. This logic transforms the grayscale image into a Black &White image
(Binary image). A binary image is converted to a processed image by using c-map as
“jet”.

2.6 Image Localization

Fig. 11. Image localization model algorithm.

Figure 11 illustrates how themodel algorithmworks,which includes the feature extractor
and dense layers followed by the bounding box regression. Tensorflow Training batches
are sent to a feature extractor that has Conv2d filters and average pooling filters for
extracting key features that are required to train the model. In the Dense layer, which
follows the feature extractor, each node takes the flattened image output and multiplies
with weights, adds bias, and sums all of these to the activation function, resulting in
outputs of the function. The bounding box is predicted by adjusting the weights and
biases in the dense layer. A Bounding Box regression has four nodes and outputs four
values at the same time: X_min, Y_min, X_max, and Y_max.
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2.7 Model Flowchart

Fig. 12. Image localization model flowchart.

The model flow chart in Fig. 12 shows the model layers and the resulting architecture
which is inspired by the VGG architecture, which is two convolutions followed by
average pooling, and the cycle is repeated three times. Initially, there are 64 filters,
followed by 128, and finally, 256 filters. It shows the flow of the model algorithm.

Fig. 13. Model summary.
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This Fig. 13 shows that the model summary displays all of the model’s layers as well
as their output shapes. It takes a 240 * 120-pixel input image. The size of the output
image is reduced by 2 × 2 in each conv2d layer using the 3 × 3 Filter. The resulting
image’s size is reduced by half for each Average pooling layer. The output shape after
flattening is 274176. This will be the input for the 64 neutron dense layers. The last
dense layer has 4 neutrons.

Fig. 14. Predicting bounding box for processed image and real image

Figure 14 shows when the processed image is sent to the model it predicts output
X_min, Y_min, X_max, Y_max for drawing the Bounding Box. By using these values,
a bounding box can be drawn for the processed image as well as the real image.

3 Results

Fig. 15. Accuracy and bounding box loss results.
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Fig. 16. Validation accuracy and loss values

The results are shown in Fig. 15 as in graphs i.e. bounding box loss and accuracy. In
Fig. 16 the validation accuracy and loss results are given. An epoch is one training
iteration, so in one iteration all samples are iterated once. Figure 15 shows the graphs of
Bounding Box Loss and accuracy. Figure 16 shows validation accuracy and loss. As it
is observed the validation accuracy is 0.99486. The model is working perfectly.

Fig. 17. Step by step process through images

The Total process of this paper is shown in Fig. 17 as initially the PV thermal image is
converted into a grayscale image using some filters and then based on the pixel values the
grayscale image is converted into a black & white image. Now, this image is converted
into a processed image using the model algorithm which is our model understandable
image format. As the model is trained with this type of data set it can easily detect the
hotspot and draw bounding boxes around it. And based on the bounding box coordinates
the model can draw the same boxes in the real thermal image also. Thus, the hotspot is
detected in the real PV thermal image and the model detection accuracy is good at 0.994
(Fig. 18a, 18b).

These are the bounding box results for other images.
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Fig. 18a. Real image 1 Fig. 18b. Real image 2

4 Conclusion

There is an analysis of the accuracy results of both the training and testing data sets, and
for the hotspot, localization is done by drawing bounding boxes, and the real PV image
with hotspots is converted to the generated image format, and finally, according to the
bounding box coordinates, the hotspots are detected in real thermal images.

With the generated images of PV modules, the model is trained. It is then used to
process the real images of PVmodules. Real thermal images are converted into grayscale
and then into black and white. After that, the processed images are generated using a
color map jet. As the model is trained with 5000 images the accuracy is very good.
Thermal images can be converted to processed images, which is the format that is used
to train the model, and the bounding boxes can be easily drawn around the hotspot. After
getting the bounding box coordinates the same boxes can be drawn on a real image. So,
the hotspot detection and localization for real thermal images is done.
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Abstract. Human behaviour analysis is the active area of research in computer
science and engineering which determines the behaviour of humans using various
algorithms. The input can be taken from the real time environment to analyze the
human predictions. Deep learning plays a vital role as the input data involves a
lot of computational images and spatial and temporal information upon which the
predictions can bemade. In this paper, we discuss the various techniques, concepts
and algorithms that are implemented on a various field of image analysis and on
real world input data to visualize the behaviour of a human.

Keywords: Real time environment · Deep learning algorithms · Behaviour
analysis

1 Introduction

In today’s digital world, the factual information that we get from our day to day is getting
massive. In the current trend, a statistics says that the data produced and used will reach
around 175 ZB in the year 2025. This increasing amount of data leads to the evolution of
various new fields such as data mining, data science, artificial intelligence and its subset
areas, etc. The major impulse of artificial intelligence is the data. The data is fed into the
AI system to learn, analyze and perform the tasks accordingly. The fact that the amount
of data to be handled becomes tremendous and more the number of interpretations that
can be done with the data which lets the system to learn by itself that leads to machine
learning. By the use of data the algorithm learns by itself and improves the predictions or
decision making from the experience gained. A model is built based on training data or
sample data to make decisions without any external interventions. Machine learning is
closely intertwined with statistical computing as the majority of the decisions made are
based on the probability of their occurrence. It uses the neural network to duplicate the
human brain to perform a task without being programmed by the user. The model can
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be trained with the training set with the desired output it produces for the corresponding
input which makes it supervised learning. Whereas unsupervised learning is the model
created to work on the prediction without providing it with the structured data. The
model learns by itself to identify the structure of the input fed into it and produce the
result. When the model works over the dynamic environment with changing input and
output reinforcement model is implemented. Various machine learning algorithms are
used to develop applications based on the above models for decision making.

When the data used and processing gets huge, deep learning which is the subset
of machine learning is used. The rising level of data in the current era will give more
convenience to explore the models that can be implemented using deep learning. It helps
to solve complex problems with more detailed representation of images with the help of
neural networks. Neural network acts as a heart of deep learning algorithms as it contains
more numbers of hidden layers into it. Each layer acts as a processing unit in a level
of hierarchy. That is, the first layer will compute for a lower level of element from the
image or an object. The result of this first layer is fed into the second layer as an input
and in the second layer the next level of element is extracted and the output is fed into
the next layer and so on until the desired output is achieved. The depth or the number of
layers of the deep learning algorithms are considered based on Credit Assignment Path
(CAP). It analyzes how to choose the data points so that the error or backtracking gets
minimal. Each hidden layer is given with the weight to the input which will be adjusted
based on the corresponding result obtained and the accuracy of the output. Since there
is a huge amount of data and there are a wide range of parameters included, the deep
learning model takes time to get trained. But testing the model will take less time. The
output of every node is activated by the activation function which helps to remove the
unwanted data from the useful information. The various research work done under the
domain are discussed.

2 Related Work

With the help of deep learning, image processing, face identification and analysis and
Neural Network algorithm, many earlier studies on human behaviour analysis have been
done. In this section, some recent research work done by various authors are discussed.

[1] Nilay Tufek, Murat Yalcin, Mucahit Altintas, Fatma Kalaoglu, Yi Li, and Senem
Kursun Bahadir conducted research on “Human Action Recognition Using Deep Learn-
ing Methods on Limited Sensory Data”. Here, the accelerometer and the gyroscope data
is used in a lesser amount to build an action recognition system. The Convolutional
Neural Network, Long-Short Term Memory (LSTM) and various combinatorial algo-
rithms were used and their performances were compared. The accuracy of the model
was increased by augmenting the data. By using a 3 layer LSTM model, the accuracy
of the model was increased by 97.4%. Over the collected data set the system produced
99% of accuracy. To analyse the performance precision, recall and f1-score metrics were
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also used. For the purpose of evaluation on the classification an application is developed
using a 3 layer LSTMnetwork. To detect human activity a unique set of wearable devices
were used. When the dataset is high, the 3 layer LSTM model provides high accuracy
to sensory data when compared to KNNmodel. To improve the test accuracy, precision,
recall and F1 Score radically the data augmentation is done on a small size dataset.
The time series sensory data plays a vital role for the implementation of the system. To
analyze and recognize more intricate behaviour, multiple sensor data can be used.

[2] Kai Zhang andWenjie Ling proposed a research work on “Joint Motion Informa-
tion Extraction and Human Behavior Recognition in Video Based on Deep Learning”.
Here it mainly focuses on human behaviour analysis and identification from videos. A
two channel deep convolutional neural network model is designed for the structure and
joint motion feature extraction. The network structure also simulates the brain visual
cortex which processes the visual signal. The static information is processed by the spa-
tial channel network and the dynamic information is processed by the temporal channel
network. The spatial and the temporal information are extracted separately. The recog-
nition of the two channel model is compared with the single channel model to verify the
superiority of the dual channel structure. KTH behavioural dataset are used to perform
the experiments and shows that the human behaviour analysis using deep learning has
achieved more accuracy based on joint motion information. The joint motion feature
extraction using deep convolutional neural networks removes the extra calculations and
multifaceted computations that are involved in conventional feature extraction methods.
This model can be applied to a wide variety of video data using which a more detailed
understanding of action behaviour can be done.

[3] Dersu Giritlioglu, BurakMandira, Selim Firat Yilmaz, Can Ufuk Ertenli, Berhan
Faruk Akgur, Merve Kiniklioglu, Aslı Gül Kurt, Emre Mutlu, Seref Can Gurel, Hamdi
Dibeklioglu proposed a paper on “Multimodal analysis of personality traits on videos of
self-presentation and induced behavior”. In this paper a multimodal deep architecture is
presented to estimate the personality traits fromaudio-visual cues and transcribed speech.
For the detailed analysis of personality traits audio visual dataset with self presentation
along with recordings of induced behaviour is used. The reliability of various behaviours
and their combinational use is assessed. The face normalisation is done by marking 68
boundaries of the face region from the video usingOpenFace. The frontal viewof the face
is obtained by performing translation, rotation and scaling. The X and Y coordinates are
identified and are shape normalized by using linear warping. Finally a facial boundary
regionwith the resolution of 224 * 224 pixels are obtained. The normalized facial images
are modelled with the spatio temporal pattern using ResNext model and CNN-GRU. The
facial appearance and facial dynamics are captured from the input video. To access the
temporal data ResNext model is used. The feature map is divided into smaller groups
from the ResNet. The random temporal sampling of 1.5 s is used during training and
the same size data is used during the validation phase. The second layer of the deep
learning architecture is modelled with CNN-GRU for facial videos. For the modelling,
the action unit and the head pose uses LSTM and to obtain the gaze feature the model
uses RCNN. The body pose is obtained with the 2D coordinates of the traced points. The
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audio of the video is extracted using pyAudio analysis framework. The speech language
is automatically identified by the Google speech application programming interface.
The testing performed over the SIAP and FID dataset. The openness and Neuroticism
provides the social desirability effect. Based on the mean score, the participants give the
rating of openness by 39.7% and neuroticism by 21.2%. For personality analysis, the
face related models appear to be more reliable.

[4] Karnati Mohan, Ayan Seal, Ondrej Krejcar, and Anis Yazidi proposed a paper on
“Facial ExpressionRecognitionUsingLocalGravitational ForceDescriptor-BasedDeep
ConvolutionNeuralNetworks”. The proposedwork contains twomethods. Identification
of local features from the image of faces with the help of local gravitational force
descriptor and embedding the descriptor into the traditional deep convolutional neural
network model which involves exploring geometric features and holistic features. The
final classification score is calculated using the score level fusion technique. The pixel
value of an image is considered to be the mass of the body. The gravitational force of
the pixel is considered to the centre pixel on its adjacent pixel. A pixel is selected along
with its adjacent pixels as the GF of the image. The DCNN learns by itself with the help
of back propagation with more accuracy. The methods such as VGG-16 and VGG-19
are developed based on the single branch convolutional layers connected sequentially.
No edge information is provided as it focuses only on the receptive fields and so there is
not enough information on spatial structure of the face. This problem is addressed using
multi convolutional networks. The first part of the architecture extracts the local features
of the object from the image and the second part extracts the holistic features. The
former part contains three convolutional layers that are in order as max pooling, average
pooling and zero padding. The latter part consists of five convolutional layers which
are merged and sent to the layers for classifying facial expression. This can extract the
features automatically. Each layer is embedded with the filter and the bias value which
is then fed into the activation function. The overfitting problem is avoided by applying
max pooling to the feature maps obtained. The gradients of the facial images are trained
independently and the probability of each layer is calculated. The final prediction of
the basic expression is done by score level fusion. The model is trained using keras
framework. The data is augmented to improve the performance.

[5] Yeong-Hyeon Byeon, Dohyung Kim, Jaeyeon Lee and Keun-Chang Kwak pro-
posed a paper on “Explaining the Unique Behavioral Characteristics of Elderly and
Adults Based on Deep Learning”. In this paper, it analyzes the behaviour of the elderly
people depending on their physical condition. The silver robots provide customized ser-
vices to those who are in need to improve the betterment of the elders. When there is a
change in the human body it gets reflected as pose evolution images. The classification
is done based on convolutional neural networks which is trained based on the elderly
behaviour. The gradient weighted activation map is obtained for the result obtained
after classification and a heatmap is generated for the purpose of analysis. The skeleton
heatmap and RGB video matching are analyzed and the characteristics are derived from
this. To efficiently store the movement of the human based on reconstruction of the



328 R. Poorni and P. Madhavan

skeleton with coordinate points based on sensor data, the skeleton data type is used. The
human body is modelled using kinect v2 with 25 joints. This also includes the head,
arms, hips and legs. A sequence of skeletons is created like a video to get more informa-
tion about the behaviour of a person. For the effective analysis of the skeleton sequence
data both the temporal and the spatial information is used and to extract the appropriate
information conversion methods are used. The skeleton sequence is converted into a
color image called PEI method which is less readable for humans. The two dimensional
convolutional neural network is used to extract the spatial and the temporal information
from the skeletal sequenced image. The skeleton sequence is captured at the continuous
time interval which has a 3D data type. Project the 3D coordinates into RGB space to
convert the 3D image into 2D model. The product of number of joints, dimensionality
of the coordinates and number of skeleton frames over time gives the skeleton sequence.
The skeleton sequence can be converted into image by denoting the joint coordinate
dimension with temporal dimension. The action analysis is conducted over the dataset
of NTU RGB+D which has over 114480 data samples. The study was conducted over
the average age of 77 years who performed 55 behaviours in their day to day life. After
training the model identified the input data belongs to the elderly behaviour or young
adults. For a more distinct behaviour the accuracy obtained was higher when compared
to the normal behaviour.

[6] Angelina Lu, Marek Perkowski, proposed a research work on “Deep Learning
Approach for Screening Autism Spectrum Disorder in Children with Facial Images
and Analysis of Ethnoracial Factors in Model Development and Application“. Here, a
Autism SpectrumDisorder screening solution is developedwith the help of facial images
by using VGG-16 transfer learning based deep learning technique. The kaggle ASD
facial image dataset is used to implement the model. The resulting model can identify
the children with ASD and normally developed children. The deep learning model of
Visual Geometry Group VGG 16 has produced the classification with high accuracy.
The reusing of model is achieved with the help of transfer learning and gives the output
of one task to another. The model majorly focuses on the quality of detecting ASD in
children with the help of facial images and the race factor of the children involved in
the experiments. The accuracy and the F1 score achieved are 95% and 0.95 respectively.
Computer vision with facial images can be applied in screening the ASD children and
further can be implemented to a user-friendly mobile application which helps the people
in case of inaccessible medical emergencies.
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Comparison

TITLE INPUTS USED ALGORITHMS/ 
METHODS USED

ACCURACY

Human Action 
Recognition Using 
Deep Learning 
Methods on Limited 
Sensory Data

Accelerometer and 
the gyroscope data

Convolutional 
Neural Network, 
Long-Short Term 
Memory (LSTM) 
and various 
combinatorial 
algorithms

3 layer LSTM 
model - 97.4%

OVERALL 
PERFORMANCE -
99% of accuracy

Joint Motion 
Information 
Extraction and 
Human Behaviour 
Recognition in 
Video Based on 
Deep Learning

Human behaviour 
analysis and 
identification from 
videos

Two channel deep 
convolutional 
neural network 
model

Joint motion 
information –97%

Multimodal analysis 
of personality traits 
on videos of self-
presentation and
induced behaviour

Audio visual 
dataset with self 
presentation along 
with recordings of 
induced behaviour 
is used

Multimodal deep 
architecture

Openness - 39.7%
neuroticism - 21.2%

Face related 
models –98%

Facial Expression 
Recognition Using 
Local Gr avitational 
Force Descriptor-
Based Deep 
Convolution Neural 
Networks

Image of faces -
pixel value of an 
image is 
considered to be 
the mass of the 
body

Facial Expression 
Recognition Using 
Local Gravitational 
Force Descriptor-
Based Deep 
Convolution Neural 
Networks

Score level fusion –
89%

Explaining the 
Unique Behavioural 
Characteristics of 
Elderly and Adults 
Based on Deep 
Learning

Elderly people 
behavioural video

Skeleton heatmap 
and RGB video 
matching

Conducted over the 
average age of 77 
years who 
performed 55
behaviours – 93%
of normal 
behaviours were 
classified correctly
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Deep Learning 
Approach for 
Screening Autism 
Spectrum Disorder 
in Children with 
Facial Images and 
Analysis of 
Ethnoracial Factors 
in Model 
Development and 
Application

Kaggle ASD facial 
image dataset

Deep learning 
model of Visual 
Geometry Group 
VGG 16

The accuracy and 
the F1 score 
achieved are 95% 
and 0.95 
respectively

Datasets
The datasets for the human behavioural analysis to analyse the human behaviour on
various scenarios can be obtained by using data repository of Mendeley which is a free
open source data repository. It contains 11 million datasets that are indexed for easy
accessibility and contains various research data such as raw or processed data, videos,
images, audios etc. Also BARD dataset can be used which is a collection of videos
majorly used for the human behavioural analysis and detection. The major advantage of
BARD video is that the dataset videos contain open environment captured videos and
are collected in uncontrolled scenarios which will be helpful to implement in any real
time applications. Various other open source datasets are available to make the study on
behavioural analysis both in the controlled or uncontrolled environment.

3 Conclusion and Future Work

The model studies the various algorithms and techniques involved in analysing human
behaviour using deep learning algorithms. While performing the study over various
research papers it is found that the common algorithm that were used over the human
analysis or the behavioural identification includes Convolutional Neural Network. Upon
which various models were built to improvise the performance or the accuracy of the
classification. It is also identified that the data set used for the classification or the
identification plays a significant role.When the data used for training or testing themodel
becomes higher the accuracy that the model produces is high. Thus the performance is
directly proportional to the number of data used for training.

As a future work from this survey, a deep neural network can be implemented with
an architecture for training the model to identify, analyse and classify the behaviour of
the human is designed to produce high performance and accuracy.
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Abstract. This paper presents an automatic diabetes Retinopathy (DR) detection
system using fundus images. The proposed automatic DR screening model saves
the time of the ophthalmologist in disease diagnosis. In this approach, the segmen-
tation is conducted using an improved watershed algorithm and Gray Level Co-
occurrenceMatrix (GLCM) is used for feature extraction. An improved Ensemble
Extreme Learning Machine (EELM) is used for classification and its weights are
tuned using the Crystal Structure Algorithm (CRYSTAL) algorithm which also
optimizes the loss function of the EELMclassifier. The experiments are conducted
using two datasets namely DRIVE and MESSIDOR by comparing the proposed
approach against different state-of-art techniques such as Support VectorMachine,
VGG19,Ensemble classifier, andSynergicDeepLearningmodel.When compared
to existing methodologies, the proposed approach has sensitivity, specificity, and
accuracy scores of 97%, 97.3%, and 98%, respectively.

Keywords: Fundus image · Diabetic retinopathy · DRIVE · CRYSTAL
algorithm · Improved watershed algorithm · Ensemble Extreme Learning
Machine

1 Introduction

DR [1] is a major cause of blindness that normally occurs in diabetic patients. Diabetes is
causedbyahighbloodglucoselevel in theblood,whichaffects thepatient’s internalorgans
aswellas theireyes.Thedifferentdiseasescaused in theeyebydiabetesarecataracts,glau-
coma, and DR. The main reason for DR is the fluid leak in the small blood vessels which
mainly results in visual loss. Based on the reports published byWHO,DR is themain rea-
son for the 2.6% of deaths that occur worldwide. DR can also occur due to hereditary rea-
sons. It is classified into three types namely: Proliferative, non-proliferative, and diabetic
maculopathy. In this paper, we aremainly focusing on the non-proliferativeDRknown as
exudateswhicharemostlyknownashardexudatesandvariousauthorspresenteddifferent
techniques to identify the exudates in the retina [2].
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Different vision-related issues arise when the tiny blood vessels in the retina are
damaged. If early identification and treatment are not provided, the patient will lose all
of his or her eyesight. In the earlier stages, this disease does not cause any symptoms and
is only detected in different tests such as pupil dilation, visual acuity, etc. [3]. To prevent
vision loss in diabetic patients, early DR diagnosis is necessary. The existing systems are
both processing intensive and consume higher time [4]. The ophthalmologists mainly
identify DR via lesions and vascular abnormalities, even though this is highly effective
it is resource-intensive in nature. Since the diabetes rate in the local population is high,
experienced professionals and equipment are scarce in many areas. This arises the need
for an automated DR detection system to prevent more people from blindness. This can
be achieved via image processing, pattern recognition, and machine learning techniques
invented which have been gained quite a high popularity [5].

The first issue is identifying a high-quality dataset with accurate labels [6, 7]. Since
there are more high-quality datasets available for the DR problem, several researchers
face the challenge of unbalanced data. The next challenge is the problem associated with
deep learning model design. The deep learning models are often prone to overfitting
and underfitting issues and they also have to be trained via different trial and error
methods. The main point to be noted here is the loss value obtained should be low and
the learning capability should be high. The hyperparameter tuning process of the deep
learning classifiers is another big issue that needs to be tackled. The limited processing
resources, high time consumption, high false positives, and low accuracy is the problems
faced by most of the existing techniques. To tackle these issues, in this paper we propose
a Crystal Structure Algorithm (CRYSTAL) algorithm optimized Ensemble Extreme
Learning Machine (EELM) architecture for DR classification. The major contributions
of this paper are delineated as follows:

• This paper uses GLCM for feature extraction and an improved watershed algorithm
for segmentation.

• The CRYSTAL optimized EELM classifier classifies the input obtained after segmen-
tation and feature extraction into three types namely exudates, Micro Aneurysms,
and Hemorrhages. The model proposed minimizes the time complexity and intricate
processing issues associated with the state-of-art classifiers.

• The efficiency of this technique is evaluated using two datasets (DRIVE and MES-
SIDOR) in terms of accuracy, sensitivity, specificity, ROC curve, and confusion
matrix.

The rest of this paper is arranged accordingly. Section 2 presents the related works
and Sect. 3 elaborates the different steps incorporated in the proposed methodology
in detail. Section 4 summaries the findings of the proposed methodology acquired by
testing the approach using two datasets in terms of different performance measures, and
Sect. 5 concludes the paper.
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2 Review of Related Works

The different works conducted by various authors in this domain are represented as
follows: Saranya P et al. [8] utilized Convolutional Neural Network (CNN) for auto-
matically identifying the non-proliferative diabetic retinopathy present in retinal fundus
images. They evaluated their model on two popular datasets namely MESSIDOR and
IDRiD. This work mainly reads the data from the image information and identifies the
severity of DR. This technique has been mainly designed to be run in small and compact
systems. This method offers a maximum accuracy of 90.89% in theMESSIDOR dataset.

Kanimozhi J et al. [9] presented an automatic lesion detection model for identifying
the severity of DR via screening. Luminosity, contrast enhancement, blood vessel, and
optic disc removal, and lesion detection and classification are the main steps. Contrast
limited adaptive histogram equalization (CLAHE) and gamma correction are utilized for
contrast and luminosity enhancement. Using morphological operations and classifica-
tion, the lesions are identified after background removal. The efficiency of this technique
is evaluated via the publicly available.

Dutta A et al. [10] used individual retinal image features to identify the grades
(binary or multiclass classification) of DR. They are identifying the different DR grades
by integrating different machine learning classifiers by applying both single andmultiple
features observed. A fine-tuned VGG-19 model powered using transfer learning is used
to evaluate the efficiency of this technique on both single and multiclass classifications
of digital fundus images The results show that the accuracy is improved up to 37%when
compared to the existing models. This work helps the ophthalmologist to identify the
different grades of DR from a single feature alone.

Melo T et al. [11] detected microaneurysm in color eye fundus images using a
sliding band filter and ensemble classifier. The initial microaneurysm candidates are
obtained via the sliding band filter technique and the final classification is done by a set
of ensemble classifiers.Basedon the confidence value assigned for each sample, a score is
computed. This technique yields a sensitivity value of 64% and 81% for the e-ophthaMA
and SCREEN-DR dataset respectively. Pachiyappan A et al. [14] utilized morphological
operators for identifying the DR from fundus images. The model was trained using
85 fundus images where at least 85 images have a presence of mild retinopathy. The
accuracy of this technique is estimated to be 97.75% for optical disk detection.

Shankar K et al. [12] utilized a Synergic Deep Learning (SDL) model for detecting
DR from the fundus images. Their model mainly classifies the RD cases based on
their severity. The different stages involved in the proposed work are pre-processing,
segmentation, and classification. In the preprocessing stage, the unnecessary noises are
removed such as the edges in the images, and the region of interest is extracted using the
histogram-based segmentation technique. The SDL model classifies the output based
on the different levels of severity using the Messidor DR dataset. However, the authors
have not taken steps to overcome the complexity associated with the SDL model.

Katada Y et al. [13] utilized artificial intelligence techniques for automatically
screening the DR from fundus images. They utilized both Japanese and American
datasets for these experiments and classified the input images based on the severity
level. A Deep Convolutional Neural Network (DCNN) and Support Vector Machine
(SVM) classifier are trained using the 35,1256 and 200 fundus images acquired from
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both the American and Japanese datasets. For the Japanese dataset, their model provided
a sensitivity and specificity score of 81.5% and 71.9% respectively. For the American
dataset, their model yielded a sensitivity and specificity score of 81.5% and 71.9%.

3 Proposed Methodology

In this work, wemainly aim to classify the DR fundus images with a maximum detection
rate. The overall architecture of the proposed work is depicted in Fig. 1. The steps used
in the proposed work are presented as follows:

3.1 Image Preprocessing

Initially, the input image from the DRIVE and MESSIDOR dataset is preprocessed
using the adaptive histogram equalization technique, image enhancement and resizing
techniques [18]. In this step, the background is normalized and illumination is equalized.

3.2 Image Segmentation

The segmentation process is mainly applied to the optical disk region of the fundus
image. The optical disk is the brightest part in the fundus image and is based on the
intensity value it is extracted. The segmentation process is mainly conducted using
the improved watershed algorithm [17]. The reason for selecting this algorithm is its

Fig. 1. Proposed architecture



336 V. D. Vinayaki and R. Kalaiselvi

capability to identify the bright areas and solve the low color discrimination problem.
In this way, this algorithm helps in improving the accuracy of the classifier even more.
The threshold value is mainly selected by the assumption that it should not exceed the
maximum intensity value of the fundus image. The region in the optical disk is identified
by segmenting the region around the final optimal disk candidate. The boundary of the
optical disk can be identified via the thresholded region.

3.3 Feature Extraction Using GLCM

The preprocessed image is given as an input to the GLCM [16] for retina removal and
blood vessel segmentation. TheGLCM ismainly applied to the preprocessed image. The
heterogeneous surfaces can be identified via the GLCM indices and the texture is the
term used in GLCM to identify the grey level variations and tones present in the input
fundus image. Every GLCM index highlights a certain property such as irregularity,
smoothness, etc. The GLCM structure is formulated as follows: Initially, a grayscale
matrix of the image is transformed into an integer matrix by dividing the continuous
pixel value range to M bins. The bins are equally valued and are mapped into a single
grey level. The pixel adjacency can be represented using four different angles: 0°, 45°,
90°, and 135°. The generic element of the matrix is represented as g(x, y). The details
of the GLCM indices selected are presented in Table 1.

Table 1. GLCM indices description

Name Description

Contrast The change in the gey level pixels present in between continuous pixels is
noted and exponential weightage is given

Homogeneity The similarity of the grey level pixels to their neighboring pixels is measured

Dissimilarity The elements are weighted linearly

Entropy The disorder of the image is measured here which is negatively interrelated
with the energy

Energy The pixel pair repetition and texture uniformity are measured here. A constant
grey level distribution possesses a high energy value

Mean The average value of the grey level pixels in the image is computed

Variance When there is a variation of the grey level values when compared to the mean,
variance increases which is mainly a measure of homogeneity

Correlation The linear dependency of the image is measured in relation to the adjacent and
grey level pixels

3.4 CRYSTAL Optimized EELM Classifier

GS Algorithm: The crystalline solids structure is the basic concept of crystal structure
(CS) algorithm [15]. Various geometrical structures is defined as the Lattice and the
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Bravais model (A) describes the mathematical representation of lattice.

A =
∑

miBi (1)

where mi is the integer and Bi represent the smallest path with respect to the directions
of principal crystallographic. From this, i denote the number of corners in the crystals.

Mathematical Model: In the lattice space, the single crystal deems optimized candidate
solutions. For the iterative purposes, determines the number of crystals.
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(2)

where c describes the problem of dimensionality and m is the total number of crystals.
In the search space of the network, the nodes are placed randomly.

zji(0) = zji,min + Random
(
zji,max − zji,min

)
(3)

From the above equation, zji(0) is the nodes initial population as well as zji,min and

zji(0) are the minimal and maximal values. For the ith candidate solution, the jth decision
variable with the random number tends to the interval [0, 1].

The base nodesBN and the best configurationwith the randomly selectedmeanvalues
and the best node configuration isMD and DO. The below-mentioned step describes the
best candidate node from the network search space.

(a) Cubicle based on best crystals:

Dnew = Dold + A1BN + A2DO (4)

(b) Simple Cubicle:

Dnew = Dold + ABN (5)

(c) Cubicle depends on best and mean nodes:

Dnew = Dold + A1BN + A2MD + A3DO (6)

(d) Cubile based on mean nodes:

Dnew = Dold + A1BN + A2MD (7)

From this, Dnew and Dold describes the new and old updated positions, where, A1,
A2, and A3 are the random numbers.



338 V. D. Vinayaki and R. Kalaiselvi

3.5 EELM for Classification

EELM is the modified version of the Single-layer Feed Forward Neural Network
(SLFNN) [20]. The SLFNN comprises two different layers namely the input layer and
the output layer. No computation is performed in the input layer and the output layer
is obtained when diverse weights are applied on the input node. The EELM classifier
is trained with the appropriate input images from the dataset to obtain the optimal out-
come for the input. The reason the EELM architecture is selected in this work is for
its improved generalization performance, faster learning speed, minimal training error,
easier implementation, independence of user input data, and offers significant accuracy.

The GLCM features extracted is represented as M with an already specified target
(Ai, Yi) where Ai = [Ai1,Ai2, ..,AiM ]T ∈ Rm and Yi = [Yi1,Yi2, ..,YiM ]T ∈ Rn. . The
total number of output classess is represented as m which is 4 in our paper. Each hidden
node (H) in the SLFNN network comprises of bias (βi) and random weights (ωi). Using
the output weight matrix Oi and activation function Z, the output (Xi) of the SLNN is
obtained and this process is explained as follows:

H∑

k=1

OiZ(ωi, βi,Ai) = Xi ; k = 1, 2, ...,M (8)

The zero mean error of the
H∑
k=1

OiZ(ωi, βi,Ai) = ‖Xi − Yi‖ ; k = 1, 2, ...,M value

is approximated using ωi, βi, and 0i and it is represented as follows:

H∑

k=1

OiZ(ωi, βi,Ai) = Yi ; k = 1, 2, ...,M (9)

The above M equations can be compressed using a hidden layer output matrix (J) as
follows:

JO = Y (10)

By utilizing the smallest norm least square equation, the output weight matrix Ô is
computed as follows:

Ô = J÷Y (11)

The J÷ value in the above equationmainly represents theMoore Penrose generalized
inverse of J. The orthogonal projection technique is applied to prevent the singularity of
the matrixes and the output weight matrix derived is presented as follows:

Ô =
{
JT

( 1
λ

+ JJT
)−1

Y ; If M < O( 1
λ

+ JJT
)−1

YJT ; If M < O
(12)

For each image sample, the input feature (Ai) is trained repeatedly to obtain the Ô
value of the EELM classifier. The weight assigned to each member of the ensemble is
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optimized using the CRYSTAL algorithm and the efficiency of the CRYSTAL algorithm
is evaluated using the loss function. The predicted samples of root mean square error
(RMSE) is the selected loss function. The below equation explains the RMSE value.

RMSE =

√√√√√
1

E

G∑

g=1

(∧
Z
g

−Zg

)2

(13)

The predicted model to the input is Z∧
g and the real value is Zg . The total amount of

forecasted samples is G.
Theproposedmodel classified three types ofDRabnormalities namelyHemorrhages,

Micro Aneurysms, and Exudates. The micro aneurysms are the initial stage of DRwhere
red spots start appearing in the retina with a size of fewer than 125 µm. The lesions have
sharpmargins andmainly occur due to theweakness of the vesselwalls. The hemorrhages
have an irregularmargin and are large in size (>125µm). There are two types of exudates
namely hard and soft. The hard exudates are mainly caused due to the leakage of plasma
and they are in the form of bright yellow spots. The soft exudates are mainly caused due
to the swelling in the nerve fiber and they are usually represented as visual spots. The
three types of abnormalities classified by the proposed methodology are demonstrated
in Table 2 and it is explained as follows:

Table 2. Classifications of DR abnormalities

Image Corresponding classes
Exudates

Micro Aneurysms

Hemorrhages

4 Experimental Results and Analysis

The proposed model is implemented in Matlab in a DELL Inspiron One 27 Ryzen 7 PC
equipped with a 16 GB DDR4 RAM, 1 TB HD capacity, 256 GB SSD, andWindows 10
OS. The details of the dataset, performance metrics used, and the results observed are
presented in this section.
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4.1 Dataset Description

Digital Retinal Images for Vessel Extraction Dataset (DRIVE): The DRIVE [19] is
a retina vessel segmentation dataset that comprises a total of 40 JPEG images. A total
of 7 abnormal cases is found in this dataset. The image has a resolution of 584 * 565
pixels with eight bits per three color channel. The 40 images are partitioned in a 5:5 ratio
where 20 images are used for testing and the remaining 20 are used for training.

Messidor Dataset: This dataset comprises a total of 1200 eye fundus color images from
which 800 images are obtained with pupil dilation and another 800 are obtained without
pupil dilation [8]. The 1200 images in the dataset are partitioned into three sets which are
then compressed into four subsets. In our proposed work, we partition this dataset in an
8:2 ratio, where 80% of images are used for training while the remaining 20% is used for
testing. The retinopathy grade is mainly given based on the number of microaneurysms,
hemorrhages, and neovascularization.

4.2 Performance Evaluation Metrics

The different performance evaluation metrics used in this paper is presented as follows:

Sensitivity: It is the capability that the classifier can recognize the DR abnormalities
correctly and it is computed as follows:

Sensitivity = A+

A+ + B− (14)

Specificity: The ability of the classifier to accurately reject the DR abnormalities
correctly and it is computed as follows:

Specificity = A−

A− + B+ (15)

Accuracy: It determines the capability of the classifier to accurately discriminate
between the actual and predicted samples and it is computed as follows:

Accuracy = A+ + A−

A+ + A− + B+ + B− (16)

Here the true positive, true negative, false positive, and false negative values are
represented as A+, A−, B+, and B−.

ROC Curve: The ROC curve plots two parameters namely the True positive rate and
false positive rate and identifies the performance of the classifier at varying thresholds.

Confusion Matrix: This matrix mainly identifies the confusion of the classifier in pre-
dicting two classes. It is mainly computed by evaluating the model on the testing data
whose ground-truth value is actually known.



An Improved Ensemble Extreme Learning Machine Classifier 341

Fig. 2. ROC classification results for three classess

Fig. 3. (a) Training and testing accuracy of DRIVE dataset (b) Training and testing loss of DRIVE
dataset, (c) Training and testing accuracy of MESSIDOR dataset (d) Training and testing loss of
MESSIDOR dataset

4.3 Results and Discussion

TheROCcurve obtained for the three classes is presented in Fig. 2. TheROCcurve shows
improved classification accuracy for the three classes. The accuracy and the loss curves
of the proposed model on the two datasets (DRIVE and MESSIDOR) are presented in
Fig. 3 (a)–(d). For both the training and testing datasets, we can notice an exponential
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rise in the accuracy with an increase in the number of epochs. The loss percentage also
decreases with an increase in the number of epochs. These results show the capability
of the model in predicting the false positives and false negatives accurately.

The efficiency of the proposed model is evaluated using different performance
metrics such as accuracy, sensitivity, specificity, and computational time. The results
obtained are shown in Table 3 and it is self-explanatory. The proposed methodology
takes a total of 15.36 s to identify the abnormalities present in the input dataset. The
time efficiency of the proposed model shows its efficiency in reducing the ophthalmol-
ogist time for disease diagnosis. The efficiency of the proposed methodology is also
compared with existing techniques such as CNN [8], VGG19 [10], Ensemble [11], SDL
[12], and SVM[13]. The experimental results demonstrate the proposedmodel’s capabil-
ity in identifying the DR accurately. Even though the deep learning models offer higher
performance in terms of accuracy, sensitivity, and specificity, the time and computational
complexity associatedwith it are high. The existingmethodologymainly takesmore time
to diagnose due to the usage of intricate feature extraction techniques which individually
take 10 min for processing. The segmentation and the feature extraction techniques used
in our paper are also less time-consuming when compared to the existing techniques.

Table 3. Comparative analysis

Techniques Sensitivity (%) Specificity (%) Accuracy Computational time (s)

CNN [8] 91 91 91 85.36

VGG19 [10] 93 91 92 47.65

Ensemble [11] 87 85 84 19.36

SDL [12] 88 89 90 25.69

SVM [13] 86 85 84 17.56

Proposed method 97 97.3 98 15.36

Figure 4 expresses the results of the confusionmatrix and thefigure is plotted between
the actual and predicted classes of diabetic retinopathy detections namely Hemorrhages,
Micro Aneurysms, Exudates, and Normal classes. The accuracy value of each class is
represented using green color.

Table 4 delineates the performance of the proposed model with respect to four dif-
ferent classes namely Hemorrhages, Micro Aneurysms, Exudates, and Normal classes.
The accuracy, specificity, and sensitivity measures analyze the performance of these dia-
betic retinopathy classes. The accuracy, specificity, and sensitivity for Hemorrhages are
98.36%, 96.34%, and 95.56% as well as for Micro Aneurysms are 98.24%, 98.43%, and
96.34%. Based on the Exudates, we have obtained 98.42% accuracy, 94.47% specificity,
and 97.03% sensitivity results. For normal classes, the proposedmethod offered 98.31%,
97.78%, and 98.45% performance values are achieved with respect to the accuracy,
specificity, and sensitivity results.
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Micro 

Aneurysms
0% 98.24% 0.78% 0.98%

Exudates 0.96% 0% 98.42% 0.62%
Normal 0.67% 1.02 0% 98.31%

Fig. 4. Confusion matrix

Table 4. Performance analysis of proposed method based on different classes

Name of the
classes

Performance metrics

Accuracy Specificity Sensitivity

Hemorrhages 98.36% 96.34% 95.56%

Micro
Aneurysms

98.24% 98.43% 96.34%

Exudates 98.42% 94.47% 97.03%

Normal 98.31% 97.78% 98.45%

5 Conclusion

This paper presents an efficient DR diagnosis system that improves the decision-making
capability of ophthalmologists. A CRYSTAL optimized EELM architecture is proposed
in this paper to identify the three different types of DR classes namely exudates, Micro
Aneurysms, and Hemorrhages. The efficiency of this methodology is verified using two
different datasets namely DRIVE and MESSIDOR. The GLCM technique is used for
feature extraction and the improved watershed algorithm is used for segmentation. The
CRYSTAL optimized EELM architecture is used for classification. The efficiency of
the proposed technique is evaluated in terms of sensitivity, specificity, ROC curve, and
confusion matrices. The proposed approach offers sensitivity, specificity, and accuracy
score of 97%, 97.3%, and 98% when compared to the existing techniques. The compu-
tational time of the proposed methodology is 15.36 s which is relatively low than the
other techniques. In the future, we plan to identify the different types of glaucoma in
diabetic patients.
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Abstract. Online shopping is used widely by all the people across the world.
Only due to that the sites of e-commerce is receiving more review about the
products which includes positive, negative and neutral reviews about the product
purchased by the people. Those reviews would help the peer customer to know
about the quality of the product and to suggest the best one to purchase. Similarly,
this paper is focused on analyzing the reviews of the mobile phone purchased
on the amazon website and gives a graphical analysis of all reviews given after
each purchase of the mobile phone and this analysis could help the customers to
easily identify the best mobile phone. In future such analysis would be helpful for
the amazon mobile phone buyers to make a better purchase. The exploratory data
analysis is made with amazon review dataset which visualizes the review data and
analysis of star rating, features rating of each mobile phones. The overall review
of the product is also mapped using EDA.

Keywords: Exploratory data analysis (EDA) · Online reviews · Sentiment
analysis · Star rating

1 Introduction

Online reviews have become useful for people to make their purchase in online. As
people are showing more interest in online shopping, to make a useful online shopping
the reviews are collected from every customers for each product which would be make
the purchase increase or decrease depending upon the review given by the previous
customer. In fact, clients frequently simply demand a modest number of positive ratings.
Some internet retailers have systems in place to detect which evaluations are the most
beneficial to customers.

Most of the online reviews have aided buyers in determining benefits as well as the
drawbacks of various products, parallelly it helps in assisting the selection of the quality
product according to everyone needs, they also gave an provocation in terms of analyzing
this massive amount of data. The review data is rapidly growing in size day by day. Some
users have started to include videos and photos of the product in the website in order
to make them more appealing and user-friendly. As a result, the online purchase review
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comments dataset could be viewed as a big data analytics provocation. Businesses can
be interested in digging into the review data to learn more about their product.

To handle huge amount of review data, the prediction analysis techniques is used
which would directly fetch the over analysis of the reviews given by the prior customers
[9, 11]. The analysis which gives the overall positivity and negativity of the product
instead of reading each review.This prediction analysismethodwill save the computation
time for finding the review of the product.

Customers can grade or score their customer experience and happiness with a prod-
uct on most ecommerce platforms. One of the key aspects that determines online cus-
tomers’ purchasing behavior is product ratings and reviews. According to research, not
all online consumer evaluations are helpful and have an impact on purchasing decisions.
Consumers who perceive online reviews to be useful have a bigger influence on pur-
chasing decisions than those who do not. Previous research on feedback provided in
ecommerce purchase had concentrated on quantitative aspects like frequent purchase
and helpfulness of each brand [2, 8, 11].

First and foremost, consumers receive firsthand information from their peers about
a product, allowing them to make an informed judgement about the product or service.
However, due to the large number of reviews, they are overburdened with knowledge
on the reviews. Any customer would be unable to look through all of the reviews before
making a decision.

Reading all the reviews points is not possible and it may take more time and also
we should consider all the review commands to select the best product. To overcome
this complexity, an data analysis technique can be done with the amazon dataset which
will process all the review commands and gives an overall statistical representation of
product, with that representation the best product can be easily identified. Based on the
different features of the mobile phones the analysis can be made. This paper focuses on
the Exploratory Data Analysis(EDA) for the statistical prediction.

2 Literature Review

Few works has conducted research into both customer and seller feedback. Customers
research a variety of factors before making a purchase, including customer reviews,
seller feedback, pricing comparisons with other marketplaces, and so on. All of these
factors were employed in this study to estimate customers’ willingness to pay using a
conceptual model based on consumer uncertainty [1]. Unlike previous researchers who
have studied online shopping reviews, and few people conducted study on online travel
reviews. Reviews produced by the customer were found to have a greater influence on
travel decisions such as place of visit, restaurants for food and stay which are offered
by the travel and tourism team [3, 4]. They looked into the relationship between the
review text’s qualitative qualities and the influence of review usefulness on review score.
They utilized a dataset which contains around 37,000 reviews acquired from Amazon to
validate their model. They also used intergroup comparisons to look into the connections
between exceptionally helpful and unhelpful reviews, aswell as overwhelmingly positive
and negative reviews [3, 4]. Instead of making these comparison we can have a pictorial
representationwhich includes comparison aswell as it gives anhighly purchasedproduct.
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Similarly, the content-based and source-based review elements that were examined have
a direct impact on the usefulness of product reviews. Customer written reviews with less
content abstractness and good comprehension were also shown to be more useful [2].
According to the conclusions of some studies that focused on only a small number of
evaluations, a company’s reputation may alter too frequently in its early years. There
may be a minor shift in a company’s reputation over a longer period of time. A business
with a steady start, as opposed to one with an unsteady start, is more likely to maintain
and grow its reputation later on [6]. According to a comparison analysis, the effect of the
emotional intensity index on the final review score is not significant. Depending on the
business context, the emotional intensity index might be chosen. The parameters used
for analysis reveals that the loss is not only the attenuation coefficient, it also ensure that
the parameters are correct, but it can verify that the parameters are correct loss avoidance
psychology of the decisionmaker. But ensure that the review ordering is somewhat stable
in a when the parameters vary, a specific range [7].

They addressed the problem on handling large amount review which confuses the
frequent buyers who tend to look at the previous experience. This is handled by ranking
the reviews provided in websites in order to improve the experience of the customers.
The process is done by creating a CNN-GRU model [8]. Handling of large amount of
review can be made easier by using EDA, which shows all the reviews in a graphical
format.

3 Dataset Description

The purpose of this research is to find out what factors determine the usefulness of online
reviews.

The dataset was collected from the amazon website using web mining technique.
DuringAugust 2020,Amazon.in collected 73,151 online reviews for various smart phone
brands such as Oneplus, Apple, Vivo, Mi, Redmi, Honor, Samsung and Oppo, with only
12,389 reviews being valid. It is because of the large number of zero counts in the whole
sample, the analysis was limited to 12,389 online reviews.

The collected dataset was cleaned through the pre-processing tasks using the python
programming library Pandas. The reviews of the respective mobile phone brands were
processed and stored in a worksheet. The length of the review is also calculated with
help of WordNet which count the number of words used in the review post.

Using the dataset, the sentiment analysis can also be made with three categories of
sentiment as positive, negative and neutral.

4 Methodology

A statistical method is identified to measure the overall review of the product. Using
the exploratory data analytics and data visualization method. EDA (Exploratory Data
Analysis) is a data analysis approach that uses visual methods to summarize data. The
primary focus of EDA is on examining what data can tell us in addition to formal
models or the hypotheses are being tested. Initial Data is not the same as EDA. IDA is
a type of analysis that focuses on confirming assumptions. It is crucial for the model
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and hypothesis evaluation, as well as resolving missing values and changing variables
in the suitable manner where, IDA is included in EDA. The Bag-of-Words model is a
technique for extracting textual features. It’s a textual representation of the situation. The
occurrence of words in a corpus of text There are two of things: a lexicon of well-known
terms and the measuring of the presence of words that are well-known. It is called a
“bag” because it contains everything. There is no information on the arrangement of the
words or their meaning ignored.

5 Implementation

By applying the EDA, amazon review dataset was analyzed using data visualization
libraries in python. The various visualizations for the amazon review dataset are shown
below.

5.1 Trustworthiness of Online Purchase of Mobile Phones

Initially, the overall rating of the online purchase of amobile phone is visualized. Figure 1
illustrates the distribution of rating given by the different customers who have purchased
mobile phones through Amazon. It is inferred from the Fig. 1 that the online purchase
of the mobile phone is recommended, as, more than 6000 customers have given the
star rating as 5 with their highest satisfaction of online purchase. Further through the
sentiment analysis the positivity level of the review comments given for the online
purchase of mobile phones is identified as 66.73%. Similarly, the negativity level and
the neutral levels for the online purchase of mobile phones is identified as 8.08% and
25.07% respectively.

Fig. 1. Overall distribution of star rating for online mobile phone purchase
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5.2 Reviews Available for the Different Brands of Mobile Phones

In Fig. 2, it visualizes the number of reviews given to each mobile phone brands by
the customers irrespective of positive, negative, and neutral reviews. Based on that it is
observed that the frequently purchased mobile is Oneplus with more than 3500 reviews
by the customers. Table 1, represents the ranking for each mobile phone brand based on
the no of review comments given by customers.

Fig. 2. Distribution of frequent purchase of mobile phone brand

Table 1. Ranking for each mobile phone brands

Brands Ranking

Oneplus Rank 1 (reviews were given by more than 3500 customers)

Redmi Rank 2 (reviews were given by more than 1800 customers)

Samsung Rank 3 (reviews were given by more than 1500 customers)

Apple Rank 4 (reviews were given by more than 1300 customers)

Vivo Rank 5 (reviews were given by more than 1200 customers)

Honor Rank 6 (reviews were given by more than 1000 customers)

Oppo Rank 7 (reviews were given by more than 500 customers)

Mi Rank 8 (reviews were given by more than 50 customers)
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5.3 Comparison of Different Features of Various Brands

Apart from the above analysis, few customers were interested in good camera quality,
and few may concentrate only on battery life, etc. To satisfy those customers, the below
graphs were visualized by comparing with different features of various smart phone
brands. This visual analysis would help the customer for easy purchase based on unique
requirement. Figure 3 represents the analysis of battery life for each mobile phone brand
and the analysis is made based on the star rating given by the previous buyers. Similarly,
Fig. 4, 5 and 6 represents the star rating analysis of picture quality, sound quality and
camera quality with respect to the various mobile brands. This star rating analysis would
help the customers to buy the mobile phone with their unique feature requirement.

Fig. 3. Analysis of battery capacity of various bands
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Fig. 4. Analysis of picture quality of various brands

Fig. 5. Analysis of sound quality of various brands
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Fig. 6. Analysis of camera quality of various brands

Figure 7, illustrates the distribution of rating by various customers after purchase of
the respective brands of their interest. It visualizes the number of customers who have
given 1 star rating, 2 star rating, for each brand, and so on.

Fig. 7. General distribution of star rating for each mobile phone brand
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From the Fig. 8, the overall distribution of rating score for each brand ranging from
1 to 5 is visualized. Oneplus mobile phone brand is having average of 4.1 star rating out
of 5. Similarly, the average star rating for other mobile phone brands is also visualized
and the same is summarized in Table 2.

Fig. 8. Distribution of rating score for each mobile phone brand

Table 2. Rating score for each mobile phone brand

Mobile phone brand Rating score

Oneplus 4.1

Redmi 3.4

Samsung 2.9

Apple 3.8

Vivo 4.0

Honor 3.9

Oppo 3.6

Mi 2.9

6 Conclusion and Future Work

Data visualization for the customer reviews of the following are explained in this paper:

1. Trustworthiness of online purchase of mobile phones: From the analysis it is clearly
observed that online purchase of smart phones has positive review.



354 S. Suhasini and V. Krishnamurthy

2. Reviews available for the different brands of mobile phones: From the analysis it is
inferred that the filtering of mobile phone brand for online purchase could be made
easier than checking the review comments of the various brands.

3. Comparison of various features of the different brands of the mobile phones were
analysed in this paper with the help of the amazon review dataset. This comparative
analysis would help the future buyers to find the best phone which is more frequently
brought through online.

This study gathered information on only few mobile phone brands. Future research
could include other brands, and additional features of the various brands for comparative
analysis.
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Abstract. Online educational platforms and MOOCs (Massive Open Online
Courses) have made it so that learning can happen from anywhere across the
globe. While this is extremely beneficial, videos are not accessible by everyone,
due to time constraints and lower bandwidths. Textual step-by-step instructions
will serve as a good alternative, being less time-consuming to follow than videos,
and also requiring lesser bandwidth. In thiswork, the authors aim to create a system
that extracts and presents a step-by-step tutorial from a tutorial video, whichmakes
it much easier to follow as per the user’s convenience. This can be mainly accom-
plished by using Text Recognition for academic videos and Action Recognition
for exercise videos. Text Recognition is accomplished using the Pytesseract pack-
age from Python which performs OCR. Action Recognition is performed with
the help of a pre-trained OpenPose model. Additional information is extracted
from both exercise and academic videos with the help of speech recognition. The
information extracted from the videos are then segmented into procedural instruc-
tions which is easy to comprehend. For exercise videos, a frame-wise accuracy of
79.27% is obtained. Additionally, for academic videos, an accuracy of 78.47% is
obtained.

Keywords: Openpose · OCR · Exercise videos · Academic videos · Speech
recognition · Action recognition · Text recognition

1 Introduction

Knowledge and the dissemination of knowledge has become truly global with the advent
of the Internet. Therefore, tutorial videos have become one of the primary media through
which knowledge is imparted. However, video streaming is resource-intensive and not
always possible in remote areas with poor connectivity or due to time constraints. In such
situations, having a system that creates a procedural set of instructions from the tutorial
videos, which can be read and reread as per the user’s convenience. Text Recognition and
Action Recognition can be used to interpret the information relayed in tutorial videos
and segmented into a procedural set of instructions. With longer, more detailed tutorial
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videos this system is the most impactful as it can turn a complicated video into an
easy-to-follow textual tutorial.

The recognition and interpretation of human or robot-induced actions and activities
have gained considerable interest in computer vision, robotics, and AI communities and
as more and more videos are being made, and more students refer to them for their
studies, there is an increase in the need to properly recognize the text content in the
video. This is the base of text recognition. Text recognition is mainly carried out using
Optical Character Recognition (OCR) techniques. The modeling and learning of the
extracted features are a critical part of the action recognition, in improving its accuracy.
Some popular techniques include optical motion detection, 3-D volume representation,
temporal modeling, Hidden Markov Model (HMM) training, Dynamic Time Warping
(DTW), multi-view subspace learning, and Pose estimation.

Themotivation behind building such a system is tomake the dissemination of knowl-
edge over the Internet, especially in these times of online learning, easier and more
accessible. The objective of this system is to ensure that students are not deterred by
bandwidth restrictions or videos that are too long to be comprehensible. This is the first
step towards building systems that make knowledge truly universal.

2 Related Work

Several researchwork has been reported in the field of procedure extraction from demon-
stration videos. The authors [1] proposed the method of temporal clustering and latent
variable modeling, and developed a general pipeline for procedure extraction. Tempo-
ral clustering consists of aggregating similar frames or images and removing duplicates
from the pipeline. This method is further evaluated using improvedmetrics like temporal
purity and temporal completeness are proposed.

Another approach called Video Instance Embedding (VIE) framework [2] which
trains deep nonlinear embedding on video sequence inputs is introduced. The authors
feel that a two-pathway model with both static and dynamic processing pathways is
optimal as it provides analyses indicating how the model works.

DPC [3] is used to predict a slowly varying semantic representation based on the
recent past. A video clip is partitioned into multiple non-overlapping blocks, with each
block containing an equal number of frames. An aggregation function is then applied to
the blocks and this is used for creating a context representation which helps identify the
actions.

The concept of using CompILE [4], is a framework for learning reusable, variable-
length segments of hierarchically-structured behavior from demonstration data is also
introduced. CompILE utilizes a novel unsupervised, fully-differentiable sequence seg-
mentation module to learn hidden encodings of sequential data that can be re-composed
and executed to perform new tasks. Once trained, the model generalizes to sequences of
longer length and from environment instances not seen during training. CompILE has
been tested in 2D multi-task environments successfully.

There are many approaches to action recognition. A key aspect of using machines
to have an understanding of people in images and videos lies on Realtime multi-person
2D pose estimation [5]. This work is used to detect the poses of multiple people in an
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image. This method uses Part Affinity Fields (PAFs), to learn to associate the values
that represent body parts to the individual people identified in the image. Since it is a
bottom-up approach, it obtains higher accuracy and real time performance, regardless
of the number of people in the image.

3 Methodology

The dataset [7] for this project has been majorly taken from YouTube. For exercise
videos, a compilation of different exercises along with various angles for each exercise
has been given for training. For academic videos, simple tutorials have been used. The
proposed methodology employs two different approaches for exercise and academic
videos as shown in Fig. 1.

Fig. 1. Flow of exercise cycle

The overall process is divided into three separate flows of recognition: video, audio,
text.

In the video recognition flow, the action shown is detected and keyframes are
extracted. Then, pose estimation is performed using OpenPose on the detected actions.
These estimates are further fine-tuned and the action (exercise) performed is identified.

In the audio recognition flow, the audio is converted to a usable format. The back-
ground noise is handled appropriately and lessened. Then, Google’s Speech-to-Text is
used to transcribe the audio file, and the text contained in the audio file is effectively
obtained.

In the text recognition flow, video frames are extracted and redundant frames are
removed. Each frame is preprocessed to make the text content clearer, and Optical
Character Recognition is performed to identify the text.

The outputs from the three flows are combined to form the procedural instructions,
which will be the final output of the system.

3.1 Exercise Videos

The actions performed in exercise videos are identified by using OpenPose estimation
[8].



Supervised Learning of Procedures from Tutorial Videos 359

OpenPose Methodology. OpenPose is divided into three different blocks which are (a)
body+foot detection, (b) hand detection, and (c) face detection. The core block is made
up of the combined body+foot key poinAdditionally Convolutional Neural Networks
(CNNs) i.e. 3 layers of convolutions of kernel 3 are used to obtain reliable local obser-
vations of body parts. DeepSort algorithm [6] is also used for tracking multiple people.
Consequently, the deep neural networks are used to recognise the actions performed by
each person based on single frame-wise joints detected from OpenPose.

t detector. The points recognised in the body and foot locations help the facial bound-
ing box to be more accurate and also get more key areas like ears, eyes, nose and
neck.

The single frame-wise joints are given as input to a baseline CNNnetwork likeVGG-
19.The featuremap thus obtained is processed through amulti-stageCNNpipelinewhich
generates the Part Confidence Maps and Part Affinity Field (PAF) [5].

A Confidence Map consists of a 2D representation of the belief that any given pixel
can be used to map a particular body part.

S = (
S1,S2, ..., SB

)
where Sb ∈ Rw∗h, b ∈ 1 . . .B (1)

The above Eq. 1 denotes a confidence map where B is the number of body part
locations and each map has a dimension of w * h. This confidence map is used to denote
high probabilities where a body part might be in the input image.

The location and orientation of limbs of multiple people is encoded using a set of 2D
vector fields known as Part Affinity Fields. The data is encoded in the form of pairwise
connections between body parts i.e. it points the direction from one limb to another.
The following Eq. 2 represents part affinity fields L, which consists of a set of “N” 2D
matrices for each limb in the body. The dimension of L is w * h * n.

L = (
L1,L2, ...,LN

)
where Ln ∈ Rw∗h∗n, n ∈ 1 . . .N (2)

In case of multiple people detection due to the presence of multiple heads, hands
etc., there is a need to map the correct body parts with the correct person. Equation 3 is
used to calculate a predicted part affinity which is based on two of the locations of the
body parts Db1 and Db2. This predicted PAF value is used to determine En for the set of
Db values and maximize it.

maxZnEn = maxZn
∑

m∈Db1

∑

n∈Db2

Emn.Z
mn
b1b2 (3)

Action Detection Procedure. The input consists of a single exercise video from which
frames are individually taken and the 36 points corresponding to distinct body parts are
identified by the pose estimation algorithm. These points are stored as decimal values in
a text file which is further converted into.csv format after adding an additional column
i.e. class label. The actions are mapped to their respective class labels in Action function.
The csv is then given as input for training the model. The number of cases for each class
is given in Table 1.
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Table 1. Training data for action recognition

Exercise No. of lines Class

Squat 445 0

Jumping jacks 715 1

Push ups 351 2

High knees 744 3

Total 2255

Asequential kerasmodelwith relu activation function is used for training.A classifier
trained for specific action is saved. The classifier is loaded along with a pre-trained VGG
model [9] to perform action recognition.

Figure 2 is an example of how the points are mapped in an image. A text file is
generated containing the sequence of distinct exercises performed throughout the video
as shown in Fig. 3.

Fig. 2. Pushups

Fig. 3. Output for activity recognition

3.2 Academic Videos

The input video is split into various frames at regular intervals using packages like
OpenCV [10]. To remove similar and repetitive frames, similarity measures like Mean
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Squared Error (MSE) and Structural Similarity Index (SSIM) are used. Structural Simi-
larity Index (SSIM) is a metric used to measure the similarity between two images. The
similarity between the two images is represented by a value between−1 and+1. A SSIM
of +1 denotes that the two images are very similar. A value of −1 denotes the images
have very less similarity. The system uses 3 aspects to measure similarity: Luminance,
Contrast and Structure. The more similar images are, the more likely they are to be
removed. The final collection of images has less similar images thereby making it easier
for image pre-processing and recognition of text. For pre-processing, the colorspace of
the images is changed to grey-scale using the cvtColor() method, and a Gaussian Blur
is added using low-pass filters using the GaussianBlur() method. The text in the image
is detected by covering the textual area with a rectangle and OCR is performed using
Pytesseract [11] on that area.

A single academic tutorial video is given as input from which frames are extracted
at 3 second intervals. Redundant frames are removed using SSIM [12]. Image prepro-
cessing is performed on the images which includes converting to grayscale, blurring the
background and thresholding. OCR using Pytesseract is performed to extract text from
the preprocessed images. A text file is generated for recognized text as shown in Fig. 4.

Fig. 4. Output for text recognition

3.3 Speech Recognition

Speech recognition is used to note down the additional information given in the videos.
For example, instructions given by the trainer in exercise videos and important points
discussed by the teacher in academic videos. Therefore, speech has been included in both
types of videos. The audio from the input video is extracted and chunked to sub-clips
using the extract- subclip() method from the moviepy python package. Each sub-clip is
converted to .wav format and written back to the sub-clip files. Using each sub-clip as the
source, the adjust-for-ambient-noise() method is used to remove noise from the sub-clip.
Once each sub-clip has been pre-processed, the recognize-google() Speech Recognition
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method fromGoogle is used to recognize the text from each clip. The chunked clips from
which the text is recognized are later joined. The text obtained from speech recognition
is punctuated using the python library punctuator and then added to the final output for
both types of videos.

4 Results

For exercise videos, an output file (Fig. 5) is generated which contains the sequence
of exercises performed throughout the video along with the instructions spoken by the
trainer.

Fig. 5. Output for exercise videos

For academic videos, an output file (Fig. 6) containing the procedural information
from the video along with the additional information spoken by the tutor is generated.

Fig. 6. Output for academic videos
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4.1 System Performance

The performance and accuracy of the first part of the system is measured in terms of the
percentage of exercise instances classified correctly in the case of Exercise Videos. The
following graph in Fig. 7 shows the accuracy of OpenPose when run over our data.

Fig. 7. OpenPose accuracy

The test video consisted of 304 frames, out ofwhich 292 keyframeswere detected and
action was performed on these keyframes. Out of the 292 keyframes, 51 were classified
incorrectly thereby leading to 241 frames classified accurately. This provided the model
with a frame-wise accuracy of 79.27%.

The model involves using OpenPose specifically for exercise videos when compared
to other models which include a multitude of actions. It is able to accommodate as many
exercises as needed. The training is short when compared to other deep learningmethods
as the pose estimation points are extracted during the length of the video. The classifier
containing the pose estimation points for each exercise is trained using a keras sequential
model with relu activation. The training time is optimal as only points are given as inputs
rather than images.

For Text Recognition, the accuracy is measured usingDocument Similarity as shown
in Fig. 8 and 9. Document similarity is calculated by calculating document distance.
Document distance is a concept where words (documents) are treated as vectors and is
calculated as the angle between two given document vectors. Document vectors are the
frequency of occurrences of words in a given document.
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Fig. 8. Document similarity - accuracy of text detection

Fig. 9. Document similarity - output

In the case of Academic Videos, the percentage similarity between the gold label
document and the output document determines the system performance as shown in
Table 2.

Table 2. Accuracy for text recognition

File 1 File 2 Percentage similarity

AT OF 69.42

AT OF-RR 78.47

OF OF-RR 89.72

Key for Table 2:

1. AT: Actual text that is manually extracted from the video
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2. OF: Output obtained without performing redundancy removal
3. OF-RR: Output obtained by using redundancy removal on the frames
4. File 1: The first file taken for calculating similarity
5. File 2: The second file taken for calculating similarity

The actual.txt file is manually created to act as the gold labels for checking the
accuracy of the files that are obtained as output from the OCR function. The output
without redundant frames being removed when compared to actual.txt is comparatively
lesser than the accuracy obtained from comparing actual.txt and the output obtained from
the frames where redundancy removal has been performed. The similarity between the
two generated output files is quite high since only redundant and repetitive frames have
been removed.

5 Source Code and Computational Resources

The source code for implementing this system has been uploaded in this GitHub repos-
itory [13]. The resources used for implementing the system were a 2.60 GHz Intel core
i7 CPU and Intel UHD Graphics 630 4 GB GPU.

6 Conclusion

This work is the first step in making education accessible to all. With the world going
increasingly online, education is now more global than ever before in history. The hope
and end goal is to contribute to this success with this system.

This system creates a set of readable instructions that are much more accessible
and less resource intensive than videos. The many advantages of such a system will be
most felt in places with low internet connectivity, and for longer videos with many steps
and sub steps. Based on the results of the first iteration, this system can be extended to
other classes of tutorial videos. The accuracy of recognition can also be exponentially
improved with each iteration.

As a part of future work, the authors intend to apply this system to all kinds of tutorial
videos. The authors also aspire to make this system multilingual, thereby providing
unfettered access to tutorial videos globally. Using advanced computing resources such
as a dedicated Graphical Processing Unit (GPU), the accuracy of real-time text and
action recognition can be increased manifold. This is due to the fact that the model can
be trained on a larger data set and for many more epochs using a GPU. With higher
computing power and a more diverse data set, the accuracy and efficiency of this model,
and the ease of extension to other classes of videos will increase exponentially.
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