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Abstract. Automated Testing and Feedback (ATF) systems are widely applied
in programming courses, providing learners with immediate feedback and facil-
itating hands-on practice. When it comes to Massive Open Online Courses
(MOOCs), where students often struggle and instructors’ assistance is scarce,
ATF appears to be particularly essential. However, the impact of ATF on learning
in MOOCs for programming is understudied. This study explores the connec-
tions between ATF usage and learning behavior, addressing relevant measures of
learning in MOOCs. We extracted data of learners’ engagement with the course
material, code-submissions and self-reported questionnaire in a Python program-
ming MOOC with an ATF system embedded, to compile an overall and unique
picture of learning behavior. Learners’ response to feedback was determined by
sequence analysis of code submission, identifying improved or feedback-ignored
re-submissions. Clusters of learners with common learning behaviors were identi-
fied, and their response to feedbackwas compared.We believe that our findings, as
well as the holistic approachwe propose to investigate ATF impact, will contribute
to research in this field and to effective integration of ATF systems to maximize
learning experience in MOOCs for programming.

Keywords: Automated feedback ·MOOCs for programming · Clustering ·
Learning analytics

1 Introduction and Related Work

1.1 Automated Testing and Feedback (ATF) Systems

Writing and executing code is the basis for learning a programming language and devel-
oping programming skills [36]. An accurate, detailed and timely feedback on the correct-
ness and quality of the code may promote learning and increase practice effectiveness
[33]. Large scale courses, however, make assessing the great volume of submissions and
giving individual feedback nearly impossible [17]. Therefore, Automated Testing and
Feedback systems (ATF) are often offered as a learning tool, providing immediate feed-
back and allowing unlimited resubmissions [22]. Recent reviews of literature reveal that
ATF tools and systems are widely available, developed using different technologies and
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methodologies [9, 22, 30]. Feedbackmay refer to syntax errors, the correctness of results
or efficiency of the code [15, 36]. It may consist of only result correctness, or it might
include a detailed explanation of the error or hints for solving it [22, 35]. In response to
feedback, the learner is required to take two steps: decide whether to resubmit or waive,
and to engage in an active practice of identifying and correcting the errors [29].

Behavioral characteristics of learners using theATF systemhave been studiedmainly
through analyzing the programs submitted to the system and the feedback received.
Learners’ progress through code assignments, for example, was analyzed in [28] using
cluster analyses based on variables harvested from ATF logs. Machine learning algo-
rithms were applied on code solutions submitted for course assignments to identify
attrition points and predict dropouts [37]. These and similar studies, however, did not
analyse learning behavior in light of all course resources, including content consumption
and solving non-code exercises.

Regarding affective measures, studies have suggested that the automated feedback
enhances satisfaction and sense of learning [3, 4]. Learners perceive the automated feed-
back as enhancing learning and increasing motivation and engagement [30]. However,
results concerning the system’s impact on performance in the course, represented by
scores of final exam or concluding assignment, were inconclusive (e.g. [6, 16]).

1.2 Massive Open Online Courses (MOOCs) and Learning Behavior Measures

Recent years have seen an increase inMOOCs in a variety of subjects. Learners inMOOC
are usually diverse in their motivation for learning, as well as in their demographics and
previous background [1]. Despite high enrollment rates, a high percentage of learners
do not complete their learning due to variety of reasons including the lack of prior
knowledge, struggling with course materials, and the need to self-regulate learning [38].
MOOCs, on the other hand, are not necessarily for credit and completing the course is
not the ultimate goal [13]. Different measures should therefore be applied to evaluate
learning outcomes and success in MOOCs [12, 23]. A common indicator of learning
outcomes in MOOCs is learner’s engagement, measured by [20, 23] as the degree of
interaction with course materials, e.g. watching videos and attempt to solve exercises.
Persistence is another common measure, defined by learner’s determination to complete
assignments and the achieved progress in study units [20]. Grades achieved on exercises
and assignments determine the performance in the course [18].

Applying cluster analysis, researchers identified learning behavioral patterns and cat-
egorized learner by common patterns. In a key study [23] identified four major groups of
MOOC learners: completers (learnerswho completedmost assignments), auditors (com-
pleted few exercises but engaged inwatching videos), disengaging (stopped participating
after solving few exercises), and sampling (watched only few videos along the course).
Similar studies proposed from three up to seven clusters, categorizing learners based on
various sets of learning characteristics (e.g. [2, 21]). The most common variables used
were the number of videos watched, in-video questions answered, exercises and assign-
ments submitted, and social engagement such as activity discussion forums. In current
research, we considered the suggested measures of learning behavior in MOOCs and
applied cluster analysis in order to investigate the connections between ATF usage and
learning patterns.
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1.3 ATF Effectiveness in MOOCs for Programming

MOOCs for programming have the potential to teach programming to a broad and
diverse audience [26]. The high demand for computer professionals have led to an
abundance of courses, with large numbers of enrolees [24]. Independent programming
learning, however, is challenging. In addition to learning the programming principles
and syntax of the language, code assignments pose a significant difficulty, especially in
MOOCs where assistance from faculty or peers is scarce. Hence, automated feedback is
of particular importance,with the potential of supporting learners, prevent frustration and
even dropout [24]. Moreover, the flexibility of practicing and receiving feedback at any
time is appropriate to the nature of theMOOC’s learning [31]. Themajority of studies on
ATF focus on frontal courses, or online courses offered as part of a curriculum. It is likely
that students in these courses interact extensively with the faculty, which enhances their
learning [34], and might “overshadow” the impact of ATF on learning outcome [17]. In
MOOCs, the impact of ATF system may be more significant. Yet, the effect of ATF on
learning in MOOCs is under studied.

Currently, most research on automated feedback in MOOCs focuses on increasing
error detection and feedback accuracy,with few reported on future intention to investigate
the impact of the suggested ATF on learning [24, 27]. In other studies, factors to con-
sider when developing ATF systems for MOOCs have been discussed, but no empirical
results were presented [36]. According to a several studies, ATF is perceived by learn-
ers as improving performance and increasing engagement [7, 25]. The researchers [14]
suggested that learners who formally registered to an ATF system were more engaged
when solving code assignments than those who used the system partially, but not for-
mally. No differences in performance or completion rates were observed. To summarize,
there seems to be some evidence to indicate that automated feedback has the potential to
support learners and enhance learning success in MOOCs for programming. Yet, there
is still a lack of empirical research and a comprehensive picture of how the system is
affecting learning behavior and outcomes.

1.4 Research Questions

In order to harness the potential of ATF in MOOCs, it is necessary to gain a better
understanding of how the system influences learning behavior. Using a quantitative
approach and an empirical design, the current study examines the relationship between
ATF use and learning patterns in a MOOC, referring to relevant measures of learning
in MOOCs. We suggest a comprehensive picture of learners’ behavior, combining data
of ATF usage, learners’ interactions with course materials and their perception of the
effect of ATF on learning. To that end, we pose the following research questions:

RQ1: Are the characteristics of learning behavior related to the interaction with course
materials similar to those of ATF usage?
RQ2: What are the connections, if any, between the patterns of learning behavior and
learners’ responses to the automated feedback on code assignments?
RQ3: What is learners’ perception with regard to the impact of ATF on learning?
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2 Setting

2.1 The Course and ATF System

Our research field is a MOOC to learn the Python programming language, offered on
Edx-based platform for MOOCs. The course was designed for beginners and no prior
background in programming or Python is required. It consists of nine learning units,
from the basics of programming in Python to the use of functions, data structures and
working with files. The content is delivered through videos, in which short ungraded
comprehension questions are embedded. Each unit includes closed exercises (e.g. mul-
tiple choice or text fill-in exercises, referred to as CE hereafter), answering of which is
followed by an indication of correct/incorrect answer and a numeric grade. In addition,
in order to provide learners with hands-on experience, code-writing assignments of dif-
ferent difficulty levels are offered. Programs ranging from a few lines of code to several
dozen lines are required as solutions. To get the most out of the practice, learners are
encouraged to submit their code solutions to the ATF system integrated into the course.

The system we implemented is INGInious, an open-source software, supporting
several programming languages and suitable for online courses (for more details on
INGInious, see [11, 19]). Upon submission, the INGInious runs the code against a
predetermined set of test scenarios and provides an instant feedback message, consisting
of a grade and a textual component. Adapted to each assignment and error-type, the text
may include varying levels of feedback (e.g. correct/incorrect, expected correct answer
or more elaborated feedback), as classified by [35]. The system is incorporated into the
course as an external tool, and registration is necessary for access. It is configured to
allow unlimited re-submission of solutions.

Each cycle of the course is open for learning for six months. All course resources are
available upon enrollment, enabling a self-paced mode of learning. It is offered free of
charge, although a certificate can be earned for a small fee. Learners interested must, in
addition to paying the fee, complete 70% of the closed exercises and submit a concluding
project, with a weighted grade of 70 (out of 100). The course staff review the project
and provides written feedback.

2.2 Population

The data for the present study were collected during the course cycle of June-December
21’. The research population consists of all learnerswho registered to theATF systemand
submitted code-assignments at least once (N= 899). Among them, 655 (72.86%) filled
out a demographic questionnaire. In terms of gender distribution, 73.28% of respon-
dents identified as male, 26.57% as female and 0.15% as non-identified. The reported
age ranged between less than 11 to over 75, with 15.57% under the age of 18, the major-
ity (66.26%) in the range of 18–34 and 18.17% above. Based on self-reported prior
knowledge, 32.67% of respondents had programming skills but did not know Python,
15.57% had prior Python knowledge, and 52.21% had no prior knowledge related to the
course content.
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3 Method

3.1 Operational Measures of Learning Behavior

In the context of the current study, learning behavior consists of engagement, persistence
and performance (Table 1):

– Engagement is measured using variables related to watching videos, completing
closed exercises and submitting code-assignments.

– Persistence is determined by the number of “touched” units, i.e. the number of units
a learner interacted with video or a closed exercise or submitted a code-assignment.

– Performance is defined by the mean grade of closed exercises and the mean grade
of code-assignments. The highest grade achieved in all attempts for each exercise or
assignment was considered.

3.2 Data Resources and Pre-processing

It is one of the main goals of this study to present a comprehensive picture of learners’
behavior in the course. Therefore, we have gathered and analyzed data from multiple
sources, as follows:

1. Learning Activity Log, including all events of learner’s interactions with course
material. We pulled out three types of event: playing video, answering of compre-
hension questions, and attempts to answer closed exercises. Video replays for the
same learner within the same video have been reduced to one event.

2. ATF System Log, containing records of code submissions. Each record includes the
submitter ID, the submitted code, testing results and the generated feedback.

3. Learners’ Responses to Self-reported Questionnaires. Two questionnaires were
administrated: one for demographic details including age, gender, and prior knowl-
edge of programming and Python. The second one, titled as “learning experience”,
collected learners’ perspectives of the impact of ATF on learning. Using a 5-point
Likert scale, learners were asked questions about system’s contribution to engage-
ment and learning effectiveness (e.g. “The system contributed to the motivation to
complete more tasks in the course”).

The research was conducted under the rules of ethics, while protecting privacy and
maintaining the security of information, and in accordance with the approval of the
university ethics committee.

3.3 Definition of “Response to Feedback”

In order to obtain a learner’s response to feedback on a particular submission, we com-
pared two consecutive submissions of the same code-assignment [32]. Three response
types were defined: any improvement (AI), meaning an error detected in a particular
submission has been fixed in the next one; no improvement (NI), when the same errors
appeared in two consecutive submissions, and getting worse (GW), where the score of
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Table 1. Learning behavior calculated measures

Learning behavior Learning component Variable Description

Engagement Course materials Watched video Percent of watched
videos (out of the 29
videos in the course)

Watched units Number of units in
which at least one video
was watched (0–9)

Active-watched
ratio

Ratio between the
number of videos in
which the learner solved
comprehension
questions and the total
number of videos
watched (0–1)

Solved closed
exercises (CE)

Percent of CE a learner
attempted, out of the 39
CE in the course (0–100)

Solved units Number of units in
which at least one closed
exercise was attempted
(0–9)

Mean attempts in
CE

Mean attempts per
closed exercise

ATF usage Submitted
assignments

Percent of code
assignments for which
the learner has submitted
a solution, out of the 53
code assignments in the
course (0–100)

Submitted units Number of units in
which at least one
assignment was
submitted (1–9)

Mean attempts in
assignments

Mean of attempts per
code assignment

Persistence Course resources and
ATF

Units touched Number of units in
which the leaner
watched a video or
attempted an exercise or
submitted an assignment
(1–9)

(continued)
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Table 1. (continued)

Learning behavior Learning component Variable Description

Max unit touched The most advanced
“touched” unit (1–9)

Performance Course resources CE grade The mean grade in CE
(0–100)

ATF usage Submission score The mean score in
submitted assignments
(0–100)

the following submission was lower. An empty value was assigned as the response to
feedback for the last submission of each assignment or in case only one attemptwasmade
for an assignment by the learner. The degree of improvement in response to feedback
for each learner was determined as follows:

Positive Response to Feedback (PRF) =
∑

(AI responses)/(AI + NI + GW) (1)

ThePRF ranges from0 to 1, and its complement to 1 reflects non-improved responses.

4 Data Analysis and Findings

4.1 Learning Behavior - A Comprehensive Picture (RQ1)

For the purpose of analyzing the connections between learning behavior in the var-
ious learning components, the forementioned variables (Table 1) were extracted for
each learner and descriptive data were generated, summarized in Table 2. Examining
the correlation of the variables representing interactions with course materials and those
representing ATF usage revealed the following results: the mean percentage of solved
CE and submitted code-assignments, as well as the mean number of solved units and
submitted units, were found to be strongly correlated (r(897) = .76 and r(897) = .82,
respectively, p < .001). Similarly, a strong positive correlation was found between the
percent of watched video and submitted assignments (r(897)= .63, p< .001), although
lower than the correlation between watched video and solved CE (r(897) = .81, p <

.001).
However, the mean grade on CE and the mean score on submissions were found to

be weakly correlated (r(897) = .22, p < .001), while no correlation was found between
the number of attempts in these two types of tasks. We further discuss this in Subsect. 5.

Even though the variables associated with solving CE and those associated with sub-
mitting code assignments correlated, the mean values of “paired” variables from these
two sets differed significantly, as visualized in Fig. 1. A Shapiro-Wilk test of normal-
ity distribution was statistically significant, indicating a univariate normality deviation
of learning behavior variables. Thus, the nonparametric Wilcoxon signed-rank test was
used for the comparison.When compared to the percentage of code assignments learners
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Table 2. Descriptive data of learning behavior variables (N = 899)

Learning component Variable Mean SD Mdn

Course materials Watched video (percent) 41.40 30.70 34.00

Watched units 4.17 2.88 3

Active-watched ratio 0.38 0.23 0.4

Solved CE (percent) 36.60 32.50 26.00

Solved units 4.01 3.02 3

Mean attempts in CE 2.23 1.45 2

ATF usage Submitted assignments (percent) 26.50 32.20 8.00

Submitted units 3.51 2.94 2

Mean attempts in assignments 4.22 3.45 3.12

Course materials and ATF usage Units touched 4.62 2.93 4

Max unit touched 4.80 2.99 4

Course materials CE grade 81.80 34.20 100

ATF usage Submission score 67.99 35.43 82.76

submitted and the mean score they received for those assignments, more CE were com-
pleted, with higher grades achieved. Themean number of attempts per CE, however, was
lower than the mean number of attempts per code assignment. Wilcoxon test indicated
that these differences were statistically significant (p < .001).

36.60

81.80

2.23

26.50

67.99

4.22

submitted assignments (percent)
solved closed exercises

submission score
CE grade

mean attempts in assignment
mean attempts in CE

code tasks (ATF) CE solving

Fig. 1. Learning behavior regarding solving CE and submitting code assignments

Cluster Analysis: Prior to clustering, PCA was applied to identify a subspace that
carries the meaningful information with minimal redundancy (e.g. high-correlated vari-
ables) in the high-dimensional data in hand [5]. Five “differentiating” variables were
identified, representing over 62.6%explained variance:watched video, submitted assign-
ments, mean attempts in assignments, CE grade and submission score. K-mean cluster
analysis was then performedwith pre-defined number of five clusters, based on the elbow
method plot and silhouette score [39]. The features of the clusters and mean values of
differentiating variables are presented in Table 3.
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Table 3. Identified clusters: mean values of five differentiating variables and max unit touched

Name Size Watched
video

Submitted
assigns

Mean
attempts
per
assign

CE
grade

Submission
score

Max unit
touched

1 Mid-course
learners

299 0.33 0.16 3.13 95.20 88.11 4.09

2 Completers,
high
performers

213 0.78 0.78 3.73 97.30 92.25 8.385

3 Content
oriented
mid-learners

189 0.36 0.06 3.20 94.00 21.34 4.063

4 Touched and
left

123 0.15 0.05 4.01 20.00 50.95 2.472

5 Trail-error
ATF users

75 0.28 0.11 12.87 87.00 64.44 3.173

The mean value of max unit touched was also calculated for each cluster, to add
the persistence to the learning patterns observed. The clusters were named as follows:
(1) “mid-course learners”: those who reached about the middle of the course, interact-
ing to some extent with all course resources, and achieving fairly high grades. This is
the largest group of learners. (2) “Completers, high performers”: learners with highest
performance and completing rates, while medium submission rate per code assignment.
This pattern was the second in number of learners. (3) “Content oriented mid-learners”:
the third group in size, characterized by reaching to similar stage as themid-course learn-
ers, while watching video content but rarely using the ATF system (may have solved
code assignments without submitting to the system). (4) “Touched and left”: those who
log in but showed almost no engagement with course materials and actually dropped
out shortly after they started. (5) “Trail-error solvers”: those who submitted few code-
assignments with many attempts, showing low persistence and performance. This was
the least frequent behavior pattern.

4.2 The Response to Feedback (RQ2)

In examining the learners’ response to feedback, an interesting finding emerged, indi-
cating that only in 36% of resubmissions, learners corrected the indicated error and
resubmitted (mean PRF = 0.36, SD = 0.24, N = 796). Note that for learners who
attempt only one solution per assignment (11.8% of learners), the PRF variable is empty
as there was no consequent submission and thus no response to feedback. PRF was
found to positively correlate with mean score on code assignments (r(791) = .46, p <

.001), and negatively with mean attempts per assignment (r(791) = −.25, p < .001),
suggesting that positive response to feedback shorten the way to correct solution.



Exploring the Connections Between the Use of an Automated Feedback System 125

Next, we compared PRF among the various clusters to examine how learners with
different learning patterns responded to feedback. Levene’s test indicated that the equal-
ity of variance assumption was not met, thus we use the non-parametric Kruskal Wallis
test one-way ANOVA-by-Rank for the comparison [8].

0.25 

0.28 

0.21 

0.45 

0.43 

“Trail-error ATF users”

“Touched and left"

"Content oriented mid-learners"

"Completers, high performers"

"Medium-level learners"

Fig. 2. Mean values of PRF of the five learning behavior clusters (N = 791)

Findings suggest a connection between higher PRF and higher engagement and
performance, where learners in the “Completers, high performers” cluster tend to correct
and resubmit most often in compared to all other groups. The “mid-course learners”
were next in line to fix errors and resubmit, whereas learners in clusters 3, 4, 5 were less
likely to respond positively (Fig. 2). KruskalWallis test indicated statistically significant
difference among the clusters regarding mean PRF (H(4) = 196.64, p < .001).

The differences were examined applying pairwise multiple comparisons using the
nonparametric Dunn’s test, which is suitable for unequal sample sizes such as cluster
sizes in our case [40]. Significant difference was found between clusters 1 and 2 (pbonf
= .003), as well as between each of these two and each of the other three 3, 4, 5 (pbonf
< .001). No significant differences were found, however, among clusters 3, 4 and 5.

4.3 Learners’ Perception of ATF Effects (RQ3)

Weanalyzed learners’ responses to the “learning experience” questionnaire as supporting
evidence, therefore applying descriptive statistics only. As indicated by 102 responses
we received, learners tend to perceive that using the ATF system improves engagement,
performance, and motivation for deeper learning. Treating “I strongly agree” and “I
agree” (4 and 5 in Likert scale) as a consent, the majority of respondents agreed with
the statements that the option to correct and resubmit prompted them to make an effort
for a higher score (91.15%) and using the ATF system motivated them to be more
engaged in solving CE and assignments (84.32%). Using the system enhanced coding
skills, according to 84.31% of respondents, and 76.47% believed it enabled them to
develop more correct solutions. According to 86.27% of those who responded, code
testing and immediate feedbackmake learningmore effective, and 84.31% found that the
immediate feedback helped them progress more rapidly. Nevertheless, it is noteworthy
that while the results indicate a positive impact of the system, about 53% of learners
who answered the questionnaire completed eight or more learning units of the course,
i.e. were characterized by high persistence and engagement.
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5 Discussion

Regarding the first research question, positive correlations between variables associated
with interactions with course materials and those related to ATF suggest that learners are
generally consistent in their learning behavior. Those who consume content and solve
closed exercises also choose to practice and submit code assignments. Yet, despite the
similarity in trends, learners attempted and succeeded in solving more closed exercises
relative to the number of code assignments submitted to the ATF and solved correctly.
Referring to Bloom’s taxonomy, [25] suggest that closed exercises assess only the degree
of understanding of the main concepts while code assignments address higher and more
complex levels of cognitive skills, thus being more challenging. The difference in learn-
ers’ behavior regarding these two types of tasks may be explained, therefore, by their
ability or determination to deal with the cognitive effort required for code assignments.
Moreover, identifying and correcting errors in the code, as needed in code writing, is
a difficult practice especially for beginners [10] and may result in increased number of
resubmissions in comparison to solving close exercises.

Five clusters of learners with common learning behavior patterns emerged from
the cluster. The identification of two groups of “extreme behaviors” - the “excelled”
learners and those who dropout early, along with a third group of “mid-learners”, is
similar to results of previous studies applying clustering of MOOC learners (not specif-
ically MOOCs for programming, e.g. [2]). Two additional groups were identified, based
on their ATF usage patterns: those who reached half the course but rarely submitted
code assignments (“content oriented mid-learners”) and those exhibiting trial-and-error
behavior in their ATF usage (“trial and error ATF users”). Combining these two data
sources, i.e. course and ATF logs, enable us to characterize learners’ behavior in more
comprehensive way. To the best of our knowledge, this is the first study to use both
course and ATF behavioral data for clustering.

Examine the effect of automated feedback on learning outcomes, as stated in RQ2,
was one of the major goals of our study. Results offer evidence that a positive response to
feedback (PRF) enhances the probability of reaching a correct answer, and even shortens
the way until success. Less positive finding, however, is that in 64% of resubmissions
the error pointed out by the ATF was not corrected, and the learner received the same
feedback message again. An earlier study analyzing submissions for code assignments
found a high percentage of non-improved submissions as well [28]. The loop of resub-
mitting and getting the same error-message can cause frustration and even dropout [37].
Adding the option to change the wording of feedback in a situation of identical repeated
submissionsmay result in a “rescue” and a fastermove towards a correct solution. In addi-
tion, identifying code assignments in which this phenomenon is particularly prevalent
is recommended, to avoid potential attrition points in the course.

The connection between learning behavior and the response to feedback was demon-
strated by comparing the value of PRF among the clusters we characterized. Findings
indicated that learners in groups with lower level of engagement and persistence, and
relatively low performance (clusters 3, 4, 5), responded positively less frequently, were
unable to correct errors, or did not submit again. In contrast, however, the percentage
of positive responses was highest among the “Completers, high performers” (cluster 2).
Feedback has been found to be associated with higher performance in previous studies,



Exploring the Connections Between the Use of an Automated Feedback System 127

concerning frontal programming courses [16, 32]. Regarding the measures relevant to
learning outcomes inMOOCs, our findings suggest that the positive response to feedback
is significantly associated with success in the investigated MOOC.

As for RQ3, learners’ perceptions regarding the impact of ATF on learning support
the previous findings. In accordance with early studies both in the context of frontal
and online programming courses (e.g. [30]) learners reported higher motivation for
engagement in course assignments and considered the ATF as enhancing programming
skills and learning effectiveness.

6 Conclusions and Future Work

In this study, we present a comprehensive picture of learning behavior in a MOOC for
programmingwith an embeddedATF system.We believe that combining all the data into
a single holistic picture is a significant contribution to advancing research in the field.
Moreover, the indicated connections betweenATFuse and learningbehaviormay support
the assumption that the automated feedback facilitates engagement, persistence, and
performance. Nevertheless, we must be cautious in this context, and further research is
needed to confirm the causal connection. It is primarily due to a limitation arises from the
nature of the learning environment of the course, which includes an external interpreter
enabling learners to actively solve code assignments, without receiving feedback, or
having any indications in the analyzed data. Future research be undertaken with a setup
allowing the comparison of these data as well, might bring additional insight into the
effect of automated feedback. To maximize ATF effectiveness, however, exploring the
causes of the high percentage of feedback-ignored resubmissions is suggested, as well
as the impacts of feedback characteristics on learning behavior.
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