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Preface

The International Conference on Business Process Management (BPM) was established
about 20 years ago as the conference where people from academia and industry meet and
discuss the latest developments in the area of business process management. In 2022,
the conference was organized inMünster, Germany. This year’s BPM also featured three
specialized forums. This volume contains the proceedings of the Blockchain Forum, the
Robotic Process Automation (RPA) Forum, and the Central and Eastern Europe (CEE)
Forum, which took place during September 11–16, 2022.

A blockchain is a distributed data structure providing guarantees of immutability
and integrity protection, delivering a practical solution to hard problems in coordina-
tion. Blockchain-based systems open up diverse opportunities in the context of the BPM
lifecycle to redesign business activities in a wide range of fields, including healthcare,
supply chain, logistics, and finance. However, these opportunities come with challenges
to security and privacy, and to scalability and performance. The fourth edition of the
Blockchain Forum provided a platform for the discussion of ongoing research and suc-
cess stories on the use of blockchain, including techniques for, and applications of,
blockchain and distributed ledger technology.

The concept of robotic process automation (RPA) has gained relevant attention in
both industry and academia. RPA raises a way of automating mundane and repetitive
human tasks requiring a lower level of intrusiveness with the IT infrastructure. The RPA
Forum aimed to bring together researchers from various communities and disciplines
to discuss challenges, opportunities, and new ideas related to RPA and its application
to business processes in private and public sectors. The forum solicited contributions
related to threemainRPA areas:management, technology, and applications. The keynote
given by Tathagata Chakraborti from IBM Research (USA) was focused on process
automation from natural language inputs. The RPA Forum took place for the third time,
after its previous appearances at BPM 2020, in Seville (Spain), and at BPM 2021, in
Rome (Italy).

The main objective of the CEE Forum was to provide a discussion platform for
BPMacademics fromCentral and Eastern Europe to disseminate their research, compare
results, and share experiences.This secondCEEForumwas anopportunity for novice and
advanced BPM researchers who have not yet had the chance to attend the International
Conference on Business ProcessManagement to get to know each other, initiate research
projects, and join the international BPM community.

TheBlockchain Forum received 15 submissions, ofwhich seven paperswere selected
for presentation at the venue and for inclusion to this proceedings. The RPA Forum
received 16 submissions, which led to the acceptance of the top nine as full papers.
The CEE Forum received 9 submissions, and the top four high-quality papers were
selected for presentation and publication. The overall acceptance rate was 50%. For the
three forums, each submission was reviewed by at least three members of the respective
Program Committees.



vi Preface

We hope that the reader of these proceedings will enjoy the papers presented at the
forums. We would like to congratulate both the authors of the accepted papers and those
who submitted their work that, unfortunately, was not accepted despite its quality. We
also thank our colleagues who acted as reviewers in the selection process and provided
the authors with meaningful and constructive comments. Finally, special thanks go to
KatrinBergener andArminStein (organizing chairs ofBPM2022) for organizing such an
outstanding conference, despite the challenges that came with the COVID-19 pandemic.
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Preface

Blockchain Forum

The BPM 2022 Blockchain Forum provided a venue for discussion and introduction of
new ideas related to research directions within techniques for, and applications of,
blockchain and distributed ledger technology. While being associated to the BPM
conference, this year's Blockchain Forum in Münster followed on from previous fora
held in Rome (2021), Seville (2020), and Vienna (2019). Blockchain technology has
already seen both academic interest and practical adoption, and several approaches
exist which combine BPM and blockchain. This year, the forum attracted 15 sub-
missions from which the seven top papers were accepted for presentation at the
Blockchain Forum and inclusion in the proceedings.

Enactment of the blockchain-based business processes requires consideration of
various guarantees and capabilities. In their paper on “Blockchain for Business Process
Enactment: A Taxonomy and Systematic Literature Review”, Stiehle and Weber dis-
cuss the challenges and opportunities of the inter-organizational processes. The authors
highlight that blockchain technology could ensure traceability and the correctness of
the process execution.

In the paper “Pupa: Smart Contracts for BPMN with Time-Dependent Events and
Inclusive Gateways”, Tonga Naha and Zhang propose an engine to support time-
dependent events and inclusive gateways in Ethereum-based workflow execution. The
findings show that the engine is similar to baseline solutions in terms of performance
and cost, but it improves the decentralization and model semantics.

Pogiatzis and Samakovitis describe tools to support the soft forking of Ethereum
blockchains. In the paper on “A Systematic Local Fork Management Framework for
Blockchain Sandbox Environments”, the authors discuss the proposed framework and
its application in some DevOps and security-oriented use cases.

The topic of security and privacy continues in the paper on “Fine-grained Data
Access Control for Collaborative Process Execution on Blockchain”. Here, Marangone
et al. propose to use attribute-based encryption to control read and write permissions in
the public storage systems coordinated using public ledgers. This approach allows the
users to maintain data integrity and guarantee data confidentiality by managing attri-
butes in the transactions.

The contribution by Fdhila et al. illustrates how to apply principles of the self-
sovereign identity in the healthcare sector. In the paper “Challenges and Opportunities
of Blockchain for Auditable Processes in the Healthcare Sector”, the authors illustrate
how blockchain is applied in cross-organizational business processes to fulfil privacy
requirements and constraints.

In their paper “Measuring the effects of Confidants on Privacy in Smart Contracts”,
Köpke and Nečemer define modeling constructs for privity requirements and confi-
dants’ inclusion. The proposal results in an approach to measure the impact of addi-
tional decision actors on privity. It potentially helps to resolve goal conflicts and
compare alternative solutions.



In their paper on “Threshold Signature for Privacy-preserving Blockchain”, Ricci
et al. present a scheme for splitting a blockchain wallet into multiple devices so that a
threshold of them is needed for signing. The approach increases security because more
user devices must be compromised when signing blockchain transactions.

We wish to thank all those who contributed to making the BPM 2022 Blockchain
forum a success: the authors who submitted papers, the members of the Program
Committee who carefully reviewed the submissions, and the speakers who presented
their work at the forum. We also express our gratitude to the BPM 2022 chairs and
organizers for their support in preparing the Blockchain Forum.

September 2022 Raimundas Matulevičius
Walid Gaaloul

Qinghua Lu
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Blockchain for Business Process
Enactment: A Taxonomy and Systematic

Literature Review

Fabian Stiehle(B) and Ingo Weber

Software and Business Engineering, Technische Universitaet Berlin, Berlin, Germany
stiehle@campus.tu-berlin.de, ingo.weber@tu-berlin.de

Abstract. Blockchain has been proposed to facilitate the enactment
of interorganisational business processes. For such processes, blockchain
can guarantee the enforcement of rules and the integrity of execution
traces—without the need for a centralised trusted party. However, the
enactment of interorganisational processes pose manifold challenges. In
this work, we ask what answers the research field offers in response to
those challenges. To do so, we conduct a systematic literature review
(SLR). As our guiding question, we investigate the guarantees and capa-
bilities of blockchain-based enactment approaches. Based on this SLR,
we develop a taxonomy for blockchain-based enactment. We find that a
wide range of approaches support traceability and correctness; however,
research focusing on flexibility and scalability remains nascent. For all
challenges, we point towards future research opportunities.

Keywords: Blockchain · Business process enactment · Business
process execution · Interorganisational processes · Taxonomy · SLR

1 Introduction

The enactment of a process is a central part of the business process manage-
ment (BPM) lifecycle. Enactment comprises instantiation, execution, and mon-
itoring of a process [1, Chapter 1.2]. Business process management systems
(BPMS), also known as workflow management systems, have long been used in
intraorganisational processes to automate the enactment of business processes [1,
Chapter 2.4][2, Chapter 9.1.2]. However, in an interorganisational setting, with-
out central control, this is far more complex. To capture the complexity surround-
ing multiple autonomous distributed actors, Breu et al. denote such processes as
living. Such processes, they argue, make traceability, scalability, flexibility, and
correctness aspects far more challenging to address [3]. Similarly, Pourmirza et
al. find that only 30% of BPMS consider interorganisational aspects. For these
systems, the “autonomy of organisations” becomes an issue. This requires trust
mechanisms, dynamism, and flexibility. Furthermore, they identify standardiza-
tion and interoperability issues [4]. In this setting, blockchain has been proposed

c© Springer Nature Switzerland AG 2022

A. Marrella et al. (Eds.): BPM 2022, LNBIP 459, pp. 5–20, 2022.

https://doi.org/10.1007/978-3-031-16168-1_1
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6 F. Stiehle and I. Weber

to serve as a neutral ground between participants, by facilitating trust and enforc-
ing conformance and integrity—without the introduction of a centralised trusted
party [5]. In this work, we ask what answers the research field of blockchain-based
enactment offers in response to the challenges posed by interorganisational chal-
lenges. To do so, we develop a taxonomy capable of describing and classifying
blockchain-based enactment approaches. We derive this taxonomy from a compre-
hensive systematic literature review (SLR), based on 36 selected primary studies.
We find that, while blockchain is a natural fit to ensure traceability and correct-
ness of process execution, research focusing on flexibility and scalability remains
nascent. For all challenges, we point out possible future research directions. Fol-
lowing open science principles, and to enable replicability, we make the data from
our SLR available—see Footnote 2.

1.1 Blockchain-Based Business Process Enactment

In an interorganisational setting, process control crosses organisational bound-
aries. Without central control, properties such as traceability or correctness
are hard to address, e.g., how to ensure integrity and availability of event
data across organisations, or how to enforce control-flow when control is dis-
tributed [3]. With central control, the question arises which party is to host a hub
or mediator component, i.e., a centralised trusted party must be introduced [5].
Blockchain technology can distribute this trust by offering “a single logically-
centralised ledger of cryptocurrency transactions operated in an organisationally-
decentralised and physically-distributed way” [6, p. 7]. The blockchain’s ledger is
in practice immutable, non-repudiable, fully transparent, and highly available [7,
Chapter 5]. Smart contracts can be used to perform arbitrary computations on
the blockchain. As conceptualized in the first work in the field [5], blockchain
can assume control of the process, enforcing or monitoring process rules and
providing an immutable process trace.

1.2 Related Work

Pourmirza et al. [4] presented a SLR of BPMS architectures; they have found that
only 30% consider interorganisational aspects. Mendling et al. [8] formulated the
possibilities and challenges of blockchain for BPM. Their seminal work can be
seen as charting the research direction in BPM and blockchain. For enactment,
they discussed the approach as outlined in Weber et al. [5]. Di Ciccio et al. [9]
discussed the possibilities of business process monitoring using blockchain, which
is part of the enactment lifecycle. For blockchain and BPM as a whole, Garcia-
Garcia et al. [10] conducted a SLR investigating blockchain support for the
different BPM lifecycles. In contrast, we present a taxonomy and classification
of enactment approaches. This allows us to provide in-depth analysis specific
to enactment. To the best of the authors’ knowledge, this is the first work to
present a SLR and taxonomy on blockchain-based business process enactment.
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2 Methodology

A taxonomy is a classification system that produces groupings of objects based
on common characteristics [11]. Such a classification is integral to scientific
method. In a complex field, a taxonomy can facilitate understanding and analy-
sis. It can help navigate the research field and identify research gaps. In the field
of design science, Williams et al. [12] note that the classification of differences
provides insights into the design—and design process—of artefacts. For taxon-
omy development, we follow the definitions and guidelines as outlined in Nicker-
son et al. [11]. A taxonomy has different dimensions that can be derived induc-
tively (i.e., empirically) or deductively (i.e., conceptually). Induction requires
empirical evidence (i.e., cases to investigate), while deduction requires sound
knowledge to deduce dimensions through logical reasoning. Nickerson et al. rec-
ommend the application of both methods in an iterative manner. We did so, but
relied mostly on induction. To collect empirical evidence, we conducted a SLR
of the field as per Kitchenham et al. [13], interleaved with the methods outlined
by Nickerson et al. for taxonomy development. That is, the identified primary
studies were used to inductively derive our taxonomy. Afterwards, we classified
our primary studies according to the taxonomy.

2.1 Taxonomy Development

Following Nickerson et al. [11], at first, we have defined the users, purpose, and
the meta-charateristic for our taxonomy. As users, we identified design science
researchers. For these researchers, the purpose of this taxonomy is to enable
the assessment of the current state of the art and future research opportuni-
ties. More specifically, which challenges of interorganisational processes have
been solved by integrating blockchain, and which are still unaddressed. A meta-
characteristic is the most general and complete characteristic from which all
dimensions are derived [11]. This characteristic can be thought of as the start-
ing point for taxonomy development. Our meta-characteristic is comprised
of the guarantees and capabilities of blockchain-based process enactment. Dis-
tributing trust is the central reason for introducing blockchain technology to
process enactment. Blockchain establishes trust by providing certain guaran-
tees, such as the immutability of the ledger. Therefore, the offered guarantees
were of central interest to our research. In addition, we investigated the capa-
bilities of approaches, such as resource allocation and process flexibility. The
meta-characteristic also served as the guiding research question for our SLR.

2.2 Systematic Literature Review

Through early exploratory searches, we could not deduce a concise common
terminology for blockchain-based business process enactment. Thus, we decided
to conduct a search with a set of broad search keywords, connecting terms of
business process management with blockchain, and then apply more restrictive
exclusion criteria. To limit the search results (given that blockchain constitutes
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a buzzword mentioned in many works), we restricted the search to the title of
studies. The search string is presented in Listing 1.

Listing 1. Search string. Note, in order to save space, here we implicitly mean both
singular and plural versions of each search keyword.

(" blockchain" OR "smart contract" OR "DLT" OR

"Distributed Ledger Technology ") AND

("bpm" OR "business process" OR "choreography" OR

"workflow "))

To account for the fast research pace in which blockchain is evolving, we also con-
sidered pre-prints and conference papers. There is evidence that Google Scholar1

performs especially well in such scenarios [14], which made it our tool of choice.
The initial search was conducted on the 2022-03-10 and yielded 186 entries. A
full list of applied inclusion and exclusion criteria is given in Table 1 below. In the
first pass, we excluded works based on publication type and title; in the second
we examined the abstract. Finally, we conducted a full reading. After apply-
ing our exclusion criteria, we obtained 30 studies. We then performed backward
snowballing. To limit the scope of the study, we did not conduct a full forward
snowballing. Due to our broad search keywords, we expected forward snowballing
to only yield a large set of irrelevant or already reviewed studies. We confirmed
this expectation for our two most cited primary studies, and indeed found no
relevant additional studies. Trough backward snowballing, we obtained an addi-
tional six studies, leading to a final primary study set of 36 studies. The full
process, each pass, and the application of the exclusion criteria is made trans-
parent in our published data set.2

Table 1. Inclusion and exclusion criteria.

Inclusion The study presents an approach in the field of blockchain-based business
processes enactment

Exclusion 1. The study presents a domain specific application (not meant for
general business processes)

2. The study is a theoretical work, or a non-technical work, it does not
present and evaluate a research artefact such as a execution or
monitoring engine

3. The study is a tertiary study, i.e., it is a review or overview of other
contributions

4. The study is illegible, i.e, not written in English or containing heavy
spelling mistakes

1 https://scholar.google.com, accessed 2022-05-30.
2 Replication package available at: https://github.com/fstiehle/SLR-blockchain-BP-

execution; for convenience, we also include a hosted interactive spreadsheet of our
SLR at https://tubcloud.tu-berlin.de/s/M8JQtaRX5JkjXXZ.

https://scholar.google.com
https://github.com/fstiehle/SLR-blockchain-BP-execution
https://github.com/fstiehle/SLR-blockchain-BP-execution
https://tubcloud.tu-berlin.de/s/M8JQtaRX5JkjXXZ
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Fig. 1. Overview of our taxonomy of blockchain-based process enactment.

3 A Taxonomy of Blockchain-Based Enactment

3.1 Overview

By investigating our primary studies and following the methodology as per Sect.
2, we arrived at the taxonomy depicted in Fig. 1. When assessing blockchain-
based applications, it is important to differentiate between application-specific
properties and properties inherited from the employed blockchain. In our taxon-
omy, dimensions are kept independent from the chosen blockchain; this allows
an independent assessment. The decision which blockchain platform to use is a
different, but interrelated design decision [7, Chapter 6.3]. We have structured
our taxonomy into supported capabilities and enforced guarantees. To improve
readability, we defer the detailed introduction of our dimensions to the presen-
tation of our classification results in Sect. 3.2. For capabilities, we capture with
model support, which notation was chosen to represent the business process;
with resource allocation capability, we differentiate between resource allocation
strategies; with process flexibility capability, we capture how studies approach
flexibility. For enforcement, we find that control-flow, resource allocation, and
data-integrity aspects are enforced on-chain. Given the prevalence of control-
flow, we subdivide this aspect further (see Sect. 3.2 below).

3.2 Dimensions and Classification Results

We detail the dimensions of our taxonomy and present the results of the classi-
fication our our primary studies.

Capabilities. First, we explore the supported capabilities, which are sum-
marised in Table 2.

Model Support. The vast majority (70%) of studies are BPMN based. Notably,
there is no close second. In terms of BPMN, 13 studies support the process, eight
the choreography, and four the collaboration diagram.
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Table 2. Classification of capabilities.

Capability Number (% of total) Reference list

Model Support 36 (100%)

BPMN process diagram 13 (36%) [15–27]

BPMN choreography diagram 8 (22%) [5,28–34]

BPMN collaboration diagram 4 (11%) [35–38]

Undescribed model 4 (11%) [39–42]

YAWL 2 (5%) [43,44]

Petri net 2 (5%) [45,46]

Other (DCR, DEMO, and GSM) 3 (8%) [47–49]

Resource Allocation 21 (58%)

Role-based 13 (36%) [5,22,28,29,31,33–39,48]

Direct 5 (14%) [25,30,42,47,49]

Dynamic 3 (8%) [17,20,21]

Process Flexibility 5 (13%)

Looseness 3 (8%) [21,47,49]

Adaptation 1 (2%) [21]

Evolution 1 (2%) [35]

Resource Allocation. Resource allocation assigns a process resource to a task [2,
Chapter 10.5]. In blockchain-based enactment, a resource is typically identified
by a blockchain account address. As blockchain transactions must be signed, a
resource’s involvement in a task cannot be repudiated (assuming the secrecy of
their private key). 21 studies support resource allocation in general. Of these,
we can differentiate between direct (five studies) and role-based (13 studies). A
direct allocation binds a blockchain address directly to a task. Role-based allo-
cation allows some indirection by assigning addresses to roles and roles to tasks.
Only three allow a more dynamic strategy, which was first presented in [17].
These dynamic variants allow to specify the conditions for resource allocation
in a so-called binding policy. For a given role, a participant can be nominated.
Constraints can require that a participant must (or must not) already be bound
to certain other roles. Endorsement constraints specify when and which other
participants can vote on a nomination.

Process Flexibility. Process flexibility is essential for supporting less predictable
processes. Reichert et al. characterised four flexibility needs: variability, loose-
ness, adaptation, and evolution [50, Chapter 3]. We find that only five studies
support flexibility needs. Looseness is supported by three studies. Two [47,49]
support looseness by using declarative models; these are loosely specified, pro-
viding more flexibility by only modelling constraints [50, Chapter 12]. López-
Pintado et al. [21] support looseness and adaptation. Their approach allows late
modelling: subprocesses can be modelled during run time. Furthermore, certain
process elements can be adapted during run time. This is accompanied by an
agreement policy, which allows to specify the participants that are allowed to
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adapt process elements and the conditions that must be met. For the adapted
process, they can guarantee deadlock freeness. Klinger et al. [35] support process
evolution. They implement blockchain design patterns (registry and proxy pat-
terns) that enable the versioning of processes. These patterns decouple logic from
data and allow logic to be updated. The approach includes a voting mechanism,
which allows participants to vote on new process versions.

Enforcement Guarantees. Different perspectives of a process can be enforced
on the blockchain. We find that control-flow, data-integrity, and resource alloca-
tion are enforced on-chain. Table 3 gives an overview of our classification result.
We can observe a clear focus on control-flow enforcement (31 studies) over mon-
itoring (5 studies).3 Control-flow enforcement can be data-based (15 studies)
or event-based (16 studies). Data-based enforcement enables, based on instance
data, the evaluation of gateway conditions to automatically allow or disallow
certain branches in the model. Event-based enforcement, on the other hand, can
only enforce the semantics of the gateway (e.g., branching semantics of AND or
XOR gateways), but not evaluate dynamic conditions.

Additionally, public blockchains enable the enforcement of token transfers
(six studies). That is, certain behaviour may prompt automatic transfer of crypto
tokens. Beyond fungible tokens (five studies), only Lu et al. [18] support the
modelling and transfer of non-fungible tokens, which are integral for asset man-
agement.

Finally, only Ladleif et al. [28] and Abid et al. [27] allow to enforce temporal
constraints. These constraints are based on the block timestamp. A blockchain
network has no strong notion of a synchronised clock, the close world assumption
and the transaction-driven nature of blockchain do not allow to access external
time information or to continuously monitor an internal clock [51]. The block
timestamp is the only readily available traditional notion of time on the chain; it
is, however, of limited accuracy and can—to a certain extend—be manipulated
by the block creator [51].

We listed 21 studies that support the allocation of resources to tasks. Most
studies (19 studies) enforce this allocation by implementing authorisation mech-
anisms: only the allocated blockchain address can perform the task. In contrast,
Prybila et al. [30] and Meroni et al. [49] present monitoring approaches that only
guarantee the authenticity of the resource that has performed the task, they do
not enforce authorisation. Lastly, all approaches make use of the integrity guar-
antee of blockchain to store the process trace. 27 studies allow the storage of
instance data and five store a serialised version of the (original) process model
on the blockchain.

Methods. Beyond our taxonomy, we investigate the evaluation methods
employed. A summary is presented in Table 4. Most works evaluate their app-
roach using Ethereum (24 studies). Nine studies use Hyperledger Fabric. Four
3 We define monitoring as approaches where the control-flow is not enforced, but the

process trace is still committed to the blockchain to ensure the integrity of the trace.
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Table 3. Classification of enforcement guarantees.

Enforcement Guarantee Number (% of total) Reference list

Control-Flow 31 (86%)

Event-based gateways 16 (44%) [5,19,25,33,35,37–42,44–48]

Data-based gateways 15 (42%) [15–18,20–22,24,27–29,31,32,34,36]

Token transfers 6 (17%) [5,18,26,29,31,34]

Temporal constraints 2 (6%) [27,28]

Resource Allocation 19 (53%) [5,17,20–22,25,28,29,31,33–39,42,47,48]

Data-Integrity 36 (100%)

Execution trace 36 (100%) [5,15–49]

Instance data 27 (75%) [5,15–18,20–24,27–32,34,39–46,48,49]

Process model 5 (14%) [39,44–46,49]

Table 4. Employed methods.

Method Number (% of total) Reference list

Blockchain Selection 36 (100%)

Ethereum 24 (67%) [5,15–18,20–22,24–29,31–38,47,49]

Hyperledger Fabric 9 (25%) [19,23,26,34,39–41,43,48]

Custom implementation 4 (11%) [42,44–46]

Bitcoin 2 (6%) [26,30]

Evaluation Criteria 33 (92%)

Cost 23 (64%) [5,15–22,25,28–35,37,38,45,47,49]

Qualitative discussion 18 (50%) [5,23,25,26,28,30,31,33,34,38,40,41,43–46,48,49]

Correctness 9 (25%) [5,15,16,18,30,33,36,42,49]

Throughput 3 (8%) [15,42,46]

Finality 3 (8%) [5,30,34]

present a custom blockchain implementation and only two studies consider Bit-
coin. Finally, Corradini et al. [34] and Falazi et al. [26] present artefacts for mul-
tiple blockchains. In terms of evaluation, cost is the most frequently regarded
metric (23 studies). For ten studies, cost is the sole focus of the evaluation.

Indeed, this concern is understandable when considering the cost of public
blockchain compared to more traditional computing [52]. Most (19 studies out
of 23) report cost based on Ethereum gas4. Transaction fees on Ethereum have
increased significantly along with the popularity of the network. While Weber
et al. [5] were still able to conduct evaluation experiments on the main network
of Ethereum, more recent works resort to test networks or private deployments.
We show this development in Fig. 2, where we compare publication year and
execution cost for a repeated instance execution, excluding the cost that only
incur once (e.g., deployment or configuration). As a point, we depict the original
cost in US$ at the time of publication. This price is based on the average gas

4 See Gas and fees, https://ethereum.org/en/developers/docs/gas/, accessed 2022-05-
30.

https://ethereum.org/en/developers/docs/gas/
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Fig. 2. Execution cost on Ethereum at publication and today.

cost and exchange rate of the publication year.5 The point is connected vertically
with a triangle, which represents the cost the same execution would incur taken
the average gas cost and exchange rate of 2021. We can observe that the cost
has risen significantly over time. The result is a projected mean cost of $1010
for a singular instance run in 2021. No approach would lie significantly below
$100 for one run. As a result, most recent works argue for the use of a private
network in almost all scenarios.

Besides cost, 18 studies discuss qualitative aspects (e.g., privacy or trust)
and nine studies evaluate the correctness of their approach. For correctness, they
investigate whether non-conforming traces are prevented (enforcing approaches)
or detected (monitoring approaches) correctly.6 Notably, finality7 and through-
put are only investigated by three studies each. Lastly, 18 studies have published
their code and eleven have made a replication package available.

4 Discussion: Challenges and Future Research Directions

We discuss the guarantees and capabilities of blockchain-based enactment in the
light of the challenges of interorganisational processes (see Sect. 1): interoper-
ability [4], traceability, scalability, flexibility, and correctness [3].
5 Our script and data sets used for calculation can be found at: https://github.com/

fstiehle/SLR-blockchain-BP-execution. Historical data was taken from Etherscan
(https://etherscan.io/chart/gasprice) and Yahoo Finance (https://finance.yahoo.
com/quote/ETH-USD/, both accessed 2022-06-01.

6 We here need to remark that [25] is not handling the claimed subset of BPMN
correctly; as noted in [16, Sect. 2.2], the OR join is handled incorrectly.

7 We consider finality as the time it takes a transaction to be durably committed with
a certain probability e.

https://github.com/fstiehle/SLR-blockchain-BP-execution
https://github.com/fstiehle/SLR-blockchain-BP-execution
https://etherscan.io/chart/gasprice
https://finance.yahoo.com/quote/ETH-USD/
https://finance.yahoo.com/quote/ETH-USD/
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4.1 Interoperability

Blockchain can facilitate interoperability, as participants share the same execu-
tion environment. Based on our review, we can observe two opportunities for
future research: supporting the data perspective, and cross-chain compatibility.

Data Perspective. A shared understanding of data is essential for participants;
for example, to connect the local data model or assess security and privacy
implications [53]. Thus, the data perspective needs to be suitably modelled. All
approaches, with the notable exception of Lu et al. [18], which use a UML class
diagram to model non-fungible-tokens, require blockchain-specific code snippets
(e.g., solidity code) to express data types or data-based gateway conditions. In
the future, we envision the integration of more comprehensive and platform-
independent data models.

Cross-chain Compatibility. Only [26,34] present artefacts for multiple
blockchains. However, the choice of the blockchain platform is application-
specific [7, Chapter 6.3]. In terms of cross-chain compatibility, we envision three
lines of research. First, when and how are multi-chain deployments a suitable
implementation choice, and which basic requirements arise (e.g., cross-chain
guarantees on integrity)? Second, the creation of artefacts for different blockchain
platforms from one process model. Third, as discussed in [54], the execution of
parts of the same process instance on different blockchain platforms.

4.2 Traceability and Correctness

Blockchain is a natural fit to ensure traceability and correctness of execution.
Event data stored on the blockchain ledger is immutable and globally traceable.
The integrity of this data can be enforced without introducing a centralised
trusted party. To ensure correctness, the model-driven engineering paradigm is
typically applied. This allows to generate well-tested artefacts following best
practices. Consequently, all approaches either enforce the control-flow on-chain
or allow the monitoring of the control-flow by committing the process trace to
the ledger. In the following, we outline two opportunities for future research:
dispute resolution and the extension of enforcement guarantees.

Dispute Resolution. Based on the immutable process trace, blockchain is
envisioned to enable the resolution of contractual disputes between process par-
ticipants (see e.g., [5]). However, no approach details a dispute resolution pro-
cess, nor is its facilitation supported. It is unclear in which state the process
remains once a dispute is raised. We expect that research conducted in this
direction could provide real benefit to organisations. However, integrating the
resolution of disputes may prove to be challenging and require different esca-
lation levels [55]. Furthermore, it remains unclear whether blockchain traces
would be accepted in a litigation process. A dispute resolution process could also
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include incentive mechanisms, facilitating the honest behaviour of participants
and penalising malicious behaviour. Such research, would have to be conducted
in an interdisciplinary context, including law and economic disciplines.

Enforcement Guarantees. While control-flow, resource allocation, and
integrity aspects are supported, we expect that organisations would benefit from
the blockchain-based enforcement of other process related rules. Our taxonomy
remains extensible to further enforcement dimensions. For example, resource
allocation is a complex decision problem into which many characteristics can be
factored in [2, Chapter 10.5]. Enforcing these rules on-chain would make the allo-
cation process transparent and globally enforceable. Currently, most works focus
on role-based allocation, but it remains intransparent why a certain participant
was allocated to a role.

Lastly, while most primary studies support on-chain enforcement, only nine
evaluate the correctness of this enforcement capability. A more stringent evalu-
ation, or even formal correctness proofs of the enforcement capability should be
a central concern for the field, as this is the basis for all guarantees offered.

4.3 Flexibility and Scalability

While traceability and correctness aspects are already well supported, enabling
flexibility and scalability remains a challenge. We see three major research oppor-
tunities: controlled flexibility, comprehensive performance studies, and enact-
ment on public blockchains.

Controlled Flexibility. Only five studies address flexibility challenges. Intro-
ducing flexibility in blockchain applications is a challenge due to the ledger’s
immutability. Furthermore, introducing flexibility capabilities may lead to trust
concerns and correctness issues [21]. Participants must be convinced that flex-
ibility will not introduce uncertainties beyond their control, otherwise it will
undermine traceability and correctness guarantees. Recharting the development
of traditional enactment approaches, we can observe that the main focus, so far,
has been on predictable processes. Addressing the challenges surrounding unpre-
dictable processes and integrating different techniques to support variability,
looseness, adaptation, and evolution [50]—but in a controlled manner—remains
a line for future research.

Comprehensive Performance Studies. Across all studies, the most promi-
nent evaluation goal is to demonstrate (low) gas cost. Gas cost can give an indi-
cation on throughput scalability on a public or private blockchain. The notion of
gas has been introduced in Ethereum to calculate transaction fees. The goal was
to control network propagation and storage requirements.8 However, other factors
8 Blockchain and Mining, Ethereum Whitepaper, https://ethereum.org/en/whitepap

er/blockchain-and-mining, accessed 2022-06-01.

https://ethereum.org/en/whitepaper/blockchain-and-mining
https://ethereum.org/en/whitepaper/blockchain-and-mining
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also play a crucial role. In our set of primary studies, scalability factors beyond gas
cost are rarely explored. While a lot of performance properties depend upon the
underlying blockchain platform, many use cases, especially private deployments,
would benefit from more comprehensive performance studies. For example, in a
private blockchain, with a few participants, gas cost may be not of paramount
importance. The choice and configuration of a blockchain network is a complex
trade-off between different parameters [7, Chapter 3] and can be optimised for a
specific use-case [7, Chapter 6.3]. We envision future work to go beyond reporting
gas cost and contribute to a discussion on the assumptions, advantages and draw-
backs of different deployment options. Here, the question remains what properties
must be investigated for a specific use case and which can be simulated or deduced
from existing benchmarks, e.g. of the underlying blockchain platform.

Enactment on Public Blockchains. From our cost analysis (Sect. 3.2), we see
that current transaction fees render the public Ethereum mainnet prohibitively
expensive for the presented approaches in our primary studies. When consid-
ering blockchain, less quantifiable requirements play an important role also.
Many of the guarantees a blockchain offers are a result of decentralisation [7,
Chapter 3.2]. Certain high-risk use cases (e.g., the transportation of dangerous
goods, as in Meroni et al. [49]) may benefit from decentralised and resilient
public blockchains. Beyond Ethereum, we see a lot of promise in exploring alter-
native public blockchains. Next generation proof-of-stake blockchains like Algo-
rand9 or Avalanche10 promise a more sustainable operation and low cost. Study-
ing enactment approaches on different public platforms would produce valuable
insights. However, identifying advantages and drawbacks, and comparing differ-
ent blockchain setups could prove to be challenging. We envision a first step in
connecting our presented taxonomy to a taxonomy of blockchain platforms.

Beyond exploring alternative public blockchains, a different line of research
has opened around Layer-2 technologies.11 These technologies reduce the involve-
ment of the blockchain and perform most tasks off-chain; these off-chain tasks
remain verifiable on the blockchain. We expect monitoring approaches to benefit
in the short term from this line of research, as storing process traces becomes
significantly cheaper. Long-term, we believe that enforcement approaches can
make use of verifiable off-chain computations to significantly reduce cost.

5 Conclusion and Outlook

We performed a SLR on blockchain-based business process enactment. We iden-
tified a final set of 36 primary studies. Based on these primary studies, we
developed a taxonomy capable of describing the guarantees and capabilities of

9 https://www.algorand.com, accessed 2022-05-30.
10 https://www.avax.network, accessed 2022-05-30.
11 Layer 2 scaling, Ethereum development documentation, https://ethereum.org/en/

developers/docs/scaling/layer-2-scaling, accessed 2022-05-30.

https://www.algorand.com
https://www.avax.network
https://ethereum.org/en/developers/docs/scaling/layer-2-scaling
https://ethereum.org/en/developers/docs/scaling/layer-2-scaling
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enactment approaches, and classified each study accordingly. We discussed our
results in relation to the challenges of interorganisational processes.

We find that blockchain is a natural fit to ensure traceability and enforce
correctness of process execution. However, in terms of research focusing on flex-
ibility and scalability, the field of blockchain-based enactment remains nascent.
For all challenges, we have pointed out a range of research opportunities. We
have not addressed privacy or security concerns as these are often a result of, or
strongly dependent on, the employed blockchain technology. However, our tax-
onomy remains open for extensions—e.g., towards security or privacy properties.
In the future, we envision the development of a decision model, based on our
taxonomy, to support stakeholders considering blockchain-based enactment.
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Abstract. The digital transformation of business processes faces a
major hindrance due to the lack of trust and transparency. As blockchain
and other distributed ledger (DLT) are considered key enabling tech-
nologies, there is a need for supporting tools which can deploy business
models over smart contracts in order to leverage these decentralized plat-
forms. Existing blockchain-based Business Process Management (BPM)
solutions support various blockchain platforms and different types of
modelling language, i.e., Ethereum and Business Process Model Nota-
tion (BPMN). However, the majority of these methods do not support
processes with time events and inclusive gateways due to severe limita-
tions imposed by smart contract programming languages. In other words,
mainstream blockchain platforms do not offer a straightforward way to
execute a transaction at a later time. To overcome these aforementioned
issues, we propose an engine called Pupa, a blockchain-based decentral-
ized protocol to translate business processes with time events and inclu-
sive gateways to smart contracts. Pupa accomplishes this by adding task
feature to time events, check function on top of activities succeeding
time events and, listening variables to sequence flow forking or joining
inclusive gateways. We implemented Pupa by extending Caterpillar, an
existing BPMN solution using Solidity and Ethereum, and evaluated the
performance of our proposed engine and its generated smart contracts
with a baseline solution. Our results show that Pupa is competitive with
baseline solutions in terms of cost and performance, while offering addi-
tional advantages in terms of decentralization and supporting additional
BPMN semantics.

Keywords: Blockchain · Business process management · Smart
contract · BPMN · Timer · Inclusive gateway

1 Introduction

In the context of collaborative business processes, blockchain and distributed
ledger technologies (DLTs) allow mutually untrusted parties to cooperate with-
out need of a central authority. In order to leverage DLTs to provide transparency
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and traceability to business processes, smart contracts must be deployed which
can manage and validate information generated by the business processes. While
these contracts can be implemented manually using specialized programming
languages, it is desirable to rely on a translation tool to automatically translate
models (e.g., written in BPMN) to smart contracts (e.g., written in Solidity),
effectively bridging the gap between the two domains.

To this end, several approaches have been proposed, such as Caterpillar [13]
and Lorikeet [27], and others [4,20,25]. These tools are able to translate many
of the core functionalities of the BPMN language directly into smart contracts
that can be readily deployed into a blockchain. However, they do not support
two key BPMN features: timer events and inclusive gateways. The former is used
to represent event triggered by a defined time while, the latter is used to create
a combination of alternative and parallel paths of process flow where all paths
are evaluated.

These two BPMN expressions are particularly challenging to implement in
smart contracts because of temporal constraint restriction coming from smart
contracts. On the other hand, the combination of parallel and exclusive gateway
behaviour covered by inclusive gateway complexifies his usage and request a
higher flexibility while designing.

In this paper, we want to address these limitations with our proposed solu-
tion, Pupa, which is a new BPMN engine capable of generating Solidity code
which can be deployed on Ethereum. Our contributions in this paper are:

1. We provide support for time events generation in smart contracts. Our solu-
tion allows the user to specify a time duration input, which is verified while
the smart contract is executed.

2. We provide support for inclusive gateways by employing a marking variable
inside the generated smart contract which can properly execute the forking
and joining behaviours according to BPMN semantics.

3. We implemented our solution by extending Caterpillar. We evaluated Pupa
and its generated sample code and compared it against baseline solutions in
terms of cost and performance.

The remainder of this paper is organized as follows: Sect. 2 introduces back-
ground concepts and related works for blockchains and BPMN. Section 3 pro-
vides details of our solution Pupa. Section 4 illustrates our approach with an
order management use case. Section 5 contains the results of our experimental
evaluation. And finally, Sect. 6 concludes the paper.

2 Background and Related Works

This section is subdivided in two parts. First, we describe background knowl-
edge regarding smart contracts and BPMN. Then, we review works related to
supporting timer events and inclusive gateways in BPMN smart contracts.
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2.1 Background on Smart Contracts

The idea of smart contracts was presented initially in 1997 [26] and popularized
with Ethereum blockchain. Smart contracts are computer programs deployed
directly on the blockchain, which execute autonomously in response to certain
triggers or transactions [21]. Smart contracts help blockchain technology in estab-
lishing trust between untrusted parties. Among the blockchain platforms imple-
menting Smart contract, Ethereum is the most globally used [29]. Ethereum
Smart contracts are code written in the Solidity language, and executed on the
Ethereum Virtual Machine (EVM) once deployed. EVM is runtime component
embedded within each full Ethereum node. To execute specific tasks, EVM uses
a small set of low-level machine instructions (also called opcodes) but, sufficient
enough to allow EVM to be Turing-complete. In order to store efficiency opcodes,
they are encoded to bytecode. Every opcode is allocated a byte; therefore, the
maximum number of opcodes is 256 (162). The EVM works as a stack-based
virtual machine with a depth of 1024 items. Each item is a 256-bit word and
only the top 16 items are accessible at given moment in the execution. Due to
these limitations some opcodes use contract memory which is a not persistent
memory, to retrieve or pass data. Since everyone running an Ethereum node can
perform contract execution, an attacker could try to spam the network by cre-
ating contracts including lots of computationally expensive operations. In order
to avoid accidental or hostile computation wastage code, a limit on computa-
tional steps of code execution to use for each transaction is required. The base
unit of computation is called gas. Since a transaction include a gas limit, any
gas not used in a transaction is returned to the user; however, any transaction
with missing gas will be reverted, and the limited gas provided is consumed. The
deployment cost is based on the Smart contract size, and measured in gas. The
truthful execution of the code on Ethereum can serve to establish trust among
untrusted parties.

2.2 Background on BPMN

To execute and perform processes inside a business process management sys-
tem (BPMS), a standard language called BPMN, have been defined. BPMN
is a communication tool used to represent business process flows. BPMN ele-
ments are classified in five basic categories [19]: flow Objects, data, connecting
Objects, swimlanes, and artifacts. BPMS and BPMN have been used amply by
companies to simplify and automate intra-organizational processes. But for inter-
organizational processes, one major challenge remains: the lack of mutual trust
[17]. Some existing BPMS have been able to combine blockchain and BPMN
in order to, support the execution of collaborative business processes, between
mutually untrusted participants. However, the vast majority of these solution
does not support business process with timer event or inclusive gateway.
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2.3 Background on Timer Events

A timer event is a type of event which can be used to influence the commence-
ment of an activity execution based on temporal constraints. Timer events can
be used as start event, intermediate event or boundary event. Figure 1 gives an
overview of timer events. A timer start event serves to create process instance
at a given time this means that a process should start only once and should
start in specific time intervals (example: every Tuesday) [5]. A timer intermedi-
ate catching event works as a stopwatch. This means that, when an execution is
triggered by a timer intermediate catching event, a timer begins. When the time
duration is over, the sequence flow outgoing of the timer intermediate catching
event is followed. A timer boundary event acts as a combination of stopwatch
and an alarm clock. When an execution reaches the activity to which the bound-
ary event is attached, a timer is started. After a specified duration, the activity
is interrupted and the sequence flow leaving the timer event is followed. When
the execution of an activity is interrupted after a deadline, the timer event is
considered as an interrupting event in the other hand, when the original task or
sub process is not interrupted, the timer event is a non-interrupting event.

Fig. 1. Different types of timer events

2.4 Background on Inclusive Gateways

Inclusive gateway, equally called inclusive decision, is used to create alternative
and also, parallel paths inside a process flow. It is the combination of exclusive
and parallel gateway. With inclusive gateway, all conditions are evaluated, Unlike
the exclusive gateway, the true test of one condition expression does not exclude
the test of other condition. All paths produced by sequence flows with a true
evaluation, are taken. It should be designed such that all paths may be taken
(similarly to parallel gateway) or at least one path is taken [18] (OMG 2011).
Inclusive gateway can support fork behaviour and join behaviour [2]. In the fork
behaviour, all sequence flows going out of the gateway are evaluated; the sequence
flows with a true evaluation will be followed in parallel and the activities attached
to these sequence flows will be executed concurrently. In the join behaviour, all
the concurrent sequence flows incoming to the inclusive gateway will be checked
and the inclusive gateway will only wait for the incoming sequence flows that are
executed. After that, the process execution can move to the next step. Figure 2
shows the fork and join concept.
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Fig. 2. Inclusive gateway - fork & join view

2.5 Related Works on Process-Oriented Smart Contract Solution

Thanks to its properties, Blockchain technology becomes more and more
attractive in the field of process-centric solution. Therefore, there exist many
approaches of Blockchain-based business process management systems. These
approaches can be classified according to the type of blockchain used. Concern-
ing the public blockchain, the majority of blockchain-based BPMS are made on
top of Ethereum. [25] provides a light framework supporting the process execu-
tion on Ethereum. [27] uses the features of model-driven engineering to simplify
the development of blockchain-based process-oriented applications. [28] has pre-
sented a collaborative approach of blockchain-based process execution with, a
major drawback about expensive gas cost for data storage on chain. In order to
improve the previous work, [7] has presented an optimized solution consisting of
converting BPMN process into petri net and, compiling the output petri net into
a smart contract written in Solidity. However, this solution covers a small set
of BPMN items and does not care about access control of process participants
on chain. Next, [13] designed a mature solution called Caterpillar which imple-
ments the translation of BPMN 2.0 constructs into smart contract. Caterpillar
supports a large set of BPMN item, process state and execution handling. In
order to improve this first version of Caterpillar, [14] and [11], provide a com-
piled version of Caterpillar with integration of role-based access policy. Despite
the fact that Caterpillar is a remarkable solution, it does not accept timer events
and inclusive gateways.

2.6 Related Works on Timer Events

According to [6], and [3], design and management of temporal specifications in
the business process area is definitely a critical topic of research. In blockchain-
based BPMS field, the integration of temporal constraints is supported by
a very limited research works. However, some remarkable framework such as
Lorikeet [27], Caterpillar [14], Chorchain [4,25], and the interpreted version of
Caterpillar [12], do not support at all time events. [8] discuss about improving
execution time from off chain component without implementing timer events.
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[10] admits some challenges on timer implementation and, put it as a poten-
tial future improvement. [1] provides an approach which extends Caterpillar and
consists of adding time-guards inside the functions of activities implementing
temporal constraints such as task duration, absolute start/end times. However,
this approach doesn’t provide a clear link between temporal constraints imple-
mented and the different variants of timer events as described by OMG 11 [18].
Mavridou and Laszka [16] use finite-state machine modelling language to gen-
erate Solidity code while taking into consideration delayed processes, and block
timestamps on Ethereum. Ladleif et al. [9] present a good discussion paper about
challenges and alternatives solutions available regarding the integration of time
constraints in blockchain-based BPMS. After comparing properties of these solu-
tions, they present some hints which can be helpful to choose the right answer
for specific scenarios.

2.7 Related Works on Inclusive Gateways

Large number of works regarding blockchain-based BPMN engine, do not sup-
port inclusive gateway. Among them we can find some notable frameworks like
Caterpillar [12,14], Lorikeet [20,27]. On the other hand, [23] and [24] have inte-
grated inclusive gateways in a blockchain-based business process. Their approach
consists of formalizing execution of semantics of BPMN inclusive gateways on
blockchain. However, these implementations face some limitations such as the
deviation of the execution semantics from the BPMN standard, and the lack of
support of non-block-structured process. Schinle et al. [22] present an approach
for the integration, execution and monitoring of modelled business processes
based on Hyperledger Fabric’s chaincode. This approach supports inclusive gate-
ways in theory, but no implementation is provided. Loukil et al. [15] provide a
decentralized collaborative business process solution, builds on top of Ethereum,
which supports gateway elements. However, no clear implementation of inclusive
gateway is presented.

3 Details of the Proposed Solution

In this section, we present details of our proposed solution Pupa. First, we pro-
vide details of our solution for support timer events. Then, we explain how to
support inclusive gateways. Finally, we demonstrate how Pupa functions using
a case study modelled after customer order management process.

3.1 Handling Time-Dependent Events

Our proposed timer solution has the following properties:

1. Timer event as user task. Timer event acts similarly as User task or Service
task. Unlike other implementations [14], the timer event supports input data,
function, and role access. Therefore, a user can input delay time in second
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on timer event while executing the deployed business process smart contract.
Only users having the same role than the role linked to timer, can perform
operation on timer.

2. Time check done on next node. Since it is not possible to trigger execution
of solidity code at a given time with EVM, authorized user will perform this
check. Execution of activity succeeding timer event in business process model
is done in two steps. The first step is to check if the duration time previously
specified on timer event is over. If the duration is completed then execution
flow will call the second step which is the real execution function of the
activity.

3. Timer variables and timer functions. Timer variables and timer func-
tions are created dynamically meaning that for a business process with no
timer, a smart contract with no timer variables and no timer functions is
generated.

Fig. 3. User flow for timer events

The implementation of timer event follows a token mechanism previously
used by Caterpillar. Firstly, the incoming sequence flow of timer receives process
token, after that, timer event is executed. At this step, an authorized user will
provide the timer duration in second (d) and validate. This transaction is saved
on blockchain and the timestamp of associated block (Tb) is used as the starting
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point of the timer stopwatch. Choosing block timestamp as time reference, helps
to prevent time variation coming from various Ethereum node. The third step
will move process token to the outgoing sequence flow of timer. In the last step,
the token arrives on node following timer event. At this phase, a test condition
consisting to verify authorized role attached to node. During this transaction, the
timestamp of the current block (Tcb) is captured and If the duration previously
set is over then the step is completed. In order words, if the remaining time is
equal or less than 0, then the execution process will move if not, the check will
take place again. In order to ease the interaction with user and reduce gas, in case
of the result of test condition is false, the remaining waiting time (Tr) is output.
Expression 1 describes the value of remaining time (Tr). Figure 3 illustrates the
entire process for a user.

Tr = (Tb + d)− Tcb (1)

3.2 Supporting Inclusive Gateways

Inclusive gateway is a BPMN element classified under the category Flow objects.
It is used to create an alternative and parallel path inside a process flow. Inclusive
gateway can support multiple outgoing sequences flow (fork), multiple incom-
ing sequences flow (join) or, both fork and join behaviours. Our implementation
covers inclusive gateways supporting fork behaviour, and inclusive gateways sup-
porting join behaviour.

Our proposed solution has the following characteristics:

1. User task before inclusive gateway. Inclusive gateway with fork
behaviour should be preceded by a user task. The user task will offer the
opportunity to choose the path to follow. All available choices can be selected
or at least one. If no choice is selected, an error is raised and the process
token will not move.

2. Sequence flow associated to Boolean expression. Inclusive gateway
with fork behaviour should have each outgoing sequence flow linked to a
Boolean expression. Also, inclusive gateway with join view and which is pre-
ceded near or far by an inclusive gateway with fork behaviour, should have
respectively incoming sequence flow and outgoing sequence flow linked to the
same Boolean variable.

3. Inclusive gateway variables and functions. The presence of inclusive
gateway in a business process will create customized variables in Smart
contracts. There are not specific functions for Inclusive gateway. Opera-
tions about inclusive decisions are handled inside the workflow component.
These instructions have two major purposes. Firstly, to ensure that in fork
behaviour, process token moves only to the selected sequence flow. If no choice
is made, nothing will happen. Secondly, these instructions should ensure that
in join behaviour, process token moves to the next node following inclusive
gateway only if, all the incoming chosen paths of this gateway have been
completed.
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Fig. 4. User flow for inclusive gateways

Our solution consists of four steps, as shown in Fig. 4. In Step 1 and Step 2,
an activity is inserted before inclusive gateway forking. This activity is used to
choose path to follow. As soon as paths are chosen, the process token will move
to the corresponding path and, variables associated to outgoing and incoming
sequence flows are updated. In Step 3, activities found in the paths holding pro-
cess token, are performed. When process token arrives to the inclusive gateway
joining, the gateway will compare the number of tokens received with the num-
ber of paths previously chosen. If there are equals, process execution flow will
move to activity next to inclusive gateway. This move represents Step 4.

4 Use Case Study

We demonstrate our approach with a walk-through example shown in Fig. 5,
which models a business process managing a customer order for an Internet Ser-
vice Provider company. When a customer asks for service from ISP, a quotation
including the installation equipment and based on customer location, is sent
to customer. Customer has three days to accept or refuse the quotation. After
accepting the quotation, the next step is the preparation of customer order.
Order can support at least one of the following services: incentive, shipment
and, sending order only. After all the selected service have been completed, data
from customer installation are recorded.
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Fig. 5. Use case - customer order

Timer Events: The timer contract code generated by Pupa is presented in
Listing 1.1. In order to better understand this code, we will explain briefly the
use of step function, marking variable and bit-wise operations.

step is an internal function used to update the business process state. It
handles step of sequence flow during the whole execution of a business process.
To achieve this, step function uses marking variable and bit-wise operations.

marking is a global variable (256-bits unsigned integers) in charge of the
distribution of process token across the sequence flows. Each sequence flow is
mingled with one bit in this variable: 1 if a token is present in the sequence
flow, 0 otherwise Values supported by this variable is equal to 2i (where i is the
position of a sequence flow inside the business process flow starting at 0).

Regarding bit-wise operations, they are used to handle queries on the process
state. AND (&) is used to verify if an element is started or enabled and allows
testing set inclusion. OR (|) operator provides a method to encode the set union
as an integer. Finally, the combination of NOT (�) and AND (&) serves to
replace the old token from the variable marking by a new one.

In line 1 and 2, the step function is declared and while loop is invoked. After
crossing tasks before timer event (line 3), the process token arrives at timer event
node. After a successful check done on marking variable, the start function of
timer node is called, the index of corresponding timer will be used to initialize
the mapping between timer node and its incoming and outgoing sequence flow
id and, the token will be replaced (Lines 4–10). The start function is associated
to each activity and is used to register activity index and the authorized role
address for this activity. In lines 11–20, the token moves to the node just after
timer. If the timer event has not yet been initialized, only the start function of
this node is called otherwise, the start function is called and the process token
is removed from the node. Note that the start function of this node will check
always if node is already registered to avoid duplicated records.

Inclusive Gateways: Listing 1.2 shows the generated code for forking inclusive
gateways. The marking variable will move token only on sequence flow with a
Boolean variable set true (Lines 1–9). In lines 10–27 code of activity located
on outgoing paths of the fork inclusive gateway is represented. Only activities
located on path holding process token will be executed.
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When the token arrives at the joining inclusive gateway (Listing 1.3), an
initializing check is done. A test is done on each incoming path to know if it
holds or not process token. After this test, the number of expected incoming
path holding token is linked with the index of inclusive gateway (Lines 1–11). If
the gateway have been already initialized as shown in lines 12–21, the number
of expected incoming path holding process token is compared to the number of
incoming path already completed. If they are equals token will move to activ-
ity next to the gateway and the global variable called inclusiveGatewayCounter
representing counter of incoming path performed, is set to 0. Otherwise, the
token will only be removed on this inclusive gateway. Lines 22–39 represent the
generated code of all incoming sequence flow joining to the inclusive gateway.
For each sequence, the Boolean variable attached to is tested. If it is true, inclu-
siveGatewayCounter is incremented and the token move to inclusive gateway
position.

1 function step(uint tmpMarking, uint tmpStartedActivities) internal {
2 while (true) {
3 ...
4 if (tmpMarking & uint(4) != 0) {
5 Use_case_AbstractWorlist(worklist).Quotation_timer_start(2);
6 timerFlows[uint(2)] = timerFlow(uint(4), uint(8));
7 tmpMarking &= uint(~4);
8 tmpStartedActivities |= uint(4);
9 continue;

10 }
11 if (tmpMarking & uint(8) != 0) {
12 if (TimerNodes[uint(3 -1)].timerRoleAddr == address(0)) {

Use_case_AbstractWorlist(worklist).Customer_validation_start(3);
13 } else { Use_case_AbstractWorlist(worklist).Customer_validation_start(3);
14 tmpMarking &= uint(~8);
15 tmpStartedActivities |= uint(8);
16 }
17 continue;
18 }

Listing 1.1. Step Function - Timer Instructions

1 if (tmpMarking & uint(128) == uint(128)) {
2 if (handleInc)
3 tmpMarking = tmpMarking & uint(~128)| uint(256);
4 if (handleShip)
5 tmpMarking = tmpMarking & uint(~128)| uint(512);
6 if (sendOrder)
7 tmpMarking = tmpMarking & uint(~128)| uint(1024);
8 continue;
9 }

10 if (tmpMarking & uint(256) != 0) {
11 Use_case_AbstractWorlist(worklist).Handle_Incentive_start(8);
12 tmpMarking &= uint(~256);
13 tmpStartedActivities |= uint(256);
14 continue;
15 }
16 if (tmpMarking & uint(512) != 0) {
17 Use_case_AbstractWorlist(worklist).Handle_shipment_start(9);
18 tmpMarking &= uint(~512);
19 tmpStartedActivities |= uint(512);
20 continue;
21 }
22 if (tmpMarking & uint(1024) != 0) {
23 Use_case_AbstractWorlist(worklist).Send_Order_start(10);
24 tmpMarking &= uint(~1024);
25 tmpStartedActivities |= uint(1024);
26 continue;
27 }

Listing 1.2. Step Function - Inclusive Gateway Fork Behaviour
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1 if (tmpMarking & uint(14336) == uint(14336)) {
2 if(SelecIncomInclNodes[uint(11)] == 0) {
3 uint internalcter = 0;
4 if (handleInc)
5 internalcter +=1;
6 if (handleShip)
7 internalcter +=1;
8 if (sendOrder)
9 internalcter +=1;

10 SelecIncomInclNodes[uint(11)] = internalcter;
11 }
12 else {
13 if(SelecIncomInclNodes[uint(11)] == inclusiveGatewayCounter) {
14 tmpMarking = tmpMarking & uint(~14336) | uint(16384);
15 inclusiveGatewayCounter = 0;
16 }
17 else
18 tmpMarking = tmpMarking & uint(~14336);
19 }
20 continue;
21 }
22 if (tmpMarking & uint(2048) != 0 && (handleInc)) {
23 inclusiveGatewayCounter +=1;
24 tmpMarking &= uint(~2048);
25 tmpMarking |= uint(14336);
26 continue;
27 }
28 if (tmpMarking & uint(4096) != 0 && (handleShip)) {
29 inclusiveGatewayCounter +=1;
30 tmpMarking &= uint(~4096);
31 tmpMarking |= uint(14336);
32 continue;
33 }
34 if (tmpMarking & uint(8192) != 0 && (sendOrder)) {
35 inclusiveGatewayCounter +=1;
36 tmpMarking &= uint(~8192);
37 tmpMarking |= uint(14336);
38 continue;
39 }

Listing 1.3. Step Function - Inclusive Gateway Join Behaviour

The source code of Pupa can be downloaded under the BSD 3-clause License
from https://github.com/rodrigueNTprojects/Pupa.

5 Result and Evaluation

This section presents an experimental evaluation of Pupa. The goal here is to
compare execution cost between our solution and Caterpillar.

Table 1. Deployment cost comparison between Pupa and Caterpillar

Contracts Deployment cost
Caterpillar Pupa Difference

Statics

Process registry 597895 599947 (2052)

BindingPolicy (For 2 role) 159859 158863 996

Dynamic

Process with 3 tasks 1405839 1380197 25642

Process with 10 tasks 2379973 2368627 11346

Process with 20 tasks 3812180 3797209 14971

Process with 35 tasks 5991255 5967344 23911

Process with 40 tasks N/A 6742984

Process with 45 tasks N/A 7435775

https://github.com/rodrigueNTprojects/Pupa
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5.1 Compiling and Deploying New Smart Contracts

Contracts generated from Pupa are written in Solidity 0.6.12. Security aspect
have been taken in consideration. In particular, we run a smart contract secu-
rity profiler tool called Slither against statics and dynamics contracts, in order
to reduce any risk. Contracts are generated, compiled and deployed thanks to
JavaScript components such as EJS (Embedded JavaScript template) and TS
(TypeScript).

5.2 Gas and Performance Evaluation

To run our evaluation, we tested in series many processes. Our goal was to ana-
lyze gas consumption, and the application load. Because Ethereum blocks have
limited sizes, we tried to understand how many basics tasks a process can support
when it is generated once with Pupa. We conducted gas evaluation in order to
ensure that Pupa is optimized and cheaper in use. We compared deployment cost
of Pupa with Caterpillar. Tests are performed on local blockchain network called
Ganache. Table 1 demonstrates that Pupa consumes less gas than Caterpillar.
Also, processes with more than 35 tasks cannot be executed once on Caterpillar
while Pupa is able to do so.

6 Conclusion

Time events and inclusive gateways are core features of BPMN which are difficult
to support in smart contract generation tools due to the limitations of blockchain
environments. In this paper, we present Pupa, a Solidity generator for BPMN
which supports the missing features. Timer events are handled by adding check
functions on top of the execution of activity succeeding to time event. Pupa
supports inclusive gateways by attaching a marking variable to properly sup-
port joining and forking behaviours. We implemented our solution by extending
Caterpillar and compared against a known baseline. For future work, we aim
to implement the deferred choice timer event in order to provide a listenable
feature which triggers when some events have not been selected. Furthermore,
we plan to extend Pupa across multiple platforms, to facilitate the adoption of
our tool on popular enterprise blockchain systems such as Hyperledger Fabric
and Quorum.
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Abstract. Blockchain technology presently permeates multiple indus-
tries, resulting in an increasing number of agents (primarily end-users
and engineers) interacting with it in a variety of contexts. This, in turn,
has introduced the practical need for a sufficient tooling ecosystem for
blockchain solutions testing and evaluation under secure environment
conditions. To that end, this study presents a robust framework for the
creation and management of customisable, persistent, private, scalable
blockchain environments that fulfill precisely the need for live sandbox
platforms with on-chain interaction capabilities. We extend the concept
of local chain forking, emphasising the limitations of existing tooling and
methodologies and propose how our framework mitigates identified weak-
nesses and bridges some of the resulting gaps in desirable non-functional
attributes. We offer a reference implementation for our framework and
discuss how it can be applicable to a broad array of DevOps and security-
oriented Use Cases. Finally, emerging challenges are discussed and poten-
tial directions for further research are drawn.

Keywords: Blockchain · Chain fork · Sandbox · Framework ·
DevOps · Security

1 Introduction

Since the original seminal work on Bitcoin and the introduction of blockchain as
its underlying technology platform [26], the space has evolved at an unparalleled
pace. Relevant literature [20,33] typically places strong emphasis on the technol-
ogy’s capability to facilitate distributed and verified execution of arbitrary logic
through smart contracts [25], driving in turn the emergence of a new class of appli-
cations - also known as decentralised applications (dApps) [15]. Along with new
opportunities, the advent of smart contracts comes with a multitude of previously
unseen challenges [34]. Ironically, a part of these stem directly from the very virtues
that earned blockchain its popularity, namely immutability and transparency.

For the past few years, decentralised applications were deemed applicable
across numerous industry fields [23], including financial transactions, supply chain
solutions, healthcare records management and IoT, to name a few. The massive
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interest towards blockchain technology has given rise to an increasingly growing
number of software engineers tuning their interest to that space. Yet with modern
blockchains introducing a non-traditional platform for computation (in the sense
that they operate on a distributed network, governed in its entirety by a decen-
tralised community) traditional software development lifecycle practices do not
always apply [24]. What is more, testing has increased significance in blockchain
environments, since updating a smart contract is a non-trivial task due to the
inherent immutability of the blockchain and, more importantly, faulty smart con-
tracts can result to substantial loss of funds [17]. Developers are hence faced with
significant challenges in testing their smart contracts as they often refrain from
deploying on mainnets to avoid public exposure and costs.

Even though testnets offer sandbox environments for trialling smart contracts
without incurring financial costs, they are still too transparent for production
testing, potentially leaking information about the development of the contract.
Furthermore, dApps with dependencies on third party smart contracts such as
DeFi protocols, cannot be tested reliably on testnet due to the uncertainty of
the state of their dependencies which may be outdated or nonexistent.

With these limitations in mind, a common approach is to resort to local main-
net forks which replicate the state of the mainnet in a local instance of the net-
work that can be used for testing. This is an acceptable and convenient solution
for short manual tests, unit or integration tests in isolation. Nonetheless, local
forks are most often volatile and short-lived by design, and hence not be suitable
in a multi-user setting that uses a forked version of a blockchain. In this work,
we argue that maintaining synchronised long-lived forks of the mainnet chains
supports tooling for more flexible and maintainable DevOps, multi-user smart
contract testing, creation of sandbox environments for education and training,
traceable auditing and in-depth security analysis of smart contracts.

Considering that, at the time of writing, more than 70% of the total value
locked (TVL) is held by dApps that are built on blockchains powered by the
Ethereum Virtual Machine (EVM) [9], we focus our work only on EVM-based
blockchains. Consequently the presented framework is bounded by the function-
ality that EVM entails.

The contribution of this paper is manifold. For one, it introduces a systematic,
scalable framework for managing multiple internal non-immutable blockchain
environments through chain forking, hence offering a methodological approach
for tooling, scarcely addressed in the literature so far. Second, it discusses an
indicative set of real-life practical use cases for applying the framework, drawing
on the versatile applicability of chain forks and hence stressing the extensive
potential of the tool. Finally, it provides a reference implementation for this
framework, precisely on the back of aforementioned use cases, and taking account
of their common challenges and features.

The rest of the paper is structured as follows: Sect. 2 offers the conceptual and
technical frame and rationale of chain forks and their operation and features.
Section 3 provides the background rationale of our proposed design, followed
by a complete presentation of the framework and its architecture, in Sect. 4.
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Section 5 then offers two indicative practical use cases, also drawing on underly-
ing particularities and challenges. The outline implementation follows (Sect. 6)
and the discussion of limitations and future directions of our proposed approach
in Sects. 7 and 8 close the paper.

2 Preliminaries

Blockchain’s immutability stems from the cryptographic primitives of the con-
sensus protocol being used. At the end of the mining or validation process, blocks
are being appended to the main chain, thereby extending the block trail with
new transactions that modify the global state of the network. The data in this
trail is the single source of truth of the events that occurred since the genesis of
the chain. It is often the case that two blocks are validated or mined at the same
time, resulting to two versions of the same chain until that point, a structure
commonly known as a chain fork (Fig. 1), also known as chain “forking”. The
chain inconsistencies that originally result to forking are resolved at later blocks
by the principle of the longest chain.

Fig. 1. Chain forking

Although forks can happen accidentally, by design of the consensus protocol,
there are cases where forks are intentionally created. For instance, forks may be
introduced as interim chain versions during protocol updates to facilitate gradual
user migration to the new version of the chain. Alternatively, a fork may be
used to settle a dispute or controversial decision amongst the community of the
network, occasionally resulting to a different sustainable version of a blockchain
sharing its history with the parent chain until the forked block number [21].

More importantly, chain forking is a crucial step in blockchain-based soft-
ware development. Very often, dApps and protocols interact with other dApps
already deployed on the mainnet. Given that determinism is an exigency of unit
and integration tests, relying on mainnet, or even testnets, for executing the
tests is unreliable and introduces confounding variables during the testing pro-
cess. Instead, a widely used development practice is to create a short-lived local
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mainnet fork. That is, a forced chain fork of the mainnet chain which runs in a
simulated environment to provide granular control over the state of the network.

Despite their recognised usefulness for unit testing and other short-term code
verification, and however popular, intentional short-lived forks come with signif-
icant limitations as tools for blockchain software engineering [18]. Indicatively,
they are unsuitable for maintaining a desired state when longer testing peri-
ods are required, as is the case with more complex scenarios in security testing
for smart contracts; they are furthermore often unfit for multi-user interaction
testing or when realistic network conditions are required.

3 Related Work

Systematic fork management and implementation frameworks have so far
received a relatively sparse treatment in the related blockchain literature. Recent
work emphasises on the challenges that emerge in Blockchain Oriented Software
Engineering (BOSE) [18], with previous research focusing on tooling approaches
that address BOSE challenges in isolation; of these, security testing appears to
receive increased attention [29], especially given the recurrent financial impact
associated with dApps exploits.

Conversely, more emphasis has been placed on advanced dedicated simula-
tion tools (discussed below) which, while offering relatively effective evaluation
instruments, do not directly support ‘live’ testing environments. That latter task
is at the core of our proposed framework, while we discuss below a number of
the more popular blockchain simulation tools.

BlockSim is an advanced blockchain simulation software tool by Alharby
et al. [11], that builds on top of their relevant framework [12]. Although its
flexible structure allows to address design and deployment concerns of blockchain
solutions, it focuses on protocol rather than decentralised application evaluation.
Its configuration allows the imitation of multiple blockchain architectures such
as Bitcoin or Ethereum, yet, the absence of support for connecting to public
mainnet networks prevents its use for the integration of dApps and replication
of existing transactions.

On the other hand, EtherClue [14] and TxSpector [32] are security-oriented
tools for post-factum detection and analysis of smart contract attacks. Their
functionality is intended to be short-lived without any persistency or longevity
capabilities with respect to the local blockchain state. Such qualities are central
to our proposal: While our framework does not feature the detection and tracing
capabilities of the aforementioned tools, it provides suitable tooling for post-
factum attack analysis and allows for plugins to extend detection features.

A different contribution is that of Alsahan et al. [13], offering a Bitcoin net-
work simulator to asses blockchain performance under various network condi-
tions. Although their scope and objectives diverge from the research direction of
this work, their data acquisition and performance analysis module is similar to
our proxying architecture in the node layer.
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Finally, Wang et al. [30] introduced a FinTech-focused blockchain-powered
regulatory sandbox, which also consists of a virtual sandbox, conceptually similar
to our framework without however offering any technical details.

To the best of our knowledge, while the above approaches offer some efficient
tooling for mitigating smart contract design risks, they primarily operate under
an ephemeral off-chain, simulated environment, and arguably lack the system-
atic structure necessary in cases where mutability and multi-user interaction is
needed. In that sense, the present work is arguably one of the first attempts to
address the limitations and challenges of existing approaches through offering an
open framework for managing blockchain environments suited to applications in
multiple areas, including security, training or development.

4 Proposed Framework

4.1 Scope

Although a multitude of approaches have been published by both the scien-
tific community and industry to address the peculiarities of blockchain-based
development, there still exists a gap in effectively managing internal mainnet-
based blockchain environments. We acknowledge that decentralised governance,
immutability and transparency may not be desired attributes in cases where gran-
ular control is essential. To that end, we propose a generic framework to build and
maintain persistent, portable and controllable blockchain environments.

Private blockchain networks offer a tradeoff between immutability and con-
trol that is often useful in industrial applications due primarily to the chal-
lenges described above [22]. Nevertheless, such setups are subject to scrutiny
with regards to centralisation and governance concerns. Additionally, private
blockchain setups that serve as testbeds or sandboxes for applications aimed to
be deployed on public networks suffer from inconsistencies in the global network
state, which in turn prevents the integration with existing dApps hosted on the
public mainnet. In contrast, this work introduces a methodology to setup a pri-
vate version of the public blockchain which may be tuned to accommodate a
breadth of features in accordance with the application context.

The proposed framework builds on top of widely used chain forking capabili-
ties to offer a private version of a public blockchain that can be applied in various
contexts such as blockchain-based software development, education (training),
security and auditing. It is important to clarify, that this is not a replacement
of a production permissioned blockchain setup, but rather a sandbox environ-
ment to be used in operations where the intrinsic security features of blockchain
technology may impede the desired outcomes.

4.2 High Level Overview

Our framework is comprised of three distinct layers: (a) a Node layer (b) an
Environment Layer and (c) a Control Layer. This tiered layer distinction dictates
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the grouping of components with respect to their responsibilities in the domain
of the framework. In addition it defines the boundaries at which components
can horizontally scale independently. Figure 2 depicts a high level overview of
the framework. The three layers are explained below:

i Node Layer: Encapsulates the infrastructure required to access historical
data on the blockchain in a highly available and scalable manner. The absence
or failure of this layer would leave the environment layer functioning only with
the local state.

ii Environment Layer: Comprised of the set of forked environments and their
corresponding components. Each environment ‘lives’ in isolation and its com-
position can vary depending on the requirements that it attempts to satisfy.
The Environment Layer is managed by the Control Layer.

iii Control Layer: Exposes an API for users to manage and control environ-
ments and entails all required components that are relevant for the API’s
operation and assist seamless user experience.

Fig. 2. Architecture of the proposed framework

4.3 Components

Each layer encompasses multiple components that work in tandem to accom-
modate the desired functionality. Starting at the right (Fig. 2), there are two
main components that make up the Node Layer : (i) the load balancer and (ii)
the archival nodes. In contrast with conventional nodes that store only the state
of the most recent 128 blocks, archival nodes hold the state of the blockchain
network since genesis [7]. Archival nodes are used instead of full nodes, as they
offer a stable interface for accessing historical data on the blockchain, albeit
coming with high storage costs; those may however be mitigated through third
part service providers such as Moralis or QuickNode [6,8], providing on-demand
access to archival nodes without the hustle of maintaining them.

The load balancer component provides a single node-agnostic access point
between the Environment and Node Layer thereby in-house maintained archival
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nodes can be used interchangeably with nodes offered by third party ser-
vice providers. Furthermore, the load balancer enables horizontal scalability of
archival nodes by distributing traffic to multiple instances and, at the same
time, provides observability by serving as a single point of traffic auditing and
monitoring.

Moving into the Environment Layer, this comprises several independent
forked environments, each of which ‘lives’ in isolation and can be customised
according to the needs that it serves. In a minimal setup, it consists of a fork
provider which is accompanied by a storage layer that keeps the local state of the
forked chain and a Remote Procedure Call (RPC) interface. Generally the term
‘fork provider’ is an abstract term that refers to piece of software which supports
chain forking from an archival node along with a local EVM engine and addi-
tional functionality to support state mutability. In fact the extend of features
that the fork provider allows is unbounded and lies fully with the implementa-
tion of the fork provider. The fork provider component can be interchangeably
served by already existing software such as Ganache, Hardhat, Anvil etc. [1–3]
or custom implementations. Optionally, the forked environment’s feature set can
be broadened by the introduction of plugins. These are plug-and-play standalone
software agents which would mostly—but not necessarily—utilise the RPC inter-
face of the fork provider to fulfil their purpose. Examples of plugins are explorers
(BlockScout [4]) or proxies for monitoring, debugging. The above-described con-
figuration offers enhanced flexibility, as it may equally accommodate existing
or custom fork provider implementations. This is arguably a critical usability
feature when designing flexible sandbox environments

Finally, the Control Layer relies on two components which are: (1) an API to
enable forked environment control operations via a well defined interface and (ii)
a storage layer to maintain metadata and state - not to be confused with local
blockchain state - relevant to each forked environment. The API offers a way for
client applications to visualise, add a custom user experience to the management
of the forked environments or integrate it with external systems. The amount
or format of client application is left to the preference of the framework users.
Examples of client applications are, but not limited to, CLIs or web applications.

4.4 Features

One of the core contributions of our model is its ability to mitigate shortcom-
ings in the practice of using intentional short-lived local chain forks as blockchain
testing tools. As such shortcomings may be best expressed, as deficiencies in a
series of attributes (portability; longevity; observability; mutability; extensibil-
ity), we have introduced precisely these attributes as our primary features in our
framework design and implementation. These are outlined below:

i Portability: With the local state of each forked environment stored in a
persistency layer, one may easily extract a snapshot of the local state in a
compressed file artefact with the help of client control applications. This can
then be transferred to other hosts or shared with peers and reloaded in new
environments, or stored externally for backup and future reference.



A Systematic Local Fork Management Framework 43

ii Longevity: Ephemeral blockchain forks are currently the norm in blockchain
development especially for automated testing. However there are cases where
actions performed in a local forked environment need to be persistent across
multiple sessions (See use cases section for examples). Again, the persistency
of local blockchain state enables the fork provider to import and reload that
state thereby achieving longevity over disrupted fork sessions.

iii Observability: The load balancer and plugins components in the Node and
Environment layers respectively enable observability capabilities at two levels:
(a) at the environment level and (b) at the node level. As a result real-time
monitoring and debugging of RPC requests becomes possible and can be used
to provide insights into the RPC call sequence of specific operations.

iv Mutability: In cases where control is favoured over security, the intrinsic
immutability of blockchains becomes irrelevant. Using our framework, the
local state becomes mutable and enables mutations that can materialise as
changes in storage addresses, modifications in already deployed bytecode or
impersonation of existing wallets. Such features, conveniently serve sophisti-
cated stateful testing cases for security or demonstration purposes.

v Extensibility: As discussed in Sect. 4, each layer separates the domain of this
framework to self-sufficient entities. Although a single layer implementation in
isolation may be very limited in terms of functionality, it can be replaced by, or
integrated with, other layer implementations of this framework or even parts
of larger systems. In addition, the framework provides abstract guidelines to
achieve the desired outcomes; yet as highlighted in multiple occasions, each
implementation of this framework is extensible.

Introducing those features into our framework comes with the obvious advan-
tages of systematic management and feature control capabilities for designing
local fork sandbox environments. In the next section we discuss example use
cases for our framework, viewed in light of two distinct application contexts ((a)
application development and (b) education/training) as we deem this connec-
tion necessary for underlining our framework’s usability and informing future
research directions.

5 Use Cases

To encourage adoption and provide clarity, we classify use cases by (i) operation
and (ii) application context. This taxonomy allows a non-exhaustive but sys-
tematic treatment of example practical use cases, hence clearly illustrating the
usefulness of our framework. These are centered around two application context
areas: (a) Decentralized application development and (b) Education/Training.

Setup of Persistent Environments for DevOps. A common practice of the
DevOps culture is to establish and maintain a streamlined process of releasing
software to users, or in more technical terms, to production [27]. During this
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process, the software to be released passes through multiple stages and envi-
ronments that are subject to packaging operations, automated or manual tests
and deployment procedures. It is well- established that such practices result to
more robust, bug-free and secure software to be delivered to users [27]. In the
context of dApp development, similar DevOps procedures are followed, albeit
with some twists due to the challenges that emerge by the distinct nature of
blockchain development practices [31]. Automated testing does not suffice to
capture bugs in complex hard-to-test interactions which involve multiple compo-
nents and existing state. Generally, unit tests run on a short-lived local mainnet
forks but manual quality assurance (QA) on staging environment is inevitably
either done in testnet networks [31] or not done at all. Such testnet environments
suffer from the problems discussed in previous sections in this paper.

Our framework addresses these issues by allowing a DevOps team to setup
internal blockchain environments that can be used by QA teams to manually test
dApps without leaking any information to public networks as to what features
are currently in development and without seeking funds from testnet faucets.
Furthermore, new features can be tested in an incremental manner with exist-
ing data since the local state is persistent across releases. This allows for man-
ual regressions tests, a category of tests that is quite complex to automate. To
emphasize how this persistent environment can outperform ephemeral forks, con-
sider a DAO smart contract with numerous roles, contingent to a multivariate
state or external protocols. Testing all possible internal state combinations to
verify the soundness of the DAO can become intractable. Alternatively, a closed
version of the DAO can be launched and run for an extended duration with multi
user interactions, thereby uncovering potential bugs that could have been missed
from the test suite. The recent governance attack on Yam finance illustrates such
complex scenarios where the dApp does not malfunction in anyway, but rather
the game theory dynamics of the DAO undermine the security of the system [10].
That is not to say that this methodology renders normal testing using ephemeral
forks obsolete. On the contrary, it extends the arsenal of developers to conduct
more realistic testing. Finally these environments can be replicated to support
internal demos and Proof of Concept (PoC) implementations.

DApp Assessment for Exploits and Transaction Trail Tracing. Security
is a concern of utmost importance in dApp development with devastating finan-
cial impact in the event of malicious exploitation [17]. Recent literature suggests
that attacks on smart contracts tend to have a complex trail of transactions [28].
The in-depth comprehension and identification of the scope, origin and on-chain
interactions of dApp exploits is a cumbersome task, forcing security analysts
to resort to tools that aid the disambiguation of such transactions. There are
several publicly available tools for performing transaction tracing and debug-
ging [29], however, despite their advanced debugging capabilities, none of the
address multi-tenant use, or simulating what-if scenarios by mutating the local
blockchain’s state.
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Our proposed framework enables adopters to create a blockchain environ-
ment, forked at the block number just prior to an attack. Henceforth, the
malicious transactions can be extracted from the public blockchain history and
replayed in the simulated environment either externally by in-house tools or by
replay plugins. During this process, analysts can debug and trace transactions,
annotate changes on the local state, invite more experts to inspect the local
state or share it with colleagues. Alternatively, all transactions of the next block
can be replayed incrementally in order to identify which transactions comprised
the attack’s kill-chain in the first place. The framework therefore provides a
flexible, versatile training and risk assessment tool suitable for exploring smart
contract attacks and the conditions under which these occurred. In light of the
rising popularity of flash-loan based attacks, the use of this work as an analysis
tool can offer transparency through each stage of an attack via interactive state
transitions and synergise with other tools such as Flashot [16].

Our classification of potential Use Cases by operation/context may be used
to identify numerous additional scenarios for our framework; this however falls
beyond the scope of this work and is left for future research. At this stage, the
above use cases provide ample evidence on how and why our suggested local fork
management framework may be practically used.

6 Implementation

So far in this work, we have introduced the architecture, structure and operating
principles of a versatile systematic blockchain local fork management framework
and have presented the case for its use under different conditions to support
diverse requirements, primarily in testing and cyber-risk mitigation environ-
ments. In this section, we provide a reference implementation of this framework,
a high-level view of which is provided in Fig. 3.

Starting from the Control Layer, a Python CLI has been developed to facili-
tate the interaction with the layer’s API which is built on a FastAPI web frame-
work. Moreover, a Postgres DB is acting as the storage layer for the Environ-
ment Layer’s metadata. The CLI can be used to create/modify and delete envi-
ronments which fork the local mainnet chain using Ganache v7 (Environment
Layer). Ganache by design stores the local state in a LevelDB database on-disk.
On top of that an HTTP debugging proxy is added as a plugin to intercept and
monitor the JSON-RPC requests to Ganache’s JSON-RPC server. Any of the
requests that query data on-chain from previous states are forwarded to the Node
Layer where HAProxy [5] distributes them equally to a Moralis and Alchemy
archival nodes via an HTTP JSON-RPC interface. HAProxy was selected to
serve as load balancer on the basis of its low latency and high throughput [19].

The provided tech stack was deployed on Amazon Web Services (AWS) public
cloud provider for testing and evaluation. To allow for modularity and low main-
tenance, all components which require computational resources were deployed
using Docker containers on Fargate and Elastic Container Service (ECS), for
which more detailed specifications are provided in Table 1. Namely there are
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Table 1. AWS ECS task specifications

Image description Image size (GB) vCPUs Memory

Control layer API 0.578 2 4
HAProxy load balancer 0.097 1 2
Forked environment 1.56 4 8

HAProxy, Python FastAPI, CLI, and each forked environment as a single image.
Note that the Docker image for the environment comprises of the fork provider,
plugins and LevelDB for simplicity and single point deployment. To maintain
and persist local state of the environments, an Elastic Filesystem (EFS) Vol-
ume was mounted to the environments’ container. Further, Amazon Relational
Database Service (RDS) was used for hosting the PostgresDB in the Control
Layer, on a db.t4g.micro Elastic Compute Cloud (EC2) instance with a storage
of 20GB. Finally the Python CLI was run locally and connected to the API to
manage the environments.

Fig. 3. Reference implementation of the proposed framework

7 Discussion, Limitations and Future Work

In this paper, we have introduced a systematic framework for the creation and
management of customisable, persistent, scalable blockchain environments with
the use of local forking. We have demonstrated an approach and architecture
for developing long-lived adaptable forks which can be well-suited as tools for
DevOps and activities like security testing, applied in training or even direct
development of smart contracts in production. We have furthermore listed a
feature set for our framework that ensures the development of sandbox environ-
ments that can be portable, long-lived, observable, mutable and extensible. Our
reference implementation was delivered with these principles in mind, while we
acknowledge the need for further research to accommodate non-EVM features.
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Evaluating the effectiveness and scalability of the framework is paramount for
informing the decision of practical application in specific scenarios, however, the
evaluation metrics are highly contingent to different implementation strategies.
To accommodate this particularity, we have chosen to concentrate our work on
the high-level framework that offers a blueprint for more concrete implementa-
tion instances. An indicative implementation was presented in Sect. 6; however, a
single implementation instance would not suffice for a sound experimental evalua-
tion. Alternatively, we propose a non-exhaustive list of metrics that can be taken
into account. As the tiered architecture presented in this paper distinguishes the
framework into three standalone layers, in the same token, a complete evaluation
must assess each layer independently. Namely, one can examine the control plane
by looking into metrics such as requests per second, time required to deploy infras-
tructure for a new environment, or whether it supports multi-tenancy. In order to
correctly evaluate throughput, transactionsmust be categorised based on the num-
ber of state writes produced. Therefore, the environment layer requires evaluation
of other metrics such as transactions per minute (for each class of transactions,
and consensus approach i.e. transaction batching) and max number of live envi-
ronments without performance degradation. Finally the node layer is primarily
concerned with the latency from the proxy to the archival nodes.

Even where applied under the guidelines presented, the framework comes
with certain limitations that are most often contingent to the application context,
which must be taken into consideration. In fact, when considering the framework
in its abstract form, limitations only materialise naturally at the implementa-
tion stage. Nevertheless, such impediments lay down the foundations and draw
directions for future work.

The evolving nature of the field of blockchain research evidently dictates that
any novel sandbox platform is bound to come with restrictions, and our proposed
framework is no exception. That notwithstanding, we identify two main broad
limitations to our work, which are outlined and discussed in detail below.

The Fork Provider Throughput Bottleneck. A critical component which
can be the origin of many system constraints is the fork provider. The fork
provider is the a core component and the entry point of all of the RPC requests
to the framework at the Environment Layer of our architecture (Fig. 2). Large
volumes of traffic can place the fork provider under stress, as requests must be
served and update or read the local state accordingly. Therefore, the throughput
of such component relies heavily on the implementation of the fork provider.
A prominent example is the currently available fork provider implementations
(HardHat, Ganache etc.), which operate with the launch of a single-threaded
JSON-RPC server, thereby limiting the throughput of the framework. In cases
where local chain forks are only used for unit tests, a single threaded JSON-RPC
server provides sufficient throughput, but it can become a bottleneck for some
of the proposed use cases discussed in this work.

There are in fact multiple potential solutions to address the throughput bot-
tleneck challenge, however, each one comes with its challenges. In particular, the
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same architectural pattern that is presented in the framework for load-balancing
traffic to the archival nodes can be utilised here to load-balance RPC requests
to multiple instances of the fork provider. Yet, this approach may not be effec-
tive with the common provider implementations as most, if not all of them
employ LevelDB [25] to store the local state which does not allow for multiple
writer processes. Alternatively, application-level customisations, such as a cus-
tom multi-threaded fork provider or a multi-threaded re-engineering on existing
implementations, would reasonably improve the throughput but these are all
non-trivial solutions. To further explore and quantify the strengths and weak-
nesses of each fork provider, we aim to perform a benchmarking study across
multiple dimensions on existing fork providers as an extension of this research.

Lack of Guidelines for Infrastructure Topology. The scope of this work
extends only to the high-level components of the framework presented, pending
any precise guidelines of infrastructure and network topology. We intentionally
leave these details out of scope, as they are heavily dependent on the applica-
tion context. For instance, considering the first use case presented in Sect. 5, this
comes with the topological particularity that each forked environment created
in the Environment Layer may ‘live’ in ephemeral machines, VMs or even con-
tainers in an internal network. On the other hand, the Control Layer and the
Load Balancer component in the Node layer may be hosted in another server
on a different network, but still be accessible by the remaining layers. Never-
theless, this is not the only possible topological configuration of this particular
application. Similar application-specific contingencies apply in other use cases
such as providing blockchain sandbox environments for participants in training
workshops, which necessitates that relevant infrastructure or network topology
details accompany each specific implementation. We therefore leave the investi-
gation, evaluation and assessment of suitability of such configurations per Use
Case, as directions for future work.

8 Conclusion

This work has introduced a novel systematic framework as a tool to develop and
manage customisable sandbox blockchain environments. We outlined the archi-
tecture design and features, provided a reference implementation and presented
a taxonomy of example use cases where the framework may be applied.

The contributions of our work is manifold: for one, to the best of our knowl-
edge, this is one of the first attempts to offer such systematic treatment to testbed
environments for blockchain-oriented development, allowing low-risk/low-cost
extensive testing via long-lived forking. Secondly, we provide a robust platform
for maintaining and managing multiple stateful local fork sandbox environments,
which can be configured to support a multitude of practical use cases with any
subset of requirements matching the feature-set in Sect. 4.4. Further we pro-
vided an extensive description of two such scenarios and conceptually placed
in a taxonomy derived from this work. Thirdly, we offer a flexible design and
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tiered architecture, able to equally accommodate external fork provider imple-
mentations (Ganache, HardHat and others, as discussed in Sect. 4.3) and bespoke
ones. As limitations of our framework are contingent to the application scope,
the applicability to different cases remains to be investigated in detail. Doing
so will allow us to define, at a more granular level, the framework parameters
and propose architectural configurations which are potentially more attuned to
specific categories of Use Cases.
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Abstract. Multi-party business processes are based on the cooperation
of different actors in a distributed setting. Blockchains can provide sup-
port for the automation of such processes, even in conditions of partial
trust among the participants. On-chain data are stored in all replicas of
the ledger and therefore accessible to all nodes that are in the network.
Although this fosters traceability, integrity, and persistence, it undermines
the adoption of public blockchains for process automation since it con-
flicts with typical confidentiality requirements in enterprise settings. In
this paper, we propose a novel approach and software architecture that
allow for fine-grained access control over process data on the level of parts
of messages. In our approach, encrypted data are stored in a distributed
space linked to the blockchain system backing the process execution; data
owners specify access policies to control which users can read which parts
of the information. To achieve the desired properties, we utilise Attribute-
Based Encryption for the storage of data, and smart contracts for access
control, integrity, and linking to process data. We implemented the app-
roach in a proof-of-concept and conduct a case study in supply-chain man-
agement. From the experiments, we find our architecture to be robustwhile
still keeping execution costs reasonably low.

Keywords: Attribute Based Encryption · Blockchain · Business
process management · IPFS

1 Introduction

Blockchain technology is gaining momentum, among other reasons because it
allows for the creation and enactment of business processes between multiple par-
ties with low mutual trust [26,29]. The distributed nature of public permission-
less blockchains allows every user in the network to have a copy of the ledger and
therefore all the data is freely accessible. This transparency, together with the per-
manence of data and non-repudiability of transactions granted by the technology,
motivate the use of blockchains as a reliable ground for verifiable and trustworthy
interactions.
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Fig. 1. BPMN collaboration diagram of a multi-party process

Especially in cases wherein the parties lack trust in one another, though,
hiding some data from the majority of users can be useful. As a matter of fact,
security and privacy are at the centre of the debate when considering blockchain
technology [9,33]. For example, Corradini et al. [5] point to security and privacy
aspects as relevant points. The authors underline that the encryption of the pay-
load of messages (a solution already present in the literature) does not preserve
the secrecy of information. Sharing a decryption key among process participants
does not allow data owners to selectively control the access to different parts of
a single message. Using the public key of a recipient forces the sender to create
multiple copies of every message (one per intended reader) and severely ham-
pers the traceability of the process. Another proposed solution is the usage of
permissioned blockchains. However, this scheme entails strong complexity and
management issues.

Our work aims to close the gap by proposing a technique that guarantees data
privacy among parties. With this architecture, the parties can exchange informa-
tion in a secure way and can also hide data (or parts thereof) from other players
with whom they do not want to share it. As such, this paper introduces a novel
approach to address security and privacy problems by presenting an architecture
that allows for the ciphering of selected data using Attribute-Based Encryption
(ABE) [25] so as to control fine-grained read and write access to data.

In the following, Sect. 2 presents a running example, to which we will refer
throughout the paper, and illustrates the problem we tackle. Section 3 outlines
the fundamental notions that our solution is based upon. In Sect. 4, we describe
our approach in detail. In Sect. 5, we present our proof-of-concept implemen-
tation and illustrate the results of the experiments we conducted therewith.
Section 6 presents the related work in the literature. Finally, Sect. 7 concludes
the paper and draws some avenues for future works.
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2 Running Example and Problem Illustration

Figure 1 depicts a Business Process Model and Notation (BPMN) collaboration
diagram representing the supply chain behind the production of drones. We will
use this scenario as a running example throughout our paper. We assume process
execution is backed by a blockchain-based infrastructure as illustrated in [8].

A new process instance begins when a Customer orders one or multiple drones
from a Manufacturer. After checking the availability of the mechanical and elec-
tronic components in the warehouse, the Manufacturer orders the missing ones
from a local Mechanical parts supplier and an international Electronic parts sup-
plier, respectively. After the assemblage of the required parts, the suppliers pre-
pare the shipment documents, the package, and send the products. Customs then
check the documents of the international supplier and release the custom clear-
ance after the verification of compliance concludes positively. Upon the receipt
of the parts, the Manufacturer proceeds with their assemblage. After sending a
notification about the stage reached by the production process, the Manufacturer
sends an invoice to the paying Customer, and requests a Courier to deliver the
package. The process concludes with the consignment of the ordered product.

We highlight the information artefacts we are going to primarily focus on
for our examples as paper documents with twisted corners, namely (i) purchase
order, (ii) bill of materials (BoM), (iii) customs clearance, (iv) invoice (for the
customer), and (v) transportation order. First and foremost, we observe that
the exchanged information in this process should not be fully accessible outside
of the involved counterparts in the process execution. Notice that, instead, a
non-encrypted communication through the blockchain allows every node (not
necessarily involved in the process either) to disclose the full content of all data
attached to transactions. If all parties knew a secret key, they could store the
data on-chain once encrypted with that key to ensure nobody outside their
circle can read through them, yet ensuring that the data are notarised by the
blockchain. However, we remark that although the information exchanges involve
multiple actors in collaborative processes, it is rare that every actor is supposed
to read all the exchanged data in their entirety – particularly in this scenario, it
never is the case. For example, the invoice details should be undisclosed to any
other party that is not the Customer or the Manufacturer, just like the purchase
order. Likewise, the transportation order should be fully accessible only to the
Manufacturer and the Courier.

Whenever a message sender and recipient are single players who know one
another in advance, the data producer could encrypt the message and give the
access key to the sole expected consumer. However, this may not be a reasonable
assumption in cases like the one we discuss here. The customs clearance, for
instance, should be known to more than two parties, as the Electronic parts
supplier and the Customs are directly involved but the Manufacturer should
also be made aware of the result at the end of the border controls. Besides, not
only the operators in the Customs office involved in the first inspection should
be granted access – this restriction would impede future checks.
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Table 1. Requirements and corresponding actions in the approach

Requirement Approach

R1 Access to parts of messages should be
controllable in a fine-grained way
(attribute level), while integrity is
ensured

We use Attribute-Based Encryption (ABE) to encrypt
messages, which are stored off-chain while their locator
and hash are kept on chain. Access is mediated by a
component that decrypts messages only if the requester
has the necessary attributes

R1.1 Access policies should be linked to
individual (parts of) information
artefacts

Access policies associate granted classes of users to the
sole messages or sections (slices) thereof that pertain to
them

R1.2 Access policies should control access
levels for authenticated users

The policies are fine-grained, and the component that
decrypts messages does so as per on-chain information

R1.3 Non-authorised access is prevented Data is kept in an encrypted form, and only authorised
requests allow for decryption; salting prevents leakage of
information through hashes

R2 Information artefacts should be written
in a permanent, tamper-proof and
non-repudiable way

We use hashed, permanent off-chain storage in
combination with hashes on-chain

R3 The system should be independently
auditable with low overhead

On-chain information is publicly available to users of the
system, and through hashes integrity of off-chain data
becomes auditable

Another example of non-binary communication channel pertains to the bill
of materials. The section of the BoM for the Mechanical parts supplier should
not be read by any other party but the recipient of the production order and the
Manufacturer. Notice that, albeit the Electronic parts supplier is also a producer
of basic components for the Manufacturer, it should access the sole part of the
BoM referred to its area of competence. Therefore, different parts of a shared
data artefact should be accessible to different players. In contrast, the section
of the BoM with the identifying data of the Manufacturer should be visible to
both suppliers.

In the last few years, research work flourished for blockchain-based control-flow
automation anddecision support for processes like the one in this section [16,17,27,
29].Our investigation complements this body of research by focussing on the secure
information exchange among multiple parties in a collaborative though partially
untrusted scenario. We list the key requirements for our approach in Table 1. Next,
we focus on the background knowledge that to which our approach resorts.

3 Background

In this section, we give an overview of the fundamental notions upon which our
approach is built. The fundamental building blocks of our work are Distributed
Ledger Technology (DLT), particularly programmable blockchain platforms, and
Attribute-Based Encryption (ABE). Next, we outline the basic notions they
build upon and relate them to our running example.

Distributed Ledger Technologies (DLTs) realise protocols for the storage,
processing and validation of transactions among a network of peers. Their dis-
tributed nature entails that no central authority or intermediary are involved in
the management of the data. To all these transactions a timestamp and a unique
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cryptographic signature are attached. To produce signatures, a public/private
key scheme is adopted. Every user holds an account with a unique address to
which the public and private keys are associated. The shared database is public
so all participants in the network can have access to the data. Blockchain is a
type of DLT, wherein segments of the ledger are collated into blocks and those
blocks are backward-linked together forming a chain. DLTs in general and the
blockchain in particular cannot be tampered with thanks to a blend of crypto-
graphic techniques, including the hashing of blocks themselves, the inclusion in
every block of the hash of the previous one, and the distributed validation of
transactions. Public blockchain platforms such as Bitcoin [20], Ethereum [31] and
Algorand [4] require fees to be paid in order to let transactions be submitted and
processed by the platform. More recent blockchain protocols such as Ethereum
and Algorand include the opportunity to run Smart Contracts, namely pro-
grams deployed, stored and executed in the blockchain [7]. Smart contracts are
invoked via transactions. The execution is spread among the nodes without the
involvement of a trusted third party so that the overall behaviour can be veri-
fied and trusted. Moreover, smart contracts can also trigger the next steps of a
workflow when some conditions are met [29]. As with transactions, the execution
of smart contract code is subject to costs that in the Ethereum nomenclature
fall under the name of gas. These costs depend on the complexity of the invoked
code and on the amount of data exchanged and stored. To reduce the invoca-
tion costs of smart contracts, external Peer-to-peer (P2P) systems are typically
employed to save larger bulks of data [32]. One such system is the InterPlane-
tary File System (IPFS), a distributed system for the storage and access to
files. Having it a Distributed Hash Table (DHT) at its core, the stored files are
scattered among several nodes. Akin to DLTs, no central authority or trusted
organisation retaining the whole bulk of data is thus involved. IPFS makes use of
content-addressing to uniquely identify each file in the network. The data saved
on IPFS are hash-linked by resource locators that are then sent to contracts that
store them on chain [15]. Thereby, the hash of external data together with their
remote handle are permanently stored on chain to link them to the ledger.

In a multi-party collaboration scenario like the one we described in Sect. 2,
the blockchain creates a layer of trust: the ledger operates as an auditable notari-
sation infrastructure to certify the occurrence of transactions among the involved
actors (e.g., the purchase orders or custom clearances), the smart contracts guar-
antee that the workflow is followed as per the agreed behaviour, as illustrated in
[8,18]. Documents such as purchase orders, bill of materials and custom clear-
ances can be stored on IPFS and linked to the transactions that report on their
submission. However, those data are accessible to all peers on chain. Techniques
to cipher the data and control their accessibility to predefined users become
necessary so as to take advantage of the security and traceability guarantees of
blockchain while managing read and write grants on the stored information.

Attribute-Based Encryption (ABE) is a type of public-key encryption
in which the ciphertext (i.e., an encrypted text derived from a plaintext) and the
corresponding private key to decipher it are linked together by attributes [25].
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In particular, the Ciphertext-Policy ABE (CP [3]) is such that every potential
user is associated with a number of attributes over which policies are expressed.
Attributes, in particular, are propositional literals that are affirmed in case a user
enjoys a given property. In the following, we shall use the teletype font to format
attributes and policies. For example, user 0xE756[...]b927 is associated with
the attributes Supplier, to denote their role, and 14548487, to specify their
involvement in process instance number 14548487. For the sake of brevity, we
omit from the attribute name that the former is a role and the latter a pro-
cess instance identifier (e.g., Supplier in place of RoleIsSupplier or 14548487
instead of InvolvedIn14548487) as we assume it is understandable from the
context. Policies are associated to messages and expressed as propositional for-
mulae on the attributes (the literals) to determine whether a user is granted
access (e.g., Courier or Manufacturer).

All users can attain a unique secret key (sk). The sk is a fixed-length numeric
sequence (typically of 512 bits) generated on the basis of the user attributes and
a pair of keys, namely a master public key (mpk) and a master key (mk). In
turn, mpk and mk are generated through a cryptographic parametric algebraic
structure (e.g., a pairing group). A message is encrypted via the mpk and the
policy. The users can decrypt the ciphertext by using the mpk and their own sk.
It follows that an unauthorised user would not have the suitable sk as per the
policy. Furthermore, without knowledge of the mpk, the user cannot read the
encrypted data either. Notice that mpk alone would not allow for the generation
of new sks as the master key (mk) is also necessary. To conclude, we remark
that the generation of keys, the encryption of plaintexts, and the deciphering
thereof, are operations that are algorithmically handled and thus no trusted
party is needed – any peer with access to the required credentials could run the
necessary code.

In our setting, intuitively, users are process participants, messages are the
data artefacts exchanged during the process execution, ciphertexts are the
encrypted data artefacts, policies determine which artefacts can be access by
whom, and keys are the instruments that are granted to the process parties
to try and access the artefacts. Next, we explain how we combine the use
of blockchain and CP-ABE to build an access-control architecture for data
exchanges in blockchains that meet the requirements listed in Table 1.

4 The CAKE Approach

In this section, we describe our approach, named Control Access via Key Encryp-
tion (CAKE). Figure 2 illustrates the main components of our architecture along-
side their interaction by means of a UML collaboration diagram. The involved
parties are:

1. the Data Owner, who wants to cipher the information artefacts (henceforth
also collectively referred to as plaintext) with a specific access policy (e.g.,
the Manufacturer who wants to restrict access to the bill of materials to the
sole intended parties, i.e., the suppliers); we assume Data Owner is equipped
with a public/private key pair;
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Fig. 2. The key component interactions in the CAKE approach

2. one or more Readers, interested in some of the information artefacts (e.g., the
Manufacturer, the Electronic parts supplier, the Mechanical parts supplier);
we assume every Reader to keep their own public/private key pair;

3. the Attribute Certifier, specifying the attributes characterising the potential
readers of the information artefacts; we assume the Attribute Certifier to hold
a blockchain account;

4. the Secure Data Manager (SDM), a stateless software component ciphering
the plaintext with the policy received from Data Owner; we assume the Data
Owner to hold a blockchain account;

5. the Secure Key Manager (SKM), a stateless software component generating
access keys for Readers and that the Readers invoke to decrypt messages; we
assume the SKM comes endowed with a pair of public and private encryption
keys and to hold a blockchain account;

6. IPFS, used to store the ciphertext (i.e., the ciphered plaintext); and finally
7. the Smart Contract, used to safely store the resource locator to the ciphertext

saved on IPFS and the information about potential readers of the information
artefacts; at deployment time, the Smart Contract is associated with the
blockchain account addresses of the SDM, of the SKM, and of the Attribute
Certifier, so as to accept invocations only by those components.

Using the enumeration schema of Fig. 2, action (1) is a preliminary opera-
tion in which the Attribute Certifier transmits the attributes and the identify-
ing blockchain account addresses of the Readers to the Smart Contract so as
to make them publicly verifiable on chain. To this end, the Attribute Certifier
operates as a push-inbound oracle [19]. The Attribute Certifier stores on chain
the attributes that determine the role of the Reader and, optionally, the list of
process instances in which they are involved. For example, the Attribute Certi-
fier stores on chain that 0x906D[...]Dba8 is the address of a user that holds the
Manufacturer attribute, determining the role, alongside the numeric identifier
14548487 for the running process (the so-called case id), specifying the partici-
pation of the manufacturer in that particular process instance. Also, it registers
that 0xE756[...]b927 and 0xE2C8[...]A2810 are Readers endowed with the
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Table 2. Message policy examples

Message Slice Policy
Purchase

order
1 14548487 and (Customer or Manufacturer)

1 14548487 and (Manufacturer or (Supplier))

Bill of materials 2 14548487 and (Manufacturer or (Supplier and Electronics))

3 14548487 and (Manufacturer or (Supplier and Mechanics))

Customs
clearance

1 Customs or (14548487 and (Manufacturer or (Supplier and Electronics)))

Invoice 1 14548487 and (Manufacturer or Client)

Transportation
order

1 14548487 and (Manufacturer or Courier)

Supplier and 14548487 attributes, and that the Electronics and Mechanics
attributes belong to the first and the second Reader, respectively.

Thereafter (2), the Data Owner sends the plaintext (i.e., an information
artefact such as the bill of material) and the access policies to the SDM, so that
the latter can make use of the ABE algorithm to cipher the plaintext with the
policy. The access policy declares the conditions according to which a user can
be granted access to the ciphered information.

Notice that a message can be separated into multiple slices, and each of
those can be associated to a different policy. For example, the bill of mate-
rials of process instance 14548487 is partitioned as follows (see Table 2): a
slice is accessible to all suppliers and manufacturers involved in the process
instance, as the policy reads 14548487 and (Manufacturer or Supplier);
another one pertains to the sole production order of mechanical parts – i.e.,
14548487 and (Manufacturer or (Supplier and Mechanics)); a third slice
is specific for the electronic parts supplier – i.e., 14548487 and (Manufacturer
or (Supplier and Electronics)). Notice that actors who are granted access
to the data do not necessarily need to be directly involved in a process instance.
It is the case of Customs, e.g., in our running example: the policy reads, indeed,
Customs or (14548487 and ([...])). Therefore, Customs are authorised to
access data across all instances with their key, unlike Manufacturers. In other
words, the inclusion of a case_id as an attribute in the policy determines
a design choice on whether a Reader can use the sk across different process
instances or not. If the case_id is specified, different access keys are generated
for separate instances.

We assume every slice to be associated with a unique identifier (henceforth,
slice_id). Table 2 lists the policies used in our running example. The semantics
of access policies meets R1.1, as they are at the fine-grain level of slices within
messages.

Then (3), the SDM runs the algorithm for the generation of the ABE master
public key (mpk) and master key (mk). It uses the master key (mk) and the poli-
cies to encrypt the plaintext and attain the ciphertext. Thereafter, it generates a
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Table 3. Examples of messages encoded by the CAKE system.

Message Original data File header File body (slices)

Purchase
order

Company_name: Alpha
Address: 34, Alpha street
E-mail: cpny.alpha@mail.com
Quantity: 5
Price: $5000

sender: 0x989a [...] FeaD ,
message_id: 2206302810394556865 ,
pk: {"g": "\\ u00af [...] 00f4},
mk: {"beta": "\\ u009b [...] 009a}

slice_id: 10322929677141064041 ,
hash: 0x2958 [...] fb611 ,
salt: "\u008d [...] 01bd",
metadata: {"c1": [...] 4Els},
cipherText: "qp21 [...] 7Ue9Q"

Manufacturer_company: Beta
Address: 82, Beta street
E-mail: mnfctr.beta@mail.com

slice_id: 7816105805828306901 ,
hash: 0x953a [...] f8d8 ,
salt: "Zu00 [...] u004",
metadata: {"c1": [...] 00a0},
cipherText: "oT2W [...] MQ=="

Bill
of

materials

Frames_quantity: 8
Propeller_quantity: 80
PropellerGuard_quantity: 63
Camera_quantity: 30
Controller_quantity: 4
Amount_paid: $12000

sender: 0x906D [...] Dba8 ,
message_id: 17071949511205323542 ,
pk: {"g": "\\ u0087 [...] 00ca},
mk: {"beta": "\\ u00b2 [...] 00fb}

slice_id: 6847895862959863592 ,
hash: 0x12es [...] 1g23 ,
salt: "bw32 [...] b464",
metadata: {"c1": [...] asq2},
cipherText: "AS2w [...] btwd"

IMU_quantity: 6
ESC_quantity: 40
Engines_quantity: 9
Batteries_quantity: 25
Amount_paid: $9850

slice_id: 3147899764966459866 ,
hash: 0xj4rs [...] ne3d ,
salt: "ns1w [...] mey4",
metadata: {"c1": [...] 23rs},
cipherText: "ht3r [...] asf3"

Customs
clearance

Date: 2022 -05 -10
Sender: Beta
Receiver: Alpha

sender: 0x0182 [...] 8DC0 ,
message_id: 5757578887823057098 ,
pk: {"g": "\\ uKu00 [...] 00b9},
mk: {"beta": "\\ u004d [...] 0d2r}

slice_id: 4607011054135544290 ,
hash: 0x4ee6 [...] 2386,
salt: \u0010 [...] 0013 ,
metadata: {"c1": [...] 00c2},
cipherText: "udBA [...] IA=="

Invoice
Gross_total: $5000
Company_VAT: U12345678
Issue_date: 2022 -05 -12

sender: 0x906D [...] Dba8 ,
message_id: 6796003701952936428 ,
pk: {"g": "\\ u00dc [...] 00a2},
mk: {"beta": "\\ u00be [...] 00c0}

slice_id: 12641782614493395949 ,
hash: 0xad46 [...] 0f79 ,
salt: "o9\u [...] 01e5,
metadata: {"c1": [...] u09a},
cipherText: "7QsM [...] KVRS"

Transportation
order

E-mail: cpny.alpha@mail.com
Arrival_date: 2022 -06 -06

sender: 0x906D [...] Dba8 ,
message_id: 9846697684368436866 ,
pk: {"g": "\\ ur25d [...] 3a7s},
mk: {"beta": "\\ u00lq [...] 08q2}

slice_id: 8655357017007860466 ,
hash: 0xe1de [...] 3f9f ,
salt: "\bvNA [...] 011n",
metadata: {"c1": [...] 00b4},
cipherText: "opBK [...] J709"

unique identifier for the message (message_id), such as 17071949511205323542.
For every slice, it builds a unique identifier (slice_id) and a random number
(named salt) to be additively used for hashing. Finally, it stores on IPFS the
message_id and, for each slice, the slice_id, ciphertexts, hash of the slice’s
plaintext combined with the corresponding salt, and the following data encrypted
with the public key of the SKM, which we collectively refer to as shared secret :
(i) the mpk, (ii) the mk, (iii) additional parametric metadata for the crypto-
graphic algebraic structure (for every slice). In our approach, the SDM forgets
both mpk and mk after storing them as it is stateless. Also, notice that a new
pair of keys is created for every message (i.e., IPFS file) to address R1.2. As a
result (4), the IPFS returns the resource locator (i.e., the link to the IPFS file)
to the SDM, which the SDM stores in the Smart Contract (5). Next (6), the
SDM returns the message_id to the Data Owner. The Data Owner can send
the message_id to the interested parties to let them know the content is ready
for retrieval. For example, the Manufacturer sends the suppliers the information
that 17071949511205323542 is the identifier to use to fetch the bill of material.

As said, the SDM stores the association between the message and the resource
locator on chain via the Smart Contract (5). Thus, we have data stored off-
chain that is linked with the blockchain ledger, as per R2. Table 3 illustrates
the messages we described in our running example in Sect. 2 as saved on IPFS
by the SDM. Every IPFS file in our approach consists of a header with the
address of the sender (i.e., the Data Owner), the message_id, and the encrypted
pair of keys (mpk and mk). The body consists of slices, each with its identifier
(slice_id), hash, ciphertext, salt and metadata. We recall that salt and meta-
data are encrypted with the public key of the SKM. Furthermore, notice that
the plaintext is encrypted, and albeit being stored semi-publicly on IPFS, it is
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Fig. 3. The implemented components of the CAKE system

unreadable even to the Data Owner (unless a party obtains a suitable key, which
can be granted only by the SKM). Thereby, we meet R1.3.

When the Reader (e.g., the Electronic parts supplier) wants to read the data
of a message (e.g., the section of interest in the bill of materials), it requests a
key from the SKM (7). Then, the SKM retrieves the Reader data (the blockchain
address and attributes) from the Smart Contract (8, 9). Notice that these pieces
of information were previously stored by the Attribute Certifier at step (1).
Equipped with these pieces of information and with the shared secret (including
the pk and mk), it produces an ABE secret key (sk) for the Reader and sends
it back (10) together with the IPFS link corresponding to the requested mes-
sage (e.g., the one identified by 17071949511205323542). Notice that the shared
secret (including the mpk and mk) is saved on IPFS encrypted with the public
key of the SKM, so that only the SKM can use its private key to retrieve the
necessary information and produce the sk. Also, we remark that the SKM is
stateless, so it retains no information after it responds to the Reader.

Equipped with their own access key (sk), the Reader can begin the message
decryption procedure. As per the ABE paradigm, the sk alone is not sufficient
to decipher messages though. The mpk is also necessary, though it is encrypted
in the IPFS file with the public key of the SKM. Therefore, the Reader makes an
access request to the SKM (11). In turn, the SKM asks for the IPFS link from
the Smart Contract (12, 13). Then, the SKM retrieves the ciphertext from IPFS
(14) and decrypts it with the sk of the user and the shared secret, extracted and
deciphered from the requested message. If the decryption is successful, the SKM
component sends the information artefacts back (15). Otherwise the Reader
request is denied.

Recall that a message can be composed of multiple slices. In the case of the
bill of material, e.g., message 17071949511205323542 consists of three slices (see
Tables 2 and 3). The first slice contains information available to all suppliers,
the second one only for Electronic parts supplier, and the third one only for
Mechanic parts supplier. Therefore, with the sk of the Electronic parts supplier,
its attributes and the shared secret kept by the SKM, the latter can decipher only
the first and second slice, but not the third one – as per the specified policies. The
SKM component thus returns those slices only (16). The controlled, fine-grained
data access in CAKE is designed to meet the requirements regarding auditability
(R3), integrity and control (R1) and specifically granularity (R1.1).

We conclude this section with a few more remarks about security and
integrity. When a Reader has received the information artefacts, they may want
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to verify that the data is not counterfeit. This is the reason why the SKM com-
ponent returns the (decrypted) salt along with the information artefacts to the
Reader (16). With the received deciphered data and the salt, the Reader can
compute the hash and check if it is equal to the one stored on IPFS by the SDM
at step (3) or not. We remark that the Reader had received the IPFS link along
with the key at step (8), so that they could directly access the data on IPFS to
check the integrity of the information artefacts received from the SKM later on.
This design contributes to meeting R1.3. The data on IPFS is ciphered and only
the SKM can decipher it. The usage of the salt prevents leakage of information,
like dictionary attacks.

Also, we remark that the communication backbone outside of blockchain and
IPFS for the information exchanges between components is based on the Secure
Sockets Layer (SSL) protocol, so as to avoid packet sniffing from malicious third
parties that could intercept the data. Furthermore, we assume that the com-
munication from Data Owner to SDM, and from Reader to SKM, are preceded
by an initial authentication phase to address R1.2. During a preliminary hand-
shake, the SDM and the SKM send a random value to the callers. The callers
responds with that value signed with their own private key, so as to let the
invoked components verify their identity. Notice that, without this measure, any
malicious peer could request the sk in place of the real Reader by knowing their
address and guessing a file they could be granted access to.

5 Implementation and Evaluation

This section describes the proof-of-concept implementation of our approach and
the test runs we conducted to assess its affordability for data access control and
audits.

Figure 3 depicts the core CAKE components in the form of a UML
class diagram. The code of our prototype can be found at https://github.
com/apwbs/CAKE together with the detailed results of our experiments.
We implemented the SDM, SKM and the communication channels in
Python. We encoded the Smart Contract in Solidity as we employ the
Ethereum testnet Ropsten for the deployment of our blockchain compo-
nents: all transactions directed to the CAKE Smart Contract instance we
used for our tests can be freely inspected at https://ropsten.etherscan.io/
address/0x2D9EAe20E1E7515d47fBB9A5d454Ce7Be59cA03f. To manage the
public/private key pair system for the Data Owner, Readers and SKM, we resort
to the Rivest-Shamir-Adleman (RSA) algorithm [24]. In our software prototype,
the length of the pair of keys amounts to 2048 bits.

To test our system, we called the methods of the deployed Smart Contract
to measure gas consumption. More in the detail, we focussed on the invocations
that require the payment of gas fees, namely (i) the storage of the address and
attributes of Readers (setUserInfo(...) in Fig. 3), and (ii) the storage of the
IPFS link associated to a message (setIPFSInfo(...)). The data we used to run
our experiments are taken from our running example (see Table 3). We executed

https://github.com/apwbs/CAKE
https://github.com/apwbs/CAKE
https://ropsten.etherscan.io/address/0x2D9EAe20E1E7515d47fBB9A5d454Ce7Be59cA03f
https://ropsten.etherscan.io/address/0x2D9EAe20E1E7515d47fBB9A5d454Ce7Be59cA03f
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Table 4. Gas consumption and total cost of test transactions

setIPFSInfo setUserInfo ETH/EUR
exchange

gasUsed
[unit]

gasPrice
[wei]

Total cost
[EUR]

gasUsed
[unit]

gasPrice
[wei]

Total cost
[EUR]

Avg. 67 486.52 1399 400 015 0.164 38 40 755 1370 810 611 0.097 34 1746.35

Min 67 484.6 1000 000 007 0.123 78 40 755 1000 000 007 0.074 75 1650.68

Max 67 487 1649 000 034 0.185 87 40 755 1644 053 019 0.111 91 1834.14

fifteen calls per day in five consecutive days. Out of the fifteen calls, ten were
directed to setUserInfo and five to setIPFSInfo. The higher numerosity of
the former is due to the fact that the latter has a rather fixed input format as
the length in bits of IPFS locators is constant. As setUserInfo takes as input
arrays, the variability of inputs is potentially higher.

Table 4 summarises the results. For every call we provide the average, mini-
mum and maximum of (i) units of gas used to run the code, (ii) price in wei paid
for the gas consumption (using the Ropsten default setting), (iii) total cost in
Euros based on the daily exchange rate with an Ether. The costs are relatively
limited and range between ten and twenty Euro cents, which can be considered
a reasonably low amount in light of the permanency and security guarantees
provided by the system. Most importantly, the size of the information artefacts
do not have a significant impact on the price paid to store them.

To save on gas expenditures, we have adopted a few mechanisms that reduced
the size of input and output data. Among them, we recall the following two.
First, we have turned IPFS links from their native base-58 encoded format in
strings of 46 characters to pairs of bytes32 elements (the IPFSInfo struct in
Fig. 3). This allowed for a saving of approximately 30 000 units of gas per call
of setIPFSInfo. Secondly, we have encoded attributes into numeric identifiers
to avoid the usage of strings for denumerable entities, thereby saving more gas
units as the length of the attribute array increases. Further gas-consumption
optimisation techniques may be achievable especially for the attribute checking.
This challenge paves the path for future work.

6 Related Work

Over the last few years, several research endeavours have been dedicated to the
automation of collaborative processes based on blockchain. Weber et al. [29]
present a technique that resorts to blockchain technology to execute business
process between parties who do not trust each other. In their seminal work, they
show how the actors can find a mutual agreement on the enacted behaviour
without the need to trust a central authority for its enforcement. López Pin-
tado et al. [16] present Caterpillar, a blockchain-based BPMN execution engine.
Caterpillar allows users to create instances of a process and to monitor their
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status. Tran et al. [27] introduce Lorikeet, a model-driven engineering (MDE)
tool to implement business processes on chain for the management of assets (e.g.,
cars, houses), thereby proposing a solution for a scenario that traditionally relies
on central authorities. Di Ciccio et al. [8] describe how to design and run busi-
ness processes where several parties are involved, present the building blocks of
model-driven approaches for blockchain-based collaborative business processes
with a comparison between Caterpillar and Lorikeet. López Pintado et al. [15]
present a model to dynamically bind the actors in a multi-party business pro-
cess to roles and a specification language for binding policies. CAKE can handle
dynamic role binding as the attributes are set by the Attribute Certifier pos-
sibly at run time or deploy time. Access keys are generated upon request and
not before the process starts. Madsen et al. [17] investigate distributed declar-
ative workflow execution where the collaboration is among adversaries. In such
settings, the involved parties do not trust each other and they can also suspect
that a party might not act like established. In this work, the authors demonstrate
that the execution of the distributed declarative workflow could be implemented
as a Smart Contract while ensuring the enforcement of workflow semantics and
notarisation of the execution history. Corradini et al. [5] present ChorChain. It
takes a BPMN choreography model as input and outputs its translation into a
Solidity Smart Contract. ChorChain also allows auditors to obtain ex-post and
runtime information on the process instances. These works undoubtedly con-
tribute to the integration of blockchain and process management thus unlocking
security and traceability opportunities. However, they do not include mecha-
nisms to ensure fine-grained access control to data saved on a public platform.
In contrast, our work precisely focuses on this aspect in a collaborative business
process scenario.

Another branch of research work that pertains to our investigation area is the
privacy and integrity of data stored on chain. Several papers in the literature doc-
ument the adoption of encryption to this extent. Hawk [12] is a decentralised sys-
tem that automatically implements cryptographic devices based on user-defined
private Smart Contracts. We take inspiration from this work in that we resort
to policies backed by Smart Contracts to cipher messages. Bin Li et al. [13]
present RZKPB, a privacy protection system for transactions in shared econ-
omy built upon blockchain. This method does not require third trusted parties
and preserves transaction privacy as it does not store the financial transactions
publicly on chain. Their methodology relates with ours in that we resort to exter-
nal data stores to save data too, yet we link it with transactions on the ledger.
In [14], the authors describe FPPB, a fast privacy protection method based on
licenses. It uses zero-knowledge proof, secret address and encryption primitives
in the blockchain. Thanks to these features, it grants consistency without dis-
closing data. This architecture can be used in several shared economic applica-
tions. Rahulamathavan et al. [23] propose a new privacy-preserving blockchain
architecture for IoT applications based on Attribute-Based Encryption tech-
niques. We employ ABE too, yet with the objective of enhancing existing
architectures with our approach. In contrast, this model aims at changing the
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blockchain protocol at its core. Benhamouda et al. [2] present a solution that
allows a public blockchain to act as a repository of secret data. In their system,
at first, a secret is stored on chain, then the conditions under which to release
it are specified and, finally, the secret is disclosed if and only if the conditions
are met. In our approach, we employ shared secrets among components but we
do not use the blockchain as a storage for secret data nor expect to disclose the
secret. Differently from the techniques above, we tackle the problem of controlled
data access in a multi-party process scenario, wherein several information arte-
facts are exchanged and different actors can access (parts of) messages based on
fine-grained policies.

Wang et al. [28] present a secure electronic health record system wherein
they combine ABE, Identity-Based Encryption (IBE) and Identity-Based Signa-
ture (IBS) with the blockchain technology. This architecture differs from CAKE
because in this case the hospital owns the data about patients, and patients
specify the policies. In our case, no authority is intended to manage the data
except the data owners themselves – in healthcare processes, e.g., they would
be the patients. Pournaghi et al. [22] provide a scheme based on blockchain
technology and attribute-based encryption, named MedSBA. Their architecture
differs from ours for two main reasons. Firstly, MedSBA makes use of two pri-
vate blockchains, whereas we consider a public-blockchain scenario. Secondly,
they cipher the data with AES symmetric cryptography with a random key and
then they cipher that random key via ABE. By ciphering with the AES encryp-
tion scheme, MedSBA does not allow different users to read the same message,
or slices thereof.

7 Conclusion and Future Remarks

In this work, we have proposed CAKE, an approach that combines blockchain
technology and Attribute-Based Encryption (ABE) to control data access in
the context of a multi-party business process. Our approach also makes use of
IPFS to store information artefacts, access policies and meta-data. We employ
Smart Contracts to store the user attributes, determining the access granted to
the process actors, and the link to IPFS files. CAKE provides a fine-granular
specification of access grants, data integrity, permanence and non-repudiability,
allowing for auditability with minor overheads.

An important aspect to analyse in future studies is the integration with alter-
native encryption methods. For example, Odelu et al. [21] propose an RSA-based
CP-ABE scheme with constant-size secret keys and ciphertexts (CSKC). Their
approach targets high efficiency for limited-battery devices. The adoption of
CSKC could be of help to integrate IoT devices in the management of blockchain-
based processes. Key-Policy Attribute-Based Encryption (KP-ABE) [10] seems
a promising asset for a more agile management of the process instance identifiers
(case ids). With KP-ABE, attributes are associated with the ciphertext while
the policy is associated with users, so the latter can decrypt the ciphertext only
if the attributes of the encrypted text satisfy the user policy.
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We also plan to overcome existing limitations of our approach. If a Data
Owner wants to revoke access to data for a particular Reader, e.g., they can
change the policy and cipher the messages again. However, the old data on IPFS
would still be accessible. To overcome this limitation, we are considering the
usage of InterPlanetary Name System (IPNS), as it allows for the replacement of
existing files, hence the substitution of a message with a new encryption thereof.
Furthermore, we plan to turn the SDM and SKM into distributed components in
order to make our architecture more robust. We are investigating the adoption
of secure multi-party computation schemes [6] to this end.

The integration of CAKE with existing blockchain-based process automation
toolkits such as Caterpillar [16], Lorikeet [27] and ChorChain [5] is an interesting
research avenue as well. CAKE can complement the control-flow-centric perspec-
tives of the above tools with the data access control facilities it provides. To this
end, the automated translation of task-based authorisation constraints to policies
would be part of the endeavour [30]. Lorikeet specifically includes methods for on-
chain data management, which CAKE can complement for confidential off-chain
data. As we resort to IPFS to store data, though, the integration should include
oracles that permit Smart Contracts to interact with off-chain data [1,19]. The
system designer would then be able to determine the trade-off between full trans-
parency on the decision process and access control, by balancing the on-chain
and off-chain storage of data as discussed in [11]. Finally, we aim to implement
this system with other public blockchains in the future (e.g., Algorand [4]) and
test this system with real-world multi-party business processes in production.
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Abstract. Blockchain technologies (BT) promise to offer exciting
research directions for improving various aspects of business processes,
in particular in cross-organizational settings where participants do not
fully trust each other. However, while blockchain may readily provide
transparency and immutability for the processes recorded on a shared
ledger, these very characteristics can be problematic in regard to pri-
vacy and data protection requirements. In this paper, we address the
challenges and opportunities of using BT to secure distributed processes
where participants may have an incentive to make false claims or sub-
vert pre-agreed compliance rules in their private processes. Specifically,
our analysis is based on a real-world use case, namely how BT can
secure (privacy preserving) commitments to processing steps that facili-
tate federated machine learning (FL) in the healthcare sector. Thereby,
an immutable audit trail is created that can be used to detect deviations
in retrospect. Hereby, we place a particular focus on the management
of patient consent for accessing their data in FL. Our approach draws
inspiration from the domain of Self-Sovereign Identity (SSI) where BT is
also relied upon to enable the creation and management of decentralized
identifiers while focusing on data minimization. The results of our work
are not constrained to the particular use case and can be applicable to
other emerging research areas of BPM, such as federated process mining.

Keywords: Blockchain · Healthcare · Consent management · Business
process

1 Introduction

There is a dichotomy between user privacy/data protection requirements and the
construction of a blockchain as a transparent and verifiable immutable ledger of
transactions. On the one hand, BT promise to offer compelling characteristics and
properties that can be leveraged, e.g., tamper resistance, high reliability, open-
ness, and distributed or even decentralized trust [18,26]. For instance, they can
be used to realize global data sharing and data traceability systems, where these
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advantages make it possible to build larger scale, higher quality, and auditable
global decentralized data platforms. On the other hand, the aforementioned prop-
erties of BT also present fundamental challenges in respect to ensuring user pri-
vacy and confidentiality, as well as enabling the removal of undesirable content
or otherwise deleting or changing the recorded transaction history [22]. In some
application domains, such as the healthcare sector, the ability to both withhold
and even delete data due to privacy and regulatory requirements, e.g. the General
Data Protection Regulation (GDPR), constitutes a necessity for compliant sys-
tems. At first, it would appear that in such cases incorporating BT is not an ideal
approach. However, with careful design considerations the advantages of BT can
be leveraged while avoiding these privacy issues.

In this paper, we highlight the potential utilization of BT in cross organi-
zational business processes with untrusted parties where ensuring data privacy
and compliance constitutes a necessity by presenting and analyzing a real-world
scenario from the healthcare domain. The use case deals with the management
of patient consents in FL. It outlines how access control and audit logs can
be implemented through BT in a setting where privacy/confidentiality require-
ments are high and how commitments in the audit log can be used as a deterrent
for misbehavior, even if compliance can not be fully verified automatically. The
solution not only showcases how BT may be employed for various aspects of
BPM where similar trust-issues could arise, e.g., in federated process mining,
it also illustrates how BT can be integrated into legacy systems and processes
without full digitization. We hereby bridge an important theory-practice gap in
regard to novel proposals leveraging BT and an integration into existing informa-
tion systems. Further, we show how new paradigms and approaches to identity
management in the form of SSI may also be leveraged for the particular use case.

The remainder of this paper is structured as follows: Sect. 2 contextualizes
the research problem and covers related work. Section 3 presents a detailed
description of our use case scenario and outlines both, the main requirements,
as well as the associated threats, while Sect. 4 covers system design details.
Finally, Sect. 5 highlights future research challenges and insights gained.

2 Background and Related Work

This section contextualizes the addressed research problem and highlights related
work, as well as open challenges, in regard to employing BT in the context of
BPM and FL with a focus on privacy and confidentiality.

2.1 Blockchain in Business Process Management

In the field of BPM, the compelling characteristics of BT have garnered inter-
est, in particular in regard to supporting and securing cross-organizational pro-
cesses where involved parties may not fully trust each other [7,12,18,26]. Other
application areas may be the provision of (immutable) audit trails [1,4,25]. The
properties of the underlying blockchain data structure as an immutable totally
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ordered log of transactions has also been used for process mining [8,14,15,20]. It
is expected that BT will fundamentally shift how organizations manage their
business processes within their network, thereby opening up new challenges
and research directions [18]. One such challenge in BPM is the aforementioned
dichotomy between privacy/confidentiality and transparency when integrating
BT. In cross-organizational settings, where sensitive data is involved, it can be
necessary for certain data and processes to remain private, rendering it difficult
to verify if they were performed correctly. Distributed compliance checking is
able to capture if processes deviate from pre-agreed rules [16], however some
misbehavior, such as utilizing healthcare data in private processes for which no
consent was given, can evade such detection as the public part of the process may
still appear conformant. When relying on BT, the results of private processes
and other data that is extraneous to the blockchain must be fed into the system
by a so called oracle [5]. As the name implies, the oracle1 may not necessarily be
truthful or provide correct results, requiring a certain degree of trust. A tangible
example for an oracle is a weather monitoring station that feeds temperature
data to a smart contract. [5] investigate how to ensure data confidentiality dur-
ing business process execution on blockchain even in the presence of an untrusted
oracle. However, the solution they propose requires a trusted setup/intermediary
and relies on homomorphic encryption schemes for more complex patterns, ren-
dering a practically feasible application limited to specific use cases.

2.2 Applications of Blockchain Technology for FL in Healthcare

A pressing problem in training artificial intelligence (AI) and machine learning
(ML) models in healthcare is that the required data, which is usually distributed
over various hospitals that may even be located in different jurisdictions, needs to
be globally accessible for the training phase, e.g. in a central cloud. This challenge
is further compounded by the increasing legal (e.g., GDPR2,) and technical
demands on data providers. In light of enormous data leaks and controversy
surrounding how third parties protect data, the public opinion, as well as the
patient trust, demand secure ways of storing and processing their data.

Unlike existing approaches, where the ML algorithm runs on data aggregated
from different healthcare providers, FL [17] could help address these legal and
privacy issues by enabling an ML algorithm to be executed locally at each data
provider’s site, and the output trained models are subsequently collected and
aggregated. This avoids insecure client-cloud and inter-cloud communication,
and can ensure that all data remains within (legally and technically) the data
provider infrastructures. However, because data is kept and processed locally,
external parties cannot readily ascertain from the output results that the process
was carried out correctly. In particular, this approach relies on the assumption
that all actors involved in the FL are trusted and behave honestly according to
the established protocol, meaning that the parties are required to provide correct
results and rely on eligible and untampered training data.
1 Referred to by Weber et al. in [26] as a trigger.
2 Cf. Art. 17 GDPR Right to erasure https://gdpr-info.eu/art-17-gdpr/.
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Experience has shown that such strong trust assumptions often do not hold
in practice [24], and thus, a clear threat model that accounts for both privacy
and security threats needs to be elaborated. For example, in the context of a
study on COVID-19 vaccine efficiency, a healthcare data provider could attempt
to bias the output results in order to render the results of a specific vaccine
more favourable, or illicitly include data for which they do not have patient
consent. Hence, some form of manual or automatic auditing process is required
to verify the integrity of the results and that no data manipulation was carried
out during the learning process. To address this problem, prior art has both,
considered Byzantine resistant aggregation of ML outputs that rely on advanced
cryptographic schemes such as MPC, e.g. [13], and proposed approaches that seek
to render the process more accountable, e.g. through use of blockchain [19,21,27].

In the context of improving clinical research quality, in particular securing the
auditing process, BT could offer desirable characteristics [3] while retaining the
decentralization afforded from FL as well as remaining largely compatible with
legacy system designs. However, as the application of BT in electronic health is
still a young concept careful consideration and sufficient risk analysis must be
conducted [22] to avoid security threats and flawed system architectures.

3 Use Case: Auditable Consent Management
for Federated Machine Learning in Healthcare

This section describes a use case scenario from the healthcare domain, captures
the main requirements, and outlines the associated threats. The use case is part
of the European H2020 Featurecloud project3, which provides a privacy preserv-
ing solution for FL of healthcare data.

3.1 Use Case Description, Roles and Workflow

In the healthcare sector, FL is a distributed and privacy-preserving learning
process that involves several medical data providers who collaboratively train
a model. Data of different providers are locally trained and the output mod-
els are aggregated either i) centrally by a coordinator, or ii) in a distributed
manner, e.g., using cryptographic techniques such as secure multi-party com-
putation (SMPC). Figure 1 depicts a simplified BPMN collaboration diagram
that captures the main steps and necessary interaction flows for a FL study. In
this example, a research entity (i.e., the project coordinator) wants to conduct a
study on breast cancer survival. Therefore, gene expression data from patients
are required to learn a model that predicts tumor recurrence. The project coor-
dinator would select and invite participating hospitals (i.e., a participant) where
each has a local project manager (LPM) assigned to the project. The invitation
includes meta-data about the scope of the study and participation requirements
(e.g., conditions on data). Upon acceptance to join the study, a participant

3 https://featurecloud.eu/.

https://featurecloud.eu/
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should perform a data discovery check to compute the amount of consented
data relevant to the study, upon which its participation in the study is either
confirmed or denied. If the conditions are met, the project coordinator sends a
participation approval that includes a data analysis (ML) application that can
be executed locally by the participants (i.e., data providers). The latter are also
responsible for ensuring the pre-processing pipeline (e.g., format conversion, data
standardisation). After collecting all ML output models, the project coordinator
aggregates and eventually publishes the results.

Fig. 1. Collaboration diagram: federated machine learning in healthcare

3.2 Requirement Analysis

Although, in principle, federating the ML process across participants solves par-
ticular privacy and legal issues encountered in centralized learning (as the data
remains within its jurisdiction), in practice it raises additional fundamental chal-
lenges that need to be addressed. Particularly, in adversarial or cooperative set-
tings, ensuring the integrity and compliance of the local training data, or the
reliability of the participating actors can be challenging. Next, we will analyse
some of the technical, data protection and privacy requirements for an auditable
and compliant federated ML process in the healthcare sector (cf. Table 1).

For example, the legal requirement R1 reflects the text of Article 7 (3) of
the GDPR, in which patients shall have the right to give, update or revoke
consents for future use of their data: “The data subject shall have the right
to withdraw his or her consent at any time”. Furthermore, during an audit,
participants must be able to prove that they were entitled to use the data when
the study was performed. This proof of consent (R2) is inline with the GDPR
(see Article 7 (1)): “Where processing is based on consent, the controller shall
be able to demonstrate that the data subject has consented to processing of his
or her personal data”. Note that consent revocation means that the information
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Table 1. Requirements

ID Type Description

R1 Legal Revoking, modifying of consent must be possible

R2 Legal Proof of consent must be possible

R3 Legal, privacy Consent must be deleted if revoked

R4 Technical, Procedural Commitment to used data items (and the related consents)

R5 Technical, Procedural The coordinator must commit results collection & aggregation

R6 Technical, Procedural Random selection of sites/hospitals for audit

R7 Technical, Procedural Studies & commitments must be audited

R8 Technical, Procedural Auditors must commit the results of the audit

R9 Privacy, Technical The used commitments must not reveal the original input data (hiding)

R10 Technical Commitments must be cryptographically signed by respective parties

that the patient has given consent should be deleted (R3). This deletion is not
retroactive, i.e., any study which took place before the revocation will not become
illegal on withdrawal. Consent can be either digital or a digitized signed paper
form. Besides, they can be i) static, i.e., are given once for all future studies,
limited with an expiry date, or (ii) dynamic, i.e., are given on the fly for each
study. Note that consents are often locally managed by participants, but in an
ideal scenario, may be managed by patients (cf. Sect. 4).

To ensure reliable audits, the tasks executed by the coordinator and each
participant should be committed to the blockchain (R4–10). Commitments can
be realized through cryptographic primitives, which allow one to commit to a
chosen input value that is not revealed. In R4, the participant must commit to
the inputs and outputs of the locally executed ML study, as well as the respec-
tive consents. These commitments might be checked by a competent authority,
i.e., the auditor, against the actual data. In combination with the appropriate
penalties in case of a wrong doing, this provides a credible threat that deviations
are detected and thus probabilistically guarantees the integrity of the FL results
and the process compliance with the aforementioned rules (e.g., GDPR).

3.3 Threat Model

In the following, a threat model is elaborated with a focus on threats that influ-
ence basic design decisions for securing FL processes and managing consents.
The threat modelling follows a mixture of the threat modelling defined in the
Microsoft SDL4 and attack trees5, where threats are modeled as attack trees with
attack goals as roots and alternative ways to achieve that goal as tree branches.
The full list of identified threats as well as mitigations can be found in [11].

As participants through their local project managers (LPMs) obviously have
access to all patient data for technical reasons, there is no straightforward way to
prevent them using this data in an unlawful or unauthorized manner for which
the patient has not given its consent to. Therefore, it is out-of-scope of this

4 https://www.microsoft.com/en-us/securityengineering/sdl/threatmodeling.
5 https://www.schneier.com/academic/archives/1999/12/attack trees.html.

https://www.microsoft.com/en-us/securityengineering/sdl/threatmodeling
https://www.schneier.com/academic/archives/1999/12/attack_trees.html
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Table 2. Classification of threats

ID Actor Class Threat description

T1 Participant Data poisoning Selects non consented data or data with expired/revoked consent

T2 Participant Data poisoning Uses fake data as input to the ML algorithm

T3 Participant Data poisoning Excludes eligible data

T4 Participant Tampering Issues fake consents or manipulates their scope

T5 Participant Integrity Deletes data necessary for audit

T6 Participant Integrity Data loss due to hardware issues on-site

T7 Participant Integrity Does not create an audit log entry

T8 Coordinator Privacy Provides a malicious ML algorithm to Leak data

T9 Coordinator Maniplulation Provides a malicious ML algorithm to manipulate the outcome

T10 Coordinator Tampering Manipulates the model aggregation

T11 Patient Audit Integrity Requests data deletion after a study

paper to devise technical means that generally prevent the leakage of patient
data in all possible ways, as this would require hospitals to give up at least some
control over their IT infrastructure and thus might have other error-prone side
effects. Instead we assume, that the participants (i.e., hospitals) do not want to
intentionally leak patient data, but they might be willing to influence FL studies
by including non consented data, fake data, or omit consented data. Moreover,
they might want to learn about patient data from other hospitals. In relation
to the IT security literature, the participants can thus be considered covert
adversaries [2], that only act maliciously when the chance of not being detected
is high. Therefore, it is important to identify wrongdoing or misbehaviour of
the main actors during such a FL process. Based on the threat model, a secure
design for trusted FL processes will ensure that only eligible and consented data
is used. Table 2 provides a classification of possible threats grouped by actors.

In FL, only the output models are aggregated, which means that it is diffi-
cult for an external entity to tell whether the model was in fact trained based
on consented, poisoned (T2) or non consented (T1) data. Because the internal
processes (e.g., fetching and preparing data) are not visible to the outside, it
is possible for the LPM to introduce fake data, thereby biasing the outcome
of the study, e.g., to manipulate the efficiency of a specific COVID-19 vaccine.
Inversely, an adversary may also exclude eligible input data (T3), e.g., data that
negatively influences a recommendation for a specific drug. Similarly, a partici-
pant can issue fake consents or manipulate the scope of existing ones (T4).

In order to render the audit impractical, a participant may intentionally
delete patient data (T5) or omit the creation of an audit entry (T6), both
required for integrity and compliance checks on the conducted studies. Alter-
natively, due to the possibility of technical failures in the processes assigned to
the LPM, it is possible that failures exhibit the same outcome as a malicious
project manager would (T6). This is in particular the case for omission failures,
e.g. data loss of digitized consent forms, but can also occur during the digitiza-
tion process, e.g. flipping of digits in patient data, or erroneous OCR. Hence,
even if we assume a strong system model where the LPM is completely trustwor-
thy, it is necessary to contemplate the possibility of (random) technical failures
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and their potential impact to the correctness and security of the conducted ML
studies.

With respect to the project coordinator, it is possible that the provided ML
algorithm embodies malicious code that exfiltrates sensitive patient data (T8),
e.g., leaking information about the input data in the result. Furthermore, the ML
algorithm may be designed in a way that it will always yield the outcome wanted
by the coordinator, regardless of the input (T9). Alternatively, the coordinator
can manipulate the aggregation of the collected models (T10).

Finally, one of the legal rights of patients with respect to GDPR is to have
their data deleted if requested. This, in general, does not represent a threat,
but may influence audit results where the actual data is compared to the com-
mitments (audit records). Therefore it becomes impossible to check whether the
corresponding commitment stored for auditing purposes corresponds to the data
used for a study. This may influence a possible replay of a study on the input
data as some of the data were deleted. The deletion may be requested by the
subjects for privacy reasons, or maliciously executed by LPMs.

4 System Design

Based on the requirements gathered in Sect. 3.2, and the threat model elaborated
in Sect. 3.3, we propose a system design that uses BT to secure FL processes and
improve their auditability. A key challenge for the design is to ensure account-
ability of the involved actors and prove that only legitimate data was used in the
FL process, thereby enabling detect wrong doings such as the use of non con-
sented data, or fake patient data, identities and consents. This will help improve
the integrity of FL studies and tackle the data poisoning problem in the presence
of Byzantine actors where data protection is an issue.

Another important challenge when dealing with consents and data lies in
the difficulty for verifiers to prove that the latter were issued or belong to real
patients, and not created by participants to bias a study. Therefore, the solution
design should carefully consider how identities are linked to consents and data.
So far, most healthcare systems relied on identities that are issued by central
authorities (e.g., social security number), which if not managed correctly, may
in retrospect become a correlation point across FL executions.

We opted for a design that enables a reliable post auditing process, and which
supports different identity schemes. The design uses a consensus algorithm and
a blockchain as an audit trail (for hashes with high min-entropy input, and
signatures of involved parties). It also supports both digital and paper-based
processes (e.g., handwritten or digital signatures on consent forms). This allows
hospitals with different internal processes to participate in the FL.

Next, we first briefly outline the importance of a framework that deals with
governance policies for establishing and maintaining a trusted blockchain net-
work, and managing identities. Then, we discuss different identities schemes that
may be used within the framework, with a particular focus on self-sovereign iden-
tity, i.e., an emerging approach that can give patients more control over their
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data and consents. Afterwards, we provide a verifiable approach for managing
consents, which will enable auditors verify that i) consents are linked to real
patient identities (cf. Sect. 4.1), and that ii) only consented data and most up-
to-date consents are used for an FL study (cf. Sect. 4.2). Due to space restrictions,
Sect. 4.3 only briefly discusses how to extend some activities in the FL process
of Fig. 1 with constructs that render their auditability more trustworthy (e.g.,
using commitments on data inputs). Finally, we provide a short overview on the
prototype implementation.

4.1 Governance Framework, DPKI and Identities

Healthcare Trust Framework. The trust framework (e.g. European actors
from the healthcare sector, i.e. Health ministries) defines what issuers will issue
what identity or credentials under which policies. This network of trusted author-
ities (TA) defines the governance rules for all stakeholders and enables legally
binding relationships (e.g., onboarding policies, applicable regulations, gover-
nance rules, protocols). Members of the trust framework are also responsible
for onboarding new members to FeatureCloud (e.g., hospitals, pharmaceutical
companies, test labs, insurances) with specific access rights (e.g., writing to the
ledger), and monitoring their compliance with the rules. All accredited members
in this trust framework may act as both validator nodes and identity providers.
Table 3 gives a summary of the stakeholders’ roles in the system.

DPKI and Identities. Most approaches on healthcare processes (cf. Sect. 2)
rely on the assumption that identities of all actors involved in such collaborative
settings are well defined, and that there is an established public key infrastruc-
ture (PKI) that governs the issuance of digital certificates, and enables trust-
worthy communication and authentication. However, dealing with sensitive data
such as in healthcare requires a particular level of protection against data mis-
use by providing mechanisms and means that improve their privacy and security.
Thus, an elaborate design of an identity layer is crucial for trusted infrastructure
that secures and links public keys to real identities. Recent developments in this
area such as certificate transparency already embrace authenticated data struc-
tures as a means of identifying manipulation attempts. For example, electronic
health certificates have increasingly been relied upon in an effort to contain the
spread of COVID-19 infection. Hereby, the difficulty lies in striking a balance
between ensuring an individual’s privacy and the ability to verify that the claims
made in the certificate are authentic and tied to a particular identity.

Unlike previous identities systems, which used to rely on centralized or feder-
ated architectures that have already proven their inefficiency and lack of security
and privacy, a new identity approach, i.e. SSI [10,23], has emerged, which promises
users control over their data, and ensures individuals are at the center of interac-
tions. SSI often relies on blockchain technologies to record identity information
or serve as the basis for a Decentralized public key infrastructures (DPKI) [6].
Such Blockchain-based DPKI infrastructure could, for instance, help provide more
robust mechanisms for establishing (and revoking) digital identities that are used
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for aspects such as access control or rights management. SSI initiatives resulted
in two key concepts i) verifiable credentials (VC), and ii) decentralized identifiers
(DiDs) by the World Wide Web Consortium (W3C):

• Decentralized Identifiers (DiDs): A DID is a globally unique identifier, cryp-
tographically generated (not necessarily registered on a distributed ledger),
which points to a DID document (e.g. a JSON-LD object) that specifies cryp-
tographic keying material (e.g., public keys for authentication), verification
methods essential for proving ownership of the DID and eventually service
endpoints for trustworthy and persistent communication channels.

Table 3. Roles and responsibilities

Coordinator
• Initiates a FeatureCloud study
• Selects study participants
• Provides ML algorithms

Trusted Authorities (e.g., Health ministry)
• Define policies & onboarding rules
• Establish & governs the trust framework
• Register & manage stakeholders Identities

Participant (e.g., hospital)
• Ensures local data security & privacy
• Performs data querying & preparation
• Executes & manages FL studies
• Manages patient identities & consents

Patient • Gives, updates & revokes consents

Auditor • Audits studies

Fig. 2. SSI actors and responsibilities

• Verifiable Credentials (VCs): VCs are tamper-evident identity attributes and
assertions about a specific subject issued by an identity provider. In contrast
to other types of digital credentials, a relying party (third party service) can
check the validity of a VC without having to interact with the issuer (i.e.
preventing correlation) (cf. Fig. 2). Note that the same stakeholder may play
different roles, i.e., issuer, holder or verifier (e.g., a patient issues consents to
hospital (holder), but also authenticates within a hospital (verifier)).

Unlike other alternatives such as x.509 certificates or qualified digital signa-
tures, self-sovereign identities can be constructed in a way that is i) decentralized,
ii) privacy-preserving (e.g., prevents linkability and supports zero-knowledge
proofs), and iii) more secure (e.g., no single point of failure). In a report by
the European Union Agency for Cybersecurity (ENISA) [9], an assessment of
the potential of SSI technologies and other eID solutions for ensuing secure elec-
tronic identification and authentication was provided. It was acknowledged that
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SSI provides an effective basis for digital identities, which protects the privacy of
personal data, but also needs to co-exist/operate with established technologies
such as X.509 PKI, OpenID Connect and other identification schemes.

Despite all the capabilities offered by SSI technologies, in practice, it is opti-
mistic to assume that all stakeholders (e.g., hospitals, health insurances) will
employ the same identity scheme. Therefore, in the context of FeatureCloud,
we recommend using SSI solutions (e.g., DiDs, VCs), but we do not restrict
stakeholders from adopting different methods as long as they securely identify
and authenticate subjects and protect their privacy. Additionally, it is notewor-
thy that a binding identity is necessary to prevent malicious participants from
biasing output ML models through poison attacks, i.e. using fake identities, con-
sents or data. This means that identities need to be accredited by members of
the trust framework or stewards. Furthermore, the identity model must avoid
cross-correlating patient data across multiple participants.

4.2 Verifiable Consent Management Process

Setup and Assumptions. It is assumed that the software (e.g., a docker con-
tainer) provided by the coordinator is trusted. This means that the software does
not leak data and is designed to execute as reproducible as possible, i.e., ideally
the execution is fully deterministic such that running it with the same inputs
results in the exact same output. In the FeatureCloud AI store6, the docker
image of a federated algorithm (FeatureCloud app) is published by a developer,
and then certified by FeatureCloud after checking its privacy and performance.

Fig. 3. Process example of consent commitments

In FeatureCloud, both paper and digital consents as well as digital and non-
digital identities are supported to prevent discrimination. In the following, we
focus solely on the use case where consents are digital or digitized by partici-
pants, and patients can use applications to cryptographically sign and manage
6 https://featurecloud.ai/.

https://featurecloud.ai/
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credentials. We also assume that public representations of cryptographic keying
material generated by the patients was signed by a competent authority (e.g.,
ministry of health), and that there exist one or multiple trusted registries (not
necessarily a blockchain) for revoking identities and credentials (cf. Fig. 2).

Based on the legal and technical requirements identified in Sect. 3, a permis-
sioned blockchain can serve as a distributed and immutable audit trail. Access
controls (read and write to the ledger) are also defined to restrict access to
non-authorized subjects. A smart contract that is deployed and governed by the
Trust framework, will be used by authorized entities for registering/updating
and revoking local identifiers (e.g., patient identifier within a hospital). Sepa-
rate smart contracts are also deployed for managing ML studies and consents
respectively (i.e., define the rules/logic for commitments).

Patient Identity Registration. In order to avoid linkability of patient data
across participants, each participant must accredit a separate local identifier
(PIDl) for each patient. First, the patient has to authenticate himself to the
participant using a supported authentication mechanism. Then, for example if
SSI is supported, the patient may create a new DiD and registers it within the
participant, e.g., by issuing a Verifiable credential of the DiD signed with PIDg.

The local identifier (DiD) is then added by the participant to a trusted reg-
istry specific to identified patients. Note that using SSI, only the patient con-
trols the DiD, and can easily rotate the keys (using CRUD operations), while
the authority that issued/signed cannot link him to the new PIDl. This is
also important because during an audit it proves for an auditor that this PIDl

corresponds to an actual patient and prevents generating fake patient/consent
identifiers. A patient will use a PIDl to issue or revoke consents to a participant.

Consent Collection. As described in Sect. 3.2, we distinguish two cases with
regard to the time at which a consent was given: i) upfront, where consents from
patients are collected by hospitals upfront in a generic way that is not tailored
towards a specific study, i.e., they are usually broader and might be eligible to
multiple studies. Here, legal criteria regarding consents in the healthcare system
have to be taken into account that might be different for each EU member state.
ii) on demand, where the hospital actively asks matching patients for consent
to use their data in a specific study. In both cases, the consent is never stored
in the blockchain or transmitted to another party despite the hospital.

Give consent: using the local identifier, the patient digitally signs and issues
the consent to the participant. Ideally, with the right permissions defined in the
consent management smart contract (given by the participant), the patient may
use his application to commit the consent (CID) to the blockchain (cf. Fig. 3).
Alternatively, the participant commits the consent on his behalf. The consent
itself is stored locally at the hospital site.

Update/revoke consent: the patient informs the hospital that he wants to
update or revoke his consent. The updated/revoked consent is signed using
PIDl, then issued to the participant. Ideally, the patient uses his wallet to
update/revoke the previous commitment after permission is granted by the par-
ticipant (using the CRUD operations in the smart contract). Operations on the
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same consent are linked, that an auditor can later verify the consent history to
check if it was valid (e.g., expiration date) when the study was executed.

4.3 Federated ML Execution

Execute the Federated Study and Commit to Input, Output and Used
Consents (Participants). Each participant executes the study software (e.g.,
docker container) with the required and consented input data. To facilitate
auditability, the participants commit to the patient data used as input to the
study, the eventual data transformation operations, the associated consents, and
the output results. The commitments must be cryptographically hiding, signed
and published on a secure bulletin board, e.g. BT, accessible to all involved
parties.

Aggregate all Submitted Results and Signal Successful Aggregation
(Coordinator). When all participants have submitted their trained models,
i.e., partial results, the coordinator performs the aggregation of the submitted
results. After all results have successfully been aggregated and the final output
has been computed, the coordinator has to commit to the collected results,
as well as to the outcome of the final aggregation. Again, ideally the study is
deterministic, and thus the aggregation of the same partial inputs yields exactly
the same overall result. In this case, the commitment can be a cryptographic hash
of used inputs and outputs. Otherwise, other techniques such as fuzzy hashing,
which enable checking hashes similarity may be employed.

The Audit Is Performed (Auditors & Participants). In this step, the on-
site audits are performed by the auditors. To avoid bias, auditors are randomly
selected and assigned to participants. The federated study is recalculated locally
on hardware of the auditor, using the patient data provided by the selected
participant. In case of a fully deterministic ML setup, the resulting output of the
audit’s execution should match the study result which was previously submitted
and committed by the respective participant. The scope, state and associated
signatures of the consents are checked. If the federated study was not designed
to be completely deterministic, the entire committed-to input and output, has
to be retained to allow for reproducibility during the audit. The auditor re-
runs the federated study on his hardware and then determines if the previous
output model is sufficiently close to his output (using the appropriate similarity
techniques), provided the same input data and training parameters are used.

Although not yet considered in the design, by having the patients addition-
ally committing to the data collected about them e.g., during hospital visits, it
becomes possible for the auditor to detect if the participant has manipulated
or excluded eligible data. Furthermore, by signing the underlying medical data
(hash of the data) in their consents, patients ensure that they really had the
described medical treatment/disease. This double checks that the data the par-
ticipant can use in the studies is correct.
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4.4 Implementation

This work has been implemented as part of the European H2020 Featurecloud
project, which provides a privacy preserving platform for FL of healthcare data.
Part of the framework is an AI Store7 for FL as an all-in-one platform for
biomedical research and other applications. The platform allows to run, develop
and publish federated and privacy-preserving machine learning algorithms. All
apps are stored as Docker images in a registry where images can be pushed or
pulled in accordance with the access rights controlled through an authentication
server. On the one hand, each participant needs to run a FeatureCloud con-
troller, which manages the local execution of the ML application. On the other
hand, a coordinator controller will be responsible of orchestrating the execution
and instructing the participants’ controllers to ensure a globally synchronous
execution. The PoC is still being tested and improved and has not yet been
integrated within the FeatureCloud platform8. A Hyperledger Fabric test net
has been deployed with few nodes acting as the root of trust (governance frame-
work). In the current version, only x.509 certificates and Idemix identities are
supported for authentication as they are inherently supported by Fabric. We are
still experimenting with both Hyperledger Indy and Aries to integrate issuance
and verification of DIDs and verifiable credentials within Fabric. The implemen-
tation also relies on two smart contracts (chaincode) for managing consents and
study related data commitments.

5 Insights, Applications, and Future Research Challenges

In this paper we have demonstrated how blockchain can be leveraged in cross-
organizational business processes where there exist additional privacy require-
ments and constraints through a tangible use case. A key problem that we
address is how trust in the correctness and adherence to compliance rules within
private processes of participants can be increased, as the necessary data for com-
plete verification is not publicly available. We rely on the compelling properties
of blockchain to secure commitments to the execution of these private processes
that can later be audited. In this regard, the utilization of BT does not pre-
vent misbehavior, however it offers detectability and non-repudiation as a strong
deterrent. Hereby, our solution bridges the current gap between research pro-
posals where verification of private processes is made possible in a privacy pre-
serving manner through MPC or by relying on trusted execution environments
(TEEs), and real-world information systems where such designs are currently
infeasible or even impossible to deploy. We believe that the herein presented
approach presents a practical design pattern for a variety of real-world cross-
organizational business processes. Further, our approach can also apply to other
related research areas of BPM such as federated process mining. Future research

7 https://featurecloud.ai/.
8 The source code will be released on gitlab. The code is still in review as it may fall

under a temporary NDA agreement.

https://featurecloud.ai/
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challenges include how the aforementioned advanced cryptographic proof tech-
niques can be effectively integrated into legacy information systems, as well as
exploring the potential SSI has to offer in the context of BPM.
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Julius Köpke(B) and Michael Nečemer
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Abstract. Blockchain Systems provide highly welcome properties such
as immutability, observability, availability, and distribution for imple-
menting smart contracts without the need for intermediaries. While the
smart contract goals of observability and enforceability can easily be
achieved on blockchains, the goal of privity is much harder to tackle. In
the context of smart contracts on blockchains, privity aims in limiting
the spread of knowledge to the participants with a contractual need-to-
know. However, limiting access to data can limit the possible degrees of
proactive enforcement of correct decisions and it can negatively impact
their availability. Therefore, it can be required to find a proper balance
between privity and enforceability or availability requirements. Design-
ers may be forced to include additional participants (confidants) in the
decision process only for the sake of enforceability or availability.

In this paper, we introduce measures for assessing the impact of con-
fidants for decisions within smart contracts on privacy. We model smart
contracts in form of inter-organizational business processes and pro-
vide modeling constructs for privity requirements and the inclusion of
confidants.

Keywords: Smart contracts · Blockchain · Confidentiality · Privacy ·
Privity · Enforceability · Distributed oracles · Measure

1 Introduction

When developing smart contracts developers are often confronted with goal-
conflicts [7,11]. Nick Szabo coined the major design objectives observability,
enforceability, and privity for smart contracts in [11] already in the last millen-
nium. Today, blockchain systems can natively support observability and enforce-
ability: The actions of each participant can be tracked on an immutable shared
ledger and smart contract code with access to all actions and their data can
proactively enforce that only permissible actions can be performed. However,
this strong degree of enforcement is limited if privity is taken into considera-
tion. Privity of smart contracts on blockchains aims in limiting the spread of
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knowledge to the participants with a contractual need to know [7]. This requires
limiting access to data of the smart contract to only the interacting participants
or even subsets thereof. However, this can have a negative impact on the degree
of enforceability as the correctness of decisions over such data can only be veri-
fied by a subset of participants rather than the entire blockchain network. While
there exist solutions such as non-interactive Zero Knowledge Proofs [3] that allow
verifying the correctness of computations without access to hidden input data,
this only solves one part of the problem. A decision that can only be taken by
one participant leads to a single point of failure. This is especially problematic
in low-trust environments. For enforcing the correct execution of the contract it
can thus be required to introduce additional actors who can take the decision.
Technically, there are various approaches where developers are facing the dis-
cussed problem such as distributed or decentralized oracles [2], endorsing peers
on Hyperledger Fabric [1] - in particular in combination with private data col-
lections [13] - or redundant oracle services using Zero-Knowledge Proofs [3]. All
these techniques have in common that additional participants need to be added
by designers to meet requirements on enforceability or availability. However, if
these participants must access confidential input data this has negative impacts
on privity. We generalize from these approaches here and suppose that when
designing a smart contract, a developer might need to add additional actors to
decisions. We assume that a model-based development approach is followed, and
smart contracts are modeled in form of inter-organizational business processes.
In this setting, our goal is to assist modelers at design time. Our main contribu-
tion in this paper is a measure for precisely assessing the impact of additional
actors of decisions on privity. There are various application scenarios for such a
measure. It can be used to assist users in selecting endorsing peers or members
of a distributed oracle with a minimal penalty on privity. However, it can also
be used for automatically finding optimal sets of additional actors with minimal
costs on privity for given requirements on enforceability or availability.

The remainder of the paper is structured as follows: Sect. 2 discusses related
work. In Sect. 3 we lay the ground for the measure by introducing our meta-model
for inter-organizational business processes including privity constraints and addi-
tional actors for decisions. Section 4 introduces a measure for the impact on privity
of a process model with only one decision with additional actors. Section 5 gener-
alizes the measure to general processes. Section 6 concludes the paper.

2 Related Work

Blockchain Systems allow enforcing the correct execution of business processes
via custom transactions (smart contract code). Various execution environments
such as [10,12] for business processes on Blockchains emerged over the recent
years. Early approaches focused on the correct control-flow, and later approaches
also addressed the correctness of role bindings [8], and the correct computation
of decisions [4,7]. In the absence of constraints on confidentiality/privity, deci-
sions can be fully based on smart contract transactions and thus backed up by
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the blockchain network. In the presence of confidentiality constraints over deci-
sion inputs, decisions cannot be executed on-chain. In this case oracle [9] based
solutions such as [5,7] can provide some degree of enforceability. However, since
such an oracle should be distributed in low-trust environments, additional partic-
ipants may be required to participate in the distributed oracle [2]. If this is either
impossible, or enforcement of the correctness of the whole network is required,
non-interactive Zero-Knowledge Proofs [3] can be used. In such a case, the decid-
ing participant generates a proof of the correctness of the decision which can then
potentially be verified by all participants of the network. However, while at first
sight this resolves the goal-conflicts, it introduces a single point of failure. The sin-
gle actor can intentionally or due to technical failure prevent a decision. A solution
is to include alternative decision takers. This can again limit the degree of privity.

Over the years several patterns for blockchain applications [15] emerged. The
work in [14] provides an approach for selecting blockchain patterns based on
application requirements. While the approach provides a structure for the vast
number of existing patterns and their applications, it still does not take into
account interdependencies between different requirements and their supporting
patterns.

Nick Szabo originally coined the term privity for smart contracts as: “privity,
the principle that knowledge and control over the contents and performance of a
contract should be distributed among parties only as much as is necessary for the
performance of that contract” [11]. This definition formulates very strict confi-
dentiality requirements and additionally restricts the control aspect. In [7] we
sketched goal conflicts between privity and enforceability for BPM-based smart
contracts on blockchains. For supporting trade-offs between privity and enforce-
ability we introduced privity spheres expressing different levels of confidentiality
for BPM-based smart contracts. Since in comparison to limiting read access for
achieving confidentiality, limiting control to specific participants at runtime is
not a major issue on blockchains, we did not focus on this aspect in [7]. Accord-
ing to Szabo the term privity also subsumes privacy of smart contracts. However,
privacy in general addresses a much broader field including rights such as the
right to be forgotten or user-consent required by privacy acts. It should be noted
that Szabo generalized the term privity from the law. Therefore, his definition
differs from its common meaning in contract law where privity requires that
contracts cannot specify obligations of third parties. See [11] for a discussion on
the root of the term privity in the scope of smart contracts.

In this paper, we refine and formalize privity spheres [7] and use them as a
basis for inspecting the inter-play between privity requirements and additional
actors of decisions and introduce a comprehensive measure. To the best of our
knowledge, this is the first approach for precisely measuring the effects on privity
relations imposed by confidants.

3 Process Meta Model

We model smart contracts in form of block-structured inter-organizational busi-
ness process models [6] and repeat the essential definitions here. In the remainder
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of the paper we use the usual object-style dot notation to access components.
E.g. for a tuple t = (a, b), we write t.a for accessing ta.

Definition 1 (Process Model). A business process model is a tuple P =
(N,E,D,A) with a set of nodes N connected by a set of directed edges E with
a set of data objects D and a set of participants A forming a directed acyclic
graph. For each node n we define n.type ∈ {activity, xor−split, xor−join, and−
split, and−join, business−rule−task)} to declare the node type. n.name is the
label of the node, n.dr ⊆ P.D, the set of data objects read and n.dw ⊆ P.D, the
set of data objects written, and n.a ∈ P.A, the actor executing the node. Each
edge (m,n) ∈ P.E describes a precedence constraint between nodes m ∈ P.N
and node n ∈ P.N . There is one node without predecessor, called start node
and one node without successor called stop node. Nodes of type xor − split and
and − split have exactly 2 successors, nodes of type xor-join and and-join have
exactly 2 predecessors. DV ⊂ P.D is a set of Boolean decision variables. Each
xor-split node x is located immediately after a node of type business−rule−task.
The business rule task br for x may read data objects and writes to a unique
decision variable dv (br.dw = {dv}), which is also assigned to the xor-split node
(x.dr = {dv}). One of the outgoing edges of x is adorned with dv, the other
with ¬dv, indicating which path is chosen at runtime. This decision variable of
a xor-block is not modified by any other node except the corresponding business
rule task. The process model is full-blocked, i.e. each split node is associated
with exactly 1 join node such that each path originating in the split node to the
end node includes the associated join node. ��

During the execution of a process instance, business rule tasks assign values
to their decision variables. These values result in either following the true or
false branch of the corresponding gateway.

Definition 2 (Instance Type). An instance type of a process P I is deter-
mined by an instantiation of decision variables I = {(d1, v1), ..., (dn, vn)}, where
d ∈ D and v is a Boolean value. P I is a sub-graph of P where each Xor-split node
has exactly one successor, the one that matches the value of the corresponding
decision variable in I. We define PI(P ) as the set of all possible instantiations
of decision variables. ��
Definition 3 (Origin). The origin for a data object d of a node n in an instance
type P I , denoted o(P I , n, d), is defined as a node m such that there exists a path
p in P I starting at m and ending at n and there is no step m′ writing to d between
m and n in P I . ��

The correctness criteria ensures that the Process Model is free of race-
conditions of data objects.

Definition 4 (Correct Process Model). A process model P = (N,E,D,A)
is correct, iff for every instantiation I ∈ PI(P ) of decision variables, for each
input data object x ∈ D of each activity or business rule task n ∈ N : o(P I , n, x)
exists and is unique. ��
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Fig. 1. Example collaboration between participants R, HO, FA, SP, A, B

3.1 Example Process

In Fig. 1 an example collaboration between a researcher R, a host organization
HO, a funding agency FA, a specialist SP , an international reviewing agency A,
and a national reviewing agency B is shown. We denote the actor of some activity
in square brackets in Fig. 1. In the text, we denote the actor in subscript. First,
the researcher applies for a grant in T1R. This task creates the data object D1
containing the research proposal and a formal application. Next, D1 is processed
and updated by the host organization in T2HO. Then the funding agency decides
based on D1 if the processing is continued or a desk reject is done in T3FA.
Technically T3FA, sets the Boolean decision variable deskreject. If no desk-
reject is issued, a specialist SP assigns either an international A or a national
reviewing agency B in T4SP by setting the Boolean decision variable intreview.
The review document D2 is then created either by T5A or T6B and the final
decision is taken by the funding agency in T8FA based on the application and
the reviews. Finally, either an acceptance or rejection letter is created by the
funding agency in one of the tasks T7FA, T9FA, T10FA.

3.2 Privity Spheres

We assume that smart contracts are represented in form of business process mod-
els. This also implies that the read and write sets of tasks in the process model
implicitly define the privity relations between participants and data objects. We
base our measure on privity spheres that we first sketched in [7]. We now refine
and formalize the original definitions of privity spheres:
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Definition 5 (Private Sphere). Let P be a process model. A participant is in
the private sphere if she is an actor of the process: PrivateSphere(P) = P.A ��
Example 1 (Private Sphere). For the process model in Fig. 1 the private sphere
is {R, HO, FA, SP, A, B}. ��
Definition 6 (Static Sphere). A participant a of a process is a member of the
static sphere of some data object d if a is an actor of any task accessing d in P .

StaticSphere(P, d) = {a|a ∈ P.A : n ∈ P.N ∧ n.a = a ∧ (d ∈ n.dw ∨ d ∈ n.dr)}
Example 2 (Static Sphere). For the process model in Fig. 1 there are two
static spheres. The one for D1 is {R,HO,FA, SP,A,B} and the one for D2
is {A,B, FA}. ��
Definition 7 (Weak-Dynamic Sphere). Let d ∈ P.D be a data object, w be
a task writing to d. An actor a is in the weak-dynamic sphere of d for w, iff a
is the actor of w or a is an actor of some task reading d where w is a possible
origin for d:

WeakDynamicSphere(P, d, w) = {w.a} ∪ {a|a ∈ P.A : n ∈ P.N ∧ n.a = a ∧ d ∈
n.dr ∧ ∃I ∈ PI(P ) : o(P I , n, d) = w} ��

Example 3 (Weak-Dynamic Sphere). The weak-dynamic sphere for data object
D1 of writer T1 in Fig. 1 is {R,HO}, since R is the actor of the activity T1
and HO executes task T2 that will read the value from T1. The weak-dynamic
sphere for data object D1 of writer T2 is {HO,FA, SP,A,B}, since they can
all execute activities reading the value from T2. ��

While the weak-dynamic sphere of a writer contains all participants, that can
execute some task reading the written data value, the strong-dynamic sphere
requires, that participants must certainly execute some tasks reading the data
value.

Definition 8 (Strong-Dynamic Sphere). Let d ∈ P.D be a data object, w
be a task writing to d, r be a node. An actor a is in the strong-dynamic sphere
of w for d at node r, iff for every instance type where w is the origin of r for d,
a will execute some node reading the value of d from w or a is the actor of w.

StrongDynamicSphere(d,w, r) = {a|a ∈ P.A : ∃I ∈ PI(P ) : o(P I , r, d) =

w ∧ ∀I ∈ {I|I ∈ PI(P ) : o(P I , r, d) = w}∃n ∈ P I .N : (d ∈ n.dr ∧ n.a =

a ∧ o(P I , n, d) = w) ∨ a = w.a} ��
Example 4 (Strong-Dynamic Sphere). The strong-dynamic sphere of data object
D1 of writer T1 at Position T2 in Fig. 1 is {R,HO} like for the weak-dynamic
case. For D1, writer T2 at Position T3 it is {HO,FA}. In contrast to the weak-
dynamic sphere SP , A, B are not included since it is not certain if they will
execute some task reading D1. This will only be known, once the later decisions
are actually taken. ��
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In order to model privity requirements of data objects, our process meta-
model offers the property sphere for each data object. The property may be
assigned to any value of the sequence <private, static, weak-dynamic, strong-
dynamic>. The value identifies the minimal sphere requirement for participants.
A data object d with sphere d.sphere = x may only be read by participants who
are members of Sphere x.

3.3 Modeling Additional Actors for Decisions

For enforcing the correctness of decisions or to guarantee their availability, mod-
elers can specify additional participants who must be able to execute the deci-
sion. This is realized by extending each node n of type business-rule-task with
the additional attribute n.addAct ⊆ P.A \ {n.a}.

4 Measures for Simple Processes

We introduce measures for assessing the effect of additional actors on privity
spheres. We first discuss, how the changes of spheres can be measured, when a
process model contains only one business rule task with additional actors in this
section. We will introduce measures for the general case in Sect. 5.

Given a process model with only one business rule task with additional actors,
we want to measure the effect on the privity spheres of these additional actors.
The general idea is to measure the effect by comparing the privity spheres of
the process including the additional actors and the ones of the process without
taking the additional actors into account. The introduced measures are based
on counting the additional members of each sphere that were introduced by
the additional actors. Since the input process model contains minimal sphere
requirements of each data-object, only changes in the defined sphere and in less
restrictive spheres than the one defined for the data object are counted. E.g.,
if a data object requires at least the weak-dynamic sphere, then changes to
the static and weak-dynamic sphere are taken into account but changes to the
strong-dynamic spheres of that data object are not taken into account. We now
discuss separately, for each sphere, how implications of additional actors on the
privity relations of a cooperation are assessed.

4.1 Measuring the Impact on the Static Sphere

We first define, how the static sphere changes due to the inclusion of additional
actors.

Definition 9 (Static Sphere with Additional Actors). A participant a of
a process is a member of the static sphere of data object d taking into account
additional actors if a is member of the static sphere of d or a is an additional
actor of some business rule task with d as input:

StaticSphere′(P, d) = StaticSphere(P, d) ∪ {a|a ∈ P.A : n ∈ P.N ∧ a ∈
n.addAct ∧ d ∈ n.dr)} ��
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We can now quantify the effect of additional actors on the static sphere of a
data object d as |StaticSphere′(P, d)|−|StaticSphere(P, d)|. This leads the way
to calculate the overall impact on all static spheres of a process. As discussed
earlier, the measure counts only sphere updates for data objects that have at
least the static sphere requirement.

Definition 10 (Measure for the Static Sphere). We define the overall
impact of additional actors on all static spheres as the sum of the impacts on
the spheres of each data object as the measure α:

α(P ) =
∑

d∈P.D∧d.sphere≥static

|StaticSphere′(P, d) \ StaticSphere(P, d)|

Example 5 (Calculating Measure for the Static Sphere). Considering the exam-
ple process in Fig. 1 and assuming D1 and D2 require at least the static sphere: If
we add the additional actor FA to the business rule task T4, this has no impact
on the static sphere of D1 since FA is already member of the static sphere of
D1. This results in a measure score of α(P ) = 0. If we add the additional actor
SP to T8, the static sphere of D2 changes from {A,B, FA} to {A,B, FA, SP}
resulting in a measure score α(P ) = 1. ��

4.2 Measuring the Impact on the Weak-Dynamic Sphere

While there is only one static sphere for each data object, there is one weak-
dynamic sphere for each data object and each activity writing to that data
object. We first define the weak-dynamic sphere with additional actors:

Definition 11 (Weak-Dynamic Sphere with Additional Actors). Let d ∈
P.D be a data object, w be a task writing to d. An actor a is in the weak-dynamic
sphere with additional actors of d for w, iff a is in the weak-dynamic sphere of
d and w or a is an additional actor of some business rule task reading d where
w is a possible origin of d:

WeakDynamicSphere′(P, d, w) = WeakDynamicSphere(P, d, w) ∪ {a|a ∈ P.A :

n ∈ P.n ∧ a ∈ n.addAct ∧ d ∈ n.dr ∧ ∃I ∈ PI(P ) : o(P I , n, d) = w} ��
We can now count the effect of additional readers on the weak-dynamic

spheres of data object d and writer w: |WeakDynamicSphere′(P, d, w)| −
|WeakDynamicSphere(P, d, w)|.

However, which weak-dynamic spheres are actually instantiated during pro-
cess execution is a dynamic phenomena and depends on the decisions taken. For
calculating the overall impact on the weak-dynamic spheres of a process model
this behavior should be taken into account. Therefore, we weight the measure of
each weak-dynamic sphere based on the node writing the data object.

Definition 12 (Weight of a Node). Let n be a node of in a process model
P . The weight of n is the fraction of instance types containing n in relation to
all instance types:

weight(n) =
|{I|I ∈ PI(P ) : n ∈ P I .N}

|PI(P )|
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We can now define the overall impact of additional actors on all weak-
dynamic spheres as the sum of the impacts on the spheres of each data object
and writer, weighted by the weight of the writer:

Definition 13 (Measure for the Weak-Dynamic Sphere).

β(P ) =
∑

d∈P.D∧d.sphere≥weak−dynamic

∑

w∈P.N∧d∈w.dw

weight(w) ∗ |Δβ(P, d, w)|

Δβ(P, d, w) = WeakDynamicSphere′(P, d, w) \ WeakDynamicSphere(P, d, w)

Example 6 (Calculating Measure for the Weak-Dynamic Sphere). Considering
the example process in Fig. 1: Assuming D2 requires at least the weak-dynamic
sphere: If we add SP as an additional actor to T8, the weak-dynamic spheres of
T5A and T6B change. In particular, without additional actors, the weak-dynamic
sphere for T5A and D2 is {A,FA}. The one for T6B and D2 is {B,FA}. When
SP is added to T8, we get: {A,FA, SP} for T5A and {B,FA, SP} for T6B .
Since T5A and T6B are conditionally executed and nested in another xor-block,
their individual weight is 1

4 . This results in a measure score of:

1
4

∗ |{SP}| +
1
4

∗ |{SP}| =
1
2 ��

4.3 Measuring the Impact on the Strong-Dynamic Sphere

While there is one private sphere for a process model, there is one static sphere
per data-object and one weak-dynamic sphere for each combination of data
object and tasks writing to that data object. In case of the strong-dynamic
sphere, there is one sphere for each combination of data object d, origin w and
node having w as origin for that data object r. We first define the Strong-
Dynamic Sphere with additional actors:

Definition 14 (Strong-Dynamic Sphere with Additional Actors). Let
d ∈ P.D be a data object, w be a task writing to d, r be a node. An actor a is in
the strong-dynamic sphere with additional actors of w for d at node r, iff for every
instance type where w is the origin of r for d, a will execute some node reading
the value of d from w or act as an additional actor for r or a is the actor of w.

StrongDynamicSphere′(d, w, r) = {a|a ∈ P.A : ∃I ∈ PI(P ) : o(P I , r, d) =

w ∧ ∀I ∈ {I|I ∈ PI(P ) : o(P I , r, d) = w}∃n ∈ P I .N : (d ∈ n.dr ∧ (n.a = a ∨ (a ∈
n.addAct ∧ n = r)) ∧ o(P I , n, d) = w) ∨ a = w.a} ��
We can now calculate the impact of additional actors for a single sphere for

data object d, origin w and business rule task r as:

|StrongDynamicSphere′(d,w, r)| − |StrongDynamicSphere(d,w, r)|
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We are now interested in measuring all changes to the strong-dynamic sphere for
all data objects in a process model with exactly one business rule task with addi-
tional actors r. Since both, the origins and also the business rule task itself are
conditional, we propose a weighted measure to reflect the proportion of instances
for each sphere change. We introduce a second weight function weight(w, r, d)
that computes the fraction of instances types containing both w and r where w
is the origin of d for r and the instance types containing w. We can now provide
the overall measure for the impact on the strong-dynamic sphere:

Definition 15 (Measure for the Strong-Dynamic Sphere).

γ1(P, r) =
∑

d∈ST (P )

∑

w∈P.N∧d∈w.dw

weight(w) ∗ weight(w, r, d) ∗ |Δγ(d,w, r)|

Δγ(d, w, r) = StrongDynamicSphere′(d, w, r) \ StrongDynamicSphere(d, w, r)

ST (P ) = {d : d ∈ P.D ∧ d.sphere = strong − dynamic} ��
Example 7 (Calculating Measure for the Strong-Dynamic Sphere). Consider-
ing the example process in Fig. 1: Assuming D1 requires at least the strong-
dynamic sphere: If we assign A and B as additional actors for T4SP , this will
change the strong-dynamic sphere for data object D1, writer T2 at position T4
from {HO,FA, SP} to {HO,FA, SP,A,B}. Since the last writer T2 is executed
unconditionally, and T4 is nested in one xor-block, the overall γ1 measure for
this change is: 1 ∗ 1

2 ∗ |{A,B}| = 1 ��
The overall impact of one business rule task with additional actors on privity

is the combination of the impact on the static spheres, the weak-dynamic spheres
and the strong-dynamic spheres. We assume that the weighting between the
spheres is domain specific, we therefore allow to use custom weights for the
impacts of each sphere. We use parameter pα for weights of the impacts on the
static sphere, pβ for the for weights of the impacts on the weak-dynamic sphere
and pγ for the weights of the impacts on the strong-dynamic sphere:

Definition 16 (Measure for Privity Impacts for a process with one
task with additional actors.). Let P be a process model, r be the only task
in P.N where r.addAct = {}. pα, pβ , pγ are non-negative numeric parameters
in R provided by the user. MeasurePrivity1(P, r, pα, pβ , pγ) = pα ∗ α(P ) + pβ ∗
β(P ) + pγ ∗ γ1(P, r) ��

5 Measures for General Processes

For process models with more than one task with additional actors, we follow
the same principle as for process models with one task with additional actors.
However, in this case, the measure needs to take into account that one task
with additional actors a can have consequences for another task with additional
actors b. E.g., if the assignment of additional actors to a includes some actor A1
who therefore gets a member of the static sphere for some data object d, then
an additional assignment of A1 to b should not result in an additional increase
of the measure. We will now discuss the effects of multiple tasks with additional
actors per sphere.
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5.1 Measuring the Impact on Static- and Weak-Dynamic Spheres

The measure of the static sphere is solely based on counting members of two
different sets: A set of actors with and a set of actors without taking additional
actors into account. Since each member can only be added once to a set, we can
also apply measure α(P ) for processes with more than one task with additional
actors. If multiple tasks with additional actors lead to the same sphere changes
this will not have any influence on the size of the set and consequently it cannot
have an influence on the measure.

Weak-Dynamic Sphere: While there exists one static sphere for each data
object, there is one weak-dynamic sphere for each data object and writer. The β
measure also compares the size of each sphere with and without taking additional
actors into account. The only difference is that the result is weighted by the
writer of the sphere. We can therefore use the β(P ) measure for processes with
more than one task with additional actors.

5.2 Measuring the Impact on the Strong-Dynamic Sphere

While effects of additional actors on the static and weak-dynamic spheres are
always local to that sphere, this property does not hold for the strong-dynamic
sphere. Including an additional actor for one task can have an impact on the
spheres of other tasks. Additionally, combinations of tasks with additional actors
can lead to effects on the spheres of other tasks with additional actors. However,
a measure should count every effect only once.

Example 8 (Inter-Dependencies between nodes with Additional Actors). Figure 2
sketches a process model with the data objects D1 and D2. For improved visibil-
ity, we denote read and write operations in the task boxes with R(d) and W (d),
rather than with data-flow edges. The process contains the tasks T1A writing to
both data objects. Then data object D1 is conditionally updated by participant
B either in T2B or T3B . Finally, D2 is conditionally updated by participant C
in T4C . The process contains the business rule tasks BR1A, BR2A and BR3A of
participant A. Tasks without labels are only depicted for the sake of complete-
ness. However, they are independent of Data objects D1 and D2 and therefore
irrelevant to the discussion.

We now assume that participant C should be assigned as an additional actor
to the business rule task BR3A. We also assume that Data object D2 is anno-
tated with the strong-dynamic sphere. D1 is annotated with the private sphere.
Therefore, only D2 needs to be taken into account for assessing the impact on
the strong-dynamic spheres. We first show the strong-dynamic spheres of the
data object D2 ignoring additional actors:

(T1, BR1,D2) = {A}, (T1, BR2,D2) = {A}, (T1, BR3,D2) = {A}
When taking into account additional actors, and assuming C is assigned as the
only additional actor of BR3 and no other nodes have additional actors the
spheres for D2 change to:

(T1, BR1,D2) = {A,C}, (T1, BR2,D2) = {A,C}, (T1, BR3,D2) = {A,C}
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Fig. 2. Example process for assessing general processes

We can observe that the inclusion of one additional actor to one business rule
task can have effects on the spheres of other business rule tasks. If we also assign
C as an additional actor for BR1 and BR2 we get exactly the same spheres for
D2 as if C was only assigned to BR3. Moreover, if we use C as an additional actor
for BR1 and BR2 but not for BR3 we will still get the exact same spheres as if
only C was added to BR3. Such implicit changes caused by inter-dependencies
between business rule tasks must not lead to double-counting changes in a mea-
sure. Consequently, when assessing a solution where C is assigned to BR1, BR2,
and BR3, only the change of (T1, BR3,D2) should be taken into account for
Data object D2. ��
To reflect this behavior, we propose to calculate the measure based on a minimal
subset of tasks that lead to the same overall sphere updates as the inclusion of
additional actors for every interdependent business rule task. In Example 8 for
D2 there are the two minimal subsets {BR1, BR2} and {BR3} leading to the
same impacts on the spheres as {BR1, BR2, BR3}. Our measure will return the
measure for the subset {BR3} as this leads to a γ value of 0.5, instead of 0.5 +
0.5 = 1;

For defining the measure we first introduce the Strong-Dynamic Sphere with
additional actors excluding a set of tasks.

Definition 17 (Strong-Dynamic Sphere with additional actors exclud-
ing Tasks). Let d ∈ P.D be a data object, w be a task writing to d, r be a
node, TE be a set of excluded tasks. Actor a is in the strong-dynamic sphere
with additional actors excluding tasks StrongDynamicSphere∗(d,w, r, TE, a),
iff for every instance type where w is the origin of r for d, a will execute some
node n or act as an additional actor for a node n ∈ TE where n reads the value
of d from w or a a is the actor of w ��

Business rule tasks with some additional actor a can only have inter-
dependencies if they can read the same data object from the same origin. Thus,
for some actor a and origin w, we can define the set of dependent business rule
tasks as: depT (a,w, d) = {t|t ∈ P.N : t.type = business − rule − task ∧ a ∈
t.addAct ∧ ∃I ∈ PI(P ) : o(P I , t, d) = w}
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Let Spheres(a,w, d) be a function returning a set of tuples SP , where
SP contains one tuple (t, w, d, S) for each element t in depT (a,w, d) where
S = StrongDynamicSphere∗(d,w, t, {}, a). Spheres∗(a,w, d, TE) is defined in
analogy to Spheres(a,w, d) but the set of nodes TE is excluded for calculating
S: S = StrongDynamicSphere∗(d,w, t, TE, a).

For a given set of dependent business rule tasks depT (a,w, d), we can now
define all minimal subsets of depT (a,w, d) that have the same effects on the
spheres as depT (a,w, d) itself: Let depTMin(a,w, d) be a function returning a
set of all subsets T of depT (a,w, d) such that for every subset T ′ ∈ T the fol-
lowing holds: Spheres(a,w, d) = Spheres∗(a,w, d, depT (a,w, d) \ T ′) and there
is no proper subset of T ′ in T . Let γmin(a,w, d) be a function returning the
minimal overall γ measure of all elements T ′ in depTMin(a,w, d) in analogy to
Definition 15.

We can now define the overall γ value of a process as:

Definition 18 (Measure for the Strong-Dynamic Sphere).

γ(P ) =
∑

a∈P.A

∑

d∈P.D∧d.sphere=strong−dynamic

∑

w∈P.N∧d∈w.dw

γmin(a,w, d)

For general processes, we adopt the measure from Definition 16 as follows:

Definition 19 (Measure for Privity Impacts for a process with addi-
tional actors). Let P be a process model, pα, pβ , pγ are non-negative numeric
parameters in R provided by the user. The overall impact on privity of additional
actors is: MeasurePrivity(P, pα, pβ , pγ) = pα ∗ α(P ) + pβ ∗ β(P ) + pγ ∗ γ(P )

5.3 Example Measure Calculation

We will now show the measure calculations using the business process model in
Fig. 2, described in Example 8. In contrast to Example 8, we assume that Data
objects D1 and D2 require the Strong-Dynamic Sphere.

Impact on the Static Spheres. Without any additional actors, we have the
following static spheres: StaticSphere(P,D1) = {A,B}, StaticSphere(P,D2) =
{A,C}. We now create a new process P ′ derived from P where C acts as
an additional actor for BR1, BR2 and BR3. This results in the spheres:
StaticSphere(P ′,D1) = {A,B,C}, StaticSphere(P ′,D2) = {A,C}.
This results in α(P ′) = |{A,B,C} \ {A,B}| + |{A,C} \ {A,C}| = 1

Impact on the Weak-Dynamic Spheres. The calculation of the β measure
is shown in Table 1. The table contains one row for each writer of each data
object. Column WD() shows the members of the weak-dynamic sphere without
C as an additional actor for BR1, BR2, BR3. Column WD′ shows the spheres,
when C is used as an additional actor.
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Table 1. β measure with additional actor C for BR1, BR2, BR3

Sphere WD() WD′() Δ Weight(w) Score

(T1,D1) {A,B} {A,B,C} 1 1 1

(T1,D2) {A,C} {A,C} 0 1 0

(T2,D1) {A,B} {A,B,C} 1 0.25 0.25

(T3,D1) {A,B} {A,B,C} 1 0.25 0.25

β(P ′) 1.5

Impact on the Strong-Dynamic Spheres. The calculations for the impact on
the strong-dynamic spheres is shown in Table 2. The Column Sphere defines the
current configuration for data object, writing task, and business rule task. Column
SD() shows the members of the sphere including the additional actors of the busi-
ness rule tasks. Column SD′() shows the spheres, without including additional
actors. Sphere configurations that do not contribute to the measure using γmin()
are marked with minus. This is the case for (D1,T1,BR3), and (D2,T1,BR1)
and (D2,T1,BR2). The effects of (D1,T1,BR3) are implicitly achieved by the
counted effects of (D1,T1,BR1) and (D1,T1,BR2). The effects of (D2,T1,BR1)
and (D2,T1,BR2) are implied by the counted effects of (D2,T1,BR3).

Table 2. γ measure of additional actor C for BR1, BR2, BR3

Sphere SD() SD′() Δ Weight(w) Weight(w,r,d) Score

(D1,T1,BR1) {A,C} {A} 1 1 0.5 0.5

(D1,T1,BR2) {A,C} {A} 1 1 0.5 0.5

(D1,T1,BR3) - - - - - -

(D1,T2,BR3) {A,B,C} {A,B} 1 0.25 0.5 0.125

(D1,T3,BR3) {A,B,C} {A,B} 1 0.25 0.5 0.125

(D2,T1,BR1) - - - - - -

(D2,T1,BR2) - - - - - -

(D2,T1,BR3) {A,C} {A} 1 1 0.5 0.5

γ(P ′) 1.75

We can now calculate the overall effect based on the measures α, β, γ
when using C as an additional actor for BR1, BR2, BR3 as MeasurePrivity
(P ′, 1, 1, 1) = 1 ∗ 1 + 1 ∗ 1.5 + 1 ∗ 1.75.

6 Conclusion and Future Work

A common pattern in applications targeting low-trust environments is the inclu-
sion of additional actors for enforcing the correctness of decisions. Examples are
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distributed oracles or endorsing peers on permissioned blockchains. However,
including additional participants can have negative impacts on privity. In this
paper, we have defined measures for assessing the toll on privity that is paid
for given sets of additional actors. The measures are based on counting changes
in the privity relations of the collaboration. The resulting measure opens alleys
for various applications such as: Interactively proposing optimal sets of addi-
tional actors to modelers, comparing alternative solutions, and detecting goal
conflicts. Finally, the measure allows to automatically generate optimal sets of
additional actors for given constraints on availability, enforceability, and priv-
ity. While the structure of the measure proposes that optimal sets of additional
actors can be efficiently computed for the α and β measure, the γ measure is
far more demanding due to the inter-dependencies of decisions. We are currently
working on efficient, heuristic implementations for finding optimal sets of addi-
tional actors under given constraints on privity and enforceability or availability
as well as user-defined positive and negative inclusion constraints on actors for
decisions.
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10. Pintado, O., Garćıa-Bañuelos, L., Dumas, M., Weber, I., Ponomarev, A.: Caterpil-
lar: a business process execution engine on the ethereum blockchain. Softw. Pract.
Exp. 49(7), 1162–1193 (2019)

11. Szabo, N.: Formalizing and securing relationships on public networks. First Monday
9(2) (1997)

12. Tran, A.B., Lu, Q., Weber, I.: Lorikeet: a model-driven engineering tool for
blockchain-based business process execution and asset management. In: Proceed-
ings of BPM 2018, pp. 56–60 (2018)

13. Wang, S., et al.: On private data collection of hyperledger fabric. In: ICDCS 1, pp.
819–829 (2021)

14. Xu, X., Dilum Bandara, H., Lu, Q., Weber, I., Bass, L., Zhu, L.: A decision model
for choosing patterns in blockchain-based applications. In: 2021 IEEE 18th Inter-
national Conference on Software Architecture (ICSA), pp. 47–57 (2021)

15. Xu, X., Pautasso, C., Zhu, L., Lu, Q., Weber, I.: A pattern collection for blockchain-
based applications. In: Proceedings of EuroPLoP 2018, pp. 3:1–3:20 (2018)



Threshold Signature
for Privacy-Preserving Blockchain

Sara Ricci1(B) , Petr Dzurenda1 , Raúl Casanova-Marqués1,2 ,
and Petr Cika1

1 FEEC, Department of Telecommunications, Brno University of Technology, Brno,
Czech Republic

{ricci,dzurenda,casanova,cika}@vut.cz
2 Institute of New Imaging Technologies, Universitat Jaume I, Castellón, Spain

https://axe.vut.cz/

Abstract. Threshold signatures received renewed interest in recent
years due to their practical applicability to Blockchain technology. In
this article, we propose a novel (n, t)-threshold signature scheme suit-
able for increasing security and privacy in Blockchain technology. Our
scheme allows splitting a Blockchain wallet into multiple devices so that
a threshold of them is needed for signing. This increases the security of
the transactions, e.g., more devices need to be compromised to recover
the key and permits, and the privacy, e.g., the signing is made anony-
mously on behalf of the group of users sharing the Blockchain wallet.
Our experimental results show that the signing algorithm requires less
than 10 ms in the cases of 10 devices involved.

Keywords: Threshold signature · Multi-signature · Blockchain ·
Secret sharing · Paillier cryptosystem · Schnorr protocol

1 Introduction

Threshold signatures belong to distribute signature family where a threshold
number of participants have to cooperate to issue a signature that can be verified
by a single public key. Even if they have been studied for a long time [13,22],
these signatures received renewed interest in recent years due to their practi-
cal applicability to Blockchain technology and electronic transactions, including
cryptocurrencies such as Bitcoin [3].

A typical Blockchain consists of two parts: 1) a consensus mechanism for del-
egating the creation of new blocks including user transaction and 2) a signature
scheme for user transactions verification [24]. A standard transaction, namely a
single-signature transaction, involves only one private key, which is managed by
a single device. On the contrary, a multi-signature transaction involves at least
two keys that can be stored in different devices. This approach can bring several
new beneficial features [17], e.g., 1) increased security: splitting the wallet
keys between more user devices reduces the risk of compromising the wallet.
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In fact, a malware is unlikely to infect them all. 2) Joint accounts: the transac-
tions require the signatures of multiple users before the funds can be transferred,
and 3) wallet key backup: if one key is lost in a “2-of-3” wallet, then the other
two keys can be used to retrieve the wallet.

It is important to notice that Bitcoin already supports multi-signature
transactions. These multi-signature wallets consist of several regular Bitcoin
addresses. However, this approach has several privacy issues such as 1) sev-
eral wallets of the same owner are publicly known, 2) the signing threshold and
signer’s identity are also known, and 3) the size of the transaction grows with the
number of wallet owners and signers. Threshold signatures can help reduce the
amount of data stored in the Blockchain and solve privacy issues by compressing
the signatures together while keeping verification still possible.

In a (n, t)-threshold signature, n parties can jointly generate a single public
key from their n private shares of the key. The key can be used to securely sign
messages if and only if t parties collaborate in the signing process. Moreover, no
group of t−1 colluding parties should be able to recover the secret key. Threshold
signatures are mainly based on RSA [12,33] and Elliptic Curve Digital Signature
Algorithm (ECDSA) signatures [9,18,20,26,27]. In the ECDSA signatures group,
we can split the signatures in the (2, 2)-threshold variant [7,14,25] and the more
general (n, t)-threshold case [6,8,10,11,15,18,19,26]. Note that (n, n)-threshold
signatures are a particular case of (n, t)-threshold ones. At the moment, the most
efficient threshold signature schemes rely on pairing-based cryptography [4,5].
These schemes can perform signing operations in a single round among partic-
ipants whereas the best non-pairing-based threshold schemes require multiple
rounds of interaction during signing operations. These signatures are based on
Schnorr’s protocol. For instance, [21,34] require at least three rounds of com-
munication during signing operations whereas FROST threshold signatures [23]
needs only two rounds. Even if having more communication overload, these latter
schemes guarantee robustness as a main feature, i.e., if any participant misbe-
haves, honest participants can detect this misbehavior, disqualify the misbehav-
ing participant, and produce a signature as long as the threshold number of
honest parties is achieved.

1.1 Contribution and Paper Structure

In this work, we proposed a novel (n, t)-threshold signature scheme suitable for
increasing security and privacy in Blockchain technology. To do so, we provide
a solution on how to securely split a Blockchain wallet between more devices.
These devices can be held by a single user (i.e., it increases security, since more
user devices are needed to sign Blockchain transactions) or by several collab-
orative users (i.e., it increases privacy, since the signing is made anonymously
on behalf of the group of users sharing the Blockchain wallet). Our scheme is
built on provable secure cryptographic primitives such as Schnorr signature [31],
Pailler cryptosystem [29], and Shamir secret sharing scheme [32]. Furthermore,
we implement our proposal with promising experimental results on a single board
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computer using ARM Cortex-A72 processor widely used in the internet of things
environment.

The paper is organized as follows. Section 2 outlines the used notation and
cryptographic primitives used in our proposal. Section 3 introduces our (n, t)-
threshold signature scheme. Section 4 presents the security analysis of our pro-
posal. Section 5 shows the possible deployment of threshold signatures to Block-
chain technology. Section 6 presents our experimental results. In the last section,
we conclude this work.

2 Cryptographic Preliminaries

In this section, we introduce used notation and cryptographic primitives. From
now on, the symbol “:” means “such that”, “ |x|” is the bitlength of x, and “ ||”
denotes the concatenation of two binary strings. We write a ∈R A when a is sam-
pled uniformly at random from A. Let G be a additive cyclic group generated by
elliptic curve E over final field Fp and base point g ∈ E(Fp) of prime order qEC ,
where |qEC | = κ and κ is a security parameter. A secure hash function is denoted
as H : {0, 1}∗ → {0, 1}κ, where κ is a security parameter. We describe the Proof
of Knowledge (PK) and the Signature of Knowledge (SK) protocols using the
notation introduced by Camenisch and Stadler. In particular, the protocol for
proving the knowledge of discrete logarithm of c with respect to g is denoted as
PK{α : c = gα} and the protocol for proving the knowledge of discrete logarithm
of c with respect to g and message m is denoted as SK{α : c = gα}(m).

2.1 Schnorr Signature

Schnorr signature [31] is a digital signature scheme known for its simplicity,
efficiency, and short signatures. It is based on the PK concept and it is frequently
used in many cryptosystems, including privacy-enhancing schemes, such as group
signatures, ring signatures, and attribute-based credentials. Using this scheme,
the prover proves his/her statement on knowledge of a discrete logarithm (i.e.,
secret key sk : pk = gsk) with respect to public parameters G, g, q, pk. In contrast
to the Schnorr identification protocol [31] which is a interactive 3-way protocol,
the Schnorr signature scheme is non-interactive.

The scheme is depicted in Fig. 1. The prover commits a random number r,
computes a challenge e by using a secure hash function H, and finally responds
by the proof z on the challenge e, secret key sk and message m.

Furthermore, Schnorr signatures have linear characteristics as shown in [16,
28]. This linearity property of Schnorr signatures can be used to construct a
multi-signature, see Eq. 1 describing case 2-of-2 multi-signature.

pk = pkA ∗ pkB = gskA ∗ gskB

c = cA ∗ cB = grA ∗ grB

e = H(c||m)
z = zA + zB = (rA − e ∗ skA) + (rB − e ∗ skB)

(1)
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Fig. 1. Schnorr’s signature of knowledge of discrete logarithm SK{sk : pk = gsk}(m).

The verification of 2-of-2 multi-signature is depicted in Eq. 2.

c′ = gz ∗ pke = g(rA−e∗skA)+(rB−e∗skB) ∗ (gskA ∗ gskB )e = grA ∗ grB (2)

2.2 Shamir Secret Sharing Scheme

Shamir secret share scheme [32] is a well-known (n, t)-threshold scheme where
n denotes the number of shares involved and t the number of shares needed to
reconstruct the secret k. This scheme is based on 1) unique polynomial property,
i.e., there exists a unique t−1-th degree polynomial that passes through t points
in the plane, and 2) interpolation problem.

Let k be the secret, where k is in a field Fq. The scheme involves a dealer
who owns a secret and a set of n parties. The dealer chooses t − 1 random ele-
ments a1, . . . , at−1 from Fq independently with uniform distribution and defines
a polynomial P (x) = k+

∑t−1
i=1 aix

i. The share of party j is the evaluation of the
polynomial βj = P (αj), that is the pair (αj , βj). The secret can be recovered
with the following formula:

k = P (0) =
t∑

j=1

βj ∗
t∏

m=1,m �=j

αm

αm − αj
. (3)

Shamir secret sharing scheme has both properties [2]: 1) Correctness the
secret k can be reconstructed by any authorized set of parties, and 2) Perfect
Privacy every unauthorized set cannot learn anything about the secret (in the
information theoretic sense) from their shares.

2.3 Paillier Cryptosystem

Paillier cryptosystem [29] is a probabilistic public-key algorithm for asymmetric
encryption. This scheme runs in a RSA-modulo where P,Q are two large primes
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of equal length. Figure 2 depicts its subroutines, namely Keygen, Enc, and Dec
that states for key generation, encryption and decryption protocols, respectively.

Fig. 2. Paillier cryptosystem.

Paillier scheme has additive homomorphic properties, i.e., allows doing addi-
tive operations on ciphertexts without corrupting the result. In particular, we
will use the following two properties:

– Encpk(m1, r1)∗ Encpk(m2, r2) = Encpk(m1 + m2, r),
– Encpk(m1, r)m2 = Encpk(m1 ∗ m2, r),

where m1 and m2 are two messages in ZN and r, r1, and r2 are the random
noises.

3 Proposed (n,t)-Threshold Scheme

In this section, we define the algorithms and entities of our (n,t)-threshold pro-
tocol. It employs two parties:

– Signer: jointly generates the signature in collaboration with other co-signers.
The signer is typically a user which is accessing online services, such as cryp-
tocurrency payments. The signing key (i.e., Blockchain Wallet secret key)
is split and stored on different user devices such as smartphones, wearables,
microcontrollers, and personal computers. In particular, a Main Device (MD)
represents a user device with an activated signing mode. This mode is used by
a signer when he/she wants to sign a Blockchain transaction. The main task
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of the MD is to initiate all events, i.e., communication with Blockchain, cre-
ation of user transactions, and generation of a signature on the transaction.
To do so, the MD has to run the signing protocol jointly with the co-signers’
devices. Moreover, a Secondary Device (SD) represents a user device with
activated co-signing mode. This mode is used by co-signers when they want
to join a signing process of a Blockchain transaction initiated by the MD.

– Verifier: is a Blockchain node receiving and validating the user transac-
tions. Among others, it checks the validity of the signature in the transaction
over the Blockchain Wallet public key. The Verifier can be represented by a
powerful computer as well as a computationally less powerful device such as
a single-board computer or microcontroller.

The (n,t)-threshold signature scheme consists of the following three algo-
rithms: 1) Setup, 2) Signing, and 3) Verifying that are described in Sects. 3.1,
3.2, and 3.3, respectively. Our (n, t)-threshold signature scheme needs that t out
of n authorized signers collaborate to generate the signature. Let Dj be a signer’s
device performing the signature where j = 1, . . . , n. Each Dj owns its signing
secret key kj .

3.1 Setup Algorithm

Our scheme is based on Shamir protocol [32] and, therefore, requires that n
signers agree on a polynomial f(x) of degree t−1 that has sk =

∑
ki as constant

term, please see Sect. 2 for more details. Note that sk is the secret key used in
the signature. We consider a polynomial with the following structure:

f(x) = (d(1)t−1 + · · · + d
(n)
t−1)x

t−1 + · · · + (d(1)1 + · · · + d
(n)
1 )x + sk, (4)

where d
(i)
j is privately generated by Di for i = 1, . . . , n and j = 1, . . . , t − 1.

By using Paillier encryption [29], the polynomial f(x) is evaluated in n points
without disclosing its coefficients, i.e., the polynomial is not “built” and shared
among the devices but only evaluated. Accordingly, each device Dj obtains the
pair (αj , f(αj)) where αj = j is publicly known and f(αj) is kept secret. The
Setup algorithm consists of two phases:

(Λj , pk, pkj , pkp,j) ← ParGen ← (n, t, κ): each device Dj for j = 1, . . . , n does as
follow and with respect of a security parameter κ:

– generate at random d
(j)
1 , . . . , d

(j)
t−1,

– generate the Paillier’s key pair (pkp,j , skp,j),
– generate at random kj in ZqEC

,
– compute pkj = gkj .

The values Λj = (kj , d
(j)
1 , . . . , d

(j)
t−1, skp,j) are privately stored in each device

whereas (pkj , pkp,j) are made public. An agreed user compute the common key
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pk =
∏n

i=1 pki (i.e., Blockchain wallet public key). Note that the coefficients d
(j)
i

need to meet the following dis-equality:

|d(j)i | < (
|N |
n

− |qEC |) 2
t(t − 1)

, (5)

for i = 1, . . . , t − 1 and j = 1, . . . , n.

Lemma 1. Equation 5 allows the polynomial f(x) to not be modified by applying
Paillier cryptosystem.

Proof. Since we are going to encrypt f(x) with Paillier cryptosystem, we need
that its evaluation f(αj) is smaller than Paillier modulus N for all j = 1, . . . , n.
To do so, we need that |f(αn)| = |(d(1)t−1 + · · · + d

(n)
t−1)α

t−1
n + · · · + (d(1)1 + · · · +

d
(n)
1 )αn +

∑
i ki| < |N |, where αi < α2 < · · · < αn by construction. Let d be

equal to maxi,j d
(j)
i , then

|f(αn)| < n|d||αn|t−1 + · · · + n|d||αn| + n|qEC | =
n|d|((t − 1) ∗ (t − 2) ∗ · · · ∗ 1)|αn| + n|qEC | =

n|d| t∗(t−1)
2 |αn| + n|qEC | < |N |.

Therefore, |d| < ( |N |
n − |qEC |) 2

t(t−1) .

(αj , f(αj)) ← PolyEval ← (Λj , pkp,j): all devices engage in the following step
for the computation of each f(αj) for j = 1, . . . , n. Let h be equal to j + 1:

1. Dh generates random value rj,h and compute εj,h = Encpkp,j
(αj , rh),

2. Dh generates random value vj,h and compute

ch = ε
αt−2

j ∗d
(h)
t−1

j,h ∗ ε
αt−3

j ∗d
(h)
t−2

j,h ∗ · · · ∗ ε
d
(h)
1

j,h ∗ Encpkp,j
(kj , vj,h),

3. if h = j + 1, then Dh sends ch to Dh+1,
4. if h �= j, then set h = h + 1 mod n and go to Step (1),
5. if h = j, then Dj computes

f(αj) = Decskp,j
(cj−1) + d

(j)
t−1α

t−1
j + · · · + d

(j)
1 αj + kj .

The algorithm outputs for each device Dj the pair (αj , f(αj)) where αj = j is
publicly known and f(αj) is kept secret. In Fig. 3, PolyEval phase is sketched
in the case of five devices where D1 acts as MD. At the end of the process D1

obtains the evaluation of the f(x) in α1, i.e., f(α1).

3.2 Signing Algorithm

During the Signing algorithm, t out of n devices need to collaborate to generate
the signature σ. To do so, t specific devices need to be agreed. Therefore, let
Jt ⊂ {1, . . . , n} be the set of t indices such that Dj with j ∈ Jt has been
selected for signing. The Signing algorithm consists of two phases:

({sj}j∈Jt
) ← SessionKeyGen ← (Jt, αj , f(αj)): each Dj with j ∈ Jt does as

follow:
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Fig. 3. PolyEval phase in Set-up algorithm of the proposed (n, t)−threshold signature.

– compute the session key:

sj = f(αj) ∗
∏

m∈Jt\{j}

αm

αm − αj
mod qEC ,

– store sj privately.

Note that sj is the private session key of Dj used to generate σj and, therefore,
sj is kept secret.

(σ) ← SignatureGen ← ({sj}j∈Jt
,m): at first, each device Dj with j ∈ Jt

commits to its random value rj . At second, the commitments cj are sent to the
MD device that aggregates them to receive the common commitment c. Then c
is sent back to SDs with the signing message m (i.e., Blockchain transaction) so
that each device Dj generates its signature fragment (zj) on m. At last, the MD
aggregates all signature fragments and outputs the Schnorr signature σ = (e, z)
on the Blockchain transaction which is sent to the Blockchain for validation, see
Algorithm 1 for more details.

3.3 Verifying Algorithm

The Verifying algorithm allows the verifier (i.e., Blockchain node) to verify the
signature (see Sect. 2.1 for more details).

(0/1) ← Verifying ← (pk, σ,m): this is run by the verifier that verifies if the
signature is valid as follow:

c′ = gz ∗ pke (6)
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Algorithm 1. SignatureGen({sj}j∈Jt
,m)

1: for j ∈ Jt do: � run privately by each Dj (i.e., MD and SDs )
2: rj ∈R ZqEC

3: cj = grj � SDs send cj to MD
4: end for
5: c =

∏
j∈Jt

cj � run by MD, c and m sent to SDs
6: for j ∈ Jt do: � run privately by each Dj (i.e., MD and SDs )
7: e = H(c||m)
8: zj = rj − e ∗ sj mod qEC � SDs send zj to MD
9: end for

10: z ← ∑
j∈Jt

zj mod qEC � run by MD
11: return σ = (e, z)

e
?= H(c′||m). (7)

If Eq. 7 holds, the signature σ is accepted and the algorithm returns true, false
otherwise.

4 Security Analysis

In this section, we prove the security of our threshold signature scheme. The
signature is based on provable secure cryptographic primitives, namely Schnorr
signature [31], Pailler cryptosystem [29], and Shamir secret sharing scheme [32].

Lemma 2. The proposed threshold signature is existentially unforgeable under
chosen-message attacks in the random oracle model assuming that the discrete
logarithm problem is hard.

Proof. This is based on the fact that our proposal is built on the Schnorr signa-
ture and its unforgeability is proven in [30], Lemma 2.

Lemma 3. The proposed threshold signature is sound and complete, i.e.,
valid signatures will be always verified correctly, and invalid ones will always fail
verification.

Proof. In order to prove the completeness of the signature, Eq. 7 has to hold.
This happens if:

1. the sum of the sessions keys si is equal to the private key sk =
∑n

1=1 ki.
This follows from Eq. 3, where βj = f(αj). In fact,

∑t
j=1 si =

∑t
j=1 f(αj) ∗

∏t
m=1,m �=j

αm

αm−αj
= f(0) = sk, where a re-labeling of the elements of Jt is

applied;
2. the commitment c′ (i.e., Eq. 6) is correctly reconstructed

c′ = gz ∗ pke = g
∑t

i=1(ri−e∗si)(gsk)e = g
∑t

i=1 ri−e∗sk(gsk)e = g
∑t

i=1 ri

=
∏t

i=1 gri =
∏t

i=1 ci = c.
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Soundness (sketch of proof by contradiction): if an unauthorized signer is
able to produce at least two valid signatures σ = (e, z) and σ′ = (e′, z′) without
knowing sk, then Eq. 6 has to hold, i.e., both signatures pass the verification

phase. Note that 1 = pke−e′ ∗ gz−z′
and, therefore, pk = g

z′−z
e−e′ where sk = z′−z

e−e′
, i.e., the unauthorized signer knows the secret key sk.

Lemma 4. The proposed threshold signature is zero-knowledge. This means
that there exists a simulator S that is able to efficiently generate a protocol tran-
script indistinguishable from a real protocol transcript without the knowledge of
the private key sk.

Proof. We prove the zero-knowledge property by constructing the zero-
knowledge simulator S. Let’s assume that the simulator can program the random
oracle H in a way that on inputs ĉ, m outputs ê. Then, the simulator does as
follows:

1. Randomly selects the response ẑ ∈R Zq.
2. Randomly selects the challenge ê ∈R Zq.
3. Computes the commitment ĉ = pkê ∗ gẑ.

The simulator’s output is computationally indistinguishable from the real
protocol transcript, i.e., (ê, ẑ) ∼=c (e, z), because all pairs are selected randomly
and uniformly from the same sets.

Lemma 5. The proposed threshold signature provides both secret sharing prop-
erties, i.e., correctness and perfect privacy.

Proof. Note that the secret sk can be recovered with either the secret keys ki or
the session keys si. Therefore, correctness and perfect privacy properties need
to be proven in both cases. For ki, the proof is straightforward and follows the
Shamir secret sharing scheme ones [2]. Correctness: each session key si secrecy
relies on f(x) one. In fact, if one knows f(x), then can evaluate f(x) in all αi

and reconstruct si. Thanks to PolyEval algorithm, any signer knows only partial
values of each coefficient of f(x). Accordingly, f(x) can be reconstructed only
knowing all d

(i)
j . Perfect privacy: the modulus and Paillier encryption prevent

to have information on the coefficient d
(i)
j of f(x) and, therefore, to reconstruct

the session keys si, where sk =
∑

i si.

5 Deployment of (n, t)-Threshold Scheme
to the Blockchain

Two main use case scenarios for (n, t)-threshold scheme deployment to the Block-
chain are depicted in Fig. 4. On one hand, the Multi-device wallet scenario aims
at higher protection of the Blockchain wallet. The user owns a Blockchain wallet
of which a secret key is split between his/her several wearable devices. In this
case, we use a (5, 2)-threshold signature where two of five devices have to col-
laborate to sign a transaction by the Blockchain wallet secret key. On the other
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Fig. 4. Practical use cases of our (n, t)-threshold signatures in the Blockchain.

hand, the Multi-user wallet scenario focuses on stronger privacy protection of
users and sharing property of the Blockchain wallet between several users. The
users own a common Blockchain wallet of which a secret key is split between
all of them. Here, we consider a (5, 3)-threshold signature, where three of five
users have to collaborate to reconstruct the Blockchain wallet, i.e., sign a trans-
action by the Blockchain wallet. The signature on the transaction is verifiable
by the Blockchain wallet public key. However, no one is able to track back the
signers, since, the signature is generated anonymously on behalf of the group of
users sharing the wallet. In both scenarios, the verifier or even eavesdropper will
learn nothing about the signers, i.e., the number of users/devices sharing the
Blockchain wallet and the required threshold for reconstructing the wallet. In
fact, there is only one group Blockchain wallet public key and several fragments
of the Blockchain wallet secret key distributed between several users/devices.

6 Experimental Results

In this section, we provide experimental results of the proposed (n, t)-threshold
scheme. We assess the execution time for all deployed algorithms (i.e., Setup,
Signing, and Verifying) independently, as well as the overall execution time.
We used one single Raspberry Pi 4 Model B with 4 GB of RAM to represent all
system entities, i.e., Signer’ MD and SDs devices, and the Verifier’s device.
The testing application is written in C programming language and uses several
external cryptographic libraries. The cryptographic core follows the key length
recommendations defined by the National Institute of Standards and Technology
(NIST) [1] for 112-bit security strength. We use Paillier cryptosystem with mod-
ulus size |N | = 2048 bits, where N = P ∗ Q and |P | = |Q| = 1024 bits primes
and Shamir protocol with elements of 256-bit length sizes. Both protocols were
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Table 1. Benchmarks in ms of the Setup, Signing, and Veryfing algorithms for (5,3)-
threshold scheme.

Setup algorithm Signing algorithm

ParGen PolyEval SessionKeyGen SignatureGen (σj) Total (σ)

273.7 570.9 0.02 8.57 8.59

Veryfing algorithm Total

Verifying 870.44

16.95

implemented by using the GMP library . Furthermore, we use the micro-ecc
library to implement the Schnorr signature over elliptic curve. Namely, we use
standardized elliptic curve secp256r1 where |p| = |q| = 256 bits. Finally, we
utilized OpenSSL library to perform SHA-256 hash algorithm.

We follow the environment model depicted in Fig. 3, with a total of five
devices, of which three were required to perform the signature. Each device is
simulated by a separated application thread. Table 1 shows the benchmarks of
the Setup algorithm, the benchmarks of the Signing algorithm, and the bench-
marks of the Veryfing algorithm. In addition, we provide the whole protocol
execution timings. Note that the benchmarks shown for ParGen algorithm relate
to the execution time on each device (owing to running in parallel), whilst the
polynomial evaluation refers to the overall execution time across all five devices.
Regarding the Signing algorithm, the session key generation is performed in
parallel on each device whereas the times for signature generation are divided
into two parts: 1) the partial signature on each device and 2) the joint signature.
Additionally, we run several experiments with varying numbers of devices and
signers. Figure 5 depicts the execution timings of the protocol for n = 5 and
t = {2, 3, 4}, whereas Fig. 6 illustrates the speed for n = 10 and t = {2, · · · , 9}.
Since signature verification is consistent across all devices, we simply included

Fig. 5. Speed comparison of the threshold scheme for n = 5 and t = {2, 3, 4}.
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Fig. 6. Speed comparison of the threshold scheme for n = 10 and t = {2, · · · , 9}.

the Setup and Signing algorithms. The most costly component of the scheme
is the Setup algorithm, which requires around 1 s for (5, 4) setting and around
4 s for (10, 9) setting. Fortunately, this procedure only has to be performed once.
On the other side, the Signing algorithm requires less than 10 ms in all settings.

Since our benchmarks do not consider communication overhead, we compute
how much data need to be sent and evaluate how long it would take via Ethernet
and Bluetooth connections. During the PolyEval phase, the protocol requires
to transfer 2, 048 B between all devices in one round (i.e., |ci| = 512 B, 5 devices
deployed, i.e., 4∗512 = 2, 048 B). We consider parallel processing of all 5 rounds
of the PolyEval phase. Using Transmission Control Protocol (TCP), the com-
munication latency is negligible. However, the Bluetooth requires ca. 3 s. The
SignatureGen phase requires to transfer 160 B (i.e., |cj | = 64 B, |c| = 64 B, and
|sj | = 32 B) between MD and one SD. Also in this case, we consider parallel
communication processing with all signing SDs. TCP communication latency is
again negligible whereas the Bluetooth communication takes ca. 3 s.

7 Conclusion

In this article, we propose a novel (n, t)-threshold signature scheme suitable for
increasing security and privacy in Blockchain technology. Our scheme allows
securely splitting a Blockchain wallet between more devices that can be held by
a single user or by several collaborative users. In the first case, the user’s security
is increased, since more user devices need to be compromised to sign Blockchain
transactions. The former case increases user privacy, where a signature can be
anonymously made on behalf of the group of users sharing the Blockchain wallet.
Our experimental results show that the proposed signature can be practically
deployed due to its fast signing phase that requires less than 10 ms when 10
devices are involved.
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Preface

Robotic Process Automation (RPA) Forum

Robotic process automation (RPA) is an emerging technology in the field of business
process management (BPM) that enables the office automation of intensive repetitive
tasks. In essence, it relates to software agents called software robots that mimic how
humans use computer applications when performing rule-based and well-structured
tasks in a business process. Examples of tasks that software robots perform include data
transfer between applications, automated email query processing, and collation of
payroll data from different sources.

RPA is drastically more than just technological innovation. It enables a digital task
force and, what is more important, a control mechanism over it. The objective for RPA
also extends beyond cutting costs; it directly addresses the digital transformation of
companies by creating new value, improving the quality of services, reducing and
controlling task times, and improving work satisfaction by freeing employees from
repetitive and tedious tasks. Moreover, RPA has a generative capacity when combined
with technologies such as optical character recognition (OCR), machine learning (ML),
and artificial intelligence (AI), among others, creating a new breed of “smart”
automation tools.

The capabilities and opportunities of RPA challenge a broad set of research
communities. Computer scientists are attracted to its various technical aspects, while
economists study the impact of RPA on labor and organizational effectiveness and
engineers are enabled to connect different data sources, improve the quality of the data,
and accelerate data analysis. Another question is how RPA fits within a corporate
program of digital innovation. Finally, RPA has social implications since it may reduce
work opportunities for those people who are carrying out simple, manual work.

The RPA Forum aims to bring together researchers from the above communities to
discuss challenges, opportunities, and new ideas that relate to RPA and its application
to business processes in private and public sectors. It is a unique setting where tech-
nical, business-oriented, and human-centered perspectives come together. Given the
growing adoption in the RPA context of natural language inputs to the development of
software robots, this year, a keynote speech by Tathagata Chakraborti (IBM Research)
on “From Natural Language to Workflows: Towards Emergent Intelligence in Robotic
Process Automation” enriched the program of the forum and is included in these
proceedings as invited paper. In addition, the forum attracted 16 international sub-
missions on different topics, including human-in-the-loop and conversational approa-
ches, novel platforms and governance models for RPA, and analysis of the socio-
human implications of RPA. All submissions were reviewed by three Program Com-
mittee members or their sub-reviewers and the best nine papers were finally accepted.
We believe that the accepted papers provide a novel mix of conceptual and technical
contributions that are of interest for the RPA community.

Flechsig et al. show the results of design science research conducted to identify
concrete requirements and conceptual design of a holistic BPM-RPA platform based on



business process modeling notation. The practicability of the approach is substantiated
by evaluation interviews and a prototypical implementation, which outline interesting
research directions on this topic.

Modliński et al. explore the logic behind unsuccessful RPA implementation,
resulting in the so-called “re-manualization” phenomenon, which pushes workers
taking over robotized tasks to perform them manually again. Relying on interviews,
group discussions with managers experienced in RPA, and secondary data analysis, the
authors found four types of “cause and effect” narratives that reflect reasons for re-
manualization to occur.

Borghoff and Plattfaut investigate the design of RPA-specific governance models in
practice, identifying organizational internal context factors that may influence the
implementation mechanisms of a lightweight-specific model. The research is built
through a qualitative approach based on in-depth interviews with practitioners, con-
sultants, and a vendor representative.

Harmoko et al. present a systematic mapping study to review the literature that
studies the impact of RPA on humans, identifying negative and positive influences and
implications. The results of the study show that the positive implications of RPA
projects for humans outweigh the negative ones. In contrast, human influence in RPA
projects is dominated by negative inputs.

Agostinelli et al. propose a human-in-the-loop approach to support human experts
in the identification of allowed routine segments from a user interface (UI) log. Their
approach can be leveraged by segmentation techniques that are able to discover from
scratch the structure of the routines under analysis recorded in a UI log, with the aim to
increase the quality of discovered routine segments.

Yaevi et al. present an exploratory approach to the problem of next-best-skill
recommendation in human-robot collaboration. The paper highlights the key charac-
teristics of the problem, examines existing approaches, and calls out challenges for
implementing a concrete solution. An implementation architecture that can serve as an
integrated recommendation strategy is finally proposed.

Rybinski and Schüler examine literature process discovery algorithms to investigate
the feasibility of their application in the context of RPA. This study points out that the
process models generated by the discovery algorithms tend to neglect the data per-
spective, which is crucial to convert such models into flowcharts amenable to
automation. To mitigate this, a proof-of-concept implementation is provided to trans-
late the discovered process models into RPA flowcharts.

In their work, Rizk et al. argue that the next generation of software robots must
leverage AI to learn from user interactions and generalize to unseen settings. To
achieve this, the authors first assess the current state of the art on this topic. Then, they
identify some key research challenges at the intersection of AI, RPA, and interactive
task learning that must be addressed to realize the vision of software robots that
continually learn new automation solutions from UI.

Finally, Průcha and Skrbek investigate the possibility of employing applications’
API during automation via RPA, which could help to solve some well-known stability
issues of software robots.

We wish to thank all those who contribute to making the 2022 edition of the RPA
Forum a success: the authors who submitted papers, the members of the Program
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Committee who carefully reviewed the submissions, and the speakers who presented
their work at the forum. We also express our gratitude to the BPM 2022 chairs and
organizers for their support in preparing the RPA Forum.

September 2022 Andrea Marrella
Bernhard Axmann

120 Preface



Organization

Program Chairs

Andrea Marrella Sapienza University of Rome, Italy
Bernhard Axmann Technische Hochschule Ingolstadt, Germany

Program Committee

Simone Agostinelli Sapienza University of Rome, Italy
Aleksandre Asatiani University of Gothenburg, Sweden
Tathagata Chakraborti IBM Research, USA
Adela del Río-Ortega University of Seville, Spain
Carmelo Del Valle University of Seville, Spain
José González Enríquez University of Seville, Spain
Peter Fettke German Research Center for AI (DFKI)

and Saarland University, Germany
Christian Flechsig Technische Universität Dresden, Germany
Lukas-Valentin Herm Universität Würzburg, Germany
Hannu Jaakkola University of Tampere, Finland
Christian Janiesch TU Dortmund University, Germany
Andrés Jiménez Ramírez University of Seville, Spain
Volodymyr Leno University of Melbourne, Australia
Fabrizio Maria Maggi University of Bolzano, Italy
Massimo Mecella Sapienza University of Rome, Italy
Tommi Mikkonen University of Helsinki, Finland
Hajo A. Reijers Utrecht University, The Netherlands
Yara Rizk IBM Research, USA
Rehan Syed Queensland University of Technology,

Australia
Maximilian Völker Hasso Plattner Institut, Germany
Inge van de Weerd Utrecht University, The Netherlands
Jonas Wanner Universität Würzburg, Germany
Moe Wynn Queensland University of Technology,

Australia



From Natural Language to Workflows:
Towards Emergent Intelligence in Robotic

Process Automation

Tathagata Chakraborti, Yara Rizk(B), Vatche Isahagian, Burak Aksar,
and Francesco Fuggitti

IBM Research AI, Cambridge, MA, USA

yara.rizk@ibm.com

Abstract. RPA technologies allow the automation of repeated processes
through indirect or direct instruction from the end-user. While declar-
ative authoring techniques provide a powerful tool to scale up process
complexity with RPA elements, often such techniques are difficult to use
without expertise. In this work, we will explore systems (in the context
of web service composition and goal-oriented conversational agents) that
both consumers and developers can interact with, in natural language, to
compose RPA elements that demonstrate emergent intelligence as a com-
position of smaller units of automation. We will also discuss the overhead
in authoring such systems, and potential learning opportunities in reduc-
ing said overhead. Finally, we will explore issues of explainability for the
developer and transparency of dynamic compositions for the consumer
in dealing with such systems with aggregated automation.

Keywords: Web service composition · Automated planning · Natural
language processing · Process automation

1 Constructing Flows for Automation

A vast number of automation tools require the user to construct flows that
embody some form of automation or business process. This user is not the end
user but rather the developer or administrator of that process. Such applications
range from goal-oriented conversational agents such as Dialogflow1 or Watson
Assistant2, data processing flows such as AutoAI/ML3,4, and web service compo-
sition such as in App Connect5 or Zapier6. The examples are many and diverse,
but eventually they take the form of a flow or decision tree. They model a mix-
ture of actions that determine or sense user intent and a composition of one or
1 https://developers.google.com/learn/pathways/chatbots-dialogflow.
2 https://www.ibm.com/products/watson-assistant.
3 https://aws.amazon.com/machine-learning/automl/.
4 https://cloud.google.com/automl.
5 https://www.ibm.com/cloud/app-connect.
6 https://zapier.com/how-it-works.
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more units of automation and manual processes, realized as steps in that flow,
that are able to satisfy the requirements of that intent.

This is, of course, not news to the business process management community,
which has decades of work to show for representing and reasoning about such
processes, including sophisticated specification languages like BPMN7 as well
as workflow construction tools and languages, both commercial and academic,
such as the likes of YAWL [49], FLOWer [1], declare [51], and others. One
natural outcome of this is that the ability of process administrators to write
sophisticated constraints has significantly grown; however, this has come at the
cost of a much higher barrier to entry in terms of the expected expertise of users
who are able to write such specifications.

This limitation is not due to a lack of subject matter expertise on the user’s
part, but rather due to how different the modeling paradigms are. For exam-
ple, a declarative modeling approach offers an exponential increase in the com-
plexity of specification to the complexity of the realized model, but requires a
completely different way of thinking from imperative modeling – not unlike the
thought process that goes into the basics of programming. Increased sophisti-
cation of the specification language further increases the required programming
knowledge of the user. As such, the full capabilities of these advanced modeling
tools remain out of reach for non-expert users who have no training or experi-
ence in declarative modeling and programming [34]. Recent advances in natural
language processing offer an intriguing way out of this conundrum.

1.1 Natural Language to Flows

One of the most fascinating outcomes of recent advances in natural language
processing is the emergence of generic language models that can be instantiated
for specific domains to perform non-trivial information processing using only
an interface to natural language instruction from the user [4]. In this paper,
we explore to what extent a natural language interface may be leveraged for a
workflow construction task, where compilations to more formal languages (that
are more expressive and unambiguous) are hidden away from the user, thereby
lowering the barrier of entry and expertise required for using such systems.

In rudimentary form, this form of interaction can manifest in constructing
pipelines in Bash syntax (command line interface) through natural language [2];
or composing web services through IFTTT (if-this-then-that) instructions8. In
general, this no-code/low-code approach [25] applies to the space of program-
ming through natural language, such as in [29].9 There are also recent examples
of workflow construction starting from natural language/document or multi-
document [14,20,21,42]. However, these flow construction systems do not feature
7 https://www.omg.org/spec/BPMN/2.0/.
8 https://ifttt.com.
9 Interestingly, although not strictly code, programming languages can be used as an

intermediate representation in the task of converting natural language instruction
to workflow representations. This allows the use of off-the-shelf language models
trained on generic code, for which there exists plenty of data [22].

https://www.omg.org/spec/BPMN/2.0/
https://ifttt.com
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Fig. 1. An illustration of the user completing a workflow for submitting a paper to
a conference through conversation (example uses dummy data). The user begins by
declaring their intent of preparing a paper submission and the system interprets that
intent as a sequence of steps it can do internally to service the request – acquiring the
title of the paper, looking it up in the internal company database, gathering the meta-
data, and final submission. This fails when the metadata is not found and the system
re-plans internally to ask for the PDF instead and uses automated extraction (OCR)
to acquire the same information. Evidently, the internal machinations are hidden from
the end user conversing with the system – we will revisit this in Sect. 3.1.

an active user experience. In fact, among them, only Doc2Dial10 [20,21] provides
a user-agent dialogue flow, though with an associated grounding-document help-
ing with user utterances semantic parsing – the documents, and not user speci-
fications, remain the source of knowledge on the workflow.

In this paper, we will focus on Watson Orchestrate11 and App Connect as
two canonical examples of natural language to flow construction driven actively
by the user – one online and the other offline. While both offer embodiments
of the natural language to workflow use case, we will see in Sect. 1.2 just how
disparate that task can become in practice. However, a detailed exploration of
both will reveal some underlying challenges that apply in general before we can
realize the full promise of a natural language interface to workflow management.

Watson Orchestrate (WO). This is a multi-agent conversational system [36],
where users can describe their objectives in natural language for the system
10 https://doc2dial.github.io/.
11 https://www.ibm.com/cloud/automation/watson-orchestrate.

https://doc2dial.github.io/
https://www.ibm.com/cloud/automation/watson-orchestrate
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Fig. 2. Here, the user provides a description of a workflow in natural language and the
system strings together a sequence of steps in response. Each steps is an API call it
can make corresponding to entities identified in the text – each entity is a triplet of an
API or “connector” (e.g., Gmail), a business object the connector operates on (e.g., an
email) and the mode of operation (e.g., create, delete, retrieve, etc.). Contrary to the
example in Fig. 1, this flow is under construction and is not going to execute yet.

to executes a sequence of automation units to complete this objective. These
sequences or flows may be dynamically composed from RPA bots or other units
of automation based on the system’s understanding of the objective described
in natural language. WO consists of one or more components that leverage AI
technology to transform the input (natural language utterance) to the output
sequence (from an automated planner). Figure 1 offers an example.

App Connect (AC). In this interface to the App Connect tool, the user types
in a brief description of their desired workflow in natural language, and the
system responds with the corresponding flow using the components available to
it. These components are usually API calls to units of automation available in
its catalog. This construction happens through a mixture of natural language
parsing, data support from a knowledge graph, and an automated planner as a
constraint solver [5]. An example is provided in Fig. 2.

1.2 Run Time Versus Design Time Considerations

It should be evident from the examples above that, while both WO and AC drive
a natural language to workflow engine in the background, the user experience is
quite different. In particular, the former oversaw the construction and execution
of a dynamic flow at run time while the latter produced a static construction to
be executed later, as the final artifact of the interaction. Some of these differences
are outlined in detail in Table 1. In the design of a natural language interface
to workflow construction, these differences become critical in determining what
the user experience is going to look like. However, there is a common theme
in all of them: each system is producing an artifact that embodies a process,
described in natural language, and this artifact is composed of units of automa-
tion none of which were specifically designed to support that particular process.
In a throwback to [6], we refer to this as emergent intelligence.
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Table 1. Online versus offline automated workflow construction.

Dimension Online Offline

Example Goal-oriented conversational agents:

chatbots that operate on some

underlying business process e.g.

customer support

Web service composition – a business process as

a composition of several API calls

Run time Needs a dynamic composition tool that

can recompute new flows on the fly,

e.g., a classical planner [44]. This mode

thus incurs some reasoning complexity

at run time for planning and replanning

Possible to compute process with all outcomes

statically e.g. using a non-deterministic planner

[32]. Here, the run time does not incur cost of

reasoning but merely involves determining which

of all the planned for outcome has occurred

Execution The workflow is executed as it is

constructed

The workflow is being constructed for later

execution

Extensib-

ility

Relatively simpler to extend knowledge

of the system e.g. add a new RPA in the

catalog, since the flows are constructed

anew at run time

Static construction and online knowledge

discovery do not square well since the point of a

static composition is that it is fit for purpose at

run time

User role The user interacting with the flow is

part of the unfolding process, e.g., in

Fig. 1 the user interacting with the

system is submitting a paper

The user is creating and deploying the flow for an

end user (who may or may not be themselves).

For example, in this case, the user will define

how a paper submission process should work

when someone wants the system to do it

User

experience

Since this involves execution at run

time, the system must decide among

alternatives. Its priority is to achieve

common grounds to avoid unintended

mistakes, and adjust appropriately

based on user feedback

The goal of the system here is to make sure that

the user understands the all the possibilities of

the constructed workflow, and iteratively refine it

until it meets their desired objective, before they

deploy it [43]

Natural

Language

Interface

Multi-turn conversation A mixture of generative search (open world

information retrieval), as in Fig. 2, and limited

conversation

2 Emergent Intelligence

Three salient themes have emerged so far: 1) the user interaction in natural
language leads to the automated construction of a workflow; 2) this interaction
can happen online i.e. during execution where the user is a stakeholder in the
flow or offline where the end goal of the user is to construct a static flow; and
3) the elements in the flow exist by themselves as independent entities, i.e.,
they were not built to be participants in the constructed flow. We posit that
through a mixture of automated composition, natural language instruction, and
generalizable units of automation, it is possible to achieve intelligence of a system
that was not specifically designed for but rather emerged from the collection.

2.1 Units of Automation

So far in the discussion, we have kept the details of the “units of automation” in
the composed workflows open-ended. These can take different forms depending
on the application: they can be individual tasks in a task management tool, they
can be web services or APIs that can be called to perform a task, or in general,
they can be some piece of code, callable by the automated construction, that
achieves a unit of work. Keeping them independent of any task description offers
up two kinds of advantages in terms of scaling up:
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– Development overhead: A distributed architecture, such as in [36], allows
developers of individual units of automation a.k.a. “skills” to not worry about
the rest of the system, thereby allowing scale-up of complexity by distributing
the development and maintenance cost of individual components of a system
– with the added side-effect of fostering a thriving developer ecosystem. Such
aggregated assistant architecture has become increasingly common of late,
both in personal assistants like Alexa12 as well as in enterprise systems like
Automation Anywhere13, UiPath14, etc.

– Declarative design: It allows a system to tap into declarative programming
paradigms such as [19,33] to achieve exponential scale-up from the complex-
ity of the specification to the complexity of the composed flow, i.e., a much
smaller specification for the same size of a flow or a much more complex flow
for the same size of a specification [12,32]. Indeed, the natural language spec-
ification in the sample interactions in Sect. 1.1 get converted to declarative
form internally, for this purpose.

RPAs are prime candidates to form the units of automation in this paradigm.
This is because RPAs present a specification task as mixture of instruction and
learning that is ideal for automation through composition. RPA vendors have
lately begun to infuse AI capabilities into their existing pipelines by leveraging
machine learning (ML) and deep learning (DL) models. These capabilities can
help to overcome the constraints of rule-based specifications and take advantage
of existing AI models that represent cognitive abilities such as perceiving and
reasoning [28]. Tasks that can be conducted with these abilities include process
identification, image recognition, (process) prediction, natural language process-
ing, chatbot functionality, etc. [13,24,46]. However, there is limited literature on
how to generalize RPAs to be reusable and composable [37,46].

2.2 Automated Composition is Key

Ultimately, the ability to scale up to complex processes, the ability to construct
flows from abstract instruction such as in natural language, and the ability to
adjust and adapt to changing task and domain descriptions, all point to the
requirement of automated composition. A key technology underlying all these
composition examples is automated planning, as a vehicle for constructing agile
workflows from declarative composition [30]. The exact flavor of planning varies
between applications: for example, in Table 1, we mention classical planning as
a way to model dynamic workflows at run time, through a mechanism of plan-
ning and re-planning [44], and non-deterministic planning [12,32,43] as means
to construct the offline static workflow modeling all outcomes for the user to
inspect and deploy. An interesting intermediate is the top-k variant [27], used in
[5], which does not compute a full offline policy but rather produces k alternative

12 https://developer.amazon.com/alexa/alexa-skills-kit.
13 https://botstore.automationanywhere.com/.
14 https://marketplace.uipath.com/listings.

https://developer.amazon.com/alexa/alexa-skills-kit
https://botstore.automationanywhere.com/
https://marketplace.uipath.com/listings
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compositions within a quality bound – this can be useful both at offline compo-
sition time as a substitute for the policy visualization, as well as at execution
time to establish possible outcomes and alternatives with the end user.

As previously mentioned, a clear advantage of automated planning in busi-
ness process management is that of using declarative specification languages
seamlessly, allowing flexibility in task representation. This is possible thanks to
the Planning Domain Definition Language (PDDL) [31], which is the standard lan-
guage to specify automated planning problems. Although, in this paper, we focus
on automated planning specifically, PDDL is not the only declarative formalism
that has been successfully employed in the business process management commu-
nity. For instance, declare specifications can encode several common process
behavioral patterns based on Linear-time Temporal Logic on finite traces (ltlf )
[18]. The idea there is to discard explicit ad-hoc representations of processes con-
trol flow in favor of the specification of a set of ltlf formulas defining allowed
finite executions, i.e., process behaviors.15 Using this, one can use declare to
constrain a process behavior to a set of predefined rules.

While leveraging declarative specifications, planning techniques play a criti-
cal role to effectively solving Business Process related problems as, e.g., it is the
case for conformance checking [17]. In fact, there is an entire line of work study-
ing and implementing synergies among Artificial Intelligence, Formal Methods
and Business Process Management (see [15] for an overview of such synergies),
including compilations of ltlf into PDDL, as, e.g., [9,10,16,47].

2.3 Current Deficiencies

One of the major challenges towards automated composition is in figuring out
how data flows between components – this is as old and hard a problem as any
since components designed independently are not readily composable because
reusable objects are simply not defined in the same terms, and more impor-
tantly even if they were identified to be reusable, it is hard to make a reliable
transformation during execution time between data produced by one component
that might be required by another. For the example in Fig. 1, this relation has
been specified manually. There has been decades of work [23,26] on using addi-
tional knowledge, e.g., an ontology, to make this transformation – however, this
makes the already difficult specification overhead even worse. In the following, we
will explore two active areas of research in reducing that overhead: 1) Explain-
ability of composed models so that the user can trust the automation; and 2)
Model Acquisition so that the user does not have to provide any additional
specification or knowledge to make the automated composition possible. The
success of automated composition very much hinges on the ability to lower the
specification overhead – the use of natural language instruction, explainability
of composed models, and learning of composition artifacts are all geared towards
lowering this overhead as much as possible.
15 Interestingly, ltl provides a natural pathway for integration with language-based

interfaces. Recent attempts have been made to get a formal description out of a natu-
ral language description (see [7] for a survey, and [40] for a BPM-related application).
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Fig. 3. Exploration of the flows composed on the fly in terms of a set of how- and why-
questions [44]. The answers to why-questions can be forward looking e.g. what parts of
the flow a certain step enables (top left) as well as backward looking e.g. why that step
exists in the flow (bottom left); while the how-questions give summary insight into
everything that was done (top right). These process summaries are generated using
landmarks – i.e. things that must be true to achieve the process goals – that the user
can iteratively drill down into more details through further questions.

3 Explainability

The explainability requirement of automated composition is a natural outcome
of moving towards a more abstract specification, since the user is no longer in
charge of constructing a flow manually and is thus relieved of a certain level of
control. This spans the entire experience – the explainability question applies
to the final composed flow (Sects. 3.1 and 3.2) to how the system enables the
natural language instruction (Sect. 3.3) to get to that flow.

3.1 Transparency of Emergent Intelligence

One closely intertwined term with explainability is interpretability [11]. Accord-
ing to Rudin et al. [39], explainable ML aims to provide post-hoc explanations
for existing black-box models (i.e., models that are incomprehensible to humans
or are proprietary), whereas interpretable ML focuses on developing models that
are intrinsically interpretable. The latter becomes critical in the context of auto-
matically composed flows, where the first point of loss of control is when users
lose sight of the composed flow. This is a problem especially in the online mode
where plans may be produced, partially executed and discarded, and it is unclear
to an end user what process was followed by the system in the background. For a
standalone RPA, this is not a problem; for a composition of RPAs and other units
of automation, especially when sourced independently and from third parties,
this is at best a desired feature to have in order to establish common grounds,
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Fig. 4. Illustration of iterative refinement of a complex flow constructed offline – the
system in [43] allows the user to fix a problem in the simplest version or “abstraction”
[45] of the specification that contains the same problem and then test in the full model
(the left inset shows this repeated process of debugging in minimal abstractions and
testing in maximal form). The system further allows the user to outline individual
process instances that are failing and explains those failures in terms of unsatisfied
process landmarks that must be fixed in the specification.

and at least a necessary feature for conforming to GDPR requirements to estab-
lish provenance of data flow among the components within the system. Figure 3
illustrates this in the context of online composition in WO.

Another problematic piece may be the decision-making process of the RPAs
themselves, many of which leverage black-box ML models. While the benefits
of these high-performing models are well-known, production use is contingent
on solving major issues in the decision making process. Black-box models are
frequently cryptic since they can have incredibly intricate and interdependent
relationships, which directly impacts the decision making logic. Furthermore,
black-box ML models might undertake multiple data changes before achieving
classification, making them difficult to comprehend. Having a composition of
RPAs and other units of automation only increase the number of downsides,
including making it difficult to debug predictions, eroding user trust, and low-
ering the system’s overall utility. Figure 3 (bottom right) illustrates how process
explanations from the composition can be composed with explanations from
individual black-box components like RPAs e.g. why a loan application is denied
along with the process that went into filing and determining that outcome.

3.2 Imperative Consequences of Declarative Specification

While iterative exploration of decisions made by the system is useful at run time
when the user is interacting with one single realized instantiation of the underly-
ing policy, this approach does not scale at the time of constructing highly com-
plex processes offline. As we discussed before, modeling processes declaratively
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Fig. 5. Domain agnostic processing pipelines for natural language to flow generation
in WO and AC, facilitating interpretable behavior of the systems end to end. Expla-
nations can be provided by surfacing contributions from individual components of the
system. For example, for AC, the system can say “[IKG] The loan agent processes loan
applications and [AMR] I detected loan intent in what you said. [Planner] The banking
agent provides credit score to the loan agent.”; while for WO, it can say “[Catalog] The
loan agent processes loan applications and [MI-POS] I detected loan intent in what you
said. [Planner] The banking agent provides credit score to the loan agent.”.

requires a shift in mindset of process administrators who have been describing
imperative process elements for a long time. The goal of explainability in the
offline composition task is thus to ensure that the user understands the impera-
tive consequences of their declarative specification. Through a mixture of a novel
model abstraction technique [45] and domain landmarks [35], Fig. 4 shows how
this was achieved in the context of very large process-oriented conversational
agents [32,43] composed automatically from declarative elements.

3.3 Natural Language is Noisy

While the previous two cases for explainability were in support of making the
composed flows more accessible to the user, the use of natural language to fur-
ther simplify the specification introduces an additional dimension of explainabil-
ity – how the system ended up with the constraints that support the flow from
the instruction. This is not so much of an explanation of the flow but rather
an explanation of how the system itself works. Natural language utterances
inputted to these systems by users are notoriously unstructured and diverse,
often times grammatically incorrect and ambiguous. Hence, systems like WO
and AC, with their multiple stages of AI models, may produce an outcome that
was not expected by users or aligned with their intentions – this is not because
of the system’s knowledge being faulty but rather the system’s interpretation of
the user’s input and/or the mapping of that information to the system’s knowl-
edge of the world was incorrect. Any error in one of the stages could lead to a
cascade of decisions that lead to a different outcome. Hence, providing insights
into how the system works can help the user modify their input.
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Interestingly, although the user experience for both WO and AC are very
different outside of the input (natural language) and the output (workflow), the
underlying technology to make that transformation is quite similar and can be
easily swapped in and out for alternative technologies. As shown in Fig. 5, while
each of the systems have a component to 1) interpret the user utterance; 2) match
detected items to its knowledge; and 3) enforce detected items and constraints
in the final flow; the realizations of those components can vary wildly. WO uses
a combination of an abstract meaning representation (AMR) [3] and latent link
discovery and matching using graph neural networks in a knowledge graph [41]
for the first two stages, WO may chose to use a completely different parser-to-
constraint engine, focused on multi-intent classification and other conversation-
oriented aspects. The processing pipeline can also be agnostic to the kind of flow
– i.e. a sequence or a decision tree, generated eventually (with respect to offline
versus online modeling requirements in Table 1.2). The individual explanations
from these components can be pooled together by templating [38], as described
in Fig. 5, for a holistic view into the system.

4 Model Acquisition

While natural language instruction, and explainability of composed flows, reduce
the specification overhead, it introduces requirements of new domain artifacts
that are not required for manual workflow construction. As we discussed previ-
ously, automated composition requires additional knowledge on composable ele-
ments that are produced and composed by individual components – e.g. knowl-
edge on how to interpret and disambiguate natural language instruction, how
to transform one kind of data to another that is semantically equivalent or con-
tained and thus eligible for reuse, and so on. The additional knowledge require-
ment defeats the purpose of the progress made in reducing the original specifi-
cation overhead. Thus, in the final section, we explore how generalizable domain
artifacts required for automated composition can be either actively taught via
instruction or passively learned from observation.

4.1 Learning from Instructions

To compose RPA elements into a flow, systems can learn from end users through
natural language interactions where the users provide instructions on how to
compose these flows. Learning from instructions allows an interactive and intu-
itive method that reduces the learning curving for end users. There is still a learn-
ing curve though since natural language processing technology has not matured
enough to fully parse and comprehend users’ instructions. Therefore, users need
to constrain their phrases to ones that are within the scope of the system’s pro-
cessing abilities. Furthermore, end users (who do not have any formal training in
programming) will most likely provide instructions for the happy path. Excep-
tion paths may only be thought of when errors occur. Therefore, systems like
WO and AC should learn iteratively and, as errors pop up, users should be able
to provide instructions on how to handle such exceptions [50].
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Fig. 6. The user here uses the AuthorWorkbench skill for two different purposes, once
to fetch the paper data for use as justification for a travel approval and once to fetch
their publication record to submit an application for internal recognition. There are
two tasks unfolding here simultaneously – as we discuss in Sect. 4.2, an effective model
learning technique needs to establish prosody in this observed data. Furthermore, in
relation to learning from direct instruction, the learned model should be able to repre-
sent the latent requirements of a task, and not the observed steps themselves, so that it
can generalize to new executions when the current one fails or a new task is presented
that is doable as a composition of available elements, as shown through an alternative
completion of the task using an OCR RPA.

4.2 Learning from Observing

Another way for the system to acquire knowledge is through observing a user
passively and learning one or more models that explain the observed behavior.
In general, this is referred to as the task of process mining [48]. Specifically as
it relates to automated composition, there is decades worth of work aimed at
learning planning models from observed data [8]. Unfortunately, those techniques
have looked at learning representations for planning in isolation, focusing on
learning a viable model given a set of plan traces, with little regard for 1) how
those traces are obtained and 2) the properties of the system that is going to
consume the learned model in the end.

This throws up several challenges: a system such as WO that wants to be
self-learning through repeated usage, i.e. learn annotations for its skills over
time so as to facilitate automated composition, has no non-determinism and
noise in the classical sense to deal with – instead it has components that are
deterministic and incompletely specified. This means that learning a model in the
traditional sense, with a single mapping from inputs to outputs, in insufficient.
In planning parlance, the system needs to learn conditional effects. However,
in existing model learning literature there is no notion of a task (or tasks are
required as input e.g. for hierarchical task networks) and thus the number of
effects of actions conditioned on tasks (that the system can reuse) will blow
up exponentially, unless the system is able to acquire both of them effectively
through a joint learning problem. Such a situation is illustrated in Fig. 6.

Work in Progress: Generalization and Prosody. We thus observe two dis-
parate forces in model acquisition through instruction versus through observing
– the former offers up precise task-oriented instruction but is hard to general-
ize beyond a particular task, while the latter has the ability to generalize from
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many observations without the user having to provide additional information
intentionally, but at the same time has to pick apart the nuances of an observed
sequence of events in terms of reusable components the system can compose
later into new workflows. Similar to the purpose of prosody in songwriting, the
joint learning problem as described above requires modeling of agent rationality
in order to learn models that can effectively orchestration composable elements
to service a diversity of user intent. While we identify this gap in the state-of-
the-art in acquisition of planning models in [8], we hope to report on how this
manifests in WO and AC in the near future.

5 Conclusion: Bigger Picture, Bigger RPAs

RPAs have been successful in addressing the initial gaps in business automation.
Their application and influence can be further enhanced by composing RPA com-
ponents into “bigger” RPAs to address complex processes. Until recently that
composition was restricted to expert users. In this work, by relying on recent
advances in natural language processing and planning, we bridge that gap by
enabling non-experts to compose flows from natural languages. We explore two
systems that both consumers and developers can interact with, in natural lan-
guage, to compose flows from RPA elements, and highlight key features, benefits
and gaps that need to be addressed to unleash the full potential of this approach.
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reasoning on natural language descriptions of processes. In: BPM (2019)
41. Sheikh, N., Qin, X., Reinwald, B., Miksovic, C., Gschwind, T., Scotton, P.: Knowl-

edge graph embedding using graph convolutional networks with relation-aware
attention. arXiv:2102.07200 (2021)

42. Shing, L., et al.: Extracting workflows from natural language documents: a first
step. In: BPM (2018)

43. Sreedharan, S., Chakraborti, T., Muise, C., Khazaeni, Y., Kambhampati, S.:
D3WA+ - a case study of XAIP in a model acquisition task for dialogue plan-
ning. In: ICAPS (2020)

44. Sreedharan, S., Chakraborti, T., Rizk, Y., Khazaeni, Y.: Explainable composition
of aggregated assistants. In: ICAPS Workshop on Explainable AI Planning (2020)

45. Sreedharan, S., Srivastava, S., Kambhampati, S.: Hierarchical expertise level mod-
eling for user specific contrastive explanations. In: IJCAI (2018)

46. Syed, R., et al.: Robotic process automation: contemporary themes and challenges.
Comput. Ind. 115, 103162 (2020)

47. Torres, J., Baier, J.A.: Polynomial-time reformulations of LTL temporally extended
goals into final-state goals. In: IJCAI, pp. 1696–1703. AAAI Press (2015)

48. Van Der Aalst, W.: Process mining. Commun. ACM. 55, 76–83 (2012)
49. Van Der Aalst, W.M., Ter Hofstede, A.H.: YAWL: yet another workflow language.

Inf. Syst. 30, 245–275 (2005)
50. Venkateswaran, P., Muthusamy, V., Rizk, Y., Isahagian, V.: Towards continual

learning in interactive digital assistants for process automation. In: IJCAI 2022
International Workshop on Process Management in the AI era (2022)

51. Westergaard, M., Maggi, F.M.: DECLARE: a tool suite for declarative workflow
modeling and enactment. BPM Demonstr. Track. 820, 1–5 (2011)

http://arxiv.org/abs/2102.07200


Towards an Integrated Platform
for Business Process Management

Systems and Robotic Process Automation

Christian Flechsig1(B) , Maximilian Völker2 , Christian Egger1,
and Mathias Weske2

1 Technische Universität Dresden, Dresden, Germany
{christian.flechsig,christian.egger}@tu-dresden.de

2 Hasso Plattner Institute, University of Potsdam, Potsdam, Germany
{maximilian.voelker,mathias.weske}@hpi.de

Abstract. Business Process Management Systems (BPMS) and
Robotic Process Automation (RPA) gain increasing relevance in dig-
ital transformation to enact and automate business processes. Recent
discussions in academia and practice indicate a promising yet challeng-
ing integration of both technologies based on a standardized language
for consistent process modeling and orchestration, like the Business Pro-
cess Model and Notation (BPMN). However, scientific literature lacks
profound approaches. Guided by Design Science Research, this empiri-
cal study substantiates the current debate with a scientifically grounded
concept for integrating BPMS and RPA. Resting upon data from 20
expert interviews, we present the requirements and conceptual design of
a holistic BPMS-RPA platform based on BPMN. The practicability of
our approach is substantiated by five evaluation interviews and a proto-
typical implementation. Finally, we outline directions for further research
and organizational practice.

Keywords: RPA · BPMS · BPMN · Integration · Design science
research

1 Introduction

Digital transformation and external disruptions like the Covid-19 pandemic are
increasingly impacting Business Process Management (BPM) [17]. Along this
line, conventional Business Process Management Systems (BPMS), which are
designed to support the end-to-end process definition, enactment, and automa-
tion of business processes [3], have several shortcomings [15]. For example, tra-
ditional process automation through deeply ingrained and inflexible business
processes can hardly keep up with today’s fast-changing environment [17]. To
this end, recent articles indicate the promising integration of BPM, specifi-
cally BPMS, with the emerging Robotic Process Automation (RPA) technol-
ogy [4,8,9]. RPA is an umbrella term that merges robotics and business pro-
cess automation and aims to automate repetitive, standardized, and rule-based
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tasks based on digital input, such as collecting, preprocessing, and transferring
data [5,21,22].

A recent debate at the BPM Expert Forum [16] corroborated the practi-
cal and scientific relevance of an integrated BPMS-RPA platform and indicated
potential benefits, particularly regarding a unified language for process model-
ing, such as the Business Process Model and Notation (BPMN). Additionally,
several articles highlight potential integration synergies like improved process
monitoring and error handling [8], process optimization [4], and human-bot col-
laboration [2]. However, profound academic approaches to examining concrete
designs are scarce to date. Therefore, we contribute to the recent practical and
scientific discourse by investigating the following research question:

How can BPMS and RPA be holistically integrated based on a consistent
notation for process modeling and orchestration?

Grounded in Design Science Research (DSR) [13] and based on empirical data
from 20 expert interviews, our contribution is threefold: First, we provide eight
requirements for an integrated BPMS-RPA platform, indicating the suitability
of BPMN as an underlying notation. Second, we propose an initial conceptual
design of such a holistic platform based on a multi-layer process visualization
approach and exemplify several components with a publicly available prototype.
Finally, we contribute to the scarce literature by providing directions for further
research and organizational practice on integrating BPMS and RPA.

This paper is structured as follows: Sect. 2 provides the relevant background
while Sect. 3 introduces related work. Our applied research methodology is
described in Sect. 4. The requirements and design of the proposed BPMS-RPA
platform are presented in Sect. 5, followed by insights into the evaluation process
and the prototypical implementation in Sect. 6. We conclude with a discussion in
Sect. 7, covering our study’s theoretical and practical implications, limitations,
and recommendations for future research.

2 Background

In the following, we detail the basic terms and concepts relevant to this paper,
i.e., BPMS, BPMN, and RPA.

2.1 Business Process Management Systems

BPM is considered a holistic concept to control and improve business processes,
including identification, discovery, analysis, design, implementation, and moni-
toring. To this end, BPMS enact various aspects of BPM, such as the modeling,
analysis, and execution of business processes [3,15]. BPMS typically consist of a
Process Modeler to define and configure the process models, which are stored in a
Process Model Repository and deployed to a Process Engine for coordinated execu-
tion [27]. Besides, diverse application programming interfaces (APIs) are provided
to integrate external software, e.g., for process analysis and monitoring [3].
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BPMS usually build on BPMN, which constitutes the de-facto industry stan-
dard for process modeling and orchestration [24,27]. This standardized and
readily understandable graphical notation allows for visualizing and implement-
ing business processes with varying complexity levels. BPMN provides mul-
tiple modeling elements to describe the process behavior, interrelations, and
involved stakeholders and translates this information into BPMS execution lan-
guages [3,12]. Generally, activities pose core elements of BPMN process diagrams
and can be distinguished into tasks and sub-processes. The latter represent com-
pound activities that can be subdivided into finer levels of detail, whereas tasks
constitute atomic activities already at the lowest level of process detail [12,24].

Considering the different needs of process model stakeholders (e.g., managers,
process owners, business analysts, or programmers), van Nuffel and de Backer
[24] propose a multi-abstraction layered approach with defined relationships to
model and structure business processes. Their framework includes five levels with
descending degrees of abstraction: process map, process variant, elementary pro-
cess, activity, and task. While the first two levels are more abstract and of organi-
zational nature, the latter three levels target specific business processes and their
parts, for which the authors propose the use of BPMN [24]. The elementary pro-
cess level shows abstract activities, inputs and outputs, and actor roles of single
business processes. The subordinate activity level describes a specific part of the
business process without revealing irrelevant aspects to a particular stakeholder.
Finally, the elementary task level decomposes each activity into its atomic tasks
by providing all available details at the lowest level of granularity [24].

2.2 Robotic Process Automation

RPA employs so-called bots that represent single software licenses and operate
on the user interfaces of existing applications and IT systems, mimicking human
behavior [21,26]. Unlike BPMS, RPA does not require extensive programming,
as RPA bots are developed using low-code or no-code approaches and are config-
ured via graphical user interfaces [11,25]. Therefore, RPA is also referred to as
“lightweight IT”, focusing on agility and speed, whereas the more complex BPMS
are considered “heavyweight IT”, emphasizing security and reliability issues [14].
RPA is perceived to be cheaper, easier, and faster to introduce, configure, and
maintain than BPMS initiatives since RPA does not (profoundly) change the
IT architecture and thus entails only a fraction of the implementation costs and
efforts [4,21,26]. Although RPA systems are less sophisticated and extensive than
BPMS, they consist of similar components, like a Process Modeler, Model Repos-
itory, and Orchestrator [8]. Furthermore, RPA distinguishes between attended
and unattended bots. Unattended bots are executed autonomously, e.g., on vir-
tual machines, and are suitable for end-to-end automation of standardized and
straightforward tasks with a limited scope. Attended bots, in turn, usually run
on local desktops and require human input and interaction since they are trig-
gered by business users to perform specific tasks of a process [5,21]. During
operation, both bot types follow specified procedures consisting of detailed work
instructions, which we refer to as RPA flows or RPA sequences further on.
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3 Related Work

Despite increasing research and practical dissemination, neither RPA nor
BPM(S) have exploited their full potential yet [5,15,18]. Whereas BPM(S) rather
focuses on the more complex and abstract process level, RPA tackles the atomic
task level of a business process [11] and is thus regarded a complement for
BPM(S), indicating the beneficial integration [4,8,16].

Therefore, Flechsig et al. [4] propose a high-level framework that combines
the BPM and RPA life cycles to realize synergy effects, e.g., the prior optimiza-
tion of the as-is process model to improve the RPA sequence, which is then sub-
ject to the BPMS monitoring and control. Similarly, König et al. [8] introduce an
RPA-aware BPM life cycle to link both approaches and present a prototype that
provides an API between BPMS and RPA systems for tandem use. The authors
conclude that the BPMS can facilitate the upscaling of RPA and its capabili-
ties for exception handling and managing automation on the process level [8],
particularly if RPA is intended as a long-term solution [7]. More practically ori-
ented, Romao et al. [18] present preliminary results of a BPMS-RPA integration
project in the banking industry. However, the concrete platform design and the
task orchestration between BPMS, RPA, and human operators remain an open
issue [2,18]. Along this line, Ludacka et al. [9] outline a related initiative at
Deutsche Bahn Group and illustrate the interplay between the BPMS and RPA
bots but do not elaborate on how to accomplish the conceptual and technical
integration. Besides, the presented approaches neglect the impact of BPMN for
standardized process modeling and orchestration within integrated systems, as
emphasized by academia and industry [15,16].

Although BPMN is widely used in BPMS [3], the notation itself is rarely
applied to model bots since most RPA providers maintain individual lan-
guages [25]. Consequently, BPMN has not yet been studied regarding its inclu-
sion in an integrated BPMS-RPA platform. However, recent articles [6,8,18]
indicate the technological feasibility and beneficiary of such an approach, which
would address several RPA issues (e.g., upscaling, monitoring) and facilitate
comprehensive and consistent process modeling and orchestration familiar to
business users [6,16].

To tackle these open issues and supplement the existing methodological work
with requirements and a technical concept of an integrated BPMS-RPA platform,
we conducted an empirical study that is described in the following.

4 Research Methodology

We employed DSR as our methodological foundation to iteratively develop an
artifact that addresses the presented research problem. The applied procedure
followed the widely accepted activities proposed by Peffers et al. [13], i.e., prob-
lem identification, definition of objectives, design and development, demonstration,
evaluation, and communication. We aim to develop a concept for an integrated
BPMS-RPA platform based on a standardized and comprehensive notation that



142 C. Flechsig et al.

Table 1. Overview of the participating organizations and informants

Org. Scope Revenue
(EUR M)

Informant’s role and relevant
work experience (years)

Duration (min)
(Iteration 1 | 2 )

A BPMS/RPA
(Consulting)

100–1000 1. Senior Project Manager (15) 49 | 54
2. Head of IT Consulting (16) 44

3. Senior RF Engineer (21) 53

B BPMSa/RPA 100–1000 Sales Leader (21) 45 | 65
C BPMS/RPA 10–100 Senior Solution Consultant (28) 50 | 71
D BPMS/RPA 10–100 Senior Solution Consultant (4) 40

E BPMS/RPA 10–100 1. Sales Leader (16) 25

2. Presales Consultant (2)

F BPMS/RPA 10–100 Automation Engineer (2) 45

G BPMS/RPA <10 Key Account Manager (22) 49

H BPMS/RPA <10 Senior IT Consultant (24) 42

I BPMS/RPAb <10 1. Chief Executive Officer (23) 70 , 60 , 72 | 65
2. Chief Solution Architect (23)

J RPA 100–1000 Business Developer (1) 40

K RPA 100–1000 Senior Solution Consultant (27) 49 | 53
aBPMS: interface to partnered RPA solutions; bRPA: self-developed RPA solution

allows for unified process modeling and orchestration. In this vein, the exploratory
nature of our study reflects our research question as we seek new insights and
intend to provide implications for further research and organizational practice.
The design process comprised three iterations, each resulting in several adjust-
ments: (1) building the conceptual design based on the requirements derived from
the interview study and related literature; (2) discussion and evaluation with six
experts from the first iteration; (3) revision of the concept and prototypical exem-
plification of several components to demonstrate the practicability.

Our empirical inquiry followed the principles of case study research proposed
by Runeson et al. [19], who consider expert interviews as essential data sources
for software engineering, particularly when applying DSR. We selected the par-
ticipating organizations based on theoretical sampling and paid attention that
they differ in their scope (i.e., providing BPMS and/or RPA platforms and ser-
vices) and size (i.e., revenues) to increase external validity. We ensured construct
validity by conducting 20 semi-structured interviews with 15 experts of various
functions and hierarchical roles (see Table 1). The average duration was 51 min,
with one or two informants participating per interview. The organizations’ names
and revenues are anonymized for confidentiality reasons [19].

The applied interview guideline included open-ended questions related to five
parts: (1) information on the experts’ background, understanding of BPMS and
RPA, and related experience; (2) feasibility of using a standardized notation for
process modeling and orchestration for BPMS and RPA; (3) discussion of suit-
able integration approaches; (4) implications and application areas of an inte-
grated BPMS-RPA platform; (5) challenges to be addressed by further research.
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The procedures for data gathering and analysis were performed collectively by
three authors to reduce bias and increase validity and reliability, including rich
supplementary data for triangulation, e.g., websites, white papers, internal pre-
sentations, and software demonstrators [19]. The interviews were transcribed and
coded with the software MAXQDA 2022 following the guidelines for system-
atic qualitative content analysis [10]. We ensured internal validity by applying
a hybrid inductive-deductive approach, i.e., we generalized emerging patterns
through a combined within-case and cross-case analysis and assigned the coding
elements to main categories deduced from related literature and sub-categories
developed inductively [10,19]. The results of our study are presented next.

5 Towards an Integrated BPMS-RPA Platform

During the interviews, we recognized that many organizations employ separate
BPMS and RPA systems, even though they acknowledged that the growing num-
ber of operational RPA bots necessitates sophisticated and standardized orches-
tration to align the execution of business processes and RPA flows. However,
adjusting and connecting both systems requires considerable effort since there is
not yet a common standard interface. That recurrent problem corroborates the
need for a novel approach that enables consistent process modeling and orches-
tration while treating RPA bots as “first-class citizens”, i.e., deeply embedded
into processes. In this section, we derive the requirements and propose an initial
conceptual design for such an integrated BPMS-RPA platform.

5.1 Requirements Engineering

The synthesized findings from the interview study and related literature yielded
eight requirements of an integrated BPMS-RPA platform: four referring to orga-
nizational aspects (O1–O4) and four addressing technical issues (T1–T4). The
requirements are described in the following and substantiated with representa-
tive quotes from the interviews [10] in a supplementary documentation.1

O1 BPM Maturity. Integrating BPMS and RPA systems requires a certain
degree of BPM maturity, i.e., organizational maturity and respective process
capabilities. In this vein, maturity relates to the extent and interplay of process
modeling, process deployment, process optimization, process management, orga-
nizational culture, and organizational structure to enhance business process per-
formance. In contrast, capabilities refer to the competencies necessary to achieve
the intended process results [23]. Various experts [Org. C, G, H, I] indicated the
poor BPM maturity of many organizations and corroborated related work [20]
by emphasizing the importance of a well-prepared IT architecture and process
landscape, know-how building, and strategic implementation for an integrated
BPMS-RPA platform.

O2 Mindset. The participants also reported that the lacking understanding of
integrated process automation impedes the deployment of respective initiatives
1 https://github.com/bptlab/holistic-process-platform/raw/main/quotes.pdf.

https://github.com/bptlab/holistic-process-platform/raw/main/quotes.pdf
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[Org. B, C, H, I]. While many organizations have been triggered by the automa-
tion hype around RPA and focus on bot development, they tend to neglect the
more expensive yet essential BPMS projects. Although the functionalities of
both technologies are increasingly converging [7], it was emphasized that orga-
nizations should not follow the RPA-centric approach [2] by considering RPA as
a replacement for BPMS but rather a beneficial complement [Org. A, C, G, H].
Along this line, introducing an integrated platform requires top-level manage-
ment support to release necessary budgets and promote change management that
facilitates user acceptance, familiarity with new procedures, knowledge sharing,
and collaboration between the IT and business departments [7,9].

O3 Economic Efficiency. Profitability is essential for integrated platforms since
the acquisition, deployment, operation, and maintenance require high efforts, par-
ticularly for small and medium-sized enterprises, which may not necessarily need
a comprehensive (BPM) system for business process execution. Besides, multiple
RPA bots must be employed to justify their incorporation since a limited num-
ber can also be managed manually and more cost-effectively [Org. A, G, H]. The
more bots and tools involved, the higher the costs for licensing, operation, and
orchestration. Therefore, an integrated platform must show a reasonable return
on investment [16] and a favorable cost-benefit ratio [Org. A, D, E].

O4 Integrated Organizational Structure. The interviewees also reported
on different departments being responsible for BPMS and RPA initiatives. How-
ever, an integrated platform requires integrated organizational structures, i.e.,
“bringing the two worlds together and overcoming the silo thinking” [Org. D].
Therefore, a consolidated “Center of Excellence” (CoE) centralizes the neces-
sary competencies, responsibilities, technical capabilities, and human resources
for operation and control [Org. A, C, D, E]. The CoE should also reflect the orga-
nizational and IT strategy and implement appropriate governance structures [5].

T1 BPMS Fundament. When scaling up RPA initiatives, many organizations
recognize the need for a central BPMS platform to automate, control, and moni-
tor processes holistically, i.e., “end-to-end” [Org. D, E, I]. BPMS usually include
sophisticated procedures for process documentation, analysis, and orchestration
and provide interfaces to integrate external applications (e.g., process mining
tools), facilitating the further adoption of RPA [Org. A, C, G]. In that sense,
BPMS could identify suitable routines for RPA, standardize process modeling
and task orchestration, launch and monitor RPA bots to detect bottlenecks
and exceptions, and drive comprehensive process optimization [1,4,6,8,9]. The
BPMS fundament with a complementary RPA integration constitutes the most
frequently mentioned requirement and reflects the BPM-centric approach [2].

T2 Concerted Task Orchestration. While RPA systems lack large-scale
process orchestration, focusing on the management and alignment of bots and
tasks [8], current BPMS are often restricted regarding their functionalities for
human-bot collaboration [18,20]. Therefore, academics and practitioners empha-
size the need for seamless coordination and collaboration between the BPMS,
RPA bots, and human operators. To this end, an integrated platform should be
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based on transparent interfaces, profound decision logic, and predefined rules for
requests [Org. A, B, G, I], providing functionalities for synchronous and asyn-
chronous human-bot collaboration [2].

T3 Consistent Process Modeling. The need for uniform and comprehen-
sive process documentation was consistently mentioned in the interviews and
related work [4,6,8,18]. In this vein, multiple experts recommended using the
standardized BPMN 2.0 notation as it is already applied for process modeling
and execution by most BPMS [Org. C, D, E, G]. Besides, many RPA design
languages are inspired or rest upon BPMN elements [Org. I, K]. Therefore, an
integrated BPMS-RPA platform based on the BPMN 2.0 notation would facili-
tate consistent and comprehensive process documentation and automation. The
holistic approach could enable the standardized design of BPMS and RPA work-
flows, automatically generate related flowcharts [1], and foster the upscaling of
RPA bots and their integration into the BPMS [Org. D, H, I].

T4 Limited Complexity. Several articles [6,18] and interview participants
stressed the necessity of limited complexity regarding technical implementation
(i.e., preferably low-code or no-code programming) and process model represen-
tation. Adequate process visualization can be facilitated through a layered app-
roach, enabling all stakeholders to illustrate the process model and relevant activ-
ities in the required level of detail [24]. However, some interviewees highlighted
potential difficulties when linking the rather technical RPA bot configuration with
the graphical BPMN 2.0 notation due to the different contexts and objectives,
resulting in too complex and hardly readable process models. In this context, the
experts reported on necessary BPMN extensions to adequately depict human-bot
collaboration, complex decision-making, data extraction from user interfaces, and
the use of artificial intelligence. Besides, status-affected objects, loop constructs,
and function calls must be embedded [Org. A, C, H, I, K].

Emphasizing the high efforts for integrating the different BPMS and RPA
technologies, several experts recommended the development of an entirely new
platform resting upon a holistic and consistent approach for process modeling,
orchestration, and automation [Org. B, C, K]. As indicated by expert E1, such
an environment would allow specifying both BPMS routines and RPA bots based
on a consistent notation: “You need a uniform BPMS and RPA system. As long
as you partner with an external RPA provider, it’s difficult to implement an
integrated platform, as the different RPA tools have their own notation.”

Although we noticed that some organizations are pioneering holistic
approaches, no respective concept yet exists in the academic literature. There-
fore, we tackle this research gap by proposing an initial conceptual design of an
integrated BPMS-RPA platform based on BPMN in the following.

5.2 Conceptual Design

This section presents the final version of our artifact and explains how it
addresses the revealed (technical) requirements. The changes made during the
evaluation process are detailed in Sect. 6.1. We propose a holistic platform for
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Fig. 1. High-level architecture of the integrated BPMS-RPA platform as FMC-Diagram

modeling, orchestrating, and executing business processes and RPA flows while
capturing and considering their interplay and relation. Corresponding to the
requirement T1, the platform’s architecture (Fig. 1) mainly builds on the com-
ponents of a traditional BPMS (cf. [27]), in particular on the Process Modeler
and Process Engine. However, the components are functionally extended and
supplemented with additional RPA-related elements. For example, we introduce
an additional RPA Flow Repository, responsible for storing the definitions of end-
to-end automated RPA workflows. Besides, the Process Engine is supported by
an RPA Orchestrator and a Parser for RPA flows similar to those of stand-alone
RPA tools. The various components are described below.

Process Modeler. Contributing to T3, the Process Modeler builds on BPMN
to enable the seamless creation and visualization of business processes and RPA
flows, which are stored in the respective repositories. The Business Process Model
Repository is adapted from traditional BPMS and contains business process def-
initions that can be enriched with RPA functionality. Sequences in the RPA
Flow Repository are end-to-end automated reoccurring activities applicable to
various business processes of an organization, e.g., logging in to specific software
or retrieving certain information. As shown in Fig. 2, these rather generic work-
flows are solely composed of BPMN tasks representing atomic RPA operations
that need to be performed and are substantiated by an underlying technical
RPA configuration. Therefore, the RPA Flow Repository employs flowcharts of
automated sequences specified through the process or task variables rather than
a “farm” of predefined bots tailored to concrete tasks [2]. These variables allow
for flexible configuration of the automated activities and their reuse for different
contexts and users, e.g., by dynamically requesting login data from a central
credential store. Furthermore, it can be defined whether and how the RPA flow
should be executed in an attended or unattended manner.
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Fig. 2. Sample sequence of the RPA flow repository

Fig. 3. Applied layered approach, exemplified through a sample business process

Although flows of the RPA repository usually pose stand-alone sequences,
their integration into the superordinate business processes orchestrated by the
BPMS is challenging due to the different scope and level of abstraction. While
BPMS mainly include relatively high-level workflows that take additional knowl-
edge on how they are performed, RPA is used to automate individual tasks
within a business process and requires detailed technical instructions. To avoid
extensive process models and reduce complexity (cf. T4), we adapt the layered
approach of van Nuffel and de Backer [24] (cf. Sect. 2.1), which is technically
implemented in the Process Modeler using the sub-process elements defined in
BPMN 2.0. Therefore, our concept decomposes business processes into three
layers with descending levels of abstraction. The first layer represents the pro-
cess level and includes the main activities and interactions. The second layer
poses the activity level and details the main activities. In accordance with van
Nuffel and de Backer [24], this layer can be defined recursively for highly com-
plex processes, i.e., the activities can be defined in more detail while remaining
on a relatively abstract level. Finally, the third layer describes the task level and
comprises atomic instructions on how to perform a particular activity.

The process modeler offers two approaches for integrating RPA functionality
into business processes. On the one hand, RPA workflows specific to a particular
business process can be directly defined in the third layer, as its atomic task
level matches the granularity of RPA with its atomic work instructions. On the
other hand, generic RPA sequences defined in the RPA Flow Repository can be
referenced in the second layer using BPMN call activities. Since they are defined
in a central instance, they can be reused quickly and need to be adjusted for
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updates only once. In contrast, specifying RPA operations directly in the process
is helpful for tailored automation and allows for synchronous human-bot collabo-
ration (cf. T2), i.e., RPA tasks and human tasks can be defined alternately. The
two approaches are illustrated in Fig. 3. In the given example, the call activ-
ity “CRM-Web login” in the second layer references the respective end-to-end
sequence from the RPA Flow Repository (cf. Fig. 2). The activity “Send rejec-
tion” is detailed in the third layer and involves human-bot collaboration. RPA
is used to start the outlook application and prepare the email with predefined
input before handing it to a human operator for reviewing. Once the employee
has finished the check, the RPA bot is triggered again to send the email.

Process Engine. The proposed Process Engine orchestrates and executes the
defined processes and tasks similar to a traditional BPMS process engine. Since
the layers are modeled using sub-process elements of BPMN, it does not require
any modification in this regard. However, its functionality is extended for RPA
integration to handle references to the RPA Flow Repository on the second layer
and specific RPA tasks on the third layer. In either case, the (part of the) BPMN
model containing RPA tasks is processed by the RPA Parser, which transforms
the BPMN diagram into an internal, RPA-specific format. That format is subse-
quently handed to the RPA Orchestrator for executing the RPA tasks within the
appropriate environment as specified by the respective process variables. When
a process on the third layer also includes non-RPA tasks, the RPA Orchestrator
pauses the bot execution until the intervening non-RPA tasks have been com-
pleted and the Process Engine signals to proceed. In both cases, the RPA Orches-
trator distributes pending RPA tasks to appropriate RPA bots considering the
individual capabilities and task variables, e.g., to account for the configured mode
(i.e., attended or unattended) and required software installations.

6 Evaluation and Demonstration

Following the DSR methodology, our concept was evaluated through further
expert interviews and partially implemented in a prototypical demonstrator.

6.1 Follow-up Interviews

The evaluation rests upon five follow-up interviews with experts from Org. A, B,
C, I, and K (cf. Table 1). We had lively yet constructive discussions and received
positive feedback on our concept, entailing valuable proposals for modification.
For example, we initially intended to generate RPA scripts from the RPA work-
flows and third-layer tasks directly after the modeling. Due to the experts’ feed-
back, we changed this behavior to a more dynamic approach, i.e., the process
models containing RPA definitions are both parsed and interpreted during the
execution. That allows for short-term modifications and facilitates the detailed
monitoring of the RPA execution. Consequently, the former RPA Script Gener-
ator component was replaced by an RPA Parser (cf. Fig. 1). Furthermore, we
refrained from advocating bots configured for specific RPA workflows. Instead,
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we propose a “pool” of RPA sequences with predefined yet adjustable process
or task variables due to its practicability and increasing relevance.

Generally, the study participants attested to the applicability of BPMN as
the underlying notation to visualize business processes and their interrelated
activities and tasks regarding the proposed layers. However, during the evalua-
tion, several experts emphasized that the current BPMN 2.0 standard needs to
be enhanced to adequately depict RPA sequences as intended with our concept.
To this end, we discussed introducing a fourth layer that translates RPA tasks
into code and represents technical aspects, while the superordinate layers show
the business logic. However, this would increase the complexity of the process
model and proposed platform, contrary to our objectives and derived require-
ments (cf. T4). Besides, it would involve profound (technical) amendments to
BPMN 2.0, which does not fit the notation’s original purpose [12]. Therefore,
we opt for three layers and propose to configure the chosen RPA functional-
ity using task attributes. For visual guidance, we now indicate the automated
application in the process model by a respective icon in the task. Finally, the
experts emphasized that activities require precise and descriptive labels due to
the nested layers.

6.2 Prototypical Implementation

We prototypically implemented the extended Process Modeler, Business Process
Model Repository, and RPA Flow Repository to provide an initial demonstra-
tion of our concept.2 Based on our explanations in Sect. 5.2, the Process Modeler
enables users to model RPA flows and layered business processes using BPMN.
RPA tasks on the third layer or in the RPA Flow Repository can directly be
configured through task variables in the user interface by choosing the appropri-
ate RPA operation for execution. This configuration via the Process Modeler is
based on the open-source Robot Framework3, which could be integrated by an
extended Process Engine and RPA Orchestrator to perform the RPA tasks. It is
important to note that the amount and complexity of the automated workflows
in both repositories will likely increase over time. Therefore, the Process Modeler
enables direct navigation between the different layers and RPA flows via sub-
process activities (referencing subordinate layers) and call activities (referencing
sequences of the RPA Flow Repository) to handle the increasing complexity.
Consequently, processes and their subordinate activities and tasks on the differ-
ent layers can be navigated and explored intuitively.

7 Discussion and Conclusion

This empirical article rests upon the DSR methodology and examines how BPMS
and RPA can be holistically integrated based on a consistent notation for pro-
cess modeling and orchestration. To this end, the conducted interview study and
2 The open-source prototype can be found here: https://github.com/bptlab/holistic-

process-platform.
3 https://robotframework.org/ (accessed: 11.04.2022).

https://github.com/bptlab/holistic-process-platform
https://github.com/bptlab/holistic-process-platform
https://robotframework.org/
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related literature yielded four organizational and four technical requirements. We
also developed an initial conceptual design of an integrated BPMS-RPA plat-
form, reflecting the technical requirements. The proposed concept was evaluated
by multiple experts and partially implemented through a publicly available pro-
totype, indicating its feasibility and practicability. In the following, we discuss
the implications of our study and provide recommendations for further research.

7.1 Theoretical and Practical Implications

Our concept amalgamates the functionalities of BPMS and RPA systems in a
uniform platform that rests upon comprehensive and consistent process model-
ing, orchestration, and automation with BPMN, contributing to the recent prac-
tical and scientific discourse [4,6,16,18]. As highly recommended by the inter-
viewed experts, the BPMS constitutes the central instance for process enactment
and is complemented by RPA (cf. T1), thus enabling single-source and end-to-
end process automation and preparing the ground for holistic process monitoring
and exception handling. The consistent use of BPMN throughout the platform
in line with the three abstraction layers allows for the integrated visualization
of both the abstract business logic and specific atomic RPA tasks (cf. T3, T4).
It also simplifies task orchestration between the BPMS, RPA bots, and human
operators (cf. T2). Besides, the varying informative value and complexity at the
different layers contribute to the various purposes of each process stakeholder and
could foster coordination and understanding. Additionally, the concept enables
a direct collaboration of RPA bots and humans on the task level, coordinated by
the BPMS. As a result, the Process Engine can provide detailed execution infor-
mation, while error handling could be facilitated, and the subsequent process
analyses become more comprehensive. Hence, the need to evaluate which busi-
ness logic has to be implemented in the BPMS and which in the RPA system,
as is often the case with current solutions, is eliminated with our approach.

In contrast to related work considering separated BPMS and RPA sys-
tems [8], we opt for in-depth integration of RPA into BPMS to increase process
transparency and model consistency while preventing RPA “black boxes” and
data silos that usually result from separated solutions. Consequently, our study
corroborates the harmonization of the BPM and RPA life cycles [4,8] with a
profound concept on how to realize that integration technically. In this vein, a
bridging approach [8] is suitable for organizations that maintain deeply ingrained
legacy BPMS and/or RPA systems for which immediate integration would cause
excessive efforts. These organizations should prioritize increasing their BPM
maturity (cf. O1) and fostering a mindset for holistic process automation (cf.
O2) to enable the step-by-step migration towards an integrated BPMS-RPA
platform. Depending on the needs and economic efficiency (cf. O3), individ-
ual RPA sequences can be gradually incorporated into the BPMS. However,
an integrated BPMS-RPA platform also entails integrated organizational struc-
tures, i.e., a consolidated Center of Excellence pooling all necessary resources
and capabilities (cf. O4).
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7.2 Limitations and Recommendations for Further Research

This research is not without limitations. Even though our empirical inquiry rig-
orously followed DSR and case study principles to provide meaningful insights
based on a representative sample, it is restricted regarding the number of exam-
ined organizations. Despite the interviewed experts attesting to our concept’s
practicability, it still lacks a real-world implementation and validation beyond
the prototype. Besides, the presented requirements mainly rest upon the inter-
view study due to the scarce scientific literature. Therefore, future research can
conduct more comprehensive studies to confirm, complement, or disprove our
findings.

As this work is intended to provide initial insights and starting points for
an integrated BPMS-RPA platform, several aspects require further elaboration
and should be addressed by future research. For example, concrete and holis-
tic orchestration and governance mechanisms should be established to manage
the two repositories [2,18], specify the configuration and upscaling of automated
workflows [1,11], and control the input-output transfer across the layers and
between the BPMS, RPA bots, and human operators. Besides, appropriate reg-
ulations for system security and self-government should be examined.

Although we did not explicitly discuss a rework of BPMN, a purposeful
extension of the standard could be beneficial, particularly concerning the visu-
alization of RPA-specific information. A process recorder could automatically
generate BPMN models, which are then subject to verification, harmonization,
and configuration before shifting them to the repository, e.g., to be executed by
RPA bots. Targeted task mining approaches can also be incorporated. Finally,
we examined non-intelligent BPMS and RPA systems. Therefore, future research
needs to investigate their increasing integration with artificial intelligence and
other automation technologies towards “hyperautomation” [7], as various func-
tionalities converge, like process modeling, orchestration, or monitoring.

Acknowledgments. We thank Mika Göckel and Alexander Steiner for the construc-
tive discussions that contributed to the improvement of this article.
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19. Runeson, P., Höst, M., Rainer, A., Regnell, B.: Case Study Research in Software
Engineering: Guidelines and Examples, 1st edn. Wiley, Hoboken (2012)

20. Simek, D., Sperka, R.: How robot/human orchestration can help in an HR depart-
ment: a case study from a pilot implementation. Organizacija 52(3), 204–217 (2019)

21. Syed, R., et al.: Robotic process automation: contemporary themes and challenges.
Comput. Ind. 115, 103162 (2020)

22. van der Aalst, W.M.P., Bichler, M., Heinzl, A.: Robotic process automation. Bus.
Inf. Syst. Eng. 60(4), 269–272 (2018)

23. van Looy, A., de Backer, M., Poels, G.: Defining business process maturity. A
journey towards excellence. Total Qual. Manag. Bus. Excell. 22(11), 1119–1137
(2011)

24. van Nuffel, D., de Backer, M.: Multi-abstraction layered business process modeling.
Comput. Ind. 63(2), 131–147 (2012)

https://doi.org/10.1007/s12525-019-00365-8
https://doi.org/10.1007/978-3-030-85867-4_1
https://doi.org/10.1007/978-3-030-58779-6_9
https://doi.org/10.1007/978-3-030-58779-6_9
https://doi.org/10.1007/978-3-662-63047-1_5
https://www.omg.org/spec/BPMN/2.0.2/PDF
https://bpm-conference.org/bpma/expert-forum/3
https://doi.org/10.1007/s12599-021-00740-w


Towards an Integrated Platform for BPMS and RPA 153

25. Völker, M., Siegert, S., Weske, M.: Adding decision management to robotic process
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Abstract. Robotic process automation (RPA) is a technology that is
presented as a universal tool that solves major problems of modern busi-
nesses. It aims to reduce costs, improve quality and create customer
value. However, the business reality differs from this aspiration. After
interviews with managers, we found that implementation of robots does
not always lead to the assumed effect and some robots are subsequently
withdrawn from companies. In consequence, people take over robotized
tasks to perform them manually again, and in practice, replace back
robots—what we call ‘re-manualization’. Unfortunately, companies do
not seem to be aware of this possibility until they experience it on their
own, to the best of our knowledge, no previous research described or anal-
ysed this phenomenon so far. This lack of awareness, however, may pose
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managers experienced in RPA, and secondary data analysis to elaborate
on the re-manualization phenomenon. As a result, we found four types
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1 Introduction

Robotic process automation (RPA) is an emerging technology in the business
sector. Syed et al. define RPA as: technology that comprises software agents
called bots—or software robots—that mimic the manual path taken by a human
through a range of computer applications when performing certain tasks in a
business process [1].

In the digital era, companies compete aggressively on price and efficiency
[2]. It requires adapting so that solutions (1) improve their overall performance,
(2) bring value to the customer, and (3) reduce both operational expenses and
lead time [3]. All of this is possible due to the concept of ‘intelligent competitive
advantage’ which is based on three elements: business analytics and intelligence
[4], modular software development [5], as well as big data and cloud computing
[6]. RPA embraces all these elements and may be adapted into existing infor-
mation systems (IS), providing fast reimbursement [7]. For this reason, RPA
has become one of the most popular technologies for delivering customer value
[8]. Moreover, it brings several benefits to modern business: cost savings [9],
increase in efficiency [10], value co-creation [8], quality improvement, work facil-
itation [11], increase in production, stable and accurate performance [2], and fast
increase in RoI (Return on Investment) [9].

While robots are promoted as universal tools that mainly bring success to
companies, our field observations suggest otherwise, that often this is rather
an oneiric narration that does not have much in common with business reality.
Moreover, sometimes robots need to be withdrawn and the related processes
are taken over by a human workforce to execute them manually again. We call
this the process re-manualization phenomenon. There is some recognition of the
challenge of RPA readiness in a company, which somehow suggests the possi-
bility of RPA not being appropriate in certain circumstances [12]. However, we
found that the literature is scarce on unsuccessful implementation of robots and
the reasons behind it. Therefore, the objective of our investigation was to dis-
cover what happens when robots do not work in accordance with a company’s
expectations. In particular, our research question is:

RQ: What are the reasons for RPA withdrawal in a company?

To answer this question, we performed an exploratory study involving three
companies in Poland. The results suggest that process re-manualization occurs
when (1) people are too enthusiastic about RPA and do not understand in which
circumstances it works best, (2) employees’ fear of software, (3) the internal
procedures or supply are changed and the company is not able to adjust the
robot accordingly, and (4) code faults exist and there is no one capable to repair
it. In addition, we elaborate on cause and effect sequences of these four reasons.

The remainder of this paper is built as follows. Section 2 describes the main
concepts of RPA and its advantages for business. In this section, we cite reports
suggesting that RPA is sometimes withdrawn from the companies but a sub-
stantial research gap exists regarding why it happens. Building on this lacuna,
in Sect. 3 we show the design of the exploratory study that help address the
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research question. Section 4 presents the original findings. Section 5 describes
our contribution to both theory and practice as well as the limitations of the
work. Finally, Sect. 6 concludes and set the future research lines.

2 Research Background

The initial application of RPA was limited to repetitive and error-prone pro-
cesses, based on simple logics that added little value to business [13]. In the
past few years, software for robots has been enhanced by technologies linked
to artificial intelligence, such as process mining, sophisticated computing algo-
rithms, data analytics, machine learning, natural language processing and optical
character recognition [11,14]. All of these have helped robots perform more com-
plex tasks [15]. As a result, they are already capable of handling payroll tasks,
recruitment processes, accounting operations, inventory management, invoicing,
reporting, software update, and data migration, among others. Though robots
were first primarily used within IT-companies, they are now commonly adopted
in banks, telecommunications, energy industries [16], judiciary processes [17]
and outsourcing companies [3]. Moreover, it is foreseen that further dynamic
adoption of RPA in other market areas will occur as cognitive RPA continues
to develop. This technology will help to perform tasks that demand cognitive
abilities, which so far have been perceived to be reserved only for humans. It is
expected that such RPA will enable robots to ‘see and read’ unstructured text,
learn, detect anomalies, forecast, and make decisions [1].

RPA helps to improve work accuracy and reduce complicated tasks [18]. It
also facilitates data collection and processing [19] and helps to reduce the effort
employees put into repetitive and simple tasks [2]. Consequently, time previously
spent on routine and wearisome tasks can be saved and allocated elsewhere, and
employees can focus on value-adding activities, resulting in innovative business
solutions, services, and products [20].

Over the past decade, employee attitudes toward robots have been changing,
which encourages companies to adapt RPA in their organizational space. Trust
in robotic performance is systematically growing, as evidenced by the report
from Oracle [21], in which 64% of respondents declared they would trust robots
more than their own managers and 82% of employees said that robots are able
to perform certain tasks better than humans. Wright et al. (2017) conducted
research on 400 executives around the world and found that 53% use RPA in
their companies, which has helped them improve compliance, quality/accuracy,
productivity, Everest Research Group notes that not only large companies invest
in RPA, but small- and medium-sized companies as well [20]. These findings
across various types of companies confirm that the growing trend to invest in
robots will shape the future of business in the coming years.

Although RPA offers numerous advantages for business, it also has limita-
tions and creates challenges for managers. First of all, robots fail due to the lack
of designing, executing, analytic tools or IT and business knowledge [22]. Sec-
ondly, there are still not enough experts who are able to design or redesign robots
to perform their tasks optimally [22]. Consequently, companies delay RPA’s
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implementation or modification for too long. Moreover, such investments demand
financial resources that not every organization is able to provide. Wright et al.
inform that only 3% of companies using RPA are able to scale their digital work-
force and only 14% of the 424 executives interviewed expressed familiarity with
RPA [23]. In addition, choosing suitable tasks to be robotized may be difficult as
each company has a huge amount of data that should be analyzed before adop-
tion [24]. A wrong decision may result in work disorganization and chaos. If RPA
fails, it may cause several risks for a company, including (1) rapid mistakes with-
out sufficient control, (2) using robots to cover symptoms, rather than root cause,
of a problem, and (3) significant manual rework, overcompensating the automa-
tion benefits [25]. In addition, LLamberton et al. suggest that when RPA fails it
is due to the internal environment of an organization, and point out the following
reasons: (1) wrong processes targeted for robotization, (2) wrong methodologies
used, (3) robot prototypes moved to full production without sufficient considera-
tion, (4) too much of a process is being automated, (5) the IT infrastructure of the
company is not taken into account, (6) the thinking that RPA is perceived as the
only way to achieve a great ROI, (7) RPA being IT-owned, whereas it’s best being
owned by the business, (8) scaling past proof of concepts or pilots is not consid-
ered, (9) robots are left unsupervised after processes have been automated, and
(10) RPA is not treated as a change program, with a focus on realizing benefits
[26]. While industry reports suggest why RPA fails on a macro scale, they neither
show what the consequence of robot’s withdrawal is nor what logical strings lead
to this.

3 Research Design

Two primary factors triggered this work: observations of RPA’s reports [22],
and feedback received during interviews with participants for a separate project,
which pointed to the re-manualization phenomenon. Hence, the foundation for
this research became a so called, ‘window of opportunity’, described by Czar-
niawska [27] as a situation when researchers observe the field and start posing
questions about a reality that he/she does not understand. In line with the
methodological approach proposed by Czarniawska [27], the authors aimed to
understand and describe the phenomenon observed in business. After reading
the literature the authors found, surprisingly, that none of the papers focused
on process re-manuzalized yet.

To overcome this gap, the research procedure depicted in Fig. 1 was con-
ducted. It consisted of six stages, with the use of mixed methods: individual
interviews, group discussions, and secondary data analysis.

In the first stage of the research, data related to the companies’ digital trans-
formation and robotics was explored by analysing industry reports to find which
of the biggest companies adopted RPA, and when they did it. We identified nine
international companies in Poland that implemented RPA, three of which agreed
to take part in this research on the condition their names would not be disclosed.

We, authors, signed a confidentiality agreement which regulated the con-
ditions of the research works, paying attention to the code of research ethics
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Fig. 1. Research process.

suggested by Taylor [28]. The common features of the companies which agreed
to take part in the research were that they are (1) international, (2) business-
oriented corporations, (3) employ over 250 people, and (4) RPA was used for at
least 5 years. The primary difference was in their individual field of operations,
including banking, IT-services, and production (cf. Table 1).

The second stage of the research started with the first round of interviews.
It was conducted by one author of the paper with managers of the companies.
The interviews were conducted in Poland; one took place in the headquarters

Table 1. Participants of the research

Participant Gender Age Company Company
profile

Tenure
(years)

Interview
duration
(minutes)

A Female 36 1 Banking 10–15 47

B Male 39 1 Banking 10–15 31

C Female 34 1 Banking 5–7 25

D Male 44 2 IT-Service 5–7 42

E Male 42 3 Production 5–7 21

F Female 31 3 Production 5–7 29
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of the company and the other five outside of office space. The interviews were
recorded with consent and lasted between 21 and 47 min. The format for the
interviews was constructed according to the guidelines for unstructured ques-
tionnaires, which consisted of a set of research questions determined by the
problem and situation in the field (cf. Table 2). This approach allowed for in-
depth questions to be asked when new or unknown information appeared.

Table 2. Interview guide

RQ What are the reasons for RPA withdrawal from the company?

- How did you organize the robot’s withdrawal process?

- Why did you withdraw the robot?

- Who decided that the robot should be withdrawn and why?

- How did you organize your work after the robot was withdrawn?

The transcripts of the interviews were made, the material was analyzed inde-
pendently by two researchers to decrease the subjectivity of qualitative research
[29], and conclusions were subsequently combined. That resulted in finding
three types of narrations linked to ‘cause and effect’ sequences leading to re-
manualization: a) overenthusiasm for RPA, b) low awareness and fear, and c)
legal and supply changes. However, after the first round of interviews, other
questions surfaced as some facets were not explained fully. Therefore, the topics
needing more explanation were listed and a next round of interviews planned.

During the third stage, the second round of interviews was conducted, all of
which took place outside the office, via Skype, Teams, or mobile phone. Again,
transcripts of the interviews were made and analyzed independently. As a result,
it was identified the fourth narration linked to ‘cause and effect’ sequences lead-
ing to re-manualization: d) robot failure.

During the fourth stage, a comparative analysis was conducted of all the
empirically collected material. This allowed for the similarities and differences
in the perception of re-manualization to be explored from the perspective of
each interviewee. During the fifth stage, the conclusions were shared with the
interviewees to reflect and discuss their accuracy. Ultimately, in the sixth stage,
the feedback from interviewees was analyzed and included in the analysis. Even-
tually, all interviewees received the final results of the paper to assess if the
anonymity conditions were kept properly.

4 Results

The outcome of the research process is discussed in this section to answer our
Research Question: “What are the reasons for RPA withdrawal from a com-
pany?”. The current study identified four cause-related narrations concerning
why robots are withdrawn (also referred to as “retired” during the interviews).
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More precisely, overenthusiasm for RPA in the company (cf. Sect. 4.1), low aware-
ness and fear linked with robotics (cf. Sect. 4.2), legal and supply changes that
have an impact on particular processes or tasks in the company (cf. Sect. 4.3),
and robot’s failure (cf. Sect. 4.4). Consequently, the cause and effect sequences
representing employees’ experiences have been constructed.

Nonetheless, besides answering the RQ, the conducted study gave rise to
general findings regarding the complexity and the implications of process re-
manualization (cf. Sect. 4.5)

4.1 Cause 1: Overenthusiasm for RPA

Adopting innovation may help a company gain a competitive advantage over
the market, but it may expose business to trouble as well, especially when the
downsides and upsides of innovation are not fully considered:

Some people perceived RPA as such an exciting process that they did not think
logically about its consequences. We have seen just the positive side of it [robot]. (B)

The overenthusiasm of innovators and early adopters may blunt business
reality. Some managers do not carefully consider the value a robot is going to
bring, as well as the consequences of its introduction:

We did not think if it [task] is a good option for automation. I’m not sure
if I was aware that something is a wrong option for automation at all. It [task
description purposefully hidden] was something we did not like to do, so we
decided to use robots. (F)

Our interlocutor suggested that his team faced two consequences related
to overenthusiasm for robotics: (a) underestimation of robot costs and/or (b)
misunderstanding of robot capacities. For some employees, robotics is associated
with a total reduction of costs. Hence, managers may perceive the investment in
robots just as a one-time expense. However, its maintenance often generates an
unexpected expenditure:

We did not check how much it costs - at first, there was some money for robots
because companies have money for innovations. They invest in a robot’s creation,
but they did not take into account how much money they will need to run a robot in
the company. It was an extremely visible tendency [to not consider the total cost of
robot] at the beginning - when the company started investing in robotics. (A)

Some managers with low awareness about robotics may be so fascinated with
the promises of RPA implementation that they do not consider the specifics of
robotics and propose to automate tasks which robots should not perform:

We did not know what are the barriers for robots. I experienced that managers
think that bots can be used for any task and process. But it is not really true. (F)

Both underestimation of RPA costs and misunderstanding of RPA limitations
may lead to disappointment:
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Fig. 2. Cause and effect sequence leading to re-manualization: a) Overenthusiasm for
RPA. b) Low awareness and fear (source: own elaboration).

Robot did not bring the value that we expected before its implementation and
it caused frustration in the team. (D)

The question about the value that people expect from RPA is of inordinate
importance. We believe this value may be both objective as well as subjective.
In the literature, no clear proposals on how managers should measure RPA
value and classify robot success or failure was found. Even though it was not
an intended subject of this research, we believe it could be a starting point for
further investigation. As a result of the disappointment from unmet expectations
for robot performance, the tasks were moved back to human processing:

After implementation, however, they [managers] discovered that they couldn’t
spend so much money [on robots] and [tasks] had to be manualized. Robots could
not bring the values everybody expected. (A)

To conclude, overenthusiasm for robotics can lead to failure during imple-
mentation, especially if it is not supported by thorough knowledge of the robot’s
cost and capabilities. Ultimately, the company bears double costs, that of cre-
ating and retiring a bot. This cause-related narration, summarized in Fig. 2a),
was mentioned by three companies.

4.2 Cause 2: Low Awareness and Fear

In collective imaginations, narrations related to threats posed by robots to
humans are widely encountered [30,31]. One of our interlocutors claims that,
among employees with low awareness of robotics, bots are perceived as their
direct competitors:

At the beginning [of RPA implementation] some people were terrified that
robots would take their place. They knew nothing about robots but were really
terrified and they were those ones the most skeptic about this idea [RPA]. (F)

For some employees, the fear of RPA may derive from their belief that RPA
is a complicated technology, reserved only for technically advanced users:
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Robots are really easy and even a child is able to learn working with them. But
before they came to our company, some people associated robotics with math and
physics that a person with humanistic background would not understand. (E)

Both low awareness and fear of losing one’s job may lead to employee skep-
ticism and resistance towards RPA:

Sometimes people’s awareness about robots was low so they did not use them.
We found that they did not want to use them [robots] because they expected that
the more a robot produces, the bigger the chance they will lose their jobs. (A)

High awareness and trust towards robots does not have to lead directly to
lower skepticism towards them. There are ‘pure skeptics’ who oppose any change
because of their values and/or previous experiences [32]. This approach was
noticeable in the narrations provided by the interviewees:

It happened that people just did not like robots and nothing could change their
views. (B)

The interviewees claimed that people who are reluctant to robots do not use
them even if they are already implemented. Surprisingly, we found that they
even take back the task from robots purposely:

We experience that sometimes people who performed some task that was taken
[by a robot], they still try to perform this task on their own, stealing the job from
the robot. (A)

Consequently, robots do not fulfill their function or are not used at their whole
capacity. In such cases, double costs may be generated by employees who stay in
the company and are assigned to perform a different task, but still take the work
from robots. Ultimately, humans cannot focus on their new assignments and work
subpar, while the robots generate maintenance costs and work subpar as well.
As a result, the task returns to human operators and the robot is withdrawn:

We decided to retire our robot after some time because people did not use
them as we planned, and the robot generated costs we had to shoulder (C)

This cause-related narration, represented in Fig. 2b), was mentioned by three
companies.

4.3 Cause 3: Legal and Offering Changes

We found that the external and internal environment of an organization can
have an impact on a company’s decision to withdraw a robot. Our interlocutors
experienced situations where a process or task had to be modified due to (1)
new legal regulations on the market and (2) new products being introduced by
the company. Both became triggers to finally withdraw a robot:

Both systems and processes change. In our company a product was modified,
and robot got outdated. We intended to rebuild it. However, it was not an easy
story. (D)
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It was the law introduced by the government that started the whole story with
retirement. (A)

Each human organization is an open system that adapts to its environment
to survive [33]. Governments which act as an organization’s stakeholder impose
legal frames and borders which regulate how an organization fulfills its functions
[34]. Companies adapting to their external environment need to modify their
internal environment as well. As a result, tasks or processes must be adjusted to
new realities:

The task was changed so the robot was not valid anymore. We started to
think how to modify it and we found some challenges in that process. (B)

Adapting an existing robot to a new or modified task demands both money
and knowledge. It was found that rebuilding a robot in accordance with new
regulations may be too expensive for a company:

The cost to rebuild the robot was too high and we decided to not cover it. So,
we gave it [a task] to a human, which was cheaper because we did not have to
pay to make another robot. (B)

The other factor which prevents a company from adjusting existing robots to
a modified task is the lack of capacity of people (or technicians) who prepared
the prototype:

They [people who constructed the robot] were not working anymore with us
and the new ones did not know how robot was made. We had codes and maps
but it’s visible that they [the new robotic team] were not the robot’s creator and
preferred to do the new one that rebuild the existing one. But it [making a new
robot] costs money and time. So, it was better to do it manually. (C)

From this statement we concluded that people who created robots are per-
ceived to have more capabilities or readiness to rebuild them. This assumption
may be linked to the fact that people who design a product are more willing
to modify it than abandon it [35]. This suggests that maintaining trustworthy
members in robotic team could provide some benefits for the company as they
may be more willing to modify an existing robot than new machine. To con-
clude, we found that if a company does not have people who are able to rebuild
a robot or managers perceive the cost of a new robot as too high, it may lead
to re-manualization. This cause-related narration, depicted in Fig. 3a), was men-
tioned by two companies.
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Fig. 3. Cause and effect sequence leading to re-manualization: a) New law and new
supply. b) Robot failure (source: own elaboration).

4.4 Cause 4: Robot Failure

The last of the reasons for process re-manualization identified in this research
relates to situations when a robot stops working as expected or breaks down:

With time, our robot lost its functionality and we decided that it is cheaper
to retire it. (A)

All started [manualization] when one day robot reported an error and we were
not able to revive it. (F)

A robot may work for a company for a long time and suddenly loses its func-
tionality. It may be related to human-related or coding errors, as well as system
hacking. In the review of literature, no report was found which summarized the
most frequent reasons for robot accidents. Our interlocutors experienced a situa-
tion when a robot failed and there was no one in the company cable of repairing
it, and/or the cost of such repair was perceived as too high:

It was impossible to repair the robots by a person who was not building it.
And X [name anonymized] who was building it, was no longer working in the
company anymore. (E)

The other situation experienced by the interviewees was that experts capable
of rebuilding the robot were ready to do it, but the cost of repair was perceived
as too high:

The scale of error was enormous, and it cost more money than to build a
new one or manualize the task/process (F).

As a consequence, the robot was withdrawn, and the task returned to manual
processing. This cause-related narration was mentioned by two companies and
can be seen in Fig. 3b).
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4.5 Implications of Re-Manualization

It is important to note that is is complicated to precisely fix the scale of robot
withdrawal from companies or/and managers who were not willing to disclose
such information, perceiving it as internal taboo:

It’s hard to say how many robots [are withdrawn], we do not calculate it. It
was our defeat, but we learned this lesson. (C)

Just one of our interviewees (A) estimated that about 10% of all robots
are withdrawn. However, it was not our intention to investigate in which tasks
RPA fails or how much time passes from robot implementation to withdrawal.
We found, however, that this phenomenon is widespread enough to have its
own name. The interviewees used collocations ‘process re-manualization’ (person
D) and ‘robot’s retirement’(person A, B, C, E) to name a situation when a
robot gets replaced by human. The narrations identified during the research
suggest that RPA’s withdrawal may be linked to both loss of control and financial
risks, especially if such actions were not foreseen by managers during the robot’s
implementation phase:

In consequence, we were completely lost and did not known what to do in that
case. (D)

When a robot gets withdrawn, a company may lose the money that was
invested to build, test, and deploy the robot, in addition to the resources needed
to train employees developing or configuring the code. The companies of the
interviewees used two approaches for a robot’s withdrawal, either replacing the
retiring robot with (1) a new robot, or (2) with a human operator. In the second
scenario, a process or task is re-manualized and comes back to human operators
who start processing it manually again. We found that re-manualization process
may bring about concern:

It’s not easy to manualize the task, as it’s not easy to understand a robot. You
should know how the task was made by humans before the robot was implemented.
However, the people who did it may not work with us anymore. So, we need to
map the process and design it from the beginning. (A)

It would also be interesting to study good practices when implementing RPA
that might later be useful to guide companies in situations of re-manualization.

5 Discussion and Limitations

The intention of this paper was to explore the logics of unsuccessful RPA
implementation, resulting in ‘re-manualization’. It was not an intention of this
research, however, to investigate the quantitative data linked to these phe-
nomena, nor to make general conclusions about RPA or robotic process re-
manualization, but rather to signal that such a phenomenon as robot withdrawal
exists and needs further investigation.
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This paper contributes to both research and practice in three areas. First,
it addresses phenomena which had not been described in the literature before.
It was demonstrated that people may not be aware that robots are not a uni-
versal technology for any task and team. This lack of awareness may pose risks
and even be harmful for organizations. To avoid this, training for employees
presenting both downsides and upsides of RPA should be provided. Robotics
may offer benefits to the company only if it is applied according to proved and
objective methodologies. Secondly, the perceptions depicted in our study suggest
that robot withdrawal is assessed by employees in terms of failure. It was visi-
ble that our interviewees felt uncomfortable talking about task re-manualization
and referred to it as something embarrassing. We believe this was mainly due
to the fact that robot withdrawal was an unexpected event that a team had to
face unprepared. We discovered that robot withdrawal may be caused by errors
as well as change coming from the environment. Even if an organization cannot
influence the environmental changes, it may prepare itself for them by fixing
procedures and rules concerning eventual re-manualization process. Thirdly, we
found that robot redesign may be impeded due to the human fluctuations in the
robotic team. People who had not constructed the robot’s prototype may not
know how to repair, redesign or simmply maintain it. To avoid robot withdrawal,
managers should elaborate strategies that will ensure ‘knowledge continuance’
in their robotic teams. The maps of processes and tasks should be made before
they are robotized. It may help to re-manualize the task based on precise data
even if people who mapped the processes are no longer working for the com-
pany. We believe that there are many potential strategies and further research is
needed. Undoubtedly, the RPA’s scope within the company, internal and exter-
nal environmental factors, as well as a task’s specifications will play an important
role.

All cause-related sequences provided in our paper are in line with find-
ings provided by Lamberton et al., presented in the research background [26].
We found, however, that RPA withdrawal may be caused not only by people
who adopt this technology, but by environmental factors as well. Therefore, the
locus of risk should be considered when crisis plans are constructed by teams.

The results obtained in this study are subject to certain limitation and threats
to validity. First, the results reflect the experiences of three companies. Accord-
ing to social science methodology, there are no premises to generalize our con-
clusions toward other companies, where such phenomena may not occur or be
perceived differently. Nonetheless, these initial results will help to create some
hypothesis to be validated in broader studies. In addition, the direct observa-
tion of this phenomenon faces several constraints. First, it is a challenge for
employees to foresee which robot will be withdrawn. Hence, it is also a chal-
lenge for researchers to capture and describe the exact moment when decisions
are made by the team when a robot is being withdrawn. Retrospective, post-
factum studies are always linked to the recall limitation as there is always a
chance that research participants may not recall all the details of an incident
they experienced. Future studies are encouraged to try to depict ethnographi-
cally the process re-manualization just in time it occurs. Secondly, the access to



Robotic Process Re-Manualization (RPRM) 167

data linked to robot implementations is limited due to internal policies and legal
restrictions throughout many organizations. Signing confidentiality agreements
regulating which data may be disclosed was a substantial limitation of this work.
Thirdly, robot withdrawal is perceived by employees as an emergency situation.
According to Coombs [36], research to be conducted on phenomena perceived
by employees to be an emergency is particularly challenging, as interviewees are
less willing to share data and spend time on consultations with researchers when
they feel they must work under pressure. What is more, companies may wish
not to disclose situations in which they did not succeed. We are aware that the
narrations, which became the base for the cause and effect sequences leading to
re-manualization, are not the objective constructs. They were made according to
subjective experiences of employees who faced such problems in the past. This
subjectivism juxtaposing of the narrations of independent managers from vari-
ous companies, as well as analyzing interviews independently from each other,
was a challenge in this research. Nonetheless, to mitigate this threat, the mate-
rial presented in the paper is based on secondary observations and reflects the
experiences of certain groups of employees.

6 Conclusions and Future Work

This paper presents an exploratory study to shred light to the end-of-life phase on
RPA. Three Polish companies agreed to participate in this study. As a result four
main cause-related sequences of events to explain the process re-manualization
were identified. Furthermore, an extensive discussion of the factual contribution
of this study to industry and academia is included.

Nonetheless, in order to address the limitations identified in Sect. 5, some
future works are planned. First, to work on a common model that includes the
different cause and effect sequences to help managers identify the main roots
of ‘failure’. Secondly, to generalize the results, we plan to replicate this study
including a broader set of companies from different countries so that the previous
model can be validated or updated. Lastly, an additional study is planned to
complete the current results with guidelines for preventing these situations or
address them when they happen.
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ness and corporate performance management: an empirical analysis. J. Comput.
Inf. Syst. 59, 188–196 (2019)

5. Sun, H., Ha, W., Teh, P.L., Huang, J.: A case study on implementing modularity
in software development. J. Comput. Inf. Syst. 57, 130–138 (2017)

6. Choi, J., Nazareth, D.L., Ngo-Ye, T.L.: The effect of innovation characteristics on
cloud computing diffusion. J. Comput. Inf. Syst. 58, 325–333 (2018)

7. Stople, A., Steinsund, H., Iden, J.: Lightweight it and the it function: experiences
from robotic process automation in a norwegian bank. Bibsys Open J. Syst. 25,
1–11 (2017)

8. Kedziora, D., Kiviranta, H.M.: Digital business value creation with robotic pro-
cess automation (RPA) in northern and central Europe. Management 13, 161–174
(2018)

9. Hallikainen, P., Bekkhus, R., Pan, S.L.: How opuscapita used internal RPA capa-
bilities to offer services to clients. MIS Q. Exec. 17, 41–52 (2018)

10. Ratia, M., Myllärniemi, J., Helander, N.: Robotic process automation - creating
value by digitalizing work in the private healthcare?, vol. 18, pp. 222–227 (2018)

11. Anagnoste, S.: Robotic automation process - the next major revolution in terms
of back office operations improvement. In: Proceedings of the International Con-
ference on Business Excellence, vol. 11, pp. 676–686 (2017)

12. Fung, H.P.: Criteria, use cases and effects of information technology process
automation (ITPA). Adv. Robot. Autom. 3 (2013)

13. Mendling, J., Decker, G., Reijers, H.A., Hull, R., Weber, I.: How do machine learn-
ing, robotic process automation, and blockchains affect the human factor in busi-
ness process management? Commun. Assoc. Inf. Syst. 43, 297–320 (2018)

14. Clair, C.L.: Building a center of expertise to support robotic automation preparing
for the life cycle of business change. Technical report, Forrester (2014)

15. Tsaih, R.H., Hsu, C.C.: Artificial intelligence in smart tourism: a conceptual frame-
work, vol. 89, pp. 2–6 (2018)

16. Czarnecki, C., Auth, G.: Prozessdigitalisierung durch robotic process automation
(2018)

17. Holder, C., Khurana, V., Hook, J., Bacon, G., Day, R.: Robotics and law: key legal
and regulatory implications of the robotics age (Part II of II). Comput. Law Secur.
Rev. 32, 557–576 (2016)

18. Schatsky, D., Muraskin, C.: Robotic process automation. a path to the cognitive
enterprise. Technical report, Deloitte University Press (2016)

19. Kanellou, A., Spathis, C.: Accounting benefits and satisfaction in an ERP envi-
ronment. Int. J. Account. Inf. Syst. 14, 209–234 (2013)

20. EverestResearchGroup: Robotic process automation (RPA) annual report 2018 -
creating business value in a digital-first world. Technical report, ERG (2016)

21. Report: artificial intelligence is winning more hearts & minds in the workplace.
Technical report, Oracle and Future Workplace (2019)

22. IT-CentralStation: Why do RPA project fail? And how to avoid it? Paper peer
report. Technical report, ITCS (2019)

23. Wright, D., Witherick, D., Gordeeva, M.: The robots are ready. Are you? Untapped
advantage in your digital workforce. Technical report, Deloitte (2017)

24. Leopold, H., van der Aa, H., Reijers, H.A.: Identifying candidate tasks for robotic
process automation in textual process descriptions, vol. 318, pp. 67–81 (2018)

25. Kirchmer, M.: Robotic process automation - pragmatic solution or dangerous illu-
sion. Technical report, University of Pennsylvania (2017)



Robotic Process Re-Manualization (RPRM) 169

26. Lamberton, C., Brigo, D., Hoy, D.: Impact of robotics, RPA and AI on the insur-
ance industry: challenges and opportunities. J. Financ. Perspect. 4, 8–20 (2017)

27. Czarniawska, B.: Social Science Research, From Field to Desk (2014)
28. Taylor, S., Land, C.: Organizational anonymity and the negotiation of research

access. Qual. Res. Organ. Manag. 9, 98–109 (2014)
29. Burnard, P.: A method of analysing interview transcripts in qualitative research.

Nurse Educ. Today 11, 461–466 (1991)
30. Jones, S.E., Park, R.L.: Against technology: from the luddites to neo-luddism.

Phys. Today 60, 59 (2007)
31. Baum, S.D.: Superintelligence skepticism as a political tool. Information 9, 1–16

(2018)
32. Lennerfors, T.T., Fors, P., van Rooijen, J.: ICT and environmental sustainability

in a changing society: the view of ecological world systems theory. Inf. Technol.
People 28, 758–774 (2015)

33. Scott, W.R., Davis, G.F.: Organizations and organizing: rational, natural and open
systems perspectives (2015)

34. Amaeshi, K.M., Crane, A.: Stakeholder engagement: a mechanism for sustainable
aviation. Corp. Soc. Responsib. Environ. Manag. 13, 245–260 (2006)

35. Norton, M.I., Mochon, D., Ariely, D.: The IKEA effect: when labor leads to love.
J. Consum. Psychol. 22, 453–460 (2012)

36. Coombs, W.T., Holladay, S.J.: The Handbook of Crisis Communication (2010)



Steering the Robots: An Investigation of IT
Governance Models for Lightweight IT

and Robotic Process Automation

Vincent Borghoff(B) and Ralf Plattfaut

South Westphalia University of Applied Sciences, Soest, Germany
{borghoff.vincent,plattfaut.ralf}@fh-swf.de

Abstract. Robotic Process Automation opens up new possibilities for organi-
zations to automate processes that were previously not worth automating for
technical or financial reasons. Furthermore, the fact that RPA does not require
deep IT skills allows for the development within business departments. However,
RPA, and lightweight IT in general, not only creates new opportunities, but also
poses new challenges for organizations, especially for IT Governance. Based on
existing IT Governance frameworks, we investigate the design of RPA-specific
Governance models in practice and elaborate respective advantages and disadvan-
tages. Based on this, we identify organizational internal context factors that influ-
ence the implementation mechanisms of a lightweight-specific IT Governance.
We build our research on a qualitative approach based on in-depth interviews with
practitioners, consultants, and a vendor representative.

Keywords: Lightweight IT · Robotic Process Automation · RPA · IT
Governance

1 Introduction

Robotic Process Automation (RPA) is a relatively new information technology (IT).
However, the interest in RPA still rises [1]. This rise is, among others, reflected by the
initial public offering of “UIPath”, one of the leading providers of RPA technology,
closing with a 23% increase on market closure [2]. RPA is adopted by a broad range of
organizations, ranging from large corporations to small and medium-sized enterprises
[3].

RPAcan be discussed using the academic streamof lightweight IT [4], as no or at least
no intense coding and IT skills are needed to develop and implement the respective bots,
concentrating on front-end solutions [5]. As such, RPA allows the business departments
to take automation, at least partly, into their own hands to increase efficiency [4, 6].

With the adoption of RPA solutions, organizations require steering the application
and scope of the running bots to maintain control and avoid the rise of a growing body of
shadow IT [7].WhileRPA, as part of IT,might fall under the traditional regime,Willcocks
et al. [8] state that RPA should not be governed with approaches similar to those applied
to legacy Enterprise Resource Planning Systems (ERP). The authors base their claim on
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the RPA-inherent dynamics, implying a specific governance mindset and methodology.
Other than heavyweight systems, lightweight systems focus more on innovation than
stability [4].With this finding, the traditional ITGovernance approaches becomeobsolete
regarding their applicability for RPA, and the work on factors influencing the design of
IT Governance needs to be questioned.

While the Governance of heavyweight systems, like ERP solutions, was the subject
of various publications and studies, the contributions concerning the governance of
lightweight systems are scarce [9]. The framework proposed by Bygstad and Iden [10]
depicts the only holistic approach. While this framework reflects appropriate variants
of governance models for lightweight IT, it only relies on two dimensions, determining
the application of one specific governance model. A clear analysis of contingencies
determining the design of an appropriate IT Governance is lacking.

With our paper, we set out to close this gap by substantiating the understanding of the
fit of IT Governance models for lightweight IT – using the example of RPA. Therefore,
we will answer the following research questions:

RQ1: What archetypes of RPA-specific IT Governance can be found in practice?
RQ2: Which factors determine the design of an RPA-specific IT Governance?

To answer these research questions, we conducted a qualitative multi-perspective
study, relying on in-depth interviews with 11 knowledgeable experts stemming from
three different domains (i.e., RPA customers, consultants, and vendors). We tested the
fit of the found RPA IT Governance approaches against established governance theories
in consideration of the peculiarities of RPA and its locus between business and IT.

The remainder of this paper is structured as follows. In the following section, we
present the theoretical background we build our research on. Subsequently, we explain
the chosen method and present details on our data sample, while presenting the research
findings. We then discuss the findings in light of the introduced theoretical background
to conclude our paper with a synopsis, highlighting our contribution both to theory and
practice, as well as the limitations of our approach.

2 Background

2.1 IT Governance

While governance, in general, is concerned with the control over certain parts of an
organization to align with a given strategy, IT Governance includes mechanisms and
structures specifically for IT-related decisions and processes [11, 12].

Multiple models have been proposed in literature describing IT Governance
approaches which are, to a high degree, built around the design of structural governance
mechanisms [e.g., 13, 14]. Structural mechanisms reflect organizational units as well
as roles and responsibilities for decision-making [14]. These models primarily address
the issue of centralization of IT decisions and authority (e.g., central, federal, decentral)
[15]. While in a central IT Governance, all decision-making authority is centralized
in one organizational unit, in a decentral IT Governance, the authority is distributed
among individual operating units [16, 17]. Federal IT Governance approaches divide
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the authority between multiple instances. The division can be based on responsibili-
ties for specific systems, for example, or on organizational grounds. In practice, both
concepts are often applied simultaneously. While a central unit sets certain framework
conditions that regulate interaction with core systems, for example, freedom is granted
for internal departmental systems [11].

Research also identified contingency factors that determine the adoption of one
specific IT Governance approach, following the assumption that the governance differs
according to internal and external factors [17–20].

However, the described IT Governance approaches were initially developed against
a heavyweight IT background. Therefore, they might not incorporate the specific pecu-
liarities of RPA and lightweight IT in general (see below). For this reason, academia calls
for a revised IT Governance, internalizing specific concepts for lightweight IT [21].

2.2 RPA as an Example of Lightweight IT

The concept of lightweight IT is based on the growing trend of IT consumerization [4].
The trend of using consumer-oriented IT artifacts within professional contexts affects
the relationship between the IT departments and the business as users of the respective
systems [6]. Bygstad [4], therefore, sees lightweight ITmore as a newknowledge regime,
shifting the focus to business-driven exploration and innovation [4]. In contrast, he
describes traditional systems (e.g., ERP systems) as heavyweight IT. Heavyweight IT
has a clear focus on security and stability and is driven by IT professionals, mostly
centralized within IT departments. On the contrary, lightweight IT is mostly driven and
owned by the business side, with a clear frontend focus and a rather non-invasive nature
[22].

RPA is a form of software, in which bots mimic user action to automate business
processes [21]. Thereby the focus lies on repetitive, rules-based and frequent processes
[5]. The developed bots are able to work on the user interface and act as human workers
by mimicking their actions but with significantly higher efficiency [23].

RPA is easy to implement (i.e., it requires low software development know-how) and
considered minimal-invasive (i.e., it requires no change on underlying core systems).
Authors agree that non-programmers can conduct themajority ofRPAdevelopment, e.g.,
business specialists [21, 24, 25]. The main reasons for this include the configuration of
RPA bots via drag-and-drop interfaces [21] and the integration with other software over
the graphical user interface [23, 24, 26].

RPA is, as lightweight IT is in general, often business-led.Authors have observed that
RPA is introduced in single business units or departments, often with the help of external
consultants [21, 25]. As such, RPA can be conceptualized as being business-driven or
business-led, focusing on local innovations [4, 21].

The application ofRPA inorganizations typically follows a distinct sequence, starting
with a pilot phase, followed by a scaling phase and concluding in an RPA maturity.
Likewise, specific RPA projects can be described with a typical phase approach, starting
with the idea phase in which candidate processes are identified, the definition phase
in which the processes are analyzed, and requirements for the bot are defined, and the
implementation phase, in which the actual development takes place and the bot is put
into production [9, 21, 25].
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Building on these observations, RPA is located between business and IT departments
and needs skill and support from both sides. This split leads tomultiple governance ques-
tions, e.g., “how to control RPA [bots] and avoid security, compliance, and economic
risks” [23]. As Lacity and Willcocks argue, “RPA must still be consistent with IT Gov-
ernance” [21]. Plattfaut strengthened this argument and calls for “joint IT and business
commitment” [25]. In a literature review on RPA, Syed et al. [9] argue that the sys-
tematic design, development, and evolution of bots, together with seamless handling
of exceptions and proactive monitoring and control, are challenges contemporary RPA
research needs to cover. The governance of RPA can be one part of the answer to these
challenges.

2.3 Implications for IT Governance

Both academia and practice claim that the development of RPA-specific IT Governance
approaches is one of the most pressing future issues [27]. Willcocks et al. [8] describe
specific challenges for the IT department induced throughRPA and the peculiarities RPA
has as a lightweight process automation technology. Three of these challenges directly
affect the design of an IT Governance [28].

(1) As RPA is non-invasive, it is possible to implement RPA-based automation solu-
tions without the involvement of the IT department, making the technology appealing to
multiple business units [28]. The potentially multiple arising implementations then may
lead to a rising body of shadow IT, confronting the IT with an increasing effort related
to maintaining the stability and compliance of the core systems [7]. With this often
business-driven nature of RPA, the decision about who is in the lead of the running and
future developed bots becomes urgent. (2) As RPA is often triggered by business prob-
lems grounded in perceived deficiencies within an organization’s IT infrastructure, the
lead may also be set within the responsible IT department [8]. RPA is closely related to
occurring business needs and a business inherent process view. (3) Thismakes respective
business-related skills, potentially unavailable in traditional IT departments, necessary
for successfully developing RPA-based automation solutions [8].

As RPA can be subsumed under the umbrella of lightweight IT, governance
approaches from this field might be appropriate to be applied to respective solutions.
Bygstad and Iden [10] proposed a framework for the governance of lightweight IT,
consisting of 4 distinct models structured along two variables reflecting innovation and
systems stability. The framework orients on three structural IT governance models,
ranging from a completely unsupervised implementation and operation to harsh control
(laissez-faire, platform, bimodal and central control). These models can be handled as an
expansion of the traditional central, federal, and decentralized ITGovernance forms [28].
The degree of centrality is thereby defined as the extent of decision-making and control
authority the IT has regarding business-driven lightweight IT. Other than traditional IT
Governance frameworks, the model of Bystad and Iden determines the application of
one of the four models on a combination of just two variables wanted security and inno-
vation. Other factors or contingencies are not in the scope of the approach. Practically
oriented literature in particular, tries to compensate but usually concentrates on partial
aspects. While Schmitz emphasizes the importance of including governance early in the
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planning of RPA solutions [29], Noppen et al. focus primarily on the design of the subse-
quent maintenance of the implemented bots [30]. Asatiani et al. highlight the difficulties
associated with federated governance approaches in RPA [28].

Our research aims to close this gap by identifying lightweight IT-specific contingen-
cies, influencing the design of an appropriate lightweight IT Governance.

3 Method

To answer our research questions, we chose an explorative qualitative research app-
roach based on grounded theory [31]. Our approach can be structured into the phases of
data collection and analysis. For data collection, we conducted semi-structured in-depth
interviews with 11 knowledgeable experts in RPA, which offer distinct perspectives on
RPA and lightweight IT in general (see Table 1). We selected interviewees with explicit
professional backgrounds in RPA-based and heavyweight automation. We focused on
identifying promising interview partners for achieving information-rich cases for later
analysis [32]. Here, we aimed at achieving maximum sample variation [33] along the
dimensions of domains, sector, and size of the organization, and the role of the intervie-
wee as follows: Since we have tried to reflect the current practice of RPA governance
as precisely as possible, we analyzed the used governance structures from three distinct
perspectives. These are achieved by selecting interview partners from different domains.
Firstly, we directly chose practitioners who are in actual touch with RPA technology by
operating, developing, or managing RPA-based automation solutions in their respective
organizations. Secondly, we included a consulting perspective in our sample. This deci-
sion is mostly grounded in the finding that organizations’ RPA solutions are often either
introduced to or later scaled up by consultancies [3]. Thirdly, we also interviewed a
representative of an RPA technology vendor. Such vendors guide their customers with a
multitude of training resources as well as with direct support and advice for implemen-
tation and operation. This often includes specific bot operation models, which, among
other topics, shed light on structural governance characteristics. To enrich variation
within our data sample, we selected experts from organizations differing in size, rep-
resented by the number of employees of the specific organization and organizational
sector. We additionally aimed at also achieving a broad representation in terms of the
role of the individual interviewees within the selected organizations.

For analyzing the collected data, we applied a grounded theory approach with open
coding [34].We coded for the perceived role of governance for the success of RPA usage
within both the specific cases and from a consulting and vendor-centric perspective.
Within the practitioner interviews, we additionally coded for the general maturity in
automation, not only with an RPA focus but also including heavyweight automation
solutions to depict the total experience with automation technologies in order to be
able to better classify and contrast particularities of lightweight automation. In a second
layer, we coded specifically for the advantages and disadvantages of the specific IT
Governance approaches found within the cases. All coding was conducted by both
researchers individually. In case of conflicting codes, the respective interviews were
reviewed and taken into a discussion until consensus was reached. Moreover, we applied
axial coding to identify and aggregate categories within our coding structure [30].
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Table 1. List of interviewed RPA experts

# Role of interviewee Organizational
sector

Domain Employees

I1 Division Manager IT Statutory Health
Insurance

Practice 3.900

I2 Head of Automation Manufacturing
Industry

Practice 36.000

I3 Automation Lead Building Material
Producer

Practice 55.000

I4 Project Manager Industrial Service
Provider

Practice 34.000

I5 IT Engineer Chemical Industry Practice 14.000

I6 CEO RPA Training and
Consulting

Practice/Consulting 14

I7 Consultant Strategic Consulting Consulting 30.000

I8 Senior Consultant Strategic Consulting Consulting 30.000

I9 Technical Consultant Strategic IT
Consulting

Consulting 150

I10 Consultant Strategic IT
Consulting

Consulting 150

I11 Business Analyst RPA Vendor Vendor 3.000

4 Findings

This section presents findings for the identified RPA IT Governance models applied in
practice by describing the actual cases, reasons for choosing one specific model, and the
internal design and function. In only one of the cases, the chosen RPA IT Governance
approach stayed the same over time. The IT Governance approach develops in design
and degree of centricity with increasing RPA and automation maturity. Figure 1 depicts
the observed developments.

Within our data sample, we found evidence for distinct designs of an RPA gover-
nance. Central governance models are often applied within organizations that aim to
keep systems stable. This can be grounded in a latent fear of rising shadow IT, which
implies a harsher control over all artifacts implemented within the overall systems land-
scape. One interviewee stated that they prevent shadow IT by simply not allowing
business-driven system implementation but forcing a completely centric IT approach
(I2). Therefore, one digitization center of excellence (CoE) is installed, which devel-
ops and operates all lightweight and heavyweight systems and includes a distinct team
concerned with identifying potential automation cases. In this case, the governance is
designed very top-down to embed the RPA-related control guidelines in the respective
higher level of authority. While this allows tightly meshed and comprehensive supervi-
sionof all automation activities, it hinders the business fromutilizing themain advantages



176 V. Borghoff and R. Plattfaut

of lightweight solutions, namely velocity and innovativeness: “Of course, there are also
some drawbacks because there might be some bottlenecks in terms of prioritization of
the processes, and also identifying the suitable processes for RPA because you will have
multiple departments and you do not know exactly where to start, how to prioritize
them and another issue might be related to slower RPA deployments. It is just about the
focus you set” (I11).While central control can sustain security, decentral approaches can
therefore foster innovation. However, the organization values long-term control of their
systems landscape higher than implementation speed, acknowledging that the missing
automation experience within the business units also influenced the decision for a central
mode.

Fig. 1. Development of the RPA governance within the cases over time and increasing maturity

One of the interviewees stated that his organization started RPA-based automation
with a decentral governance approach, keeping all authority within the business (I1).
According to the interviewees with a consulting background, this procedure is typical for
cases where RPA is newly introduced through external consulting. Intending to increase
efficiency, the organization was striving to digitize. For this reason, they commissioned
a consulting firm to identify potentials within their processes and structures. In this
term, RPA was part of the overall digitization toolkit. While the organization is still
relatively new to RPA, they are planning to broaden the use of the technology. Within
this process, compliance was getting more important. As statutory health insurance, the
organization handles sensitive data, which implies stricter internal and legal regulations.
A growing shadow IT would increase the risk of fraud and malfunction, leading the
organization to centralize its governance model: “I advocate a completely centralized
unit. That makes it easier because, of course, as a health insurance company, we have
to take the issue of co-determination into account very intensively. From an economical
perspective, it is easier to have it [governance ed.] in one central place and then also to
advance the issue with certain rules than if each department does it. Because then you
lose the overview” (I1). In the same vein, the growing complexity, reflected in multiple
RPA instantiations running, influences the choice to refrain from decentral models. This
also reflects a typical process for externally induced RPA automation, as one consultant
stated: “If they develop it further, if they touch all the processes in the business function
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that you can automate, that actually becomes centralized again, so to speak, that’s no
longer decentralized” (I7). This organization started with a very decentralized, business-
driven approach when piloting RPA and is now shifting to a complete centralization of
governance structures.

Three interviewed practitioners describe their organizations applying a federal gov-
ernance for RPA (I3, I4, I5) but with different internal arrangements. These arrangements
differ on the one hand in the lead responsibility areas of the business and the IT, and
on the other in the processual IT Governance setup. All approaches have in common
that parts of the responsibilities are distributed to individual business units or functions
besides a central control unit. Two of the three interviewee organizations (I3, I4) apply a
model in which, besides a central CoE, responsible employees are enabled to act as RPA
champions, either for business units or in specific global business functions, enabling
the business to take the initializing lead: “If we now say we have a purchasing RPA
champion who then wants to take care of every purchase process globally, then it’s fine
for us, but we also accept if someone now says okay I come from company XY I only
want to do this for the company, then it’s also fine” (I4). In one case, automation projects
are initiated both by the CoE and the business: “We also have the so-called champions
concept with us, because we also give countries the opportunity to automate themselves,
to become active themselves and some also use that in the meantime” (I3). The other
case (I5) involves direct but non-structural enablement within the departments. This
more decentralized approach should leave RPA structures’ specifications to the busi-
ness. Interviewees from the consulting domain also emphasized that when choosing
a federal governance model, the business units must have the respective capabilities
(I6, I8, I10). The choice for a federal model was initially influenced by the structural
diversity the respective organizations show. This diversity is grounded in international
divisions and the resulting cultural differences: “Above all, we see the point of covering
different cultures through the ambassadors. When I talk to a Chinese colleague about
a process, he understands it differently than I do” (I5). The regional factor can also
manifest in an organizational structure with a magnitude of separate subsidiaries, all
with specific processual and application needs: “I think in one country alone we have
three hundred plants. You can calculate how many plants we have globally if we are
active in 60 countries around the world. Then we have something like shared service
centers or similar aggregations in each region - everything is very decentralized” (I3).
Moreover, in all cases, the choice was influenced by the focus on innovation and velocity
to solve occurring business problems: “The problem with the core systems is that they
are expensive, and resources must first be created in the company’s own IT. Often there
are no interfaces between systems and yes, then RPA can quickly provide relief” (I4).

For the case of the building material producer, the interviewee reported that for
piloting of RPA, they stated by choosing a very centralized governance approach, con-
centrating all responsibilities and decision making in the leading CoE, located in one
shared service center, globally initiating all RPA developments (I3). At the same time,
they started with the training of RPA champions across several decentral business units
to develop towards a more federal governance model, in which RPA initiatives are ini-
tiated and defined decentral but developed and implemented centrally by specific RPA
experts. In this case, the business side would take the lead in the running RPA initiative.
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With this shift, they adapted their initial governance model in the direction of a federal
model. This development is the same for the case of an organization originating from
the chemical industry (I5). In this case, the central CoE enables the business units to
initiate and implement RPA themselves: “We have an ambassador there. These are the
extended arm to the regions. They are authorized to develop processes” (I5). We could
observe a similar approach for an industrial service provider, with the difference of not
specifically enabling business units but also local and global business functions (I4).
The interviewee reported that keeping the definition phase centrally helps in ensuring
scalability: “On the topic of scalability, we will then also make sure that the bots are
programmed in such a way that they can be implemented not only in the US but also
in India and that we can all scale accordingly” (I4). Another facet of scaling is the
CoE becoming a bottleneck when global decentral RPA initiatives increase in number
and scope: “Exactly, so currently that is purely centralized, purely implemented from
the CoE. But we want to move away from this centralized approach and move towards
a decentralized approach because we want to avoid making the CoE the bottleneck”
(I4). The decision at this point would be either to enlarge the CoE capacities, which
would be cost intense or to switch to a more decentral approach. This means that central
governance structures might be able to foster the scaling of RPA-based automation when
combined with a decentral project lead.

All three cases (I3, I4, I5) have in common that RPA projects can be initiated decen-
trally. All three organizations have designed a specific process for initiating an automa-
tion project, which includes defining clear criteria for the applicability of RPA and setting
technical and processual standards in case the bots are also developed decentral. To push
through these standards, the designed process includes a reporting option. This includes
that business employees can propose candidate processes that are analyzed together
with the automation CoE. Both sides can directly assess the profitability of the potential
automation as well as the fit of respective automation technologies, guided by a support
system. This procedural approach is also backed by the consulting perspective, which
additionally emphasizes the coordination function of the CoE between decentral RPA
initiatives and the IT: “I can well imagine going back to decentralization in the imple-
mentation and saying okay, then we have discussed it centrally and decided strategically
that it will first be an RPA project in the implementation mode and then it will be imple-
mented across the board. What I believe we still need to keep together centrally is which
IT systems are affected” (I10).

Fig. 2. Identified processual IT Governance mechanisms

Five cases show specific process IT Governance mechanisms. These reflect the
responsibility within a certain RPA initiative in the course of the different phases of
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an RPA project (see Fig. 2). We can observe three distinct operational manifestations.
The first, applied in cases I1 and I2, centralizes all phases of the RPA project. Automa-
tion is initiated, developed, and implemented centrally. The second approach lets the
RPA project be initiated decentrally within individual business units. The definition and
implementation of the project, including process analysis and profitability check, are
done by or by standards from a central unit (I3). The third approach, applied by I4
and I5, works similarly but gives the responsibility for RPA implementation back to
the respective business unit or the respective decentral CoE spoke. According to one of
the interviewees stemming from a strategical IT consulting, this approach would best
fit the initial idea of RPA: “So the goal of RPA is to relieve the IT or to save scarce
IT resources, in the sense of giving responsibilities to the business departments. That’s
where it originates, or where it wants to originate” (I9).

5 Discussion

RPA is most often subject to specific governance approaches within practice, differing
from the core IT Governance. These approaches use different mechanisms and mod-
els to steer the use of RPA. Our study identified different organization internal context
factors that determine the design of an RPA governance by affecting the applicable
governance mechanisms. While some of the factors are covered within established gov-
ernance frameworks, we identified three factors specific to RPA. The identified factors
show distinct dimensions in which the internal context of organizations can vary. Table 2
shows a brief summary.

Table 2. Summary of the proposed factors and their dimensions

Factor Dimension Source

Lead Business lead – IT lead Lightweight specific

Automation Maturity Mature - Immature Lightweight specific

System Complexity Complex - Simple Lightweight specific

Structural Diversity Heterogeneous – Homogenous [16, 20, 35]

Focus Security - Innovation [10, 20, 36, 37]

Scale Local - Global [20]

Lead: With RPA being low-code, the business is getting able to develop bots without or
with little involvement of the IT [21, 24, 25]. This enables the business side to completely
take over the lead, while IT needs to conduct the development and maintenance with
heavyweight automation.Therefore, the possibility of business-led automation structures
and a shift of responsibility arises. Fürstenau et al. [38] describe different approaches for
handling user or business-introduced systems, broadly distinguishing between leaving
the responsibility within the business or assigning the responsibility to the IT department
but reflecting more about shadow IT in general.
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Automation Maturity: This factor reflects the experience and knowledge of automa-
tion technology and RPA within the business units [39]. A decentral RPA approach
requires technical knowledge within the business. The maturity can be fostered by
enabling business units by change and knowledge management initiatives [40]. Depend-
ing on the sector and organizational structure, the business can, to a specific degree,
anyways be mature, enabling decentral governance from the start. As business internal
development is lightweight and RPA-specific, the factor is not covered within the field
of IT Governance.

System Complexity: RPA solutions can reach high levels of complexity, foremost in
the sense of touching a multitude of other (core) systems, and therefore have an equally
high number of permissions and access rights [30]. In our study, we also found evidence
for this case, with one interviewee stating: “The more powerful a tool becomes, the
more you have to worry about security and the more alert administrators, for example,
become. The more rights a robot gets, the more applications it is allowed to operate, the
more IDs and passwords it manages. And of course, this is where people who have a clue
about this, i.e., myself in case of doubt, can do the most mischief” (I9). When setting
up governance, the complexity of the to-be-governed systems must be considered [41].
The complexity can either be grounded in the age of the running solution or specific
business needs [42]. Leaving the business more freedom increases the risk of fraud
and malfunction. Therefore, the factor is strongly interconnected with the factor focus
described below. The more complex systems get, the more centralized the governance
should be. The factor does not appear in IT Governance literature, as heavyweight IT is
complex by definition. Therefore, it seems specific to lightweight IT and RPA, where
the complexity is subject to greater variation.

Structural Diversity: Structural diversity refers to the degree of heterogeneity within
the organization. This heterogeneity can be based on regional and cultural differences
(e.g., between different country organizations) but also on the prevailing organizational
structure, reflected in the needs of specific industries [35]. Organizations with a large
number of subsidiaries or are active in several industrieswith specific characteristics (i.e.,
having a higher structural diversity) will tend to choose more decentralized approaches
to take advantage of the speed and innovation benefits of RPA. Weill and Ross [20]
mention the comparable factor size and diversity.

Focus: Focus describes the balance between stability and innovation. While stability
lowers the risk of malfunctions and fraud, it hinders innovation, and therefore poten-
tial efficiency increases [36, 43]. Organizations have to decide where to set the focus.
The factor is influenced by organizational form, sector, and legal requirements. When
focusing more on stability, organizations should choose a more centralized governance
approach, hindering shadow IT and malicious systems from occurring. To foster inno-
vation, organizations should tend to more decentral or federal approaches. The factor
is part of all three other frameworks presented in the background section. Bygstad and
Iden (2017) build their framework along the variables securing and resourcing, directly
reflecting facets of stability and innovation. Györy et al. [36] also make the choice of a
governance model dependent, among other things, on the accepted risk. Weill and Ross
[20] partly cover the factor as Strategic and Performance Goals.
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Scale: The factor reflects the intention to apply once developed RPA solutions on mul-
tiple parts of the organization, e.g., transferring a bot-based accounting process between
multiple regional subsidiaries. In this scenario, a decentral approach would ease the pro-
cess analysis due to direct process knowledge. Conversely, centralizing the governance
would increase standardization between all regions. Another facet of this factor is the
steering of the actual development. In a centralized model, there might be no capacity
for controlled scaling. One interviewee stated that in his experience, a federated model
would be the best fitting for scaling RPA solutions: “In the first phase, rather control
centrally to create structures. The load becomes too great when scaling up, so decen-
tralize and steer more in the direction of a federated model” (I9). These factors overlap
with the factor size and diversity proposed by Weill and Ross [20].

Our findings show that a holistic governance framework for RPA and lightweight
IT is yet not present in the literature or practice. With our research, we conducted a
first attempt to close this gap. We could show that a specific governance approach for
RPA and lightweight IT is necessary. We identified six specific factors influencing the
design of an RPA governance by affecting the applicability of governance mechanisms.
Practitioners can use our findings to ground their decision on what form of governance
is appropriate for elaborating on the individual manifestation of these factors to improve
the later fit of the chosen model. Moreover, we contributed to specific lightweight IT
theory by providing insights into the role and design of a center of excellence in the field
of lightweight IT. At the same time, these insights are directly relevant for practitioners
facing the question of how a CoE for automation should be designed and where its focus
should lie.

6 Conclusion

This paper contributes to the understanding of RPA and lightweight IT Governance.
We used a research approach based on grounded theory to conduct in-depth interviews
with 11 RPA experts from the practical, consulting, and domain of an RPA vendor.
We condensed six organization-internal factors determining the choice and design of
a specific lightweight IT Governance. We found that existing, valuable frameworks do
not cover all relevant aspects of lightweight IT. Additionally, we found evidence that a
pure RPA CoE is not common in practice, as most practitioners and consultants suggest
a holistic automation and digitization CoE.

Future research can build upon our results in multiple directions. First, we identified
factors influencing the design of an RPA governance by affecting the mechanisms and
institutional structures. However, the actual effect size is yet unclear. Future research can
therefore assess the actual effect of the respective factors. Secondly, we use RPA as an
example for lightweight IT, but the generalizability to other instantiations of lightweight
IT is not clear yet. Future research can close this gap by analyzing the identified factors
related to multiple lightweight solutions.

Our research is limited for multiple reasons. Firstly, we set a regional focus on
Germany. Despite all case organizations except one being multinational organizations,
this could influence the results in terms of a cultural and regional bias. Secondly, although
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we tried to sample our respondents purposefully, the generalizability of our results might
be influenced by the composition of that sample. Thirdly, we use RPA as an example
of lightweight IT in general. Although the literature suggests that RPA is part of this
knowledge regime, the findings might not be completely generalizable for all types of
lightweight solutions.
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Abstract. Recent studies show that the success rate of Robotic Process
Automation (RPA) projects is between 50 and 70%. In cases where they
are not successful, most failures are caused by organizational factors, i.e.,
people and their social environment. People in the organization have a
significant influence on the success of a RPA project. Likewise, the imple-
mentation of RPA will bring some implications to them as well. This
research is a preliminary study on visualization socio-human implica-
tions (VoSHI) in the RPA projects. As one of the office automation tech-
nologies, the application of RPA provides economic benefits and social
implications. Unfortunately, most studies highlight the benefits and lack
discussions on the impact of RPA on humans. This paper presents a
systematic mapping study to analyze the current state-of-the-art on this
topic, recognizing the socio-human implications of RPA implementations
described in the literature. The research analyzed 56 primary studies
selected from both academic digital libraries and grey literature. The
results showed 16 positive and 6 negative implications of RPA imple-
mentations for humans and their social environment. Furthermore, this
research also found 6 positive and 13 negative inputs contributed by
humans, which can influence RPA implementations.

Keywords: Robotic Process Automation (RPA) · Human · Social ·
Input · Implication

1 Introduction

Automation technology and robots have played a significant role in the Indus-
trial Revolution 4.0. They have spanned many sectors, including manufactur-
ing, trade, and services. As a part of automation technology, Robotic Process
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Automation (RPA) allows the software robot to emulate human behavior in
carrying out repetitive tasks in the office [37]. Instead of using manual work-
ers, organizations have deployed RPA bots to increase efficiency and shift the
workers from mundane tasks to higher-value tasks. Nevertheless, Ernst & Young
study shows that 30–50% of RPA projects have failed. Most failures are caused
by the organization, not by technology [7]. The people in the organization have a
significant influence on the success of the RPA project. Conversely, RPA imple-
mentation will bring some implications to people’s lives.

Economically, RPA’s investment is promising, but its relationship with peo-
ple in the organization must be explored more deeply to create harmony between
people, organizations, and technology. When implementing RPA, organizations
sometimes ignore social and human impacts. As a result, a project can be finan-
cially viable, but have dire implications for people and their social environment.
Therefore, it is crucial to identify all the effects and consequences of implement-
ing RPA for humans. With this knowledge, organizations can comprehensively
assess RPA projects and place humans’ interests at the center of technology
assessment.

In academia, the trend for RPA studies has increased in the last five years
[11]. The discussion topics that were presented are also diverse. It ranges from the
challenges of RPA implementation [8,36], the benefits of RPA [1,21,36], process
selection [4,40], human & RPA collaboration [9,22,30,33], RPA assessment [2,
41] and others. However, there are further areas that have not been exposed
properly. For instance, in the area of RPA assessment, most studies still focus
on technology & economic perspectives [3,40]. However, the human perspective
is scarcely researched and mainly reflects the implications on employees [33],
while broader social & human perspectives are still ruled out. In the future
(Industrial Revolution 5.0), the success of new technology is seen not only by
financial benefit but also by human acceptance and the way technology supports
human life [10].

Inspired by the Visualization of Financial Implication (VoFI) framework [13],
that has been successfully applied to study the viability of projects from an eco-
nomic perspective [12,26], we will conduct research series to develop a frame-
work called VoSHI (Visualization of Socio-Human Implication). VoSHI will assist
organizations in evaluating projects from the human perspective. The following
research steps are considered to implement the whole VoSHI framework (cf.
Fig. 1): (1) Identifying VoSHI parameters revealed by the collection of litera-
ture, (2) validating & quantifying VoSHI parameters, and (3) developing a tool
to measure VoSHI parameters. The current paper focuses on the first step. For
this, a systematic mapping study is conducted to analyze the current state of
the art, to identify both (1) the human influence on RPA projects and (2) the
implications of the project for humans. These will be the parameters of the
VOSHI framework. Meanwhile, the validation and quantification and the tool
development will be carried out in further research.

The current paper contributes to the RPA field by laying the foundations
of an innovative assessment approach that places the human at the center, as
introduced in Sect. 2. In addition, Sect. 3 reports the literature review conducted
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Fig. 1. The series of VoSHI research. The current paper addresses the identification
phase.

whose implications are discussed in Sect. 4. Finally, Sect. 5 concludes the paper
and sets the future research agenda.

2 Background

The automation project failure is characterized by the inability to achieve goals
and mitigate risks. It is caused by technology failure [23], human failure [30],
and economic failure [3]. Economic failure can be detected by visualizing the
financial implications of a project using the VoFI method. The Visualization of
Financial Implication (VoFI) is a comprehensive financial plan that considers the
economic consequences of an investment project. It includes all cash flows from
internal funds, debt & redemption capital, various forms of loans (with various
redemption & interest rates), and tax implications investment [12]. VoFI offers
accountability, transparency, and a long-term perspective on the quantitative
aspects of investment decisions [38].

VoFI was first introduced by Heister in 1962 and explained in more depth by
Professor Heinz Lothar Grob in 1993 and 2006 [13]. Over time, the VoFI method
has been used in various ways, such as:

– LIVO (Liquiditätplannung VoFI), where the VoFI method is used to measure
company liquidity to minimize the risk of bankruptcy [32].

– BSC-VoFI (The Balanced scorecard) measures company performance by mod-
ifying the balanced scorecard with VoFi [14].

– TCO-VoFI (Total Cost Ownership-VoFI), which utilizes the VoFI method to
correct the weaknesses of traditional TCO (Total Cost Ownership) analysis
[12].

– CBA-VoFI (Cost-Benefit Assessment based on VoFI), which was developed
by Oesterreich & Teuteberg (2017), to evaluate the application of augmented
reality in the construction area [26].

Although VoFI has evolved into various forms, the basic principle has never
changed. VoFI always has two sides, adding and deducting factors, that affect the
profitability of the investment. In the model of CBA-VoFI, a project is consid-
ered financially profitable if the amount of benefits achieved by the organization
or company is greater than the incurred costs. On the other hand, a project
is financially unprofitable if the benefits outweigh the cost [26]. However, the
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financial implication is not the only dimension to measure the success of an
RPA project.

Harmoko & Axmann determined the assessment of an RPA project into five
dimensions, two financial dimensions (i.e., cost and benefit), two technologi-
cal dimensions (i.e., technology readiness and usability), and one organizational
dimension that involves humans and social environment (i.e., company readi-
ness) [2]. This idea is in line with the principle of Industrial Revolution 5.0,
where human implications should be a primary consideration in the implemen-
tation of technology [10].

Unfortunately, there is no method to measure the socio-human implications of
an RPA project. Whereas RPA and most other automation technologies are met
with strong challenges from humans, especially workers [18,23,31]. The issues of
losing a job and collaboration failure between humans and robots are still fright-
ening specters for some people [30,33,43]. Therefore, we will develop a method to
measure and visualize the socio-human implications of an RPA project through
the series of research. The Visualization of Socio-Human Implication (VoSHI)
will be designed with the same basic principles as CBA-VoFI. As illustrated in
Fig. 2, the balance of VoSHI is influenced by adding factors (i.e., positive inputs
and implications) and deducting factors (i.e., negative inputs and implications).

– Positive Input: The supporting factors from humans and their social envi-
ronment to the RPA project, starting from the initiation stage until the
project is implemented.

– Negative Input: The inhibiting factors from humans and their social envi-
ronment to the RPA project, starting from the initiation stage until the
project is implemented.

– Positive Implication: all benefits gained by humans and the environment
as a result of RPA implementation.

– Negative Implication: all negative consequences suffered by humans and
their environment as a result of the RPA implementation.

In the VoSHI method, the project is considered a success if the benefits for
people (e.g., workers, management, and other stakeholders) are greater than
their struggles and sacrifices for the project or, in other words, if the adding
factor (i.e., positive inputs and implications) is greater than deducting factor
(i.e., negative inputs and implications).

3 Systematic Mapping Study Method

In this paper, we propose to review the studies related to the socio-human impli-
cations of RPA implementation using the Systematic Mapping Study (SMS)
method, proposed by Peterson et al. [27]. This method is used to build a struc-
tured classification scheme in the software engineering area. Following the guide-
lines described by Petersen and the procedures suggested by Khanra et al. and
Wewerka & Reichert [17,27,41], we design a protocol (cf. Fig. 3) that describes
the formulation of research questions and the definition of rules for conducting
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Fig. 2. Pre-illustration of VoSHI model.

the searches (cf. Sect. 3.1), the selection of primary studies (cf. Sect. 3.2), and
the data extraction and analysis methods (cf. Sect. 3.3).

3.1 Planning

Before starting the SMS, it is necessary to formulate the research questions (RQ),
which guide the search for relevant studies. RQ keeps research focused on topics
and predetermined goals. As the initial stage of VoSHI studies, this research will
answer the following questions:

– RQ1: What are positive inputs from humans and their social environment
that affect the implementation of RPA?

– RQ2: What are the positive implications of RPA implementation for humans
and their social environment?

– RQ3: What are negative inputs from humans and their social environment
that affect the implementation of RPA?

– RQ4: What are the negative implications of RPA implementation for humans
and their social environment?

In addition, two steps have been defined to search the relevant studies: (1)
Search relevant literature in both scientific digital libraries and general search
engines (i.e., Google). In our study, six digital libraries have been selected, i.e.,
Scopus, IEEExplore, Web of Science, ACM, ScienceDirect, and AIS eLibrary.
(2) Select keywords that can accelerate the searching process. The keywords will
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Fig. 3. Protocol for systematic mapping study (inspired by Petersen et al. [27], Khanra
et al. [17], and Wewerka and Reichert [41]).

Table 1. Keywords.

Keywords Similar term

Robotic process automation RPA

Human People, worker, operator, employee, managerial,
organization, society, social environment

Implication impact, affect, consequence, effect

help to build queries for digital libraries. Besides that, similar terms of a keyword
(e.g., employees, operators, managerial, and social environment), which refer to
the “humans”, are also used to ensure the relevant studies in the digital library
are not missed (cf. Table 1).

After determining the keywords, the authors search for relevant studies with
different queries. It is possible to have different queries since each digital library
has a different search input form. At this step, authors targeted titles and
abstracts directly. In addition, the exclusion criteria are determined to elimi-
nate studies that use non-English language and briefly discuss RPA or beyond
the socio-human aspects of RPA (cf. Fig. 3).
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Fig. 4. The primary studies selection process.

3.2 Conducting

The Primary Studies Selection Process is divided into automated searching and
detailed review. The automated searching uses queries and targets metadata:
title, keywords, and abstract. From this step, 117 studies were selected and
screened using the first exclusion criteria (EC1), leaving 112 studies. Of the 112
studies, there are 48 duplications to be excluded (EC2). Consequently, there are
64 studies remaining.

Furthermore, the 64 studies were reviewed manually by the authors, but
before that, the authors had to ensure that the studies were accessible based
on EC3. In this process, 4 studies cannot be accessed. Thereafter, the authors
conducted a “detailed review” of the 60 remaining studies. In a detailed review,
the authors read the entire section of the reviewed paper to find information
that can answer research questions. In this research, the authors focused on (1)
negative and positive input from humans that can influence RPA implementa-
tion and (2) negative and positive implications faced by humans after the RPA
implementation. From this step, the authors found that 15 studies were irrel-
evant to the topic of humans and RPA. Therefore, the authors excluded them
according to EC4. In the end, there are 45 primary studies (cf. Fig. 4).

In addition, following the recommendations of Wieringa et al. [42], this
research also searches and reviews the studies in grey literature. In this paper,
the authors reinforce the fact of including this kind of literature. By definition,
grey literature consists of publications produced at all levels by government,



192 H. Harmoko et al.

academia, business, and industry, whether in print or electronic format, but
not controlled by commercial publishing interests, and where publishing is not
the organization’s primary business activity [24]. The searching process uses
the Google search engine with keywords “Robotic Process Automation” and
“Human Implication” in PDF format. In the first 10 pages of the results, the
authors found 12 titles that pointed to the relationship between humans and
RPA. The authors did not find such a title from page 11 onward. Therefore the
grey literature search was discontinued. Of the 12 studies selected, the authors
reviewed them in detail and excluded one study based on exclusion criteria 4
(EC4). Finally, the authors considered only 11 studies relevant to the research.

3.3 Reporting

The main objective of this research is to find four types of parameters as a basis
for further development of the VoSHI method (i.e., positive and negative input
and positive and negative implication). The detailed review found that only 56
primary studies, including 11 studies in grey literature, provided the information
needed to achieve the research objectives.

The sources for the grey literature have been marked with an * every time
they are cited to increase transparency. The authors plan further studies to vali-
date and search the empirical evidence of revealed parameters and statements in
the grey literature. In the research, the authors clustered the inputs and impli-
cations into four clusters (i.e., worker skill, worker health, company health, and
society health). This is because not all identified inputs and implications relate
directly to the workers as individuals. Some are more related to the social envi-
ronment, such as company (company health) and even society (society health).
In the context of the individual worker, the authors found the input and implica-
tion are not only on worker’s pleasure (worker health), but also on the worker’s
skills (worker skills).

Fig. 5. Positive inputs for RPA projects.
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RQ1:What are positive inputs from human and their social environ-
ment that affect the implementation of RPA? Companies and workers
may believe that robots can perform repetitive tasks more effectively [25]. Nev-
ertheless, the leading indicator of RPA performance is not the number of fired
workers but the number of repetitive tasks that can be delegated to robots [8].
Sometimes not all repetitive tasks can be done by robots. Therefore, workers
should not feel inferior [19]*. Companies and workers have to be more realistic
and manage their expectations proportionally. The open-mindedness [6], trust,
and proportional expectations of workers will positively impact the implemen-
tation of RPA [9,30].

The other positive inputs (influences) come not from individual workers, but
purely from the social environment (company health): good leadership from top
management [44], and good collaboration between stakeholders [28]. Good lead-
ership is reflected in a strong vision, shared knowledge, and good communication
from the top to the lowest levels in the organization. The absence of leadership
causes uncertainty and anxiety among people within the organization [39] (cf.
Fig. 5).

Fig. 6. Positive implications of RPA projects.
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RQ2:What are the positive implications of RPA implementation for
humans and their social environment? From the detailed review, the
authors found the majority of publications reveal that improvement skills [6],
reduction of workload [9], and freeing workers from tedious tasks [19,22], are the
positive implication of RPA projects for the worker. By not performing tedious
tasks, workers’ workload can be reduced [9], so they can focus on value-added
tasks that improve working performance [8] and social interactions, especially
with customers [16]. The good and intense interactions will make customers
feel valued and prioritized [22], and may potentially increase their satisfaction
and loyalty. The presence of RPA as a reliable virtual assistant will increase
worker satisfaction and motivate them to learn new skills, especially in the field
of automation technology and digitization. These skills are essential in a digital
working ecosystem, where humans and robots work side by side [30].

Several studies also reveal that the social environment (company & society
health) is also affected in the form of organizational resilience [35], changing labor
market [34]*, and digital society [35] (cf. Fig. 6). For society, RPA will change the
labor market by creating new job profiles that support digital transformation in
organizations [34]*. The old low-skilled and low-paid job profile will gradually
disappear and be replaced by high-skilled and high-paid jobs, so it indirectly
increases the average wage of workers [22]. In a good governance context, RPA
indirectly helps workers avoid unlawful practices, such as corruption and bribery,
through a transparent and accountable process [29].

Fig. 7. Negative inputs for the RPA project.
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RQ3:What are negative inputs from humans and their social environ-
ment that affect the implementation of RPA? From the detailed review,
the authors found that the most negative input comes from the worker. Publi-
cations capture job loss concerns, rejection, bad attitude, lack of skill & profes-
sionalism, prejudice, and skepticism as obstacles to the RPA project (cf. Fig. 7).

When a RPA project begins, human responses can vary. It is based on dif-
ferent perspectives, skills, and past experiences. Humans tend to feel negative
and feel rejected by automation [30]. Negative feelings or prejudices are usually
triggered by fear of being unemployed [43] and the inability to meet new job
requirements [29]. Another prejudice comes from IT workers or people who will
develop RPA. They do not believe that RPA is better than traditional automa-
tion [9], and they also doubt whether RPA can adapt easily to any changes in
the workflow [43]. The prejudices are generated resistance among people in the
organization. Most of them do not want to change their old behavior and work-
ing culture [18]*. They are satisfied with the status quo and think they are too
old to learn new technology [9]. The reluctance to change will lead people to
an unprofessional attitude, while reluctance to learn will make people stuck as
low-skilled or low-paid workers.

Several studies explain that negative inputs come not only from humans
but also from the social environment (companies). Management that does not
design standard workflows and human roles in the organization also slows down
the process of implementing RPA [5]. Another negative input is the lack of vision
and leadership from top management. Without clear direction from the leader,
implementing RPA will trigger confusion and conflict within the organization [9].

Fig. 8. Negative implications of RPA projects

RQ4:What are the negative implications of RPA implementation for
humans and their social environment? Most studies see that the nega-
tive implication of RPA implementation is reorganizing and reallocating human
resources (cf. Fig. 8). Implementing RPA will change the structure and role of
humans in the organization. Unfortunately, it is difficult for individuals to adapt
to new roles, systems, and work cultures [23]. The change requires workers to
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adjust to new working norms and key performance indicators (KPI). Instead of
speeding up the process and helping workers, the adjustments to automation
hinder the process and frustrate workers [23]. There will be a disaster if human
labor is replaced prematurely without ensuring that humans and robots can
work together in a digital environment [20,30]. The shift of human role in the
organization can generate internal disputes between workers and management
[15]. While for society, implementing RPA will liquidate some familiar jobs such
as data entry, administration staff, and others. These are the negative effects of
implementing RPA on individuals in the organization and society.

4 Discussion

The VoSHI method is not only limited to RPA implementation but is also open
to various technology close to humans and their social environment. To develop
VoSHI, the appraiser must be able to define humans’ influence (input) on tech-
nology implementation and the impact of technology on humans. Therefore, this
research result comes with theoretical and practical implications, and limitations.

Theoretical Implications: This research contributes to the visualization of
the added value of RPA to humans and their social environment. Although
the amount of academic literature is limited, the author’s survey on the socio-
human implications of the RPA project is the first study on this emerging topic.
In addition, the practice reports in the grey literature have enriched and con-
firmed survey findings. With this combination, the identified socio-human input
& implications in RPA projects can be readily used in the subsequent series of
the VoSHI study (quantifying and measuring tool development). This research
also provides a novel lens through which organizations can consider humans in
estimating and evaluating RPA projects.

Practical Implications: The most important finding of this research is that
human influence in RPA implementation is essential. Fear, prejudice, and exces-
sive expectations from humans can trigger disruption and reduce humans’ inter-
est in the RPA project. On the other hand, enthusiasm, trust, and collaborative
spirit among humans can accelerate and expand the implementation of RPA. In
addition, the positive implications of RPA for humans will increase productivity
and create a healthy and conducive work environment. In contrast, the negative
implications will reduce the added value of RPA for those involved (humans) in
the organization. In practice, organizations can use the findings of this study to
better understand the socio-human perspective of the RPA project.

Limitations: This research is limited to literature research, so that the find-
ings may be just the tip of the iceberg. The grey literature used as a reference
also lacks solid empirical evidence. In the future, direct observation is needed
to collect new information and to validate and confirm the VoSHI parameters
revealed in this study.
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5 Conclusion

It is undeniable that humans have an essential role in the success of RPA projects.
They are not only users, developers, or decision-makers in the company but
also RPA’s partners who collaborate in the digital working environment. As
the current state of the art scarcely covers how humans influence and have
implications from RPA [33], the current paper lays the foundation of the VOSHI
framework, which will assist organizations in comprehensively evaluating RPA
projects from the human perspective. For this, a systematic mapping study is
conducted to review the literature and identify negative and positive influences
and implications.

The literature review shows that the positive implications of RPA projects
for humans outweigh the negative ones. In contrast, human influence in RPA
projects is dominated by negative inputs rather than positive inputs. It means
two different things: (1) It is a fact that the RPA project was refused by humans
in the initial step and accepted in the end; or (2), most authors are only interested
in the negative influence and positive implications on humans. Therefore, this
research should not be stopped in the literature review, but must be followed by
field observations or case studies. In the future, research should not only continue
the VoSHI study (quantifying and developing tools) but also verify the result of
today’s research.
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274 (2021)

3. Axmann, B., Harmoko, H., Herm, L.-V., Janiesch, C.: A framework of cost drivers
for robotic process automation projects. In: González Enŕıquez, J., Debois, S.,
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Abstract. Robotic Process Automation (RPA) is an emerging automa-
tion technology in the field of Business Process Management (BPM) that
creates software (SW) robots to partially or fully automate rule-based
and repetitive tasks (a.k.a. routines) previously performed by human
users in their applications’ user interfaces (UIs). Nowadays, successful
usage of RPA requires strong support by skilled human experts, from the
discovery of the routines to be automated (i.e., the so-called segmentation
issue of UI logs) to the development of the executable scripts required to
enact SW robots. In this paper, we present a human-in-the-loop approach
to filter out the routine behaviors (a.k.a. routine segments) not allowed
(i.e., wrongly discovered from the UI log) by any real-world routine under
analysis, thus supporting human experts in the identification of valid
routine segments. We have also measured to which extent the human-
in-the-loop strategy satisfies three relevant non-functional requirements,
namely effectiveness, robustness and usability.

Keywords: Robotic Process Automation · Segmentation of UI logs ·
Declarative constraints

1 Introduction

Robotic Process Automation (RPA) is an emerging automation technology in the
Business Process Management (BPM) domain [17] that creates software (SW)
robots to partially or fully automate rule-based and repetitive tasks (or simply
routines) performed by human users in their applications’ user interfaces (UIs)
[1] of their computer systems.

To date, the identification of the routine steps to robotize from a UI log
require the support of skilled human experts, which need to [16]: (i) preliminary
observe how routines are executed on the UI of the involved SW applications (by
means of walkthroughs, etc.), (ii) convert such observations in explicit flowchart
diagrams, which are specified to show all the potential behaviours of the routines
of interest, and (iii) finally implement the SW robots that automate the routines
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enactment on a target computer system. However, the current practice is time-
consuming and error-prone, as it strongly relies on the ability of human experts
to correctly interpret the routines to automate.

For tackling this challenge, in their Robotic Process Mining framework [20],
Leno et al. propose to exploit the User Interface (UI) logs recorded by RPA tools
to automatically discover the candidate routines that can be later automated
with SW robots. UI logs are sequential data of user actions performed on the
UI of a computer system during many routines’ executions. Typical user actions
are: opening a file, selecting/copying a field in a form or a cell in a spreadsheet,
read and write from/to databases, open emails and attachments, etc.

Nowadays, when considering state-of-the-art RPA technology, it is evident
that the RPA tools available in the market are not able to learn how to auto-
mate routines by only interpreting the user actions stored into UI logs [4]. The
main trouble is that in a UI log there is not an exact 1:1 mapping among a
recorded user action and the specific routine segment it belongs to. Routine seg-
ments describe the different behaviours of the routine(s) under analysis, in terms
of repeated patterns of performed user actions. In fact, the UI log usually records
information about several routines whose actions are mixed in some order that
reflects the particular order of their execution by the user. The issue to automat-
ically understand which user actions contribute to a particular routine segment
inside a UI log and cluster them into well-bounded routine traces (i.e., complete
execution instances of a routine) is known as segmentation [4,20].

The majority of state-of-the-art segmentation approaches are able to properly
extract routine segments from unsegmented UI logs when the routine executions
are not interleaved from each others. Only few works are able to partially untan-
gle unsegmented UI logs consisting of many interleaved routines executions, but
with the assumption that any routine provides its own, separate universe of user
actions. This is a relevant limitation, since it is quite common that real-world
routines may share the same user actions (e.g., copy and paste data across cells of
a spreadsheet) to achieve their objectives. The limitations mentioned above are
addressed in [3], where we proposed a new approach to the discovery of routine
traces from unsegmented UI logs, that is able to segment a UI log that records
in an interleaved fashion many different routines with shared user actions but
not the routine executions, thus losing in accuracy when there is the presence of
interleaving executions of the same routine.

Specifically, the technique presented in [3] may discover routine segments
that represent not allowed routine behaviours. This happens because a UI log
combines the execution of several routines that are usually interleaved from each
others. In addition, in case of routines that make use of the same kinds of user
actions to achieve their goals, it may happen that new patterns of repeated
user actions, which represent potential not allowed routine segments, are rather
detected as valid ones within the UI log. In this paper, starting from [3], we
present: (1) a human-in-the-loop approach together with its implemented tool
called SCAN1 (Segments Compliance ANalysis), that allows users to filter out

1 The tool can be downloaded at: https://github.com/bpm-diag/SCAN.

https://github.com/bpm-diag/SCAN
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those routines’ segments not compliant with any real-world routine behaviours
(thus supporting human experts in performing the segmentation task), and (2)
the results of the multi-step evaluation conducted on SCAN.

The rest of the paper is organized as follows. Section 2 introduces a running
example that will be used to explain our approach, then it discusses literature
works on the segmentation of UI logs. Section 3 presents the required steps to
enact the human-in-the-loop strategy through SCAN, instantiating it over the
RPA use case of Sect. 2. Section 4 measures the impact of the human-in-the-loop
strategy to filter out the wrongly discovered routine segments. Specifically, we
present the results of SCAN to investigate to which extent it satisfies three rele-
vant non-functional requirements, namely effectiveness, robustness and usability.
The target is to understand if SCAN can potentially complement the traditional
solutions provided by open-source Process Mining tools for helping users to per-
form the segmentation task in RPA. Finally, Sect. 5 draws conclusions and traces
future works.

2 Background

2.1 Running Example

In this section, we describe an RPA use case inspired by a real-life scenario at
the Department of Computer, Control and Management Engineering (DIAG) of
Sapienza Università di Roma, which has already proved to be effective in ours
previous works [3,5]. The scenario concerns the filling of the travel authoriza-
tion request form made by professors, researchers and PhD students of DIAG for
travel requiring prior approval. The request applicant must fill a well-structured
Excel spreadsheet (cf. Fig. 1(a)) providing some personal information, such as
her/his bio-data and the email address, together with further information related
to the travel, including the destination, the starting/ending date/time, the means
of transport to be used, the travel purpose, and the envisioned amount of
travel expenses, associated with the possibility to request an anticipation of the
expenses already incurred. When ready, the spreadsheet is sent via email to an
employee of the Administration Office of DIAG, which is in charge of approving
and elaborating the request. Concretely, for each row in the spreadsheet, the
employee manually copies every cell in that row and pastes that into the cor-
responding text field in a dedicated Google form (cf. Fig. 1(b)), accessible just
by the Administration staff. Once the data transfer for a given travel authoriza-
tion request has been completed, the employee presses the “Submit” button to
submit the data into an internal database.

We denote this routine procedure as Rexample. In particular, the path of user
actions performed by the Administration employee in the UI to properly enact
Rexample is as follows:

– loginMail, to access the client email;
– accessMail, to access the specific email with the travel request;
– downloadAttachment, to download the Excel file including the travel request;
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Fig. 1. UIs involved in the running example

– openWorkbook, to open the Excel spreadsheet;
– openGoogleForm, to access the Google Form to be filled;
– getCell, to select the cell in the i-th row of the Excel spreadsheet;
– copy, to copy the content of the selected cell;
– clickTextField, to select the specific text field of the Google form where the

content of the cell should be pasted;
– paste, to paste the content of the cell into the corresponding text field of the

Google form;
– formSubmit, to press the button to finally submit the Google form to the

internal database.

Note that, the user actions openWorkbook and openGoogleForm can be performed
in any order. Moreover, the sequence of actions 〈getCell, copy, clickTextField,
paste〉 will be repeated for any travel information to be moved from the Excel
spreadsheet to the Google form.

For example, a valid routine segment of Rexample is 〈loginMail, accessMail,
downloadAttachment, openWorkbook, openGoogleForm, getCell, copy, clickText
Field, paste, formSubmit〉. Valid routine segments are also those ones where: (i)
loginMail is skipped (if the user is already logged in the client email); (ii) the pair
of actions 〈openWorkbook, openGoogleForm〉 is performed in reverse order; (iii)
the sequence of actions 〈getCell, copy, clickTextField, paste〉 is executed several
time before submitting the Google form.

2.2 Segmentation in RPA

Given a UI log that consists of events including user actions with the same
granularity2 and potentially belonging to different routines, in the RPA domain
2 The UI logs created by generic action loggers usually consist of low-level events

associated one-by-one to a recorded user action on the UI (e.g., mouse clicks, etc.).
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segmentation is the task of clustering parts of the log together which belong to
the same routine. In a nutshell, the challenge is to automatically understand
which user actions contribute to which routines and organize such user actions
in well-bounded routine traces [4,20].

In [6] we identified three main forms of UI logs and their segmentation vari-
ants, which can be categorized according to the fact that: (i) any user action in
the log exclusively belongs to a specific routine; (ii) the log records the execu-
tion of many routines that do not have any user action in common; (iii) the log
records the execution of many routines, with the possibility that some performed
user actions are shared by many routines at the same time. In the following, we
analyze literature works in terms of supported segmentation variants.

Concerning RPA-related techniques, Bosco et al. [10] provide a method that
exploits rule mining and data transformation techniques, able to discover rou-
tines that are fully deterministic and thus amenable for automation directly from
UI logs. The method combines a technique for compressing a set of sequences
of user actions into an acyclic automaton using rule mining techniques and data
transformations. This approach is effective in the case of UI logs that keep track
of well-bounded routine executions and becomes inadequate when the UI log
records information about several routines whose actions are potentially inter-
leaved. In this direction, Leno et al. [19] propose a technique to identify execution
traces of a specific routine relying on the automated synthesis of a control-flow
graph, describing the observed directly-follow relations between the user actions.
The technique in [19] loses in accuracy in the presence of recurrent noise and
interleaved routine executions while it is not able to handle UI logs that record
in an interleaved fashion shared user actions of many different routines.

Even if more focused on traditional business processes in BPM rather than
on RPA routines, Bayomie et al. [9] address the problem of correlating uncorre-
lated event logs in process mining in which they assume the model of the routine
is known. Since event logs allow to store traces of one process model only, this
technique is able to handle logs recording user actions belonging to a specific
routine. In the field of process discovery, Măruşter et al. [24] propose an empir-
ical method for inducing rule sets from event logs containing the execution of
one process only. Therefore, as in [9], this method is able to partially achieve the
first case, thus making the technique ineffective in the presence of interleaved
and shared user actions. A more robust approach, developed by Fazzinga et al.
[12], employs predefined behavioural models to establish which process activi-
ties belong to which process model. The technique works well when there are no
interleaved user actions belonging to one or more routines since it cannot dis-
criminate which event instance (but just the event type) belongs to which process
model. This makes [12] effective to partially tackle all three cases. Closely related
to [12], there is the work of Liu [21]. The author proposes a probabilistic app-
roach to learn workflow models from interleaved event logs, dealing with noises
in the log data. Since each workflow is assigned with a disjoint set of operations,
it means the proposed approach is able to partially achieve first two cases (the
approach can lose accuracy in assigning operations to workflows).
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Differently from the previous works, Time-Aware Partitioning (TAP) tech-
niques cut event logs based on the temporal distance between two events [18,28].
The main limitation of TAP approaches is that they rely only on the time gap
between events without considering any process/routine context. For this rea-
son, such techniques cannot handle neither interleaved user actions of different
routine executions nor interleaved user actions of different routines.

There exist other approaches whose target is not to exactly resolve the seg-
mentation issue. Many research works exist that analyze UI logs at different
abstraction levels, which can be potentially valuable for realizing segmentation
techniques. With the term “abstraction” we mean that groups of user actions
to be interpreted as executions of high-level activities. Baier et al. [8] propose a
method to find a global one-to-one mapping between the user actions that appear
in the UI log and the high-level activities of a given interaction model. This
method leverages constraint-satisfaction techniques to reduce the set of candi-
date mappings. Similarly, Ferreira et al. [13], starting from a state-machine model
describing the routine of interest in terms of high-level activities, employ heuris-
tic techniques to find a mapping from a “micro-sequence” of user actions to the
“macro-sequence” of activities in the state-machine model. Finally, Mannhardt
et al. [23] present a technique that maps low-level event types to multiple high-
level activities (while the event instances, i.e., with a specific timestamp in the
log, can be coupled with a single high-level activity). However, segmentation
techniques in RPA must enable to associate low-level event instances (corre-
sponding to user actions) to multiple routines, making abstractions techniques
ineffective to tackle all those cases where is the presence of interleaving user
actions of the same (or different) routine(s).

The analysis of the related work has pointed out that the majority of liter-
ature approaches are able to properly extract routine traces from unsegmented
UI logs when the routine executions are not interleaved from each others, which
is far from being a realistic assumption. Only a few works [5,12,19,21] have
demonstrated the full or partial ability to untangle unsegmented UI logs con-
sisting of many interleaved routine executions, but with any routine providing
its own, separate universe of user actions. However, we did not find any liter-
ature work able to properly deal with user actions potentially shared by many
routine executions in the UI log. This is a relevant limitation since it is quite
common that a user interaction with the UI corresponds to the executions of
many routine steps at once. Moreover, it is worth noticing the majority of the
literature works rely on the so-called supervised assumption, which consists of
some a priori knowledge of the structure of routines. Of course, this knowledge
may ease the task of segmenting a UI log. But, as a side effect, it may strongly
constrain the discovery of routine traces only to the “paths” allowed by the rou-
tines’ structure, thus neglecting that some valid infrequent routine variants may
exist in the UI log.

Finally, we want to underline that process discovery techniques [7] can also
play a relevant role in tackling the segmentation issue, as demonstrated by some
literature works [9,12,21]. However, the problem is that most discovery tech-
niques work with event logs containing behaviours related to the execution of



206 S. Agostinelli et al.

a single process model only. And, more importantly, event logs are already seg-
mented into traces, i.e., with clear starting and ending points that delimitate
any recorded process execution. Conversely, a UI log consists of a long sequence
of user actions belonging to different routines without any clear starting/ending
point. Thus, a UI log is more similar to a unique trace consisting of thousands of
fine-grained user actions. With a UI log as input, the application of traditional
discovery algorithms seems unsuited to discover routine traces and associate
them to some routine models, even if more research is needed in this area.

3 Segments Compliance Analysis

The main limitations of state-of-the-art segmentation techniques are tackled in
[3]. Here, we have presented a new approach to the automated segmentation of UI
logs which is able to extract routine traces from unsegmented UI logs that record
in an interleaved fashion many different routines. Specifically, in [3] when routine
segments have been discovered from a UI log, there exists the possibility that
many of them represent not allowed routine behaviours. This happens because
a UI log combines the execution of several routines that are usually interleaved
from each others. In addition, in case of routines that make use of the same
kinds of user actions to achieve their goals, it may happen that new patterns of
repeated user actions, which represent potential not allowed routine segments,
are rather detected as valid ones within the UI log.

Towards this direction, we realized a stand-alone web application called
SCAN3 (Segments Compliance ANalysis), which allows to support human
experts in performing the segmentation task. The tool enables to visualize the
declarative constraints (i.e., the temporally extended relations between user
actions) that must be satisfied throughout the discovered routine segments from
the UI log. The constraints are represented using Declare, a well-known declara-
tive process modeling language introduced in [25]. This knowledge allows human
experts to identify and remove those constraints that should not be compliant
with any real-world routine behaviour. Detecting and removing these constraints
means to filter out all the not allowed (i.e., wrongly discovered) routine segments
from the UI log, as shown in Fig. 2. Declare constraints can be divided into four
main groups: existence, relation, mutual and negative constraints. We notice that
the use of declarative notations has been already demonstrated as an effective
tool to visually support expert users in the analysis of event logs [26].

For instance, if we consider the following valid routine segment of Rexample

(cf. Sect. 2.1): 〈loginMail, accessMail, downloadAttachment, openWorkbook, open
GoogleForm, getCell, copy, clickTextField, paste, formSubmit〉, then these Declare
constraints must hold:

– Start(loginMail)
– Precedence(getCell,copy), Precedence(clickTextField,paste)
– End(formSubmit)

3 SCAN can be downloaded at: https://github.com/bpm-diag/SCAN.

https://github.com/bpm-diag/SCAN
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Fig. 2. GUI of SCAN

An expert user that is aware of the behaviour of the real-world routines
under analysis can immediately understand that those segments not satisfy-
ing the above Declare constraints should be filtered out. For this reason, the
above Declare constraints can be considered representative of Rexample. As a
consequence, all the discovered segments for which one of the above Declare
constraints does not hold can be immediately discarded.

We point out that the iterative analysis of the Declare constraints associated
to the discovered segments will support the human experts to easily detect and
filter out those segments that must not be later emulated by SW robots.

4 Evaluation

In this section, we present the results of a multi-step evaluation performed on
SCAN to investigate the extent to which our approach satisfies three relevant
non-functional requirements, namely effectiveness, robustness, and usability. The
target is to understand if SCAN can potentially complement the traditional solu-
tions provided by open-source Process Mining tools for performing the segmen-
tation task in RPA.

4.1 Evaluating the Effectiveness of SCAN

An approach that simplifies the segmentation task in RPA, and in particular the
inspection of routine segments required to filter out the not allowed ones, can be
considered as a relevant artefact to investigate. Consequently, the research ques-
tion (RQ) we aim to investigate is the following one: “What is the effectiveness
of employing an approach that semi-automatically filters out the not allowed rou-
tine segments, thus neglecting the (manual) identification stage of the not allowed
real-word routine behaviour, through declarative constraints?”.
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In order to address RQ we enacted a controlled experiment involving a sam-
ple of 18 Master students of the course of Process Management and Mining
(PMM) held at Sapienza University of Rome, to investigate the effectiveness of
employing SCAN to perform the segmentation task when compared to Disco4.
Specifically, we selected Disco as target Process Mining tool since it provides
user-friendly functionalities, integrated with filtering facilities that allows to fil-
ter out the not allowed routine segments as stored into event logs.

The user study was conducted as follows. Two case studies of increasing
complexity were submitted to two different user groups of PMM students. The
provided case studies are inspired by the one presented in Sect. 2.1 and we refer
to them as Case Study #1 and Case Study #2. A first group of 9 PMM students
were instructed to perform the case studies #1 and #2 exclusively with Disco.
We denote with p1 this first group of users. In parallel, a second group of 9
PMM students received the same instructions of group p1 but they are asked to
use SCAN rather than Disco. We denote with p2 this second group of users. It
is worth noticing that all the PMM students involved in the user study can be
considered expert users in business process modelling and automation.

To assess the effectiveness of SCAN in filtering out the not allowed segments,
we investigated the following experimental hypothesis H1: Employing SCAN,
thus neglecting the manual identification stage of the not allowed real-word rou-
tine behaviour through declarative constraints, is more effective than employing
traditional approaches (e.g. Disco) that require to manually identify and filter
out the not allowed routine segments. To validate H1, a between-subject app-
roach was used, i.e., each user in p1 (p2, respectively) was assigned to a different
experimental condition, related to the exclusive use of SCAN (c1) or Disco (c2)
to perform the required steps for accomplishing both case studies. Any user in p1
was preliminarily instructed about the functionalities of SCAN through a short
training session, while the users in p2 already know how to use Disco.

We evaluated the validity of H1 by asking any user expert that completed
the user study the following three questions:

– Q1: The segment’s filtering process required to filter out the not allowed routine
segments is a complex task. Do you agree?

– Q2: The inspection of the routine segments is a complex task. Do you agree?
– Q3: SCAN (Disco, respectively) makes the segmentation task feasible. Do you

agree?

Questions are rated with a 5-point Likert scale ranging from 1 (“strongly dis-
agree”) to 5 (“strongly agree”). To validate Q1, Q2 and Q3 we performed a com-
parison of the rates obtained from the questionnaire, respectively in the cases of c1
and c2. Specifically, for each question, we employed a 2-Sample t-test with a 95%
confidence level to determine whether the means between the two distinct popula-
tions (i.e., p1 and p2) involved in c1 and c2 differ. We measured the level of statis-
tical significance by analyzing the resulting p-value. We remind that a p−value ≤
0.05 is considered to be statistically significant, while a p−value ≤ 0.01 indicates

4 https://fluxicon.com/disco/.

https://fluxicon.com/disco/
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that there is substantial evidence in favour of the experimental hypothesis. The
results of the analysis are summarized in Table 1 that shows the values sorted in
descending order, assigned to the responses of each user.

Table 1. Effectiveness of SCAN: p-values associated to each question

Q1 Q2 Q3

DISCO SCAN DISCO SCAN DISCO SCAN

5 4 5 4 4 5

4 4 5 3 4 5

4 3 5 3 3 5

4 2 5 3 3 5

4 2 4 2 2 5

3 2 4 2 2 4

3 2 4 1 1 4

2 2 3 1 1 4

1 2 2 1 1 4

p-value: 0.1443957 p-value: 0.0018155 p-value: 0.0005373

It appears evident that the experimental hypothesis H1 is statistically sup-
ported by the results obtained for Q2 and Q3, while it is rejected for Q1. Con-
cerning Q1, it seems that the segment’s filtering process was relatively easier in
SCAN with respect to Disco. Still, there is no statistical difference among the
two distinct populations since for Q1, the p-value obtained is 0.1443957, which
is greater than 0.05, and this means that hypothesis H1 is rejected on Q1. On
the other hand, the inspection of routine segments in Disco seems to be more
complex than SCAN since, for Q2, the p-value obtained is 0.0018155, which is
less than 0.05, and this means that the hypothesis H1 is accepted on Q2. Finally,
for Q3, we got a p-value equal to 0.0005373, which is less than 0.05, and this
means the hypothesis H1 is accepted on Q3. In particular, this value is less than
0.01, meaning that there is a substantial difference between the means of the two
distinct populations. This is reflected in higher values associated with SCAN and
lower values associated with Disco, thus making the segmentation task more fea-
sible in SCAN with respect to Disco. Therefore, H1 can be considered partially
accepted since it is validated for both Q2 and Q3 but rejected for Q1, where there
is no statistical evidence that the use of SCAN is more effective than traditional
process mining solutions (e.g., Disco) in the process of segment’s filtering.

4.2 Assessing the Robustness of SCAN

To investigate the robustness of SCAN to the achievement of user tasks specified
in both Case Study #1 and Case Study #2, we collected the event logs resulting
as an output of the user study, and then we compared them with the ground
truth event logs (i.e., we computed a priori the event logs as results of the case
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studies). Precisely, the robustness is measured as the ratio between the number
of logs compliant with the ground truth logs and the total number of logs, both
for p1 (i.e., SCAN) and p2 (i.e., Disco) grouped by Case (i.e., Case Study #1
and Case Study #2).

In the following, we will show the results obtained both for Case Study #1
and for Case Study #2. Note that both the populations p1 and p2 first executed
Case Study #1 in a limited time of 10 min and then Case Study #2, considered
more complex, in 20 min.

– Case Study #1. Both p1 and p2 had 10 min to read the assigned track and
run the task either on Disco (i.e., p2) or SCAN (i.e., p1) respectively. For p2,
it is important to remember that users already know how to use the tool. The
results obtained in this case is that 8 people out of 9 have executed the task
arriving at the right event log, while 1 has obtained a wrong result. Thus, the
robustness in case of p2 is as follows Robustnessp2 = 8

9 = 0.88.
On the other hand, for p1, we remind the reader that the users experi-
enced SCAN for the first time during this experiments session. In this case,
the number of users who achieved the right result is 6 out of 9, while 3
have computed a wrong event log. Therefore, the robustness in case of p1 is
Robustnessp1 = 6

9 = 0.66.
– Case Study #2. This case was executed immediately after the first one. The

time allowed for achieving the task was 20 min due to the major complexity
with respect to the previous one. For the class of users belonging to p2, the
result obtained was that 4 out of 9 people have computed the right result while
5 the wrong one. It follows that the robustness in case of p2 is Robustnessp2 =
4
9 = 0.44.
On the contrary, users assigned to p1 performs much better. Indeed, 7 users
among 9 computed the right result, while 2 the wrong one. As a consequence,
the correctness for the users that used SCAN is Robustnessp1 = 7

9 = 0.77.

If we make a comparison between the degree of robustness for both SCAN
and Disco in each case study, it can be stated that:

– For Case Study #1, better results are achieved with Disco. This is because
the original log contains solely 8 routine segments, and among these only 4
were correct. For this reason, they were easily identifiable and therefore easy
to be manually filtered. Regarding SCAN, we can say that since this was
the first time the users experienced the tool, it is possible that the limited
time of 10 min was not enough for completing the task. In addition, it is also
possible that users had not yet settled into using SCAN even if they had been
instructed during the short training session.

– On the other hand, for Case Study #2, better results are achieved with SCAN.
Since the original log presents more than 80 routine segments, the manual
identification stage of the wrong routine segments makes the filtering steps
even more challenging with Disco (that required the users to filter the wrong
routine segments one by one) rather than with SCAN. Indeed, through SCAN,
it is possible to apply a limited number of declarative constraints to filter out
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a large number of wrong routine segments, thus neglecting the manual iden-
tification stage of Disco. In addition, the learning effective plays an essential
role in the achievement of good results since users trained their-self while
completing the task outlined in Case Study #1. This learning experience is
thus reflected in the accomplishment of Case Study #2.

4.3 Quantifying the Usability of the UI of SCAN

We investigated the degree of usability of the UI developed for SCAN through
the administration of the SUS (Software Usability Scale) questionnaire (which
is one of the most widely used methodologies to measure the users’ perception
of the usability of a tool [11]) to the 9 PMM students that were involved in the
experimental condition c1, i.e., that used SCAN. The questionnaire consists of
10 statements, adapted to SCAN and, evaluated with a Likert scale that ranges
from 1 (“strongly disagree”) to 5 (“strongly agree”):

q1) I think that I would like to use SCAN frequently.
q2) I found SCAN unnecessary complex.
q3) I thought SCAN was easy to use.
q4) I think that I would need the support of a technical person to be able to use

SCAN.
q5) I found the various functions in SCAN well integrated.
q6) I thought there was too much inconsistency in SCAN.
q7) I would imagine that most people would learn to use SCAN very quickly.
q8) I found SCAN very awkward to use.
q9) I felt very confident using SCAN.
q10) I needed to learn a lot of things before I could get going with SCAN.

Table 2. Computation of the SUS overall score

Participant q1 q2 q3 q4 q5 q6 q7 q8 q9 q10 SUS score Average

p1 5 1 5 1 5 1 5 1 5 1 100 82,5

p2 5 2 4 1 4 2 5 2 3 3 77,5

p3 5 1 4 1 4 2 2 1 4 2 80

p4 4 3 4 3 3 2 4 2 4 2 67,5

p5 4 1 4 3 4 2 5 1 4 3 77,5

p6 4 2 5 2 4 2 5 1 4 2 82,5

p7 5 4 5 2 5 1 5 4 5 1 82,5

p8 4 2 5 1 4 2 5 2 5 2 85

p9 5 1 5 1 4 2 4 2 5 1 90

At the end of the questionnaire, an overall score is assigned to the ques-
tionnaire. The score can be compared with several benchmarks presented in the
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research literature to determine the degree of usability of the tool being evalu-
ated. In our test, we made use of the benchmark given in [27], which associates
to each range of the SUS score a percentile ranking varying from 0 to 100, indi-
cating how well it compares to other 5,000 SUS observations performed in the
literature. The collection of the ranks associated with any statement of the SUS
is reported in Table 2, calculated following the steps discussed in [27].

Since the average SUS score obtained by SCAN was 82.5, according to the
selected benchmark [27], the usability of the tool corresponds to a rank of A,
which indicates a degree of usability almost excellent.

The result shows that the UI implemented has been comprehensive and
straightforward since the first use of the tool. And also that the use of the tool
has been found effective and performing in achieving the required tasks.

5 Conclusion

RPA recently gained a lot of attention in the BPM domain [1]. Since RPA
operates at the UI level, rather than at the system level, it allows applying
automation without any changes in the underlying information system. However,
the current generation of RPA tools is driven by predefined rules and manual
configurations made by expert users rather than by automated techniques [22],
preventing widespread adoption of these tools in the BPM domain.

Still, to date, a great deal of time is required to identify the routines for
automation and manually program the SW robots. Even if RPA tools are able to
automate a wide range of routines, they cannot determine which routines should
be automated in the first place. Indeed, in the early stages of the RPA life-cycle it
is required to: (1) identify the candidate routines to automate through interviews
and detailed observation of workers conducting their daily work, (2) record the
interactions that take place during the routines’ enactment on the UI of software
applications into dedicated UI logs, and (3) manually specify their conceptual
and technical structure (often in form of flowchart diagrams) for identifying the
behaviour of SW robots. Towards this direction, the presented work tries to
improve the process of segments identification (cf. step 1) performed by skilled
human experts, throughout the development of a human-in-the-loop approach
that support human experts in visualizing and filtering out all those segments
discovered from a UI log not satisfying specific declarative constraints. We imple-
mented our approach as a stand-alone web application called SCAN which has
been evaluated through the measurement of three non-functional requirements,
namely, effectiveness, robustness and usability.

The presented approach can be leveraged by segmentation techniques that
are able to discover from scratch the structure of the routines under analysis that
were previously captured in a UI log, thus increasing the quality of discovered
routine segments. However, the main limitation of our approach relies on the
involvement of human experts when the automated discovery of the routine
segments is completed as required by the approach itself, given the possibility
of complementing the unsupervised assumption with the experts’ knowledge.
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For this reason, we think that an important step towards the development
of a more complete and unsupervised technique to the segmentation of UI logs
is to shift from current semi-supervised learning approaches to completely unsu-
pervised ones [2,14,15].
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Abstract. In recent years, Robotic Process Automation (RPA) has
been widely adopted across the industry as an important enabler for
business process automation and digital transformation. Recent advance-
ments suggest that next generation RPA will require advanced human-
robot collaboration capabilities for providing a more natural conversa-
tional interface and supporting more complex automation orchestration
needs. Our work focuses on the nascent field of conversational RPA bots
that are able to dynamically orchestrate automation tasks through nat-
ural language. In this context, recommending possible utterances and
next steps to the user is an important capability to enhance human-
bot collaboration. We take an exploratory approach to the problem of
next-best-skill recommendation in human-robot collaboration. We high-
light key characteristics of this problem, examine existing approaches,
and call out specific challenges in implementing a solution. We suggest
that this problem calls for an integrated strategy for recommendation,
and illustrate a possible implementation architecture that can integrate
multiple recommendation strategies.

Keywords: Intelligent process automation · Robotic process
automation · Prescriptive process monitoring · Multi-agent
orchestration · Collaborative RPA · Conversational interfaces for RPA

1 Introduction

Over the past decade, Robotic Process Automation (RPA) has become widely
adopted across the industry as an important and affordable enabler for business
process automation and digital transformation [1]. Traditionally, RPA provided
a low-code development environment for citizen-developers to program front-
end automations of repetitive tasks. In recent years, RPA includes support for
collaboration and reuse, centralized governance, connectors and integrations, and
a community marketplace for automation reuse and customization [11].

More recently, the term Intelligent Process Automation (IPA) is used to
describe the next generation of RPA and digital workers. IPA combines trends and
technologies such as document processing, natural language processing, process
c© Springer Nature Switzerland AG 2022
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mining, human-to-bot collaboration, predictive and prescriptive analytics, conver-
sational Artificial Intelligence (AI), and dynamic process orchestration [22]. IPA
promises to support a wider and more intelligent form of automation, and enable
developers to build, deploy, and engage naturally with digital workers.

Despite many advancements, RPA is still mostly rule-based and capable only
of handling repetitive tasks. Programming RPA includes capturing user interface
(UI) interactions, generalizing those into a program, or customizing a prebuilt
template. To support the long tail of automation use cases, RPA will also need
to support more flexible and adhoc workflows, understand work at a higher
level of semantics, and support additional patterns of human-robot collabora-
tion. Chakraborti et al. [6,7] describe a method for dynamic composition and
orchestration of automation through natural language interface and the use of
an AI planner. Similarly Watson Orchestrate [15] provides a large catalog of
automation skills and a conversational interface through which the dynamic
orchestration of these skills is possible.

As employees spend more time in messaging platforms, it is essential to design
an effective conversational interface for them to engage with digital workers. In
the modality of conversation, a typical interaction pattern includes the user
clicking a button or sending text message to a bot, and the bot providing a
response to the user. Depending on the automation type and dialog design,
responses may include answers to user questions; requests for additional inputs;
requests for clarification of the user’s intent (disambiguation); menu options
for follow up actions; error message from performing an action, or request for
feedback.

As RPA bots become more intelligent and include a larger set of automation
skills, it may be very difficult for a user to understand what the bot is capable
of doing in general, what new useful orchestrations are worth trying out, what
are the next best steps for moving the process forward, and what not to ask, as
it might trigger an error or result in frustration.

In this work, we identify the need for recommending the next-best-skill (NBS)
in RPA automation. We distinguish between two types of recommendations that
play different roles: (1) the NBS to invoke from the loaded skills of a digital
employee; and (2) the NBS to load to a digital employee from the available skills
in the catalog. In this paper, we present both types but mainly focus on the
former, which is our current research focus.

The contribution of this paper is three-fold. First, we describe a new prob-
lem of next-best-skill recommendations in the context of conversational RPA.
Second, we analyze the key characteristics of the problem, relate to existing
approaches, and call out specific challenges. Third, we illustrate a possible archi-
tecture that can implement an integrated recommendation approach.

Outline. The paper is organized as an opinion paper. Section 2 introduces
key concepts and representative use case in conversational RPA. Section 3
presents and discusses key dimensions of the problem, related art, and chal-
lenges. Section 4 illustrates an architecture for next-best-skill in RPA. Finally,
Sect. 5 summarizes the paper.
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2 Definitions and Use Cases

To present and discuss the problem of next-best-skill recommendations, we first
introduce some common concepts and terms. A summary of these definitions
is provided in Table 1. We also present three use cases that exemplify these
concepts.

A digital employee (hereinafter referred to as a digi) is a software bot that
collaborates with humans, systems, and other bots to automate work. A digi has
an identity that is used for authorization and access to enterprise systems. Digis
are built from a collection of skills and an orchestration logic. A skill is the most
granular automation building block that a digi can use, and the orchestration is
a configuration of how skills can be orchestrated together and how to evaluate
user utterances vis-à-vis multiple skills. A digi can communicate with humans
over multiple channels such as web and mobile. When a digi is deployed on a
conversational channel, a user can send it an utterance representing a question,
task, parameter, or any dialog act type1.

The configuration of the orchestration determines the routing of the utterance
to the right skill or sequence of skills for execution (aka actuation) in a single
turn or multiple turns of conversation. The short-term memory of a digi is a
runtime context object that is used to store interim results from skills across
the user’s conversation session with a digi. This enables automatic passing of
parameters between skills without the need of the user to explicitly mention
them in the subsequent utterance.

Digis can be created by instantiating a pre-configured template, or through
manual configuration of an orchestration and picking specific skills to add to it
from a catalog. The task of adding skills from the catalog is referred to as upskill.
The task of making a skill available to the catalog is referred to as bootstrapping.

The actual digis may vary quite a lot in their goals, the type of processes
they support, their skills, how users engage with them, and how they are built,
deployed, and updated. To illustrate this variance and to set the stage for dis-
cussing the requirements of NBS recommendations, we present three use cases
of digis that are inspired by real-world implementations.

HR Recruitment Sidekick2(“HR Jerry”). HR Jerry is a digi focused on
automating tasks in employee recruitment. HR Jerry was built after interviewing
HR recruiters in several customer organizations and discovering that they use a
combination of many disparate tools such as file sharing, mail, task management,
messaging, social network and internal HR systems. An example flow is creating
a job requisition3 from a document template and creating tasks for internal
review with managers before posting the job to social networks. Another flow
concerns receiving resumes from candidates via email, saving the attachment
in file sharing, and performing the review and selection process. HR Jerry is
built from an initial set of curated skills that perform relevant tasks in the

1 An utterance that serves a function in the dialog (e.g., questions and request).
2 Sidekick - common RPA slang for a close companion or personal assistant.
3 A job requisition is document describing the required skills for a job.
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Table 1. Terms and Definitions.

Term Description

Application An application exposing backend APIs, or frontend UI actions that can be

accessed by an RPA bot, e.g., Gmail, Box

Attended bot A form of RPA bot that requires human interaction, such as a command to

trigger the bot, or the bot collecting inputs from the user

Automation

templates

Pre-built automation flows that are customized by a bot developer

Bootstrapping

skills

Loading application skills to a catalog from which they can be loaded to a

digital employee with proper credentials and natural language interface

Catalog A repository of automation skills and templates

Channel A platform such as web, mobile, or messaging through which a user can engage

with a bot

Digital employee

(digi)

A bot that has an identity and can collaborate with humans to automate work

Entity Pieces of information from a user utterance that can be used as parameters for

the task, e.g., a job-id for submitting a job task

Intent A classification of a user utterance to needs that can be actuated by the bot

Orchestration A configuration of how a set of skills should be composed to perform a task

Session A group of conversation turns with a digi that take place within a given scope

of time frame or between login and logout

Short-term

memory

A context object associated with a digi and a session that can be used to

connect and pass parameters between skills

Skill The most granular automation block. Can be used for composition and

orchestration

Skill set (skill

group)

A group of skills that are logically associated

Upskill The act of adding a skill from the catalog to a digital employee

recruitment process. Some tasks might represent primitive actions, such as saving
attachments from Gmail to Box, while others represent more complex actions,
such as analyzing resumes and matching them with job requisition keywords.
While HR Jerry was built as a collection of related skills that are designed to
automate the recruitment process, it is expected that organizations and teams
will further tailor its behavior to the de-facto processes being used and may even
add or remove specific skills from its collection. HR Jerry is deployed on Slack
so teams can easily engage with it through natural language conversations.

Long Tail Sidekick (“Luis”). Luis is a personal digi that includes a large
set of primitive skills for common enterprise tools such as mail, file sharing,
Microsoft Office, and Github. Luis is published in the catalog as a skill group,
so every employee can quickly upskill a personal digi from it. The idea of Luis
is to support the long tail of automation use cases in organizations, so it is
expected that users will make substantial changes to it as they learn which skills
provide them more value and how to customize them. It is also expected that
Luis will include skills that were developed by citizen developers through low-
code/no-code RPA tools and incrementally upskilled by specific employees to
their digis.
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HR Promotion (“HR Pro”). The HR Pro use case is related to a bi-yearly
promotion process in a large software company. Three user types are engaged in
the process. First-level managers (coaches) select candidates for promotion and
salary increase among their team members. They have access to a number of
reports and charts that keep track of the performance of team members and their
eligibility for promotion. Upline managers review nominations and either accept
or reject them. Finally, the HR talent team launches and closes the promotion
cycle. HR users also have access to reports and charts that provide overall data on
the promotion process. They track numbers of promotions by different categories
according to company goals and diversity criteria. In contrast to the other two
use cases, HR Pro is governed by a well-defined business process with a focus
on the process deadline. Developed by IT, some process elements are strongly
governed and rigid, but there is some variance in how teams perform the process.

3 Next Best Skill Recommendation

3.1 Problem Formulation and Requirements

While RPA enables users to create rule-based task automations, the conver-
sational channels enable them to trigger, orchestrate, and interact with RPA
bots in natural language interface. A common way to integrate RPA and chat-
bot technologies is to integrate the RPA automation after performing the NLU
classification of the action to be performed [8]. The experience of human-to-bot
conversation often mimics the chat experience of humans in a messaging chan-
nel. Interaction takes place across conversation turns, and the UI is somewhat
limited in terms of real-estate4, navigation, and interaction patterns.

Typically, chatbot UI includes a text input control for user utterances, a
messaging-like area to present the chatbot response and the history of the con-
versation. In a typical interaction pattern, the user provides an initial utterance
that once classified into an intent triggers the right RPA automation which can
perform a task, including collecting additional parameters from the user via the
same conversational channel. To help the user navigate around options, an ini-
tial welcome message is presented, which may include some navigational menu
steps and suggestions of what to ask. This pattern represents a common design
practice in chatbots that can be designed by conversation analysts to lead a user
down a specific path of automation.

In conversational RPA bots, which include a larger set of automation skills,
it may be very difficult for a user to understand what the bot is capable of doing
in general, what new useful orchestrations might be worth trying out, what are
the best next steps to engage the bot to move the process forward, as well as
what not to ask, which may yield an error and result in frustration. Ideally, we
would like to be able to always present a few options to the user, e.g., in the
form of UI buttons or text completion, so that the user is never lost in these
types of conversational RPA bots.

4 The amount of space available on a display for an application to provide output.
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Requirements. In the following, we present the requirements for a new class
of recommendations that we believe are important for creating an effective user
experience in conversational RPA. Collectively we refer to these requirements
as next-best-skill recommendation. We highlight the motivation for each require-
ment and suggest the possible basis for recommendation. Next, we present several
user needs for next-best-skill recommendations.

Welcome and what’s new. Providing suggestions for utterances (and skills)
that can be used to start a conversation with an RPA bot during a new
session. These suggestions can be useful for new users who do not necessarily
know what to ask the bot. A variation of this requirement is for existing
users, after the skillset of a digi has been recently updated.

Next task in an activity flow. Given the state of conversation session or
process, suggest the possible next step to perform. There are several cases
where this might be useful: (1) a user performed a task and is not sure what
can follow next; (2) a user performed a task in one conversation session and
may want to follow up in the next session; (3) the result of the previous
conversation step is an object in the execution context of the bot, which a
user may want to use in a follow up action, e.g., “Send it to John to review”,
right after “create a job requisition for a devops engineer”. Note that the
pronoun “it” plays a similar role of a contextual entity in dialog systems.

Required task in process. Tasks that must be done, given the state of a
process and its goals, e.g., “submit candidate review now to meet deadline”.

Recovery from user struggle. Recommend options to recover the conversa-
tion, when the bot does not understand the user intent.

Potential new skills to upskill. Recommend a potential skill that can be
added (upskilled) to the digi to be more productive for the user tasks. Note
this recommendation is substantially different in nature than the previous
ones since it doesn’t produce a recommended utterance for the next turn,
but rather an action to add or change the skills of the digi.

Basis for Recommendations. While these user needs may vary in their spe-
cific requirements, it is important to consider them all together as they compete
for the shared and limited real-estate of chatbot UI, as well as for the user’s
attention. But what is the basis for these recommendations, and what type of
data can be used for learning? We identify the following main sources of learning:

Crowd wisdom. Leverage the experience of other digis and teams to recom-
mend common and successful next skills given a similar context. This app-
roach requires establishing criteria for similarity of digi, teams, and context,
as well as criteria for success.

Personalization. Given user preferences, habits, and history of interactions
with digi across sessions, suggest next skills that are common and successful.

Discovery. Given that there is no history for some skills at all, suggest some of
them to users and with time gather the knowledge necessary for personal or
crowd recommendation.
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Conversation context. Given recent objects in conversation context and short-
term memory of digi, suggest next tasks that can take these objects as param-
eters for automation tasks.

Process. Given a definition of a process and goals in the form of rules, suggest
actions that lead the user towards accomplishing the goals.

Besides the user need and the basis for recommendation, there are additional
user experience considerations, such as how do we decide which recommenda-
tion to present and when? What constitutes a good recommendation? How do
we collect feedback on recommendations? And how do we synthesize multiple
recommendations into a common UI? Answers to these questions may require
empirical studies. However, we strongly believe that an integrated approach is
required for an effective user experience - one that can present the right set
of recommendations at the right time, be able to synthesize and sort recom-
mendation types, turn recommendations into user-friendly buttons, and provide
explainability on the sources of recommendations.

3.2 Technical Approaches

In this section, we provide an overview of five technical approaches to next-best-
skill recommendations and comment on their relationship with the use cases,
user needs, and learning sources described earlier.

The Rule-Based Approach. Using this basic Business Process Management
(BPM) approach [14], NBS recommendations are provided via deterministic
rules. These rules are designed by process stakeholders before the system launch.
For example, a rule for HR Pro suggests reviewing an “Eligibility criteria for
promotion” report, if not done so before. A rule-based approach is neither scal-
able nor flexible. It is hardly applicable for large or rapidly changing systems.
However, it can constitute a starting point to address the cold start problem.
Once enough data is collected, the rule-based approach can be replaced by more
advanced methods.

The Crowd-Wisdom Approach. These methods help inexperienced users get
implicit guidance from more experienced users. For example, HR Pro users could
be suggested to view reports that were often viewed by other users. Luis users
could receive recommendations concerning popular primitive skills and their
sequences. The methods usually start with a prediction of the next action or
a sequence of actions from historical data. Typically, deep learning models, such
as LSTM, provide the best results for this type of tasks [19] in the classical
BPM environment. These methods can also be extended to other domains. For
example, Weinzierl et al. [23] use BPM prediction methodology in recommender
systems. The sequence of user clicks is modeled as a process and then a natural
language processing embedding is applied to recommend the next best click.

After the prediction stage, several top skills with the highest prediction prob-
abilities are recommended to a user. However, these recommendations should not
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lead to failures. Filtering out such “failure paths” can be addressed via several
alternative approaches. In the simplest case, one can discard skills that corre-
spond to undesirable system states, such as fallback or disambiguation question.
Alternatively, the data of inexperienced or unsuccessful users can be filtered out
from the model training dataset all together. Crowd wisdom methods can be
combined with other approaches, such as personalization. Instead of learning
from a general historical sample, one can learn from similar users in the spirit of
collaborative filtering. In addition, parameters for the recommended skills can
be extracted from the context information in short-term memory.

The approach can also be used to recommend the NBS to upskill. We can
consider adapting techniques such as semantic-aware content-based filtering [13].
In using such adaptations, we would need to find a good mapping for key concepts
in the IPA system. For example, skills could play the role of items; the skill
metadata and possibly user utterances invoking these skills could play the role
of semantic attributes of the items; and skill catalog rating, usage statistics, and
outcome of execution of the skills could play the role of feedback.

The Personalization Approach. In the case of one-off personal digis with unique
skills, NBS recommendations may need to draw only from the personal experi-
ence and preferences of an individual user. In such a case, we can build process-
aware personal models at the level of the individual user and process.

The Goal-Driven Approach. Often, crowd-wisdom is not sufficient for next-best-
skill recommendations and should be combined with the “process wisdom”.
Business processes that incorporate RPA and conversational bots typically have
objectives related to process time, cost, quality, and outcomes [16]. For example,
the HR Pro process has a deadline for promotion cycle completion.

The alarm-based approach [21] is a two-step methodology that addresses
these process goals. First, prediction of the process performance metrics is per-
formed for the current process instance. Instances with unsatisfactory predic-
tions generate alarms and, then a corrective action is implemented. Similar to
a prediction of the next action, deep learning methods provide the best results
for process performance metrics [19]. In some papers, prior art research does
not elaborate on corrective action modeling once an alarm was generated [18].
Alternatively, corrective interventions are modeled explicitly [5].

The Reinforcement Learning (RL) Approach. RL is used in many applications,
including gaming, robotics manipulation, self-driving cars, and others. However,
it has still not been widely used in BPM. Possible reasons for that include a
multi-goal pattern of most business processes and challenges in rigorous defini-
tion of all objectives using the corresponding rewards and costs. For example,
banking loan applications are popular in predictive and prescriptive process mon-
itoring. Obviously, there are time and cost constraints related to this domain.
However, quick rejection or approval of applications without a thorough study of
complicated process instances is a suboptimal strategy. One of the first attempt
to use RL in BPM has been performed by Agarwal et al. in [2]. They address
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the problem of multiple goals by combining a time-related reward function with
a balancing reward function that tries to mimic the distribution of different
process outcomes using the ground truth traces.

3.3 Main Challenges

Existing technical approaches can be leveraged to address some aspects of the
problem; however, there are additional challenges in implementing the NBS rec-
ommendation. In the section below, we point to specific challenges in three main
areas: (1) the specification of the learning tasks; (2) handling the cold start
problem; and (3) operationalizing an end-to-end pipeline.

Specification of the Learning Task

The Skill Set Drift Problem. This problem refers to the phenomena that the
target space, the skill set, changes over time5. In our domain, new skills might be
added and old skills might be removed. This makes the predictions progressively
less accurate as time passes [12]. To prevent deterioration in prediction accuracy,
the system must first track this change and trigger it [3]. Thereafter, the system
needs to take proactive action to fix the problem. The solutions for this problem
highly depend on the approach taken. For example, in reinforcement learning
methods, one must retrain the model, while with the crowd-wisdom approach,
the users might stop using the removed skill, so its probability will vanish.

Naturally, the retraining solutions are commonly considered [24]. The litera-
ture suggests a frequent retraining on the most recently sample or maintaining
several classifiers (with a voting mechanism), where each new classifier that is
trained on the new data replaces the oldest one [10]. However, retraining the
system every time that the skill set changes might be too demanding and may
result in a performance decrease, especially when the skill set changes frequently.

Another solution might come from “digis’ wisdom”. That is, we observe that
different digis sometimes contain similar skill sets. This makes us wonder if and
how we can leverage the information “similar” digis have to update the model.
For example, when a new skill is added, we can search for other skill sets that
contain this skill and increase the a priori probability, according to some portion
of its weight, in the different skill sets.

Boundaries of the Process, and Conversation Session. Over time, users enter
and exit the system frequently. It is common that users want to start a session
from the point that they left the previous time. In that case, it can be considered
as a natural continuation of a previous conversation. To this end, the data should
contain both session id and case id. This suggest a new challenge- should the
system makes predictions based on a specific conversation, or should it base it
on the overall path of a user, even if a user was engaged in several conversations
on different days?

5 In some domains, this problem is also known as concept drift.
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Note that this decision mainly affects the features that are used for training
the model. Nonetheless, users might behave completely differently over different
sessions or forget details of the previous ones. As a result, making such deci-
sions can have a vast impact on the performance. A related feature engineering
dilemma is which process features to extract, and “how much” history to use. For
example, is information on the previous turn sufficient for prediction, or should
it be complemented by process-aware features (e.g., process path statistics such
as the order of past activities)?

Defining and Measuring Success. This problem is a key challenge for NBS. There
are two types of successes that the system should aim for. The first one relates
to the recommendation itself. In this type, knowing if users click on the recom-
mendation and if that is considered as a success is a key question for building a
good recommendation system. Note that sometimes it is not straightforward to
define success. For example, defining success by user clicks is not necessarily the
correct way, as users might try different recommendations to explore the system.
In addition, even when formally defining success, it is sometimes very hard to
measure (e.g., chat-bot containment).

The second type of success relates to the process-path that the users are
traversing throughout their sessions. A good system will provide recommenda-
tions that help to direct the user to the right end-goal. For example, assume
that we are using the crowd-wisdom approach, and that users are frequently
using skill A and thereafter skill B. Also, after using the skill pair, we observed
that most users abandoned the system. Should we still recommend skill B after
skill A?

A few sub challenges appear with respect to that issue. For example, assume
that we have a large dataset. Should we train on all of it? Should we train only
on “good” paths? Perhaps a weighted combination of “good” and “bad” paths?
Can we predict the result of our recommendation to better understand their
implications? The latter is also related to explainable AI [9]. Another related
challenge is how do we define successful journeys in cases where we do not know
the goals of the process.

The Selection of Learning Dataset. This issue is crucial for achieving good per-
formance and robust results. The main challenges we observed are as follows:
How should we divide the data into test, train, and validation sets so that there
is little-to-no dependence between them? Which users should we use for train-
ing? How should we correctly divide the data in terms of the temporal aspect
(e.g., train on the last year of data or the last month)? Should we use one model
per digi or one global model? Should we study multiple similar digis together?
Solutions to these challenges may require further studies in real-world settings.

Cold Start

The Cold Start Problem. This problem refers to the inability of a system to
draw inferences when the system did not yet gather sufficient information.



Recommending Next Best Skill in Conversational RPA 225

The problems has been extensively studied in the literature [4,17,20], especially
in the domain of recommender systems. In our case, the cold start problem may
occur in three main situations: when a new user enrolls in the system, when a
new skill enters the catalog, and at the beginning of the system lifecycle. Let’s
say a new user enters the system. In that case, the system has to provide rec-
ommendations without relying on the user’s past interactions. The system can
rely on other users’ interactions (i.e., the wisdom of the crowd) and can use rule-
based approaches The system might also try to find users that are relatively
“similar” to the new user and suggest recommendations based on their actions.

Similarly, a new skill might be added to the catalog. In that case, the a priori
probability that the system will recommend it is small. There are several ways
to address that situation. For example, if enough users use the new skill, its
probability will increase. The system can also determine a pre-defined rule for
recommending new skills (e.g., with a small recommendation on new skills).

The life cycle of a recommender system usually starts when the system is
deployed. After the initial startup, the system needs to make predictions but
has no information to rely upon. This problem (also known as bootstrapping)
is one of the major problems that a recommender system needs to handle, and
other strategies should be leveraged until there is sufficient data in the system.

It should be noted that the cold start problem affects most technical
approaches. A possible solution to the problem consists of a combination of sev-
eral technical approaches. First start with the rule-based approach and explore
the data, then use prediction-based methods or reinforcement learning methods.

Operationalizing an End-to-End Pipeline

Utterance Generation. This issue is concerned with the challenge of creating a
mapping between the recommended skill and an utterance to be displayed to the
user corresponding to the next-best-skill. If we have access to the system meta-
data (e.g., intent examples from conversation engine), then we can use it as the
text value for the button. Otherwise, we need to construct these examples from
the utterances. In that case, we observe two main challenging tasks. First, make
sure that the system preserves its users’ privacy (i.e., does not share personal
information). Second, construct utterances with minimal disambiguation. That
is, we should be careful in choosing utterances that might trigger the wrong
skills.

Integration of Different NBS Approaches. This issue is essential for achieving a
high-quality recommendation system. We hypothesise that using a single NBS
approach is not enough due to the complexity of the problem and different
properties across the approaches. We need to consider how to synthesize them.
Should we merge multiple engines with different confidence? If so, how? Should
we present them at different occasions?

One possible option is that models are used in different life cycle stages. Con-
sider the use case of HR Pro. The system can start with a rule-based approach to
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address the cold-start challenge. Once enough data is collected, crowd-wisdom
recommendations can be implemented to help inexperienced users. At the same
time, goal-driven model can be trained to predict probabilities of deadline vio-
lations and provide alarms to case instances with high probabilities. Finally,
the crowd-wisdom and goal-driven recommendations should be supplemented
by user feedback on the helpfulness of the recommendations. At that point, the
reinforcement learning model can be trained with the feedback incorporated into
reward functions.

4 Illustration of a System Architecture

We illustrate below a possible architecture for a next-best-skill recommendation
(NBSR) system that can integrate recommendations from multiple recommen-
dation approaches. Figure 1 depicts the architecture of an NBSR as a subsystem
within a broader conversational RPA system. The system includes the following
components.

Fig. 1. Illustration of the main components of NBSR system and how they integrate
within the broader conversational RPA system.

Learning Controller : A process that is triggered periodically to manage all
the learning pipelines. To support crowd-wisdom recommendations, this con-
troller launches a clustering task that finds and groups similar digis and stores
this information for later use. In addition, the controller launches the learning
pipelines for each type of recommendation approach discussed in Sect. 3.

Digi Configuration Metadata : A persistent data store for the configuration
metadata of digis, orchestrations, and the skills they contain.

Conversation and Orchestration Logs: A persistent data store containing
the complete traces of all the steps taken by the conversational RPA system,
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from the user utterances and orchestration, including the list of actuated skills,
as well as the system’s responses.

Offline Learning Pipeline: A sequence of steps involved in the learning pro-
cess. Typically a pipeline would include four steps: (1) fetching the relevant
conversation and orchestration logs; (2) training a model; (3) measuring the
performance of the model and managing its lifecycle - for example, deciding if a
model should be deployed to production and if to replace a previous version of
the model; and (4) storing the model in the model repository.

Online Inference Engine : Each type of recommendation approach includes
an inference engine that leverages a model produced by the corresponding offline
learning pipeline. The inference engine typically includes the following steps: (1)
loading relevant models from the Model repository; (2) implementing a recom-
mendation logic; and (3) exposing a common recommendation interface.

Recommendation Controller : The main recommendation interface through
which the conversational RPA server can receive recommendations. The con-
troller is responsible to invoke and integrate recommendations from multiple
online inference engines. It may select only a subset of the acquired recommenda-
tions to limit their quantity or achieve a desired composition of recommendation
types. It should also act as the final guard against negative or invalid recom-
mendations that may yield an error or negative user experience, e.g., when a
recommended skill was recently removed from the loaded digi.

Utterance Generator : Converts the next-best-skill recommendations into a
UI element that a user can click to invoke the next utterance.

Model Repository : A persistent data store for the learned models.
Next, we describe the two main execution flows in NBSR: (1) the offline

flow of how models are learned; and (2) the online execution that takes place
between a user communicating with the system and the final recommendation
presentation.

Offline Flow. In this flow, the learning controller periodically reads the
digi configuration metadata and triggers the relevant learning pipelines. Each
pipeline further reads relevant conversation and orchestration logs and produces
a trained model that is deployed to the model repository. Every digi will ulti-
mately be associated with one or more models based on different learning sources
and recommendation approaches. Personalized models learn from the specific
data of the digi, while shared models utilize data collected from the relevant
cluster of digis. Therefore, the learning controller also produce a digis-to-cluster
mapping and trigger offline learning pipelines that learn about this scope of data.

Online Flow. This flow starts by a user typing an utterance or clicking on
a UI button that sends a text utterance. The utterance is then handled by the
orchestrator logic which invokes automation skills. The orchestrator may call the
recommendation controller at different points in the dialog, based on different
situations and user experience considerations. One such point could be right
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after a task was completed. Another might be if the user has explicitly asked for
help. In these cases, the orchestrator will trigger the recommendation controller,
which in turn will consult with the online inference engines to produce integrated
recommendations.

The current session’s orchestration steps are the required data inputs for
producing recommendations by the specific online inference engines (personal,
crowd-wisdom, goal-driven, and context) and are passed as parameters to the
engines. Each engine returns a sorted list of suggested skills with explainabil-
ity information concerning the source of the recommendation. The controller
synthesizes and filters the recommendations into a single set of results to be
presented to the user. Next, the utterance generation component creates a pay-
load for the list of buttons that include a textual utterance and a label to be
presented. Finally, this response payload is rendered as user interface buttons in
the UI of the channel.

5 Summary

In this work, we presented next-best-skill recommendations as a new type of
recommendation problem that has emerged in the latest generation of conversa-
tional RPA bots capable of dynamically orchestrating automation skills through
a natural language interface. We provided definitions and use cases that illustrate
different situations in which conversational RPA bots are built and deployed. We
highlighted the main characteristics of this problem and explained why it is in
fact composed of several types of recommendations, each of which are based on
a different user need, source of data for learning, and technical approach. Due
to the nature of human-robot collaboration via a single conversational UI, we
suggested that this problem calls for an integrated strategy for recommendations.

When considering how to implement a solution to this problem, we considered
existing approaches in the literature and called out specific research challenges
that emerge in this specific problem domain. We further provided an illustra-
tion of a possible implementation architecture that can serve as an integrated
recommendation strategy.

We acknowledge that the work presented in this position paper is still
exploratory, as this nascent problem domain is still being shaped by technol-
ogy providers and not yet fully adopted in real-world production settings. This
has placed limits on our ability to perform proper validation or evaluation of the
problem characteristics and technical approaches. In the near future, we plan to
address some of these challenges as part of a solution we are building and plan-
ning to deploy in a real-world production setting. We hope that this paper will
also help bring awareness to the research community to address these challenges.
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Abstract. Robotic Process Automation (RPA) is a frequently used app-
roach for automation in IT systems. RPA uses existing graphical user
interfaces to automate simple, rule-based tasks from a user’s perspective.
Before automation can be accomplished using RPA, extensive knowledge
about individual user interactions must be gathered. This information
is represented in a flowchart by a human designer, which is then typi-
cally refined in a trial-and-error approach. This approach becomes time-
consuming and error-prone as processes become more complex.

In parallel, Process Discovery techniques as part of Process Mining
enable the automated generation of process models from event logs. Thus,
they are considered appropriate to simplify and automate the described
creation of flowcharts in the context of RPA. In this regard, the so-called
UI logs are particularly relevant. These can be used to record user inter-
actions with various user interfaces within a process.

This paper examines existing Process Discovery methods for appli-
cation in the context of RPA. The goal is to clarify what is needed for
the automatic creation of RPA flowcharts with Process Discovery on the
basis of UI logs.

The results show that existing Process Discovery methods generate
process models that are not suitable for immediate translation into RPA
flowcharts, as they are mainly control flow oriented. For the creation of
RPA flowcharts that are suitable for automation, the integration of linked
data is fundamental. Therefore, a prototypical implementation demon-
strates a method that enables the automated translation of a process
model into an RPA flowchart.

Keywords: RPA support · RPA flowchart generation · Process
Discovery

1 Introduction

Robotic Process Automation (RPA) automates process steps by using software
robots that imitate the execution of manual tasks. For this purpose, process
steps that take place on graphical user interfaces are recorded and automated.
RPA focuses on simple, repetitive tasks that are executed across different IT
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systems. Current RPA tools offer the ability (a) to drag and drop process paths
into flowcharts by using simple rules such as if-then formulations, or (b) to gen-
erate such flowcharts by directly recording user interactions within a process
path. A flowchart allows the representation of simple, sequential processes in
which only one activity is executed at a time [21]. RPA can perform high-volume
tasks with high accuracy, consistent quality and high efficiency. Developing RPA-
bots requires thorough knowledge of the tasks to be automated, the IT systems
involved, and their user interfaces. This knowledge is currently obtained through
interviews and recordings and then implemented in trial-and-error approaches
[10]. This is time-consuming and error-prone and requires extensive testing,
which is complicated by direct integration with live systems [12].

Process Discovery is a Process Mining technique to automatically build pro-
cess models from process execution data recorded by IT systems [2]. Process
Discovery enables the visualization of process data in models to identify improve-
ment potentials with respect to certain attributes such as time. Therefore, the
combination of these two research areas is obvious, as Process Discovery could
automatically create the relevant process paths of a process for RPA. Process
Discovery can provide information regarding important questions for RPA, such
as how the process steps are ordered or which process paths are the most frequent
or efficient. By creating a complete model with all paths, it becomes possible to
assess all variants of the process in regard to the desired output. Although there
is existing work on combinations of these topics, there exist several shortcomings:
There is no work on which Process Discovery algorithm could be used to gener-
ate RPA flowcharts, what the requirements are for these algorithms, and which
of these algorithms produce the best results. Furthermore, the existing work on
implementing process steps with RPA does not enable the analysis and improve-
ment of processes. As a result, RPA is often seen as a short-term solution. To
enable a long-term use of RPA, the process should be analyzed in advance and
not only one process variant should be implemented with RPA. Therefore, the
decision options of alternatives should be implemented in the RPA solutions, so
that several variants of a process are represented. In addition, these variants to
be implemented should be freely selectable.

This paper is structured as follows. The second section introduces RPA and
related flowcharts, Process Discovery and an overview of related work. Then the
limitations and shortcomings of existing Discovery Algorithms for the application
in the context of RPA are described to motivate the idea of the prototype.
Next, the prototype is presented that generates RPA flowcharts based on UI
logs. Finally, an evaluation is given, based on a use case, showing the potential
of the prototype, but also some of the existing problems and future research
opportunities.
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2 RPA, Process Mining and Related Work

In this chapter, selected basics and examples of the areas of Robotic Process
Automation and Process Mining are presented first. Afterwards, related work is
introduced.

2.1 Robotic Process Automation (RPA)

Robotic Process Automation (RPA) is a frequently used term in the context of
business process automation [34]. According to the Robotic Process Automation
Institute’s definition, the term RPA covers intelligent software and the applica-
tion of that software [24]. Thus, RPA is a completely software-based solution of
process automation. RPA uses the applications, functionalities and security of
a company’s existing IT systems, so there is no need for integration with those
systems [36]. For this reason, RPA is described in literature as a lightweight
automation method and is considered an evolution of macros and scripts [14].
The evolution consists in implementing more complex logics and processes. In
doing so, RPA uses the existing graphical user interfaces for working with IT
systems and thus only sits on top of these existing systems [6]. This enables RPA
to (partially) automate cross-system processes without implementing interfaces.

At the beginning of RPA implementation detailed knowledge about tasks,
involved user interfaces and user actions is necessary [9]. Currently, this infor-
mation is obtained through interviews, workshops, or observation of user interac-
tions. Based on this information, the RPA flowcharts are developed by a human
designer [10]. In a trial-and-error approach, a flowchart is created first with all
the activities that the software robot is supposed to perform. These activities
have to be specified in great detail (e.g. write in Excel cell A3) and possible deci-
sions in case of multiple paths have to be defined in advance [18]. The execution
of the actions is then monitored and the flowchart is adjusted in the case of any
errors. An exemplary RPA flowchart is shown in Fig. 1. Besides the sequence of
the activities, the respective data of the activities must be known in order to
create the flowcharts [31]. For example, this is the ID of a specific Excel cell or
a browser text field that the robot is supposed to select in the execution.

RPA is suitable for automating extensive, repetitive tasks that are considered
both time-consuming and trivial to perform. To be particularly suitable, these
tasks need to fulfill the following characteristics: structured data, rule-based pro-
cess and deterministic results [26]. Additionally, there are other criteria such as
frequent execution, infrequent exceptional cases, different systems involved and
vulnerability to human error [22]. Tasks that meet these requirements are often
found in the so-called back offices, i.e. finance, purchasing or HR departments
[13]. For example, the robot is capable of moving the mouse or copying data
from one file to another. The capacities freed up by automation with RPA can
be used by humans for more unstructured and interesting tasks. This might
result in benefits in employee satisfaction as well as scalability and 24-h service-
ability [37].
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Fig. 1. RPA flowchart example [38]

2.2 Process Mining

Process Mining is a research area that links the areas of data science and pro-
cess science [4]. The term Process Mining is used to describe techniques that
allow the capture, analysis and improvement of real processes [5]. For example,
Process Mining can be deployed to examine deviations from the to-be process
or to analyze performance. Companies can use Process Mining to increase the
understanding and control of the own processes. The gained insights are based on
the real behavior reflected in the event logs and thus enable fact-based business
process management [3].

Basically, the area of Process Mining is subdivided into three different cat-
egories: Process Discovery refers to the generation of process models, Process
Conformance is the comparison of real process executions with modeled pro-
cesses, and Process Enhancement adds new aspects to the existing model [2].
All three categories have in common that they build on event logs. These event
logs record occurring events in IT systems and are often already stored in the
company’s IT systems (e.g. ERP system, CRM system) [8]. The information
associated with an event, such as activity names, timestamps, and the person
assigned to it, is recorded in the event logs [7]. For the application of Process
Mining techniques they need to be extracted, pre-processed and combined. Fun-
damental to understanding Process Mining is the assumption that events are
recorded sequentially in the event logs [1]. In addition, each event must corre-
spond to a task and a case.
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In the following sections, the focus is on Process Discovery as one category
of Process Mining and, especially, on the existing algorithms in that category.
The goal of Process Discovery is to generate a process model that represents
the behavior in the event log without prior knowledge about this model [1].
Thus, the Process Discovery techniques provide the basis for further analysis of
the processes within a company. In this context, a Process Discovery algorithm
takes an event log with activities as input and generates a process model over
the same activities [39].

2.3 Related Work

To gain insight in current approaches in the literature that address the research
area covered, a Systematic Literature Review (SLR) was conducted. The objec-
tive was to identify literature that discusses Process Mining and especially Pro-
cess Discovery in the context of RPA. This also involves identifying the require-
ments of process models in the context of RPA. Based on this objective, a search
string was created containing terms from Process Mining, Process Modeling and
RPA: (“RPA” or “Robotic Process Automation”) and (“Process Mining” or
“Process Discovery” or “Process Learning” or “Workflow Discovery” or “Work-
flow Learning” or “Model” or “Flowchart” or “Script” or “UI Log”). A forward
and backward reference search was then performed with the relevant publica-
tions identified. The literature research was conducted in December 2020. Based
on the method described, a total of 14 publications could be classified as relevant
for further analysis. The following section briefly summarizes current approaches
to Process Discovery in the context of RPA.

Nowadays, Process Mining methods are already used in the early stages of the
RPA lifecycle to support the human designer [25]. The selection of the process
to be automated also takes place in these phases [15,29]. In particular, Process
Discovery could be appropriate to create process models for the automation with
RPA. In general, event logs are used in the context of Process Discovery methods
in order to represent the occurred process activities in a control flow model. In
this context, the corresponding data (e.g. specific excel cell) that allows the
execution of activities with RPA is especially important and therefore must be
represented in a process model [31]. In [31] the authors describe the concept of
a multi-perspective Process Discovery method that integrates the data flow and
the control flow in a single process model. Furthermore, instead of the well-known
event logs, the UI logs are used in the context of RPA, which contain granular
user interactions, e.g. clickstreams, keystroke protocols [32]. Several approaches
of UI loggers already exist in the literature and allow logging user interactions in
e.g. Microsoft Excel or Internet browsers [33,35]. The mentioned loggers produce
logs that are applicable for further analysis with existing PM techniques.

In [11,30] the authors describe more holistic approaches. The introduced
software tools include UI loggers and allow the automatic translation of recorded
sequences into RPA flowcharts with all necessary data assignments. In [11] the
translated sequence is selected based on the shortest duration in the log and
Process Discovery is only part of the graphical representation of the high-level
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process. In [30] the tool allows the determination of automatable actions in the
UI log and the subsequent translation in an RPA flowchart. Finally, in [23] the
authors propose the automation of RPA itself, describing a self-learning approach
that requires minimal human intervention.

Another related area is that of automated planning [17]. These techniques
allow learning of operators that can model different instantiations of process
models through automated planning, as an alternative to PM. With these mod-
els, very large-scale compositions can be generated and used to capture an RPA
flowchart [19]. In the presented approach, each non-determinism accounts for a
different instantiation.

Overall, the SLR showed that although theoretical research exists on com-
bining RPA and PM, there is a lack of realization. Before automating a process
with RPA, the analysis of the process is inevitable, which is why application of
PM techniques seems to be promising. Therefore, this paper reviews whether it
is possible to generate RPA flowcharts from UI logs based on Process Mining
and which Process Discovery methods are most appropriate.

3 Existing Process Discovery Methods for RPA

In this chapter, existing approaches of Process Discovery methods and the cor-
responding algorithms are assessed and compared regarding their suitability for
use in the context of RPA. It will be verified whether the existing algorithms are
suitable to create process models based on UI logs. These process models should
subsequently be able to be used for translation into an RPA flowchart.

In the literature, there is a wide variety of Process Discovery algorithms
that can be used for discovering process models from event logs. Meanwhile,
there are more than 40 different algorithms that tackle the discovery problem
using different techniques. As the algorithms differ, so do the results, i.e. in
the modeling language and thus in the resulting process models. For example,
there are algorithms for generating Petri nets, BPMN models, directly-follows
graphs, process trees, or Declare models. Some of the well known algorithms
might be the alpha-algorithm [8], Heuristics Miner [40], Inductive Miner [27],
or the Evolutionary Tree Miner [16]. The following section briefly summarizes the
characteristics of the algorithms of the mentioned Process Discovery methods,
including some evolutions.

The algorithm in [42] is an evolution of the original α-algorithm, which is
one of the first Process Discovery algorithms in the literature [8]. The alpha++
(α++) algorithm allows the determination of non-free-choice constructs in pro-
cess models.

In [41] the authors describe an evolution of the original heuristics miner [40].
The goal of the Flexible Heuristics Miner (FHM) is to fully utilize the advantages
of the basic idea of the original algorithm. For this purpose, causal nets for the
representation of process models are defined for the first time.

The Inductive Miner - Infrequent (IMi) [28] is an algorithm that generates
process trees and allows the processing of infrequent behavior in the event logs.
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The IMi ensures that the model is represented correctly and with high fitness,
i.e. the process model should represent the behavior in the event log.

The Evolutionary Tree Miner (ETM) is based on a genetic approach [16].
The algorithm generates an initial population of process trees that represent
the behavior in the log. In further steps, the initial population is continuously
adapted until defined criteria in the four quality dimensions fitness, precision,
generalization and complexity are met.

A closer look at the aforementioned Process Discovery algorithms reveals
that they all discover only the control flow in the generated process models.
In this context, control flow describes the order of the different activities of an
event log [3]. The same applies to the other existing algorithms in the literature.
Based on the approach of the SLR, no algorithms were identified that reflect
the data and data transformation in the model or considered these data when
generating the models. Since the existing algorithms only consider the control
flow in the process models based on activity ID, they do not distinguish between
same activities with different data assignments. Furthermore, as the data is not
included when generating the models, it is not possible to assign the data to
the activities afterwords. The models generated in this way are therefore not
suitable for translation into an RPA flowchart that already contains the data
required for automation. Thus, to enable the automated translation of a process
model into RPA flowcharts, adjustments must be made.

4 Prototypical Approach and Architecture

As described in the last chapter, the current Process Discovery algorithms do
not consider data assignments when generating process models. Thus, without
modifications they are not suitable for generating process models that can be
used to create RPA flowcharts. Since the assigned data is essential for execution
within RPA, the prototype is intended to implement a solution that enables the
generation of process models with the necessary data assignments. Ultimately,
the creation of RPA flowcharts is desired that already contain the required data
for automation. Generally various solutions are conceivable for achieving this
goal. On the one hand, existing Process Discovery algorithms could be adapted
or new ones developed. The development of algorithms that integrate the data in
the generation of process models seems promising, e.g. multi-perspective process
mining [31]. These enable the mapping of the data flow in addition to the control
flow. On the other hand, the adaption of the UI logs used as input for Process
Discovery could also be goal-oriented. Existing algorithms distinguish activities
mainly based on activity ID. Thus, to distinguish same activities with different
data, the data could be noted in the activity ID. As an example, an activity
copy could be extended by cell A2 and could be clearly distinguished from the
activity copy cell A3. Hereby, existing algorithms should distinguish the different
activities based on the extended activity ID and map them to different nodes of
the process model.
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Comparing the options, the development of new Process Discovery methods
is a sustainable solution. Here, the requirements for process models in the context
of RPA can already be considered in the design of the method and the corre-
sponding algorithm. Due to the scope of the paper at hand, this is not possible
and is a future goal. However, the considerations for the adaption of the UI logs
already seem to enable the required process models for a prototypical implemen-
tation. Additionally, the application of existing analysis tools to the discovered
process models is possible and results of conducted evaluations of existing algo-
rithms may be considered for the selection of the algorithm. Therefore, in the
following sections, a prototype is designed and implemented to automatically
generate RPA flowcharts based on Process Discovery.

4.1 Design and Implementation of the Prototype

For the presented prototype an adaption of the UI logs is chosen. That means
that the UI logs should be adapted in such a way to enable the generation of
process models with data assignments. To generate the process model, Process
Discovery is applied on the adapted UI logs. Finally, based on the discovered
process model, a single path of the model can be chosen and translated into
an RPA flowchart. Consequently, the prototype is composed of three different
parts, preceded by an existing UI logger and followed by an existing RPA tool.
Its overall design is presented in Fig. 2.

Fig. 2. Prototype structure

For recording user interactions the UI logger presented and implemented in
Smart-RPA [11] is used. It allows the detailed recording of all relevant user
interactions and especially the data necessary for the generation of an RPA
flowchart, e.g. Excel cell, browser URL. The same paper is also the basis for
the translation of events into RPA activities, but here adjustments have been
made to build a prototype that enables the manual selection of a variant for
automation based on the analysis of a given process model. This process model
should include all data of a given UI log, as opposed to simply selecting the most
frequent or shortest variant.
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The prototype handles user interactions in the operating system, Microsoft
Excel and Microsoft Edge. These already allow a variety of different actions and
build the basis for the integration of further applications. In a first step, the
UI logs have to be adjusted. The input of the algorithm consists of CSV files
generated with the described UI logger. Each CSV file captures one instance
of the process, since different instances cannot be distinguished in a single file.
These are imported into a data frame and the column labels are matched to the
XES standard, e.g. time:timestamp. Additionally, a case:concept:name column is
created to represent the case ID. This is repeated for each CSV file and finally a
combined data frame is created with all user interactions. The combined file cap-
tures all recorded instances of a process and is thus comparable to an event log.
To enable the generation of process models with data assignments using existing
Process Discovery algorithms, the column concept:name is extended with the
relevant data from the other columns. Since Process Discovery algorithms gen-
erate process models based on this column, the data is included in the process
model. Thus, it is possible to link it to a specific activity in the UI log. Since the
goal is to distinguish between activities with the same activity name, the data in
which the activities differ is added. For example, Excel activities can be distin-
guished by worksheet and cell, or browser activities by URL and element ID. The
final data frame contains passed to the second component, which contains the
Process Discovery. The compliance with the XES standard enables the applica-
tion of traditional Process Discovery algorithms. According to this description,
the algorithm presented in Fig. 3 results. Since the implementation of the pro-
totype is done in Python, the implementation of the Process Discovery is done
with PM4PY [20], which is a Process Mining library that provides Process Min-
ing algorithms. From this library, the α–miner is chosen for Process Discovery
in the prototype. The algorithm generates process models that are mainly low
in complexity and therefore particularly suitable for graphical representation.

Fig. 3. Adaption of UI logs
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Even though incorrect models may arise with it, the α–miner is chosen as it pro-
vides a simple realization for the first implementation that should provide appro-
priate results. The generated process model serves as input for the generation
of an RPA flowchart. Additionally, it is input for the graphical representation,
which is a support for the selection of an execution path. To identify all paths in
the process model, an algorithm is used that creates paths in a loop until each
transition in the process model has been involved at least once. These paths are
the basis for selection by the user. In case of only two different paths, they can
both be transferred in an RPA flowchart together with an if-else relation.

The identified paths are passed to the third component of the prototype.
Here, the frequency of the paths is determined by the minimum frequency of the
involved nodes. This information, in addition to the graphical representation of
the process, is another support for the user. After selecting a path, the activi-
ties of the selected path are translated into software code. The XAML format
(Extensible Application Markup Language) is used, which can be read by com-
mon RPA tools. The translation of the activities is possible by adapting the UI
logs, as this allows the representation of data in the process models and the dis-
tinction between activities. Thus, the data is correctly assigned to the activities
in the flowchart and it can be executed in an RPA tool.

5 Evaluation of the Prototype

In this section, the prototype is tested. For this purpose, an exemplary use case
and the resulting outcome of the prototype are presented first. Afterwards, the
strengths and weaknesses of the prototype are discussed.

5.1 An Use Case in the Prototype

To evaluate the prototype, a test case is used that contains activities from the
applications Microsoft Excel, Microsoft Edge and the operating system. In addi-
tion, several paths are included to test the identification of them. The test case
contains three different paths and thus 2 different decisions in the process model.
For this, the data of 3 different persons are to be transferred from an Excel file
into a web form. A total of 15 different executions of the activities are recorded
with the UI logger, the frequencies of the paths are 10, 4 and 1. The first com-
ponent of the prototype correctly adapts the 15 UI logs and combines them in
a CSV file. In this file, the XES standard is applied and the frequency column
is created. Furthermore, the contents of the column concept:name are correctly
extended with the respective data of the other columns, e.g. the activity copy-
Excel with the cell, file and data sheet. A section of the combined CSV file is
given in Fig. 4. Since the combined UI log contains the required adaptions, the
next step is to start Process Discovery. A section of the generated process model
is given in Fig. 5. The figure shows that 3 different paths and 2 decisions have
been included in the process model. The intended information is visualized in
the transitions. The label is composed of the node ID, the activity name and
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Fig. 4. Combined CSV file generated by the prototype

Fig. 5. Section of a process model in the prototype

the frequency. Especially the data relevant for RPA are represented and allow
the translation into an RPA flowchart. In the given case, the most frequent one
is selected for the generation of the RPA flowchart. With the third component
of the prototype, the activities are translated into an XAML file. This file is
then imported with the RPA tool UiPath. The tool translates the XAML file
and represents it in a flowchart. A section of the generated flowchart is given
in Fig. 6. The figure shows that the required data is correctly inserted into the
respective activities. Finally, the flowchart is executed and the software robot
transfers the personal data to the web form as intended.

5.2 Strengths and Improvement Potentials

The use case of the prototype has shown that the desired functions are achieved.
In particular, it replaces the current trial-and-error approach in the application
of RPA. The benefit results in the automated generation of a process model in
which the data necessary for RPA is included. This process model simplifies the
analysis of the processes to be automated. In addition, the current approach is
improved by the automated generation of RPA flowcharts based on a process
model. There is no need to manually transfer user interactions from UI logs to
the flowchart and the analyst can focus on monitoring the execution and making
any adjustments. In general, the prototype at this stage works particularly well
for rather simple processes that contain clearly definable paths without loops.

Although the prototype implements the desired functions, some improve-
ments are still necessary. Particularly, the complexity of the processes is cur-
rently a limiting factor. In the test, a process model with loops was created
unintentionally. Due to the current algorithmic implementation, this can not be
processed in a reasonable way at this stage of the prototype. Another limiting
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Fig. 6. Flowchart based on the generated XAML file

factor is the fact that process models might get very large. Since the data is
notated directly in the activities of the process model, activities with different
data are no longer mapped in one node of the model. This can lead to an explo-
sion of the model, e.g. in the exemplary case there are 8 different activities.
Due to the assignment of the explicit data to the activities, the paths in the
process model have a minimum of 37 nodes. Finally, there is also potential for
improvement in the graphical representation of the process models. For example,
it would be useful to graphically highlight the most frequent path in the process
model.

6 Conclusion

The goal of the paper at hand was the automatic creation of RPA flowcharts with
Process Discovery. For this purpose, the capability of existing Process Discovery
algorithms for the generation of RPA flowcharts has been analyzed. In addition,
a prototype has been developed that enables this generation and thus overcomes
existing shortcomings. Based on the results of the research, the prototypical
implementation of a process discovery algorithm in the context of RPA could be



Process Discovery Analysis for Generating RPA Flowcharts 243

realized. The prototype fulfilled the desired functions in the tests and enabled
the automatic generation of RPA flowcharts with required data assignments. The
results also show that Process Discovery methods need to be adapted for use in
the context of RPA. As the prototype showed, however, this is already possible
by simply adapting the UI logs used, with all the accompanying advantages and
disadvantages. The advantage is the automated generation of a process model
in which the data required for automation with RPA is included. This model
includes all variants of the examined process and thus enables the assessment
and selection of the most suitable variant for automation.

While the prototype allowed the implementation of the functions desired, there
is still room and need for improvement. Since the detection of paths in the process
model is done with a rather simple algorithm, the complexity of the processes is
a limiting factor. Here, the functionality could be extended to loops for example.
Another interesting study would be whether the analysis of all variants of a process
with Process Discovery brings great practical advantages in the context of RPA.
In the prototype, two different paths can be transferred in an RPA flowchart with
an if-else relation.Here, a comparison of the selection based on the analysis of all
variants with the selection of the shortest or most frequent variant in the UI log
and a transfer of more than two variants would be desirable.
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Abstract. Over the past decade, robotic process automation (RPA)
has emerged as a lightweight paradigm for automation in business enter-
prises, making automation more accessible to non-techie business users.
In the industry, RPA vendors have not only provided out-of-the-box RPA
bots to automate manual tasks on legacy software; they have also pro-
vided users a recorder to create their own bots for specialized tasks. How-
ever, if these recorders do not create generalizable bots, users risk fac-
ing a “bot sprawl” and governance problem. Building generalizable bots
currently requires intervention from IT departments which are typically
oversubscribed given their limited resources. Furthermore, the general-
ization process is typically long and tedious; it does not scale to cover
the expansive needs of business users. We thus need a tool that can
empower business users to act as citizen developers and build general-
ized bots themselves. In this work, we argue that the next generation of
RPA bots must leverage artificial intelligence to learn from user inter-
actions (through natural language or other modalities intuitive to cit-
izen developers) and generalize to unseen settings. To achieve this, we
first survey and assess the current state of the art in the RPA field for
enabling citizen developers; and identify several key research challenges
at the intersection of AI, RPA, and interactive task learning that must
be addressed to realize the vision of RPA bots that continually learn new
automation solutions from user interactions.

Keywords: Robotic process automation · Artificial intelligence ·
Learning · Teaching by instruction

1 Introduction

The prevalence of artificial intelligence and automation in our daily lives – from
smart kitchen appliances to digital personal assistants, and enabled by comput-
ing advancements – has set the expectation for a similar level of automation
in our professional lives. If people no longer waste time keeping track of their
grocery list, why should they still waste their professional time on manual, repet-
itive tasks (such as data entry) that take them away from doing the things they
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actually love in their job? Furthermore, the COVID pandemic has significantly
accelerated the pace of the digital transformation of business enterprises.

As businesses have looked to adopt computing advancements to modern-
ize their processes, one of the technologies driving their digital transformation is
robotic process automation (RPA) [19,28,29]. RPA focuses on automating repet-
itive, error-prone professional tasks without requiring the overhaul of legacy soft-
ware [7]. By automating the mouse click on user interfaces, RPAs can perform
tasks on behalf of employees: tasks like copying data from one software tool to
another and transforming data from one format to another among others, thus
freeing employees up to focus on more critical and engaging tasks.

All RPA vendors provide a bot store selling out-of-the-box bots that perform
some of the most common tasks. Furthermore, RPA bots have been embedded
into conversation assistants to provide business users with a more natural and
accessible interaction experience. However, it is not possible to provide compre-
hensive solutions out of the box from day one. Therefore, these tools need to
evolve with time to expand their capabilities. Hence, most vendors also provide
users the ability to create their custom bots using low-code approaches that do
not require any programming knowledge [13]. One such tool is what is generally
referred to as a recorder that allows users to record themselves performing a task
they want to automate [4], such as copying data from one place to another. The
recorder generates an RPA script that can then be run to autonomously perform
the task. In the business world, many companies have proprietary software and
procedures that require specialized bots.

While the ability to create custom bots in companies by RPA users is crucial
in businesses, the typical scope of execution of these bots still focuses on an
individual’s task needs as opposed to the team’s. However, if these bots are not
generalizable enough, companies will face a governance problem. In other words,
creating a bot for every new narrow task will cause a bot sprawl problem and will
make it very difficult for companies to keep track of, maintain, and reuse their
bots. Instead, they will keep creating new bots without maximizing the return
on investment of creating bots; i.e., the bots will not be used enough times to
justify the overhead of creating them.

Currently, building generalizable bots requires intervention from IT depart-
ments that are typically oversubscribed and have limited resources. Furthermore,
the generalization process is typically long and tedious and thus, does not scale to
cover the expansive needs of business users. It is therefore imperative to empower
business users to act as citizen developers to build generalized bots themselves.
But this will require building tools that are intuitive to citizen developers (e.g.
using natural language), which simplify and abstract away the complexities of
traditional development and debugging. Providing such tools requires balancing
the trade-offs between their simplicity and the ambiguity and imprecision that
results from providing such intuitive tools (e.g., natural language interface is
familiar to users but is not precise).

While the issues outlined above represent a set of complex problems, we note
that variants of these problems have been an active topic of research in other
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computing and AI disciplines. This includes conversational digital assistants that
need to interact with multiple users whose utterances may be noisy [22], software
engineering where the goal is to provide user friendly visual languages to enable
good specifications of desired behavior, and AI planning and robotics where
creating specialized robots for narrow tasks is not feasible, given the physical
nature of the bots. In particular to the robotics field, different approaches have
been suggested that focus on teaching robots how to perform new tasks as they
operated in the world performing tasks they already knew. Topics like transfer
learning, learning from instruction, learning from demonstration, self-learning,
active learning and others have been maturing in the fields of artificial intelli-
gence, machine learning and deep learning for the application of robotics. These
algorithms could also prove beneficial for RPAs.

We posit that the next generation of RPA bots used in enterprise settings will
be taught iteratively through intuitive and multi-modal interactions dependent
on the type of task and skill of the teacher(s). These bots should be characterized
by their ability to continually learn, customizability by end users with minimal
coding expertise, evolution with changing business processes, and generalizabil-
ity to new process automation tasks by understanding their context. We also
discuss some of the challenges of realizing this vision, focusing on challenges at
the intersection of machine learning, process management, and interactive task
learning.

The remainder of this paper is organized as follows. In the next subsection
(c.f. Sect. 1.1), we present a running example which we will use throughout the
paper. In Sect. 2, we define a few key terms to set the context for our discussion.
In Sect. 3, we highlight existing RPA work. In Sect. 4 and 5, we present our
vision of evolving from traditional approaches to build the next generation of
RPA bots that can be taught new skills, and outline the research challenges to
achieve this vision. We present our conclusions in Sect. 6.

1.1 Running Example

Consider the following motivating use case involving an enterprise employee
from the sales department seeking business travel pre-approval, which will need
to be approved by their manager before travel. In a typical enterprise setting the
employee would need to submit the reason for travel along with an estimated
budget. While there may be multiple enterprise applications that they could
use, for the purposes of this paper we will assume that the employee will need
to fill out an excel sheet of the itemized estimated expenses. To fill out the
excel sheet, the employee needs to pick a mode of transportation (flight, train),
identify the source (Boston, MA) and destination cities (New York, NY), travel
dates, hotel reservations, taxi or car rental. There may also be specific types of
policies that the employee needs to adhere to, such as company-wide policies
(e.g. applying company agreement discount for the car rental, choosing hotels
from the list of approved ones) governmental regulations (e.g. visa restrictions for
international travel), and customer preferences (e.g. requiring a proof of COVID
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vaccination while visiting). Furthermore, the employee would need to submit
this pre-approval for each sales trip that they plan to take.

To ease the burden of doing this repetitive mundane task, the employee can
go through the hassle of building an RPA which will search for flights – because
it is the employee’s preferred mode of transportation – from Boston, MA, parse
the result and populate the corresponding cell in the excel sheet, then proceed
to repeat similar steps for both hotel reservations and car rental.

While such an RPA would perform adequately for some trip pre-approvals,
there are certain gaps and challenges that prohibit this from being a wide ranging
solution for all the travel needs of the employee as well as others in the orga-
nization. Consider the case when the employee decides to take a personal trip.
While the RPA can be used to search for flights, hotels and cars. The employee
is no longer restricted to book only the company approved ones, and may not
be allowed to apply the company discount when renting a car. Thus, they would
have to perform manual adjustments.

More critical cases that may need significant changes to the RPA or can
result in RPA execution failure occurs when say the excel sheet formatting is
updated due to changes in company or governmental policies (e.g. pandemic),
or when an employee in another branch of the same enterprise company (e.g.
London, England) starts using the same RPA to get a travel pre-approval. Since
the RPA’s home city is set to Boston, MA, the RPA may report an incorrect
flight estimate. It will also, as programmed, apply the policies of that of the US
branch, which may be different from England’s branch.

While these may not be crucial changes, this example serves to highlight
the challenges in building and deploying RPAs that are focused on solving one
particular use case and are not able to handle relatively general cases.

2 Background: Intelligence and Learning

Creating truly intelligent machines, generally referred to as artificial general
intelligence [11], has been the ultimate goal of artificial intelligence researchers;
its objective is to endow machines with human-like intelligence. However,
researchers still debate the exact definition of intelligence in humans (in addition
to living beings more generally and hence machines). With theories ranging from
the g-factor and the Cattell–Horn–Carroll theory [3] to Gardner’s multiple intel-
ligences [10], the one common theme in all is the ability to learn. The Merriam-
Webster dictionary defines intelligence as “the ability to learn or understand or
to deal with new or trying situations” and “the ability to apply knowledge to
manipulate one’s environment or to think abstractly as measured by objective
criteria”. The dictionary also defines learning as the ability “to gain knowledge
or understanding of or skill in by study, instruction, or experience”.

In [26], agents learn if they can update and expand their internal model of
the environment (which influences their actions) based on the experience they
gain from operating in the environment. This does not mean that the agent
cannot have prior knowledge obtained from its designer, but it is expected to
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build on this prior knowledge by incorporating its understanding of the world it
is perceiving. It also means that agents should not just imitate or memorize what
an instructor taught the system (by repeating the exact same steps independent
to context); in other words, for the agent to have truly learnt from an instructor,
it should successfully complete tasks in different environments than when it
learned the task.

Multiple methods can be adopted to acquire new knowledge. One approach
to learning is to simply observe other agents (e.g., humans) performing the task
through user logs. Another is to obtain instructions from end users dynami-
cally; this allows the system to ask clarifying questions (if it identifies ambigu-
ous instructions). Yet another approach is learning from demonstrations where
end users perform the task and the system records a video (or something sim-
ilar). Finally, learning from examples entails the system receiving a bunch of
input/output examples from users and extrapolating the rules. We use the term
“teaching” when the system is explicitly receiving instructions from an end user
and we use the term “learning” when the system indirectly obtains the knowl-
edge of performing new tasks.

Focusing on RPAs, this means that RPAs must learn from experience or
through instruction to exhibit intelligence. While [33] concluded that RPAs are
not intelligent and [5] discussed multiple requirements to transform RPAs from
robotic to intelligent process automation bots, in what follows, we will focus on
the learning aspect of intelligence and discuss how RPAs become more “intelli-
gent” by providing them with the tools to learn (and generalize to) new tasks.

3 RPA State-of-the-Art

Many techniques to create RPAs have been adopted in the literature and in
industry since the inception of RPAs. These techniques require varying degrees
of human involvement, some in a direct and others in an indirect manner. The
most common approach is the manual creation of RPA scripts by human experts
(IT personnel or subject matter experts or both in collaboration). However, many
approaches have also been developed to automate the generation of scripts. Some
of these automated approaches directly place the human in the loop; these gener-
ate scripts from a human’s demonstrations or instructions [21]. Others indirectly
leverage humans by generating scripts from user logs performing the tasks that
must be automated [1] or process instruction manuals [20]. Almost all automated
approaches attempt to leverage artificial intelligence algorithms with various
levels of sophistication [16]. In this section we review two popular approaches
leveraged by existing solutions.

3.1 Recorders

Beyond out-of-the-box bots in RPA stores, many vendors, including IBM RPA,
Automation Anywhere, UIPath and Blueprism, provide studios to build your
own RPA bots by writing scripts (which may have learning curves with varying
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degrees of difficulty). They also provide a feature in these studios known as a
recorder. These recorders allow business users to teach RPA bots by demonstra-
tion.

Users record their actions while performing a task on their desktop and the
recorder automatically generates a script that can be run to perform the task.
Generally speaking, these recorders possess a set of atomic actions that they
recognize from recordings. The functions for these actions are already part of
the studio’s library and hence all that must be done is combine these functions
together into a new script and plug in their inputs that are identified from the
recording. For the running example in Sect. 1.1 where the employee needs to fill
out an Excel spreadsheet of travel expenses, an example of an atomic function
is copying the contents of a cell in Excel into another cell. Of course, the bot
must have an understanding of Excel’s domain which consists of the concept of
cell, among others, and know how to refer to a cell. This allows it to identify
the source and target cells and pass them as arguments to the function that
performs the action of copying.

On the one hand, recorders can produce a time series data stream of atomic
actions and convert the time series to an automation script. On the other hand,
they could produce a sequence of image frames that can be analyzed by image
processing technology (including segmentation and understanding) to identify
actions being performed and map them to a sequence of atomic functions. Each
approach presents different challenges and impact on the effectiveness of the
recorders in generating RPA scripts. The different recorders also require different
learning curves based on the user’s existing knowledge and abilities, thereby
presenting varied levels of usability. The choice of recorder and the expertise of
the user will impact the performance of the RPA scripts being generated as well
as its generalizability across different users.

3.2 Conversational RPAs

Depending on automation tasks and the users’ comfort levels, invoking RPA
bots may not always be easy. Hence, commercial vendors also offer digital con-
versational assistants [25,32] to allow users to interact with RPA bots in natu-
ral language. Various vendors and approaches in the literature provide varying
degrees of sophistication as far as natural language comprehension is concerned.

UIPath leverages the Google Dialogflow chatbot authoring tool to allow RPA
bot creators to endow their bots with conversational abilities1; in [14] RPA bots
are integrated with RASA, a natural language understanding and dialog open
source library and [23] uses regular expression matching. Yet another approach
provides more flexibility in the choice of natural language processing sophistica-
tion to integrate with RPAs; in [25], RPA bots could be combined with regular
expression or Watson Assistant or other types of natural language understanding
components as a result of the modular architecture presented.

1 https://docs.uipath.com/chatbots/docs/connect-to-google-dialogflow.

https://docs.uipath.com/chatbots/docs/connect-to-google-dialogflow
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The building blocks comprise of skills that are atomic functions to understand
user inputs, act upon them, and finally respond back appropriately. Understand
skills are functions driven by language models that serve to interpret the users’
natural language utterances to determine the underlying intent, identify key
entities, and determine the act skills to subsequently execute. Act skills are RPAs
that execute the user’s intent and automate business process tasks to produce
the expected outcome. These skills are of two types – those that have a lasting
change on the state of the world (e.g.) sending emails or paying an invoice, and
those that do not (e.g.) reading emails or checking account balance. Respond
skills are RPAs that produce a human-consumable response from the act skill’s
output. This could be a natural language utterance, a visual representation, etc.
These skills could range from simple template responses to more sophisticated
text generation deep learning models.

In the running example in Sect. 1.1, the employee could provide a natural
language input (e.g.) “seeking travel pre-approval”, to a conversational assistant.
It would interpret the input and trigger the appropriate RPAs to automate filling
out relevant information such as the location, dates, etc. The assistant would
then return with a natural language response indicating whether the approval
had been granted or not.

4 The Vision

The traditional approach to developing RPA bots, shown on the left in Fig. 1, has
separate phases for development and usage. Failures and issues encountered by
users are logged over time and eventually get acted upon by developers to build
and deploy new and improved versions of the bots. However, this process can have
long turnaround times, and often results in developers prioritizing the resolution
of certain issues over others due to lack of resources, causing frustration to the
users.

Fig. 1. Multi-modal teaching: RPA Bots should evolve by enabling users to teach using
a combination of modalities in the context of where the bots fail.

In contrast, we envision the next generation of RPA bots where the develop-
ment and refinement of automation capabilities are done in an iterative manner,
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as shown on the right in Fig. 1. In this approach, users are empowered to teach
the RPA bots new capabilities to address any shortcomings. There are three
aspects that differentiate this approach from the traditional way to develop RPA
bots. First, we define a teaching mode that the system enters when automation
failures interrupt the user’s task. These failures could occur due to guardrails
defined by the developer or by the business, which limit the execution bounds for
the RPA, or because of the user explicitly indicating their dissatisfaction with
the actions taken. Second, users address specific failures in the context of the
task they were attempting to perform. Since teaching happens in the context of
the failures, it enables the user to quickly address the issue. We believe this is
an easier way for non-developers to teach and refine the RPAs. Third, since the
same user is responsible for teaching the bot how to handle the failures, it would
empower users to evolve and customize them according to their needs.

This iterative approach can have two variants: Mode 1 where the user resumes
their task after repairing the failure as depicted in Fig. 1; and Mode 2 where the
user restarts their task with the new version of the automation. The latter may
be appropriate if there have been no side effects so far, or if the automation can
roll back or compensate the steps already taken.

The process of teaching these bots needs to be intuitive to citizen developers
with limited programming knowledge by supporting multiple modalities and
users’ teaching abilities. Certain automations may need to be taught through
demonstration and recordings, while others may be more easily taught through
natural language instructions. In addition, some users may be more articulate
and knowledgeable than others in teaching their automation needs, and the bots
should be able to identify information gaps and communicate with the users.

Fig. 2. Collaborative teaching: The evolution of a bot is not simply a one-time teaching
step by a single user, but instead consists of iterative phases of users teaching bots
to personalize them for their needs, and the system learning to generalize from the
teachings.

The iterative teaching approach needs to consider the lifecycle of how multi-
ple users collaborate, either directly or indirectly, to teach and improve the bot
over time. As shown in Fig. 2, users may independently teach and personalize a
bot resulting in a graph of versioned bots. In addition, the system can learn from
these individual teachings to generate a generalized bot that is more robust than



254 Y. Rizk et al.

any of the personalized bots. Users may then choose to use this generalized bot
and further personalize it, continuing the cycle of iterative refinement. There is
an open problem on how the system can learn from individual teachings, and
many of the challenges in Sect. 5 are relevant to solving this problem.

In the individual and collaborative teaching and learning phases, it is impor-
tant that the bots adhere to certain requirements, such as those derived from
industry regulations or company policies. For example, there may be a require-
ment that a bot only book international flights if the user is vaccinated, or
check that users only reserve hotels from a company-approved list. Both bots
personalized by users and those generalized by the system need to satisfy these
requirements. In some cases, these guardrails may be checked at the time of
teaching or learning, similar to static checking of programs by a compiler. In
other cases, it is only at runtime that guardrail violations can be detected. The
problems of generating guardrails from requirements and checking for violations
are open challenges.

5 Challenges and Opportunities

5.1 Metacognition

Arguably one of themost important aspects of learning ismetacognition [6]: under-
standing what one does not know. Also referred to as introspection, [12,31] argued
for its importance in machine classification tasks. In the context of RPAs, it is
important for these bots to have an awareness, andpossibly understanding, ofwhat
they do and do not know, especially in systems that learn from human demonstra-
tion or instruction. In such situations, it would be very difficult, and even frus-
trating, for users attempting to teach RPAs new tasks, and can result in the bots
trying to execute tasks they are incapable of, or users having to repeatedly teach
the same tasks. In the example in Sect. 1.1, if the bot cannot recognize and com-
municate its inability to apply company policies to travel expenses, it can result
in incorrect approvals thereby causing issues for the employee and the company.

5.2 Generalizability

To truly learn new tasks, RPA bots should not simply memorize steps by convert-
ing them to scripts but should be capable of combining the newly acquired steps
to previous knowledge and extrapolate to new similar tasks. In other words, as
the bots learn new tasks, they should require fewer samples to learn. They should
also extrapolate to new tasks more easily as their experience increases. This is a
challenging problem because it is difficult to identify what parameters will vary
across tasks and by how much and which parameters are fixed. In some cases, this
requires understanding the underlying intentions of the action and not just how
to perform an action. For instance, in the example in Sect. 1.1, say the employee
creates an RPA to submit their travel request from Boston to New York. The bot
should be able to identify that Boston and New York are parameters that can
vary, and thereby generalize the automation for other employees who may wish to
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input other locations, without them having to recreate it. The machine learning
literature has looked at the generalizability problem in multiple domains; trans-
fer learning [30] is one sub-field of machine learning that was developed to study
how models can transfer knowledge they have learned for one task to a new but
related task. RPA bots may also look to leverage transfer learning approaches to
generalize their capabilities.

5.3 Catastrophic Forgetting

Another concern in machine learning algorithms that learn over time, especially
neural network models, is catastrophic forgetting [9]; bots may forget what they
had already learnt as they learn new tasks. This phenomenon is problematic
because it means that bots are replacing previously acquired knowledge instead
of combining and augmenting their models. Users may need to reteach bots
tasks they had previously taught them even though these tasks had not become
obsolete. This issue would also hinder the solution to bot sprawl and governance
since new bots would need to be created to learn new tasks as opposed to teaching
existing ones. Furthermore, it would create a frustrating experience for business
users who may opt not to use such tools at all. For example, if a users instructs
a bot to book a trip using a plane and another user instructs the same bot to
book a train instead, we expect the bot to (at the very least) ask the user the
next time around whether to use a plane or a train instead of replacing the plane
with a train every single time.

5.4 Citizen Developers

RPAs are generally adopted by business users who do not have much knowledge
of programming or machine learning. Since it is these users who will also need to
teach these bots new tasks, the user experience for teaching bots must be robust
enough to handle failures and recover from them gracefully enough to allow users
to understand and resolve issues. Further, these systems should interact with users
in natural language, the most natural medium for business users. However, it
should also support multi-modality [17] since natural language is inherently noisy
and may not be the most optimal modality. So a mix of teaching by instruction and
demonstration may be necessary. Unfortunately, there exists a tradeoff between
the learning curve of a tool and this tool’s ability to create complex automation
due to the limitations of the current technology. In other words, if we want to
reduce the learning curve for citizen developers by using natural language instruc-
tions to program RPA bots, we will need to restrict the scope to create simple bots
only because the limitations of natural language processing technology limits the
scope of phrases it can parse and understand [18].

5.5 Automation Lifecycle

Enabling citizen developers to teach bots to address their manual, repetitive
tasks creates a new set of challenges about the overall automation lifecycle.
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The first of these challenges is dealing with changes in the specification of the
underlying system that the bot is targeting (e.g., changes in the destination travel
reservation APIs to include additional required fields, or changes in the format
of the pre-approval Excel sheet to include other required fields). The second
challenge is dealing with changes to the environment where the bot is deployed
that affects its state of execution (e.g., in case of the digital assistant, the natural
language understanding AI model can change as result of new training data).
Also, while enabling citizen developers to build their own bots, it would be
naive to expect them to teach a bot that not only addresses their automation
needs (happy execution path) but also addresses the side effects of errors in
that execution (e.g., what to do when there are exceptions, branching based on
certain output status). Thus, that bot needs to evolve to address changes in
the outside environment, accommodate changes to its environment, and most
importantly provide a mechanism and tools, which includes the user in the loop,
to address situations that the citizen developer did not consider. Finally, these
bots need to also be maintained throughout their lifecycle as the software that
they interface with changes and the technology they leverage evolves.

5.6 Interpretability

As users interact with RPA bots to teach them new capabilities, it becomes even
more important for these bots’ behavior to be transparent and interpretable. This
allows users to build a more accurate mental model of the bots’ inner workings
and adapt their instructions accordingly, reducing the amount of guessing that
ultimately leads to a frustrating user experience. However, since the technology
that enables RPA bots to learn relies on AI, often complex black box models
like deep neural networks, explainability may not be intrinsic or easy to imple-
ment [27].

5.7 Interactive and Informative Experience

Teaching RPA bots, either by demonstration or instructions, can result in them
behaving differently from user expectations which can prove costly. For instance,
the bots may misinterpret the taught information and perform incorrect actions,
or may just not learn at all. This makes it important for the bots to provide infor-
mative responses during the teaching process reflecting their understanding at
every step. In addition, the responses need to be user-friendly and interpretable,
and the bots should also be able to elicit user feedback in an interactive man-
ner to determine when their expectations are not being met. Authors in [2,24]
discuss the importance of defining mechanisms for bots to “fail gracefully”, but
the vast space of multi-modal user inputs presents a challenge to identify the
appropriate response.

5.8 Learning New Skills

Initial research efforts towards teaching assistants [2,22] have limited their scope
to specific use-cases. However, in real-world settings, RPA bots need to be able



Teaching RPAs 257

to execute automation skills that vary widely in their complexity, scope, usage,
etc., and interact with users who differ in their expertise and teaching abilities.
Learning new skills may involve incrementally updating existing ones, training a
model through user-provided input/output examples, or even synthesising new
code from specifications, making it important for bots to be able to identify
what and how to learn. In addition, large teams of users may teach overlapping
skills, or with conflicting requirements, thereby requiring bots to have the ability
to disambiguate. Analysis of user interaction logs to identify similarities and
differences, transferring relevant knowledge across skills, and continual learning
with changing business and user needs, are important capabilities for bots to
possess to enable intuitive teaching models.

5.9 Guardrails

Any time we empower end users and/or the RPA bot itself to evolve throughout
the bot’s lifecycle, we must place guardrails to ensure that the behavior does not
cause harm or break any rules [8,15]. Microsoft’s chatbot disaster (where users
taught the chatbot to become racist within 24 h) [34], while one of the worst
case scenarios that could unravel, is not the only reason why safeguards are
important. Less dramatic reasons like company policy or domain best practices
may need to be encoded into such the bots; the users should not be able to use
teaching frameworks to circumvent such policies. Similarly, the bot should not
generalize to a state that may disregard these policies or best practices.

6 Conclusions

RPAs have been the crucial driving force in the digital transformation of enter-
prises, and are considered by many the seminal innovation in helping lower the bar
of development for business users. Most of this effort, however, is just in its infancy.
Our vision aims to lower the bar even further by advocating for the next generation
of RPA bots. By tapping into recent advancements in Artificial Intelligence, RPA
bots should provide users with an intuitive, interactive, and multi-modal frame-
work to teach RPAs new capabilities, that can be learned and refined in an itera-
tive manner. In addition, to achieve wide ranging use, these bots would also need
to have the ability to generalize the skills that they learn across different automa-
tion tasks and users with varied needs and expertise. This would empower business
users to become citizen developers and leverage RPAs to work for their personal
and organizational automation requirements. In this work, we outline several chal-
lenges that span across machine learning, process automation, and interactive task
learning that need to be addressed towards making this vision a reality.
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Abstract. Robotic process automation has been maturing with significant speed
and organizations that started using RPA during the past years now automate
the “low hanging fruit” with the best return on investment. The organizations
strive to utilize RPA to get a higher value. However, the deployment of RPA on
multiple processes is complex and demanding in terms of costs and resources. In
this research, we focused on the reduction of the RPA bot duration by using the
applications’ API in the RPA automation. We compared the duration of RPA bots
on three processes. The three processes were automated with RPA technology
via GUI and also via API. The results indisputably show that using API in RPA
automation has a positive impact on its duration. RPA bot using API was, in some
cases, ten times faster than RPA bot using GUI. The average duration change of
using API against GUI was in the interval from 84.01% to 91.87%. This change
shows the enormous acceleration of RPA bot and the impactful benefits of the use
of API in RPA automation of processes. We may thus conclude that API is a good
complement to RPA automation. RPA developers and RPA architects should use
API when it is possible for better utilization of RPA robots.

Keywords: Robotic process automation · Application programming interface ·
RPA standardization

1 Introduction

From the beginning of humankind, people have been trying tomake complex tasks easier
to increase valuewithout having towork that hard. Thanks to this evolutionary feature,we
have reached a point where we have RPA bots that do routine and monotonous work that
used to be done by humans. During the last years, rather than an emerging technology,
RPA has been turning into a mainstream technology and the wave of hype around RPA
has been slowly subsiding. In the near future, we may expect that fewer companies will
be willing to pay the extra money for a mainstream technology that, in some cases, is
incomplete, buggy, and hard to scale up. More frequently, companies and organizations
are interested in the total cost of RPA, the Full-time equivalent (FTE) saved, and the
overall Return on Investment (ROI). Therefore, themanagement of companies is pushing
the Center of Excellence (CoE) department to maximize efficiency, deploy RPA bots as
much as possible and maximize the utilization of licenses and robots [15, 26].
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On the other hand,whenRPAbots reach a certain criticalmass, they often require a lot
of additional work from RPA developers and the CoE maintenance team to produce any
value to the organization. In some cases, it can be a never-ending cycle of maintenance of
RPA bots [17]. Governance of deployed robots does not bring any additional value to the
organizations and consumes limited resources of CoE. Due to spending resources on the
maintenance of the robotic process, developers do not have enough time to deploy new
robots into production and improve the utilization of the RPA ecosystem. Originally,
RPA robots were primarily used for the automation of legacy systems, but with the
development of RPA technology, they are increasingly used for all kinds of automation.
The automation maintenance of legacy systems is less demanding than modern systems.
Legacy systems and their automation are usually more stable due to the fact that there
are no updates that would change the UI of the app or change the operation of the app. As
opposed to legacy systems, modern systems/apps are developed agilely and are updated
regularly in 14 day intervals (depending on the length of the development sprint). Every
new update may break any automation using the app; the more RPA robots deployed,
the more time spent on maintenance.

In 2000, Richard Fielding [14], in his dissertation thesis, laid the foundation for
REST API. This invention started a new type of back-end automation. REST API trans-
formed the IT world and led to the foundation of the new data-based economy [18]. API
automation is heavily used, especially for high volumes of processes, but finds appli-
cation also in less busy processes with few uses per day or even per month. Back-end
automation is considered reliable. However, the applications have to support the API.
The support of APIs is especially problematic in legacy software that was coded in
previous millennia, where much of today’s applications were written in programming
languages that are now considered obsolete, such as FORTRAN or COBOL [1, 3, 28].
Even today’s applications, written in modern programming languages, often do not sup-
port APIs, which leads to the impossibility of back-end automation. If the application
does not have API, the only possibility for implementing automation is on the front-
end, which is the domain of RPA. Another reason why back-end automation is used
just in specific cases is due to the fact that back-end automation requires much deeper
programming knowledge than RPA bots. This can be problematic in a world with a
shortage of experienced software engineers. Creating a simple API call is relatively easy
and similar to classic programming languages and RPA, but the subsequent processing
of information is more demanding than it is for RPA bots, which can be programmed by
a so-called citizen developer. Research published by Van der Aalst et al. [1] describes
when it is more suitable to use API versus when RPA is more appropriate. However,
many processes require connecting more than one application. If we automate a process
through multiple applications, some of these applications may allow API use, and some
may not.

In this paper, we investigate the possibilities of API use in automation via RPA,
which could help to solve the stability issues of RPA bots. We focus on researching the
potential benefits of API in RPA automation for the duration of a process. The current
state of the art suggests that API can be beneficial for duration of RPA bots but does not
provide enough evidence for this suggestion.
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The paper is structured as follows; first, we investigate work related to our research,
then we introduce a case-study example for testing the potential benefits of API in RPA
automation. Later we introduce the methodology of how we conducted the research and
the results of our research. To conclude, we discuss the results in the context of other
studies on this topic.

2 Process Automation

The automation of a process comprises numerous approaches and is not limited to the
robotic process automation and API automation presented in the introduction. Also, a
relatively frequent type of process automation is workflow automation [24]. Workflow
automation is usually limited to platforms such as CRM or ERP [9]. Extending the
workflow automation out of the platform is essential for opening the application interface
forAPI automationor for usingRPAon thegraphical user interface (GUI) of the software.
In Table 1, the advantages and disadvantages of the aforementioned types of process
automation are presented.

Table 1. Overview of process automation

Process automation Advantages Disadvantages

RPA automation The simplicity of automation,
changing the code of the
application is not required, the
possibility to automate various
applications and connect them

Not as reliable and stable as API, it
depends on third-party software

API automation The stability and reliability of
automation, the low operation
cost of automation

The complexity of automation
software without prepared API

Workflow automation The simplicity of automation,
the low operation cost of
automation

Limited to a particular platform

Workflow automation is not suitable for the automation of complex processes due to
limitation to a particular platform [9, 24]. RPA and API automation are versatile and it
is possible to use them for all kinds of automation [9]. RPA and API automation usually
have different uses for automation. For RPA, these include lightweight automation with
many applications, legacy systems, or when a hardcoded solution is not rentable [1,
3]. API automation is more typically used for automation processes that are high in
volume or an application with programmed API [1, 3]. RPA automation is considered
as an example of front-end automation and API automation as an example of back-
end automation. Front-end and back-end automation are not necessarily two separate
approaches. Web-scraping or software testing are good examples of connecting back-
end and front-end automation. The RPA technology from the main RPA vendors allows
the use of API calls in RPA automation. It is also possible to hardcode some code into
a process automated by RPA.
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3 Related Work

A comparison of API and RPA already started to appear in the first studies on RPA
technology, where it was necessary to point out suitable use cases and explore where
the technology has an advantage compared to other technologies. With the growing
popularity of RPA, the comparison of RPA and back-end automation has been declining.
More articles focus on the use, expansion, and enhancements of RPA robots [13, 27].
A frequently used example is intelligent process automation (IPA1), combining robotic
process automation with artificial intelligence [7, 19, 21]. The combination of RPA
with Business Process Management (BPM) represents the scope extension of RPA. In
this case, the process automation is used as a backup of a working process. It has the
advantage since the process for automation has to be mapped and documented. The
process for RPA bots has to be deterministic, so it also benefits from the consistency of
results [11]. There are also studies on the use of RPA for software testing and the use
of RPA in test-driven development [6]. Another example of improving and extending
the use of RPA is the use of process logs and RPA logs to compare manual and robotic
performance and detect potential process errors [10].

3.1 Improvement of RPA

In this study, we focused on the improvement and optimization of RPA bots. By improve-
ment and optimization, we mean increasing efficiency or performance. Coudhary and
Karmel [8], in their research, focused on the optimization of RPA bots by more effective
implementation of the infrastructure that RPA bots use. They achieve the improvement
by automatic scheduling activities that take place on the infrastructure. Similar research
was conducted to increase the efficiency of bots by scheduling. RPA bots were sched-
uled to complete all tasks in a queue with limited resources as quickly as possible. The
authors use linear integer programming to solve this problem [23]. This problem is very
complex and can be compared to the familiar “traveling salesman problem2” consisting
in finding ways to best allocate and utilize limited resources. Better utilization of limited
resources and efficiency improves the ROI of all RPA automation. An example of RPA
improvements is the framework for optimizing RPA robots in auditing. Eulerich et al.
[12] have developed a set of procedures for creating more efficient RPA robots in the
field of auditing; this has also led to the design and creation of architecture for RPA
robots. So far, there is no global standard that developers should follow. Most often,
developers use standards from RPA vendors that are not always optimal. This issue is
mentioned in the comprehensive study of RPA, and one of the future challenges is to
create a standard or at least the best case practices that developers will adhere to [25].

3.2 API in RPA

Most of the research papers about RPA and API or back-end automation mention RPA
andAPI in relation to the comparison of these two technologies. Existing studies describe

1 IPA is an abbreviation made from RPA + AI = IPA.
2 Also known as “Traveling agent problem”, “travelling salesperson problem” or TSP.
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when it is beneficial to use back-end automation and when it is preferable to use RPA
[1, 2]. In addition, there are studies that use third-party API applications to enhance or
extend the use of RPA such as the Google Vision API or the IBMWatson connection API
[5, 20]. In previous research [22], in-depth interviews with RPA experts revealed that
the use of RPA and API can be very beneficial for speeding up the process automation
and increasing the stability of the automated ecosystem.

Based on the research objective, we formulate the following hypothesis:

H0: API does not affect the duration of the process, automated by RPA bot.
H1: API does affect the duration of the process, automated by RPA bot.

4 Case Examples

A common RPA use case is the automation of the processes with sufficient maturity,
where the changes in the process are not typical, and adequate volume of transactions
to process. This use case is believed to have the most significant ROI. However, over
time, RPA automation has also proven to have other benefits as increasing the quality
of services, providing transparency to the process and improving the satisfaction of
employees [25]. This research paper and case examples examine these potential benefits.
Specifically,we test the effects ofAPI inRPAautomationon thedurationof the processes.
Weconduct the tests using three business processes. These business processes are specific
in that it is possible to perform the given activities using the API calls as well as the
graphical user interface (GUI) employed by the user. These three processes are presented
in Figs. 1, 2 and 3. While the three processes have been chosen to simulate simple tasks
that can be performed in most companies, they carry a certain level of complexity. The
flowcharts in Figs. 1, 2 and 3 represent the flow performed by the RPA robot via GUI. A
more detailed description of how we automate and measure these processes is provided
in the methodology section.

Process number one (P1) represents the automation of the social media page admin-
istration (Fig. 1). It simulates the process where a social media manager posts a specific
text or image to the Facebook page. P1 is the simplest case example of process automa-
tion. The automation for RPA automation of the GUI sequence is the following: RPA
robots open the web browser, go to the given URL address of the Facebook page, log
into FB, click on the button to create a post, write a prepared text, then click the post
button, wait 3 s, click on the arrow button and finally on the log out button. The API
automation sequence consists of RPA robot reading parameters such as URL, the API-
key and message of the API call and, via the REST API POST method, sends it. The
program receives the standard message with code about the progress.
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Fig. 1. P1 - management of social media

Process number two (P2) illustrates the automation of predefined key performance
indicator (KPI) reporting from an online database to the process owner or manager of
the KPI (Fig. 2). It simulates the process of reporting the net promoter score (NPS) from
a customer survey. The manager receives the NPS via email. P2 is constructed from the
following steps. Firstly, P2 reads the results from the online database, the RPA robot
calculates the NPS, and then emails it to the designated administrator. The automation
sequence for RPA automation of GUI consists of the following steps: RPA robots open
the web browser, go to the given URL address of the Airtable database, read the number
of promoters and detractors displayed on the web, click the user account button, click
on log out, RPA calculates the results with the formula for NPS and RPA use inbuild
method for sending email via Outlook. TheAPI automation sequence is: the RPA robot
reads parameters such as the URL of the database and the API key of the API call and,
via the REST API GET method, sends it. The API call receives JSON of records in the
database. The RPA robot parses the values from JSON to get the number of promoters
and detractors. The last two parts of the process are the same as GUI RPA automation.
The RPA robot calculates the NPS and uses the inbuilt Outlook method for sending the
email.

Fig. 2. P2 - reading values from database

Process number three (P3) is the automation of managing information about cus-
tomers, leads, and users. This automation addresses the problem of legislative require-
ments regarding the management of information about customers, leads, and users. It
simulates the process of deleting a customer from a CRM system because of legislative
requirements or based on customer request. P3 deletes all records from CRM and sends
an email to the user of CRM confirming that all records were deleted from the CRM
system. P3 automation is made up of two parts, one deletes the records in CRM, and
the second sends the email. The automation sequence for RPA automation of GUI
includes RPA robots opening the web browser, going to the given URL address of Hub-
spot CRM, logging into CRM, searching for the user that should be deleted, selecting
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the user, clicking the delete button, writing 1 for confirmation in the pop-up window,
clicking the delete button again, clicking on the account menu button, and clicking sign
out. Finally, the RPA robot sends an email via the STMP server to the user of CRM
providing confirmation of the deletion. During the API automation sequence, the RPA
robot reads the parameters such as the URL, API-key, ID user for deletion of the API
call and, via REST API DELETE method, sends it. The program receives the standard
message with code about the progress. If the deletion was successful, the RPA robot
sends the email with confirmation to the user of CRM via the STMP method.

Fig. 3. P3 - deleting person from CRM

5 Experimental Design

The aim of this paper is to analyze the potential benefits of using API calls in RPA
automation in terms of the duration of the process, automated by RPA bots. We designed
and automated three processes (P1, P2, and P3) introduced in the previous chapter. To
examine and validate the benefits of API calls in RPA automation, we used the three
most dominant RPA vendors selected by Gartner: UiPath (UP), Automation Anywhere
(AA), and Blue Prism (BP) [16]. For the purposes of this experiment, we used the demo
licences from each vendor. We did not use any paid feature offered by the vendors. In
addition to the demo software, we also used Python. For each vendor’s platform, we
built a version of the process automation using API and a version using GUI without
API. We made a validation program in Python to discern the time for the raw API call.
In total, we made 21 automations, 18 RPA automations, and three Python automations.
For each case example process on every platform for API and GUI six processes were
used. We used the same API calls with the same keys and URL for all processes. Also,
the login credentials were identical for GUI web apps. Because API calls are direct to
the greatest extent possible, we also tried to make the design of front-end automation as
fast as possible. In the GUI process, we directed the automation to the page where all
the actions are made. In Table 2, there is an overview table where it is possible to see
which processes were automated and which technology was used.

Table 2. Overview table of automation

Automation anywhere Blue prism UiPath Python

API P1, P2, P3 P1, P2, P3 P1, P2, P3 P1, P2, P3

GUI P1, P2, P3 P1, P2, P3 P1, P2, P3 -
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For all the RPA processes, we enabled the logging of RPA robots in order to log
activities in the processes. This way, we could later analyze the run-time of the pro-
cesses and duration of the activities. In Python, for tracking time, we used the datetime
module. We used time as the metric due to transparent comparison and the possibility
of transferring the time to the price of bot per hour. With time the analysis of the cost
and total ROI is straightforward.

We ran our automation for each process ten times. The process had to be completed
successfully, otherwise it was excluded from the time samples. Before running the pro-
cess on another platform, the computer was restarted to free operational memory. The
experiment was run on a computer with Windows 10, Intel Core i7-4712MQ and 8
GB of RAM. The versions of RPA platforms were Automation Anywhere 360 v.24 -
Build 12350 (Community Edition), Blue Prism 7.0.1 and UiPath 2021.10. The version
of Python used was 3.9.1.

From the RPA robot’s event logs, we used process mining techniques on RPA pro-
cesses to get the duration of all processes. All duration of activities is in appendix. For
a better understanding and representation of the results, we calculated the arithmetical
mean of measured values displayed in Table 3. For validation of our hypothesis that API
has an impact on the duration of the process, we used analysis of variance (ANOVA).

We aggregated the processes by the name of the case example and tested if there is a
difference in duration between the GUI RPA automation and RPA automation with the
use of API on the same process, the results are in Table 5.

6 Results

Table 3 contains the results of the average bot duration of the test processes. Values are
displayed in seconds, rounded to two decimal places. We can see that bot duration with
API was faster than bot using GUI in all processes. At first glance, we can see that the
differences are enormous. In some cases, API is more than 10x faster than RPA bot using
GUI. Table 4 describes the results of the analysis of variance for the measured values.
The results of the P-Value clearly show that the difference is statistically significant, and
we can reject the null hypothesis that API does not have any impact on the duration of
the process, automated by RPA bot. We accept the alternative hypothesis that API does
affect the duration of the process, automated by RPA bot. Based on the P-value, we can
reject the null hypothesis on every level of statistical significance (0.1, 0.05, and 0.01).
We may thus conclude that the use of API in RPA automation positively influences the
duration of the process and leads to a significant decrease. The results clearly show that
API is beneficial and reduces the run-time of RPA bot compared to RPA bot using GUI.

Table 3. Mean of the duration of processes

Technology P1 GUI (s) P1 API (s) P2 GUI (s) P2 API (s) P3 GUI (s) P3 API (s)

AA 27.3 2.1 21.7 3.8 30 2.1

BP 31.41 2.11 25.21 2.27 29.58 1.47

UP 21.85 3.61 16.55 4.07 16.8 2.65

Python – 1.7 – 1.78 – 1.05
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Table 4. Results of statistical significance of ANOVA

Name of the
process

ANOVA coefficient
(F)

P-value

P1 8993.04 9.64e−62

P2 792.88 5.9e−35

P3 6127.28 2.83e−57

In Table 5, we have an arithmetical average of duration for the processes automated
via GUI and the processes automated via API. We aggregate values from all platforms
for one process to obtain the average duration for each process with a certain method. In
the fourth column, we can see the average difference calculated by subtracting the API
duration from the GUI duration. In the last column, we derived the percentage change
from the average, where we take the GUI method as the base and the API method as the
new result. We arrived at the percentage change of a decrease in the interval of 84.02%
to 91.87%.

Table 5. Difference between RPA automation using GUI vs API

Name of the
process

AVG GUI
duration (s)

AVG API
duration (s)

AVG difference (s) AVG percentage
change (%)

P1 26.85 2.6 24.25 −90.32

P2 21.15 3.38 17.77 −84.02

P2 25.46 2.07 23.39 −91.87

7 Discussion

In this research, we focused on exploring the potential benefits of API on duration in
RPA automation. Due to the fact that RPA automation is widely used to connect multiple
applications, it is highly probable that one or more applications have an application pro-
gramming interface. Based on our experiment with three case examples processes that
were automated via the most commonly used RPA platforms, we confirm our hypoth-
esis that API in RPA automation has a positive impact on the duration of the process,
automated by RPA bot. Since RPA is associated with significant costs, the opportunity
to speed up the automation so that the robot can produce more value in less time has a
positive impact on the total return of investment into automation.
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Another advantage of APIs in RPA automation mentioned by Prucha [21], that APIs
can improve the stability of RPA bots, is probably true. When developing RPA automa-
tion on the GUI, we had to repair and reselect some selectors on the GUI before running
the test, despite trying to select stable selectors. This assumption was not properly tested,
but we can recommend exploring it in future research. This finding brings us back to
design patterns and standard RPA architecture, as these findings could be considered
key in the development of the standard [23]. The results clearly show that the API will
be faster than RPA bot using GUI, and if the API can be used, the RPA developer should
use it.

The time tracking has certain limitations, which is essential to mention. Although
they are software applications, the individual runs of RPA robots vary in terms of the
duration of the automation. Thus, the duration of the same activity may differ and is not
completely constant. Usually, the discrepancy is slight and we consider, as others have,
that the distribution of outputs will be narrower than the normal distribution or follow the
pattern of normal distribution [3, 4]. Based on this fact, the property of outliers emerges,
which influences measured results and the final average. In the appendix, we can see
that the variance of RPA bot is relatively extensive in some cases. This is due to the fact
that we work with and use multiple elements in automation, such as the graphic design,
the web browser, the server, the computer where the robot is running, the memory of the
computer, the distance of a local station from the server, if the application is cached in the
memory, and more. To calculate the overall ROI, it is important to consider all elements
which can influence the RPA automation. In addition to time tracking limitations, there
are also minor limitations in logging activities. Logging activities are limited to raw API
calls made via Python. Because of the nature of the code, there is a delay in program
execution as the datetime library needs to be loaded first to get the current time. Also, the
precision of timemeasurement in Automation Anywhere is a little questionable because,
with the Automation Anywhere community edition license, we get time accuracy to the
second, not to tenths or hundredths of a second. It is important to note that we do not
compare RPA vendors’ platforms with each other. The differences in duration between
platforms are not comparable because on some platforms, we spend more time with
optimalization to reach some level of stability at the expense of speed. Also, for some
platformswe spendmore time automating the process,whichwould lead to biased results
if we were to compare RPA platforms.

It is also important to add the cost of time spent on analyzing and building the
automation of the process. The time for building the RPA automation with API was
variable and dependent on more factors. In general, the API process was the fastest to
automate, but in reality, it depends on theAPI documentation of the application. The type
of API call also contribute to the development time. It is the difference between the GET,
POST and DELETE call. The API GET call is different due to the fact that the received
data need to be processed, which prolongs the build time. One of the contributors to total
build time is the preparation of the application to work with API calls. Most applications
need at least theAPI key. Enabling the use ofAPI by an administrator of the application is
also frequent. An organizationwith strict cyber security can delay the development of the
RPA automation. The build time of the RPA bots with GUI was less variable in time and
probably the development of GUI automation took slightly more time. However, build
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time was not tracked. These assumptions lead to another potential research challenge to
track the build time of API or GUI RPA automation, especially from the perspective of
citizen developers.

8 Conclusion

The results are unambiguously in favour of the use of API in RPA automation. API, in
some cases, is more than ten times faster and, in general, the most modest difference is
an 84% reduction of the duration of API compared to RPA bot using GUI. The results
provide explicit evidence of the benefits of API on the duration of the process, automated
by RPA bot. The results of this research contribute to the future development of RPA
technology, and it can be used to help build standard design patterns for RPA automation.
As future research, it is not limited just to other benefits of API in RPA technology, but
also offers opportunities for researching other methods or design patterns to improve
the stability of RPA, rendering RPA maintenance-free or speeding up the whole RPA
process.
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Appendix

Table 6. Blue Prism individual runs of the process

P1 GUI (s) P1 API (s) P2 GUI (s) P2 API (s) P3 GUI (s) P3 API (s)

31.5 1.8 21 0.73 30.3 1.1

31.2 1.9 26 0.42 30.1 1.3

32.7 1.9 25.5 0.8 30.1 1.3

31.2 1.8 26 0.8 30 5

31.2 1.9 25.8 1.85 30.2 1

31.3 2 24.9 0.7 30 1

31.3 1.8 25.7 0.387 30.2 1.1

31 1.8 25.8 0.8 27.45 1

31.2 1.7 24.8 2 30.3 0.9

31.5 4.5 26.6 14.21 27.1 1
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Table 7. UiPath individual runs of the process

P1 GUI (s) P1 API (s) P2 GUI (s) P2 API (s) P3 GUI (s) P3 API (s)

24.5 3.1 24.5 6.8 19.3 2.2

23 3.6 15 3.8 16.7 3

23 4.3 17.1 3.7 16.2 2.7

20 3.1 16.8 3.8 16.2 2.6

20 3.3 15.7 3.6 18.2 2.5

20.7 3.3 16.2 3.7 16.1 2.4

19.2 4 14.6 4.2 16.6 2.4

20.9 4 13.8 3.7 15.8 2.4

25 3.4 15.6 2.7 16.8 3.1

22.2 4 16.2 4.7 16.1 3.2

Table 8. Automation anywhere individual runs of the process

P1 GUI (s) P1 API (s) P2 GUI (s) P2 API (s) P3 GUI (s) P3 API (s)

27 3 22 5 32 2

28 1 21 3 29 2

28 2 20 4 31 2

27 2 27 3 32 3

26 2 23 3 28 3

28 2 21 4 30 3

28 2 19 5 27 2

27 3 22 3 32 1

27 2 22 4 30 2

27 2 20 4 29 1

Table 9. Python individual runs of the process

P1 API (s) P2 API (s) P3 API (s)

2.9 4.2 1.1

2.5 1.2 1

1.1 2.2 0.9

1.3 1.2 0.9

(continued)
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Table 9. (continued)

P1 API (s) P2 API (s) P3 API (s)

1.3 1.5 1.7

1.3 1.1 0.9

1.4 1.7 1

1.2 1.5 1

1.9 1.6 1.1

2.1 1.6 0.9
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Central and Eastern Europe (CEE) Forum

BPM research in the context of CEE countries opens up endless opportunities for
developing possibilities for both the theory and practice of BPM. BPM applications in
CEE countries can face numerous challenges, from differences in national culture and
business processes resulting from their respective business environment, legal regu-
lation, differences in digital literacy, and more. Organizations from CEE economies
sometimes follow practices and models conceived and tested in highly developed
countries. Still, they are also obliged to use their own experience and understanding of
their local business environment. In this area, research on BPM is still needed to better
document, implement, and improve operational business processes in the context of an
organization and its environment, its culture and country. A better understanding of
BPM in the CEE region would enable practitioners to avoid the issues faced by these
countries in the process of BPM adoption and be a valuable contribution to the field of
BPM.

We received nine submissions, and the top four highest quality papers were
selected for presentation and publication. Each submission was reviewed by at least
three Program Committee (PC) members. Papers of Polish authors dominated in this
edition.

The literature-based research landscape of BPM in CEE countries was addressed by
Renata Gabryelczyk (University of Warsaw, Poland), Edyta Brzychczy, Katarzyna
Gdowska, and Krzysztof Kluza (AGH University of Science and Technology, Poland).
The authors of this study showed apparent research gaps that should be filled in line
with the idea of contextual intelligence to justify the new research questions on BPM
that researchers in CEE countries may post.

In another accepted paper, Piotr Sliż (University of Gdansk, Poland) took up the
research topic concerning the integration of the concepts and methods of process and
project management. The author showed the benefits of this integration and empirically
examined the process-project maturity of selected large organizations in Poland.

Another study was conducted by a strong team of co-authors from different uni-
versities in Poland: Waldemar Glabiszewski (Nicolaus Copernicus University),
Szymon Cyfert (Poznan University of Economics and Business), Roman Batko (AGH
University of Science and Technology), Piotr Senkus (independent consultant, for-
merly UPH), and Aneta Wysokińska-Senkus (War Studies University). The authors
proved that the increase in the importance of competencies in knowledge management
after the COVID-19 pandemic will significantly change the main components of
process orientation in organizations.

In the context of the constantly existing connection of BPM with the planning,
design, and implementation of ERP systems, the topic of ERP systems development
was considered by the following team of authors: Marek Szelągowski (Polish Academy
of Sciences, Poland), Justyna Berniak-Woźny (University of Information Technology
and Management, Poland), and, Audrone Lupeikiene (Vilnius University, Lithuania).



Based on a literature review, relevant market reports, and interviews with ERP experts,
the authors explored the essence and main approaches to ERP transformation into
process-based ERP systems.

We would like to thank the authors and Program Committee members for con-
tributing to the 2nd edition of the Central and Eastern Europe Forum. We are con-
vinced that the CEE Forum will help strengthen the existing body of BPM knowledge
in the CEE region. We recommend reading these selected papers to the broader
community of BPM researchers, practitioners, and enthusiasts.

September 2022 Vesna Bosilj Vukšić
Renata Gabryelczyk

Mojca Indihar Štemberger
Andrea Ko 
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Abstract. This article presents the results of a literature review on Business
Process Management in the countries of Central Eastern Europe, authored by
researchers affiliated to those countries. In line with the used review protocol, our
study comprises 159 journal articles analyzed from a meta-perspective, including
60 empirical articles that underwent content-based analysis. While researching
BPM in CEE countries, we diagnosed Management as the most-studied phe-
nomenon among the three main areas of BPM alongside Foundations and Engi-
neering. Among the different characteristics of BPM research diagnosed, we iden-
tified, as examples, research developments over time, and, Croatia and Slovenia
as the nations most involved in BPM research. In order to identify the research
gap regarding the BPM capabilities understudy, and to engage researchers in new
trends combining BPM with digitalization, we used the original and updated core
elements of the BPM framework. We have shown that BPM methods are the most
tested, followed by Governance and Strategy Alignment. As in previous studies,
elements of People and Culture are under researched. The inclusion of enhanced
and novel BPM capabilities in light of digitalization is in the very early stages of
research in CEE. Our studies show apparent research gaps that should be filled in
line with the idea of contextual intelligence, justifying the new questions on BPM
that researchers in CEE countries may post. This approach allows the drawing
of new conclusions and thus contributes to the development of the BPM body of
knowledge.

Keywords: Business Process Management · BPM · Central Eastern Europe ·
CEE · Literature review

1 Introduction

The main aim of this paper is the examination of published research on Business Pro-
cess Management (BPM) by authors affiliated to Central and Eastern European (CEE)
countries, and in particular, the exploration of the state of published studies reporting on
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empirical research results from CEE countries. Our study is therefore aimed at present-
ing the landscape of BPM research in CEE countries, both filling the existing research
gap in the field of BPM research, and fitting into the CEE Forum organized during the
international BPM conference. Our motivation to undertake this study was two-fold.

Firstly, with the rapidly growing number of scientific and professional publications,
effective knowledge management is crucial to following current trends, participating in
scientific discussions in the field, and identifying research gaps [33]. Fully understanding
this approach, we decided to apply the literature review method to help scientists from
the CEE region diagnose both the well-researched and under-researched BPM aspects.

Secondly, our research challenge fits in with the rhetoric of authors researching
various areas of management and management information systems who see many dif-
ferences between economically and geographically diverse regions and the impact of
these differences on the planning, implementation and application of technologies and
management concepts [34]. This approach is also in line with the idea of contextual intel-
ligence proposed by Khanna [19], according to whom different research environments
require the reconsideration of the validity and generalization of the obtained research
results in the various cultural, geographic, social and economic contexts. This is espe-
cially true for empirical research. These contextual intelligence imperatives were also
demonstrated in earlier, albeit singular, research on BPM in transition economies [10].
Thus, we believe that it is prudent to undertake research on a sample of CEE countries
to gain a scientific basis for comparing the obtained results in various contexts of apply-
ing, researching and developing the BPM discipline. Another justification for our study
is to examine how authors in CEE countries fit into the latest research trends. As the
most recent BPM research indicates that “BPM and digital innovation belong together,
like two sides of the same coin” [21], we decided to check whether authors from CEE
countries are meeting this challenge.

We applied the systematic literature review (SLR) as the research method best suited
to the purpose of this paper. Due to the sheer size of the body of publications, the tra-
ditional review approach was superseded by the SLR which enables a more objective-
oriented systematic literature review [33, 44]. SLR is awidely used approach for explana-
tory or critical state-of-the-art analysis of advances in a given field [46], so we therefore
found it appropriate for analyzing the BPM research landscape in CEE countries.

The main research question we posted for this study is formulated as follows:
RQ: What is the BPM research landscape in Central and Eastern Europe countries?

To find the answer, we structured the following three research questions in more detail
based on previousBPM literature reviews conductedwithout reference to theCEE region
[13, 30].

RQ1: What are the main characteristics of publications on BPM in CEE countries
from a meta-perspective? RQ2: What are the characteristics of publications on BPM in
CEE countries from a content-based perspective? RQ3: What BPM capability areas are
explored in empirical research in CEE countries in view of digitalization?

Our article is structured as follows: in the Background section, we present a brief
overviewof previous research onBPMbased on the literature and covering all CEE coun-
tries. In the next part, we present the research process that we carried out in accordance
with the systematic literature review. We present the results of the obtained research
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broken down into meta and content-based analyses. The final part covers the conclusion,
limitations and plans for the future.

2 Background

Over the past three decades, the body of knowledge on Business Process Management
includes many papers surveying publications in this field. However, papers authored
by researchers affiliated in CEE countries or reporting research conducted on institu-
tions located there are relatively scarce. Therefore, in this section we refer to BPM
survey papers that either present referential BPM survey methodology or provide find-
ings on BPM in CEE countries. Houy et al. [13] contributed with a reference frame-
work for a comprehensive analysis of empirical BPM articles where a meta-perspective,
content-based, and methodical perspective are used for identifying exciting trends in
BPM research. In the mentioned work by Houy et al. [13], the authors affiliated them-
selves with institutions outside CEE and conducted research on articles indexed in the
SCI and Ebsco until 2008. The analysis was not restricted by the authors’ countries of
affiliation or restricted by the geographical location of their research subject. The CEE
is represented by two articles, one each from Slovenia and Estonia.

The aforementioned framework was further developed by Roeser and Kern [30]. It
was applied to conduct a systematic literature review of empirical BPM survey papers
indexed in selected databases until October 2013. The final selection of papers comprised
51 ranked journal papers in which BPM or BPM-related topics were of primary research
interest. The analysis showed that the range and extent of BPM studied differed between
regions and countries. For the most part, BPM was studied in Europe (including CEE
countries: Croatia and Slovenia), America and Asia. Therefore, further research should
examine the relationship between contributions to the BPM body of knowledge and the
authors’ affiliation and location of the research subject, as this will facilitate examining
the effect of the country’s specific contextual embeddedness on BPM.

Literature reviews for BPM usually focus on examining the state of the art from the
perspective of a selected aspect of BPM, e.g., one of the core elements of BPM such as
culture, type of organization under study, BPM software, BPM life cycles or ties of BPM
with other concepts or technologies [1, 8, 26, 42, 43, 47]. In this research, geographical
criteria related to the authors’ affiliation or location of the studied companies are barely
used, therefore, it is rare to find analyses dedicated directly to CEE countries. Papers
contributing to an improved understanding of BMP in or for CEE are scarce with the
majority of them simply covering a selection of CEE countries (e.g., [27, 35]), though
some do refer to the entire region (e.g., [9, 10]).

Pilav-Velić & Marjanovic [27] studied key motives for BPM implementation within
different business processes and across industry sectors in Bosnia & Herzegovina, while
Stojanović et al. [35] conducted a comparative analysis of BPM practice in Slovenia
and Serbia. Both formulate recommendations for successful BPM implementation in
companies operating in transition economies and emphasize the need for studying BPM
in reference to the unique context of transition economies.

For an analysis of the state of BPM research in CEE refer to Gabryelczyk et al.
[9] and to Gabryelczyk and Roztocki [10]. Authors in [9] include a literature review
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of journal publications on BPM by authors affiliated to these countries, published until
October 2015, and referring exclusively to research on BPM carried out in the transition
countries. The analysis was based on the six core elements of BPM framework. The
majority of 29 papers under examination are surveys or case studies focused on Strategy
Alignment,Governance, orMethods. Gabryelczyk and Roztocki [10], aiming to develop
a BPM framework for transition economies, extended the SRL in November 2016 with
previously used criteria. Articles (47) meeting these specific criteria were affiliated in
10 transition countries with the most active Slovenia and Croatia. The majority of the
articles were published from 2012 to 2015. The main conclusion from this study was
the development of a BPM success framework adapted to the specificity of transition
economies.

Thus, the particularly sparse research to date shows both a slow but continuous
change in general research culture in CEE countries as well as an increasing interest in
BPM at both an academic and applicational level. A significant research gap, therefore,
arises here requiring detailed continuous research due to the unique nature of the region.

3 Methodology and Research Process

In line with the systematic literature review process by Xiao & Watson [46], we began
with the formulation of the research problem and development of a review protocol.
This step includes posing research questions, inclusion criteria, search strategies, quality
assessment criteria, screening procedures, and strategies for synthesis and reporting.

The research process, including the elements of the review protocol and the outcomes
of subsequent steps, is presented in Fig. 1. When formulating the research problem, we
focused our research on CEE countries as defined by the OECD comprising Albania,
Bulgaria, Croatia, the Czech Republic, Hungary, Poland, Romania, the Slovak Republic,
Slovenia, and the three Baltic States of Estonia, Latvia and Lithuania [24], and including
some former states of the former socialist countries, i.e., Belarus, Bosnia and Herzegov-
ina, Kosovo, Moldova, Montenegro, Macedonia, Serbia, and Ukraine. Thus, our review
included 20 countries.

In the first step of our research process, we used Scopus and ISI Web of Science
databases as meaningful sources of publications. The Scopus database is the largest
international abstract and citation database of peer-reviewed literature [48]. To validate
the results, we also searched Web of Science, which contains publications that have
undergone a review process and provides complete information suitable for analysis
[39]. The databases were searched with the phrases “business process management”
or “BPM" in the title, abstract or keywords fields, and a list of the selected countries,
with the exclusion of disciplines not related to BPM topics (e.g., Clinical Neurology,
Chemistry, Physics). Database searching was carried out in February 2022. As a result,
we obtained 426 papers. Since used databases are inclusive, it was necessary to remove
duplicate items. As a result, we removed 117 papers in the second step of our process.
Following this step, 309 papers remained for inclusion criteria screening.
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Fig. 1. The review process in our study and outcomes of subsequent steps.

The following inclusion criteriawas formulated by ourselves: (1) The language of the
publication is English, (2) The paper is a journal publication, and (3) The title, abstract,
or keywords include “business process management” or “BPM". At this step, we divided
the whole dataset into four subsets with each subset being checked independently by
two researchers in parallel. Inclusion criteria was checked and the title, abstract and
keywords carefully read by us to assess if they fit our research parameters. In total, 107
papers failed to meet the inclusion criteria, including 38 papers in which a non-related
definition of BPMwas used (i.e., beats per minute (heart), balance of payments manual).
We obtained 202 relevant papers for the quality assessment step. In the fourth step, we
browsed through the full-text articles to assess their quality and eligibility for further
analysis. Papers unrelated to the BPM concept were excluded (e.g., BPM appeared
only in keywords) and short papers (e.g., research notes). Similarly, as in the previous
step, each paper was reviewed by two researchers independently. Disagreements were
discussed with the researcher not involved in assessing the disputed paper. After this
step, we qualified 159 papers for the data extraction process.

In the data extraction step, we collected data related to meta-perspective analysis and
data related to content-based analysis. For the purposes of meta-perspective analysis,
we extracted parts of the papers’ records (e.g., names of authors, affiliations, publication
year, and journal title). We assigned the paper to one of the three main research areas:
computer science, information systems engineering, and information system manage-
ment, following three main tracks distinguished at the BPM conference: Foundations,
Engineering, and Management (F/E/M). The aforementioned assignments were car-
ried out by two researchers independently. In case of assignment differences, a third
researcher was involved in the final decision.
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For the content-based analysis purposes, we assumed the following coding:

• presentation of empirical research on BPM in CEE countries,
• relation to the original six core elements of the BPM framework and updated BPM
capability framework and their core elements (Strategic BPMAlignment,Governance,
Methods, IT, People and Culture),

• the relationship to a sector and industry covered by empirical research (public/private
and economic activities according to the NACE classification).

The coding mentioned above proceeded in a similar way of assignments carried out
for meta-perspective analysis purposes. As a result of the data extraction step, we uti-
lized 159 papers for meta-perspective analysis and obtained 60 papers for content-based
analysis (containing 72 contributions). The data collected was analyzed and synthesized.
The results of our study are presented in the following sections.

4 Results from the Meta-perspective

4.1 Review by CEE Countries, Authors and Their Contributions

For the meta-perspective analysis, we considered 159 papers that fulfilled our inclusion
criteria. The number of publications is presented by year in Fig. 2.
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Fig. 2. The number of papers by year.

As our query was undertaken in the middle of February, the number of publications
(2) found in 2022 is not representative and, therefore, not included in Fig. 2. It is evident
that the number of publications has been growing over the years.

Figure 3 Represents the number of papers by CEE countries (the countries without
any paper for the meta-perspective analysis were omitted). The papers with authors from
various countries were classified as “Multiple countries”, so it should be noted that in
the case of Slovenia and Croatia, the number of papers including the papers with the
cooperation of multiple countries are 32 and 27 respectively. We list those articles in our
study as contributions from a given country (including those among all countries whose
authors were included in the paper).
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Fig. 3. The number of papers by country.

The top five most prominent authors in the surveyed area from the CEE countries
(with CEE affiliation) are presented in Table 1. All of these authors are affiliated with
institutions in the top five countries based on the number of contributions per country. It
can be observed thatmost authors fromour list come from two institutions: theUniversity
of Ljubljana (Slovenia) and the University of Zagreb (Croatia). The average number of
authors per paper is 3.2, and the median is 3.

Table 1. Top authors on BPM in CEE countries.

# Contributions Author Affiliation Country

16 Vesna Bosilj Vukšić University of Zagreb Croatia

14 Mojca Indihar Štemberger University of Ljubljana Slovenia

10 Peter Trkman University of Ljubljana Slovenia

9 Marlon Dumas University of Tartu Estonia

9 Marek Szelągowski Polish Academy of Sciences Poland

The 159 papers are distributed over 106 unique journals, with the majority (80),
being solely single paper publications. Sixteen journals published two papers, eighteen
published three papers, and theBusiness ProcessManagement Journal (BPMJ) published
18 papers. It is noted that in comparison with the review from 2016 [9], a significant
increase in the case of high-quality journals such as BPMJ (IF 3.464), e.g., [8, 12, 13,
30, 36, 43], Information Systems (IF 2.309), Journal of Competitiveness (IF 4.725) or
International Journal of Information Management (IF 14.098) [3, 38]. Thus, the greater
number of articles in these journals may indicate an increase in research quality in CEE
institutions.

4.2 Review Due to Phenomenon: Foundations, Engineering, Management

To find out about CEE contributions to an existing body of knowledge, we assessed each
paper before placing them into one of the three categories in terms of the phenomenon
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according to the Business Process Management conference [45]: Foundations, Engi-
neering, and Management. The assessment criteria are given in Table 2. Each paper was
assessed by two researchers independently and we discussed disagreements to obtain
consensus. We were interested in identifying areas of the main research concern in CEE
countries, enabling recognition of potential underrepresented topics.

Table 2. The criteria for the division into the phenomenon according to the Business Process
Management conference [45].

Phenomenon Criteria

Foundations Papers concerning underlying principles and concepts of BPM systems which
introduce novel concepts of BPM systems with the proof-of-concept
implementations

Engineering Papers concerning research in engineering aspects of information systems
research that are empirically evaluated in a rigorous and preferably
reproducible manner

Management Papers concerning BPM concepts and methods that support various issues of
business management, such as strategic alignment, governance, methods,
information technology, and human aspects, including people and culture, as
well as build-on and draw-from real-world organizational endeavors in BPM

Based on the identification of the category appropriate for each paper, Fig. 4 shows
the contributions per country divided into category groups.
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Fig. 4. The number of contributions by country and phenomenon.

In most of the presented countries, with the exception of Belarus and Bulgaria,
we identified papers with Management as the primary phenomenon. There is a clear
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majority of Foundations and Engineering contributions found only in Estonia. These
contributions are developed mostly in cooperation with researchers from outside the
CEE area. Explored topics, especially in the Management area, are often the result of
an organization’s needs in a given CEE country (e.g., ministry [20], healthcare system
[28] or retail industry [15]).

5 Results from the Content-Based Perspective

5.1 Content Related to Empirical Research in CEE Countries

The content-based perspective in our literature review included the analysis of articles
covering the results of empirical research conducted in the CEE countries. Empirical
research relies on data gathered through evidence and approach, using quantitative and
qualitative methods for gathering this evidence [5].

The inclusion criteria for this analysis were met by 60 articles. However, considering
multi-author contributions from different countries and/or studies conducted in different
CEE countries, the total contributions count is 72. All articles were classified under the
meta-perspective in the “Management” research area, which results, to an extent, from
the definitions adopted for this area from the field of information systems management.
All articles have been reviewed in terms of content that allowed us to identify the most
involved CEE countries in empirical research and learn about the BPM issues most
frequently studied in the specific region.

The countries that provide by far the most numerous empirical research on BPM are
Slovenia (20 contributions) and Croatia (18 contributions). BPM researchers from these
countries also most often collaborate by providing multi-author articles with affiliations
of these two countries, e.g., [3, 12, 16, 36], and research involving organizations from
Balkan countries [4, 6, 16].

Fig. 5. The number of contributions that reports results of empirical research in CEE countries.

Empirical research was also conducted on data obtained in organizations in the
Czech Republic (15), Poland (8), Serbia (4), Romania (3), Slovakia (3), Ukraine (2), and
Hungary (2). In the CEE countries shown in Fig. 5 in white, we did not diagnose reports
from empirical research on BPM.
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5.2 Content in View of BPM Frameworks

In order to provide an established theoretical basis for examining the contributions of
CEE countries in the BPM area, we have adopted the original and updated version of
the six core BPM elements framework.

Table 3. Definitions and issues related to core elements of BPM in the original and updated BPM
framework.

Core element of BPM Core elements of BPM
framework, definitions by de
Bruin and Rosemann 2007 [7]

Enhanced and new BPM capability
areas, issues based on Kerpedzhiev
et al. 2021 [18]

Strategic alignment Continual tight linkage of
organisational priorities and
enterprise processes, enabling
achievement of business goals

Strategic BPM Alignment,
Strategic Process Alignment,
Process Positioning, Process
Portfolio Management

Governance Establishing relevant and
transparent accountability and
decision-making processes to
align rewards and guide actions

Contextual BPM Governance,
Contextual Process Governance,
Process Architecture Governance,
Process Data Governance, Roles
and Responsibilities

Methods Approaches and techniques that
support and enable consistent
process actions and outcomes

Process Content Management,
Process Compliance Management,
Process Architecture Management,
Process Data Analytics, BPM
Platform Integration,
Multi-purpose Process Design,
Advanced Process Automation,
Adaptive Process Execution, Agile
Process Improvement,
Transformational Process
Improvement

IT Software, hardware and
information management
systems that enable and support
process activities

People Individuals and groups who
continually enhance and apply
their process-related expertise
and knowledge

Data Literacy, Innovation Literacy,
Customer Literacy, Digital Literacy

Culture Collective values and beliefs
that shape process-related
attitudes and behaviours

Evidence Centricity, Change
Centricity, Customer Centricity,
Employee Centricity

This framework was originally proposed by de Bruin and Rosemann [31] based on
BPM critical success factors in order to build the foundations for a BPMmaturity model
and to identify capability areas [7]. Thereafter, based on the consolidation of litera-
ture, triangulation of various research methods and increasing the detail of description,
a model was created which distinguished six core elements critical to BPM: strategic
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alignment, governance, methods, information technology, people, and culture [32]. In
this form, the six core BPM elements framework was used in the previous research,
e.g., to structure practical BPM case studies from around the world [40, 41] and, in the
literature review of BPM research in transition economies [9]. Over time, due to the
increasing absorption of new technologies and the rapidly increasing digital transfor-
mations, this framework was updated in 2021 in view of new challenges for BPM [18].
Due to the ever-closer connection of methods and IT technologies supporting success-
ful BPM adoption, and, above all, their rapid development, only five main capability
areas were distinguished in the new framework, combining the Methods and IT areas
(Table 3).

Using the six core elements of the BPM framework allowed us to assess the current
state of research in CEE countries and analyze critical research aspects raised by authors
in the region. Although many of the articles were of a multi-faceted nature, we identified
the dominant core element of BPM in each of them. As a result of the analyses, it
transpired that authors researching BPM in CEE countries focus their research interests
onMethods (27 contributions) defined as tools and techniques that support all activities at
different stages of the process life cycle, e.g., for documenting, analyzing, implementing,
measuring, and executing a process (Table 4). These are the basic issues for using
BPM in an organization, and the high interest in them remains unchanged compared
to previous research on BPM elements in transition countries [9, 10]. The results of
our research also show a fair number of studies in the areas of Strategic Alignment
(12 contributions) and Governance (14 contributions). Empirical research in CEE often
addresses the issues of increasing financial performance through the use of BPM, e.g.
[11, 22] and the application of performance criteria within the established responsibility
framework [16, 17]. As in previous studies, the areas of People and Culture remain the
least explored.

Table 4. Contributions from CEE countries count by six core elements of the BPM framework.

Country Strategic alignment Governance Methods IT People Culture

Slovenia 5 4 7 2 1 1

Croatia 5 5 4 2 0 2

Czech Republic 1 4 6 3 1 0

Poland 0 0 5 1 1 1

Serbia 1 1 2 0 0 0

Romania 0 0 1 1 1 0

Ukraine 0 0 1 1 0 0

Hungary 0 0 1 0 0 0

Slovakia 0 0 0 0 1 0

Count (72) 12 14 27 10 5 4
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In order to check whether the BPM research in CEE countries takes up the new role
of BPM in organizations changing under the influence of digital transformations, we
applied the updated BPM capability framework developed by Kerpedzhiev et al. [18].
However, the results of our investigation have shown low research engagement in the
enhanced and new BPM capability areas so far. References to novel aspects of BPM in
view of digitalization are only acknowledged in 6 articles (8 contributions). Croatia once
again leads in two areas: Methods/IT and Governance (2 contributions). Process Data
Governance issues were discussed in two articles jointly with authors from Slovenia [3,
36]. Business Intelligence systems are here considered a novel capability area in the
aspect of leveraging process-related data. Croatian author contribution to Methods/IT
includes Process Context Selection [29] and Agile Process Improvement [4]. The other
two articles were also classified under theMethods/IT area. The authors from the Czech
Republic took up the topic of Advanced Process Automation [37], while the authors
from Romania touched BPM Platform Integration [2].

5.3 Content in View of Sector/Industry

The reviews of the articles were also carried out concerning the sector and industry cov-
ered by empirical research [14, 30]. The most important characteristics of the obtained
sample confirm that 60% (36 papers) of analyzed empirical papers in CEE countries
concern research on private sector organizations. In comparison, 18% (11 papers) cov-
ered public sector, mainly government agencies. In 10% (6 papers), the survey covered
diverse organizations from both sectors. The sector was not specified in 12% of the arti-
cles. The results of empirical BPM research in CEE countries confirm earlier findings
[13] that the public sector remains much less researched. We extracted data regard-
ing industry according to the Nomenclature of Economic Activities [23]. This analysis
shows that 50% (30 papers) contain empirical research conducted on large samples of
organizations classified as various economic activities, according to NACE. Among the
remaining papers, we can emphasize: O - public administration and defense (10%, 6
papers), C - manufacturing companies (8%, 5 papers).

6 Conclusions, Limitations and the Future Research

A systematic literature review performed from a meta-perspective and content-based
perspective makes it possible to diagnose research gaps and set directions for further
research in the BPM domain [13, 30], while the findings of Pilav-Velić & Marjanovic
[27] and Stojanović et al. [35] indicate the need for detailed BPM research in CEE
countries due to their unique contextual character of transition economies. The need
for monitoring the state of BPM-related research in CEE countries is derived from the
hitherto paucity of such research [9, 10] and is in linewith the belief that different research
environments may result in new research questions leading to significant contributions
to the discipline [19]. This was ourmotivation for surveying the BPM research landscape
in CEE countries.

(RQ1)Compared to previous studies [10], we can observe a significant increase in the
number of journal papers indexed inWeb of Science and Scopus authored or co-authored
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by researchers affiliated with CEE institutions. Examining the increase in the number of
publications, we assessed the dynamics of growth of such papers over time.We identified
the journals with the highest number of articles from the surveyed region, the most active
countries, researchers, and research centers. In terms of the number of publications,
researchers from Croatia and Slovenia lead the way. Among the works included in
the survey, there is noticeable domination of articles classified as Management, while
Foundation and Engineering are under researched in the CEE countries apart from
Estonia, which stands out in terms of the relative and the absolute number of publications
from the Engineering area. (RQ2) As far as the specificity of publications on BPM in
CEE countries from the content-based perspective is concerned, it can be observed that
two BPM core elements - People and Culture - are under researched, while the largest
number of publications concernMethods. The reason for this may be the aforementioned
specific character of CEE countries as transition economies, where the organizational
culture of enterprises is still focused on achieving a quick performance improvement
through the implementation of a new concept, tool or technique rather than investing in
the long-termprocess of introducing organizational changes and training highly qualified
personnel. However, the changes in the approach to process management and BPM
implementation in organizations are evidenced by many papers referring to Strategic
BPM Alignment or Governance. (RQ3) To investigate which BPM capability areas are
explored in empirical research in CEE countries given digitalization, we checked to what
extent the examined set of articles can be described by the categories of the updated BPM
capability framework proposed byKerpedzhiev et al. [18].We discovered that the papers
published scarcely fit into the new BPM framework corresponding to the challenges of
the digitalization.

In summary, our paper provides an original contribution by identifying under
researched and unexplored areas in the field and may suggest what research areas are
terra incognita and provide original research topics. Another potential contribution from
our study is the assessment in which main tracks distinguished at the BPM conference,
i.e.,Foundations,Engineering, andManagement, are the authors fromCEE countries the
most and the least involved in research. Thus, from a theoretical point of view, our work
can be considered exploratory research bringing ideas and inspiration for future specific
research projects on BPM in CEE countries and potential areas for collaboration with
BPM researchers from that region. The obtained results may turn out to be useful when
expanding the network of cooperation with scientists from the region or for young BPM
scientists when deciding at which institution and under supervision of which mentor to
do their PhD studies. In contributing to increasing the body of knowledge on BPM in
CEE countries, we also acknowledge the limitations of our study. The main limitation is
an unrepresentative set of databases we searched. Our focus was solely on journal papers
indexed in the two most vital databases, ignoring other articles, as well as conference
proceedings and chapters. Thus, to some extent, our study sample limits the generaliza-
tion of results.We are justified by selecting databases in which only the best international
journals are indexed. Therefore, we can strongly assume that the most substantial BPM
publications from CEE countries were published there, especially as the results obtained
confirm the previous findings on BPM literature reviews in transition economies (based
on multiple databases) [9, 10].
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The limitations of the current research give us sound justification to develop our
studies in the future. Initially, we plan to expand the literature database and conduct
more in-depth studies with a content-based perspective [25], taking into account the
findings obtained in the analyzed papers.
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27. Pilav-Velić, A., Marjanovic, O.: Business process management practices in a small transition
economy – current status and research opportunities. In: Proceedings of the 22nd Americas
Conference on Information Systems, AMCIS, San Diego (2016)
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Abstract. The main aim of this paper is to present the results of a process-project
maturity assessment of large organizations in Poland. The paper consists of two
main parts: a theoretical part, which primarily outlines the rationale supporting
the prospects and the need for an orientation towards process and project organi-
zations, and an empirical part, presenting an attempt to integrate the MMPM and
PMMMmaturity models, in order to assess organizational level of process-project
maturity. The empirical research carried out on a sample of 90 large organizations
shows that vast majority of the organizations surveyed are characterized by low
levels of process and project maturity, and 13 of the entities examined can be
described, based on the assumptions adopted, as a process-project organization
(level 4 of process-project maturity). Further, the research conducted has led to
an outline of the factors supporting the recognition of process management as
a method fundamental to the designing a process-project organization. Maturity
model integration has demonstrated the levels of process and project maturity as
well as a statistically positive correlation between the degree of process maturity
and project maturity. The original character of this paper primarily concerns the
need to fill the literature gap, consisting in the scarcity of publications describing
integration of process and project management methods and the deficit of works
presenting process-project maturity results.

Keywords: Process-project oriented organization · BPM · Process
management · Project management ·Maturity

1 Introduction

The dynamic nature of the socio-economic transformations in the market environment
generates a state, in which contemporary organizations focus their activities on attempts
to find highly flexible systemic management formulas that enable flexible responses
to external (from the environment) and internal (from within the organization) factors.
This first of all implies the need to monitor the expectations, needs and satisfaction
levels of customers [26], identified as the main accelerators of change in organizations
[28]. Moreover, the realities of organizational functioning in the knowledge and infor-
mation age are shaped by a dynamically expanding set of determinants, which include:
the implementation of modern technologies, the expansion of the current set of orga-
nization’s main resources (human, financial and physical resources) with knowledge
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[21], the generation of huge volumes of data on the organization’s functioning and its
environment and feasibility of collecting and exploring thereof [20], the emergence of
the opportunities resulting from the process of financial, market, competition, lifestyle,
culture, technology, research and knowledge, and legal regulation globalization [30],
the ethical significance of business choices [37], as well as the emphasis on the aspect
of social responsibility of contemporary organizations and the customers’ focus on the
ethical dimension of production process implementation [3]. These factors do not con-
stitute a closed catalog but imply a continuous search for and generation of new solutions
that eliminate the current state dysfunctions and limits identified so far, simultaneously
giving rise to new, hitherto unknown, problems, which creates an impetus for a dynamic
search for integrated system formulas within the sphere of organizational management,
enabling solving thereof [31]. One solution to the problem, consisting in a search for
highly flexible system formulas, entails integration of selected process and project man-
agement methods, additionally adopting the assumptions of the ambidexterity concept,
identified as the balancing of exploitation and exploration activities [17]. The main oper-
ational categories materializing the integration of process and project management on
the grounds of ambidexterity entail adoption of such operational categories as: exploita-
tive processes (exploitation) as well as explorative processes and projects (exploration)
[4, 31].

The theoretical study revealed a knowledge deficiency primarily associated with the
need to integrate business process management (BPM) and project management meth-
ods. A cognitive gap, consisting in a deficit of research on simultaneous assessment of
the process and project maturity levels in an organization, was also identified. Conse-
quently, the research problem was delineated around the following research question:
What process-project organization assumptions should be taken into account in order to
assess the level of process-project maturity? Such formulated research problem deter-
mined the structure of the main objective. The paper aims to present the essence and
assumptions of process-project organization functioning aswell as demonstrate amethod
of process-projectmaturitymeasurement. The empirical proceeding to assess the level of
process-project maturity was carried out on a non-probabilistically selected sample of 90
large organizations in Poland. To implement the tasks formulated, an opinion pollmethod
was used. Computer-assisted web interviewing (CAWI) research technique was used in
the proceedings. The research tool used in the study was survey-type questionnaires.

2 Theoretical Background – At the Level of Process and Project
Management Permeability

The theoretical research carried out for the purpose of this publication has led an outline
of the rationale supporting the possibility and above all the need, from the perspective
of business practice representatives, to conceptualize organizations in process-project
terms. The following have been considered as such rationales: the fact that business
processes and projects occur in every organization [23], the external and internal cus-
tomer orientation, in both process [11] and project orientation [36] as well as the fact
that project management can be viewed as a process [16], the consideration of effec-
tive project management as one of the eight success factors of process management
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implementation in an organization [2, 7], the applicability of common methodologies,
techniques and tools used in both discussed concepts [11] and the complementary nature
of the process and project approaches [1].

Based on the literature review, barriers, identified as limiting factors (inhibitors) in
business process and project management integration, have also been indicated, i.e.: the
lack of convergent process and project classification schemes [12], the clear differences
between both process and project organizational structures [11], the gaps in the theoreti-
cal and practical knowledge on the issues of integrated system formulas [4], the fact that
integration of process and project management is achievable at an appropriate level of
development dynamics and activity standardization [1], as well as the lack of a concept
of process and project maturity assessment models integration; and the deficiencies in
the integration of process and project management with such collaborating disciplines
as knowledge management, change management or communication management (Cf.
[31]).

In the context of the search for an integration plane for the two operational cate-
gories described, it is important to highlight the common formal attributes thereof, i.e.,
purpose, inputs, outputs, allocated resources and customers [24]. Implementation of
activities, both in business processes and projects, is oriented on the result generated,
desirable froman external and internal customer perspective [5, 24].Generation of results
requires resource use and sharing, with clear emphasis on the knowledge resource, which
is used to coordinate the two categories discussed [4]. The clear differences between the
operational categories discussed, on the other hand, include the genesis of processes
and projects organizations, assuming that processes constitute natural elements of any
organization, while projects are brought to life by management, depending on the orga-
nization’s needs [24]. The essence of the difference between a process and a project
entails the nature of the activities performed, which in the case of processes are repeti-
tive, whereas projects involve one-time (unique) activities. This determines the sequence
of the activities, which in a business process, as opposed to a project, is continuous in
nature. Focusing on the effects generated in both categories, it is worth emphasizing that
in processes, they are the same or similar, whereas in projects, they are of diversified
character, which results from the nature of the activities performed. Such differences
between processes and projects do not prevent a holistic view on the integration of
the two categories but delineate the horizon for an individual perspective and a search
for management concepts and methods that enable achievement of synergies, from the
perspective of the results and the opportunities generated through both.

Turning to the results of the subsequent stage of the theoretical study, the similarities
and differences between business process management (BPM) and project management
have been outlined. The set of similarities encompasses: the common methodological
basis [4, 23] the fact that both process and project management objectives are derived
from the organization’s strategy [23], the occurrence of processes in project management
(executive, auxiliary andmanagerial) [34], the perception of knowledge as a key resource
in an organization [4], the improvement of the processes in projects by application
of process management principles and tools [18], and that the fact that projects and
processes are defined by managerial standards (ISO 10006, DIN 69 901, BS 6079) [39].
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Summing up, the following have been qualified as the key common planes support-
ing process and project integration, identified as the catalysts enabling process-project
organization modeling: the complementary nature of both concepts and management
methods [4, 24], the shared customer orientation on the customer, both in external and
internal terms [5], the interdisciplinary character of employee teams (process and project
teams [5], as well as the focus on high employee empowerment [6], the similarity [31]
of the process governance [19] and project governance [1, 35] assumptions; the high
utility of the process and project approaches in developing an organization’s ability to
introduce changes (adaptive and innovative) [25], the strengthening of cross-functional
processes [24], the shared methodological layer and the availability of the same tech-
niques and tools in both discussed concepts [11], as well as the fact that integration of the
process and project management concepts can serve as a starting point for development
of much more elaborate conceptions that are based on e.g., process-project-product [27]
or process-project-knowledge triads [4]. Considering organizations in process-project
terms, potential threats, identified as inhibitors of process and project management inte-
gration, should be indicated, which include: the diverse objectives of business processes
and projects, the diverse methodologies for recording the course of business process
and project activities, the occurrence of intra-group conflicts in both process and project
teams, but also intergroup conflicts between process and project teams [31]. The liter-
ature addresses and discusses such issues as: the increase in the costs associated with
organization functioning under process and project management concept integration and
coordination; the disruptions in the diffusion of knowledge between process and project
teams, resulting from a functional organization division [24], i.e., functioning within
the sphere of processes, projects and functions [23], the need to distribute the resources
between the areas of process and project activity; the difficulty of designing a coherent
system consolidating the behavior of the employees working within the process and
project sphere; the intra-organizational problems at the interface of business processes
and projects and the lack of studies on process-project organization management [24],
the lack of unified methodology for organization maturity assessment from the perspec-
tive of integrated process-project orientation implementation assessment; as well as the
cost of and the time needed for information system and communication tool unification
in an organization [31].

Based on the subject literature, an assumptionwas adopted, to be empirically verified,
supporting the recognition of business process management as a basis for organization
modeling within a process-project dimension. The following premises were considered:
an enterprise entails a set of processes [5] occurring in any organization, which, as
objects of an organization’s structure [22], can coexist with such categories as projects
(development of a common ground for projectmanagement) [23], procedures (within the
dimension of process stiffening factor reduction or increase) and functions (coexistence
of functional and process management), processes are at the center of today’s and tomor-
row’s competition [38], processes are identified as critical organizational resources [29],
which are mainly meant to generate added value for the customers [13], different criteria
can be used for process typology (e.g., auxiliary and supporting processes) [33], pro-
cesses, just like process organizations, can be evaluated from the perspective of various
measures, i.e., maturity [10] or efficiency [8, 9].
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An organization, in process-project view, entails such a state of the system, in which
the benefits resulting from process and project solution implementation, as well as from
the integration, assuming ambidexterity, of the concepts and methods of such category
management, are discounted consciously. It is thus a complex system that is based on
a business process and project symbiosis in exploitation and exploration activities, to
achieve a synergy effect (Cf. [31]). A catalog of factors was adopted as essential con-
stituents shaping process-project organizations. Operation based on the ambidexterity
concept assumptions and extension of the process typology to include exploitative and
explorative processes are the first two of those determinants. Focus on designing inter-
disciplinary process and project teams is another. The set also includes provision of
an environment conductive to, as per contextual ambidexterity, the employees’ execu-
tion of both exploitation and exploration activities. This, however, primarily requires
implementation of a competence market within the organization, to acquire information
on the competences needed for process and project execution already at the stage of
process design or project planning. Furthermore, it is essential for the management to
create an environment enabling emergence of employee initiatives within the organi-
zation. Such initiatives improve the processes involving reconfiguration of the project
management methodology towards authorial solutions adapted to the specificity of a
given organization. It is also imperative that the management implements a process-
project organizational structure developed on the assumptions of a matrix, in which the
auxiliary processes are in the vertical layer, while the basic and project processes are in
the horizontal layer. The essence of this assumption is based on a mechanism in which
auxiliary process managers are expected to provide, on market terms, the intangible and
material resources necessary for implementation of the effects generated in themain pro-
cesses and projects. The process owners and project managers, in the horizontal layer,
are in turn responsible for generating effects consistent with the customer needs and
expectations [31]. A conceptual diagram of a company organizational structure from a
process-project perspective is shown in Fig. 1.

The basis for a structure outlined as such entails implementation of market principles
into the organization, which constitutes an important determinant of a process-project
organization [31].

3 Methods and Models

3.1 Study Scope and Characteristics of the Organizations Included
in the Empirical Investigation

The scope of the empirical investigation conducted should be allocated within the field
of three approaches: object-oriented, subject-oriented, spatial and temporal. Within the
object scope of the study, four problem groups intersect, i.e., identification of the levels
of process and project maturity, using theMMPM and PMMMmodels, and the resultant
identification of the level of process-project maturity. Due to the limitations of this work,
the characteristics of the two models have been presented in detail in the publications:
[14, 15, 31, 32].

The object scope of the empirical study entails public and private sector large orga-
nizations (more than 250 employees). The entities surveyed were selected according to
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Fig. 1. Conceptual diagram of organizational structure in the company examined. Source: Own
elaboration based on the assumptions presented in: [31].

a territorial criterion, the sector, the dominant type of activity (production, trade or ser-
vices) and the range of operation (local, national or international). The temporal scope
allowed inclusion of organizations, regardless of the period of their functioning on the
market.

The empirical investigation was carried out using non-probabilistic (non-random)
sampling with purposive selection. The selection criteria involved operating on the ter-
ritory of Poland, organization size (large organizations), activity range (local, national
and international), the dominant type of activity, according to the Polish Classification
of Activities. Organizations operating in all sectors of the economy were included in
the survey. As a result, 90 organizations were surveyed using an opinion poll method
incorporating the CAWI technique. The response rate was 29.20%.

3.2 Research Proceedings

The research was divided into five stages, which are characterized in Table 1.
The survey was conducted in Poland, in 2021–2022, using the CAWI technique. The

survey questionnaire was delivered to the respondents via Google Forms.
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Table 1. Characteristics of research proceedings

Stage Description

Stage 1 Review of the subject literature - assessment of the state of knowledge on process and
project management concept and method integration as well as process-project
maturity

Stage 2 Definition of the criteria and selection of the process and project maturity models.
Adjustment of the measurement scales in both maturity models and digitization of the
research tool (questionnaire), enabling implementation of the survey, using the CAWI
technique

Stage 3 Selection of the research method and the sampling technique. Preparation of a
registry of organization and implementation of a pilot study to assess the
understanding of the questions and answers contained in the survey questionnaire

Stage 4 Implementation of the survey, using a designed, objectified process and project
maturity assessment

Stage 5 Data collection. Selection and quality assessment of the data obtained. Questionnaire
selection. Data analysis. Hypothesis verification. Formulation of the conclusions,
limitations and directions for further research

Source: own elaboration

3.3 Assumptions of the Integrated Process-Project Maturity Assessment Model

Efforts to increase the level of process-project maturity should be focused on integrating
the process and project architecture in response to the turbulent nature of the business
environment. Dedicated or integrated (process and project) maturity models are used to
determine the level of process-project maturity.

Process-project maturity occurs in an organization when the management con-
sciously discounts the benefits resulting from the implementation and integration of
process and project solutions at levels of the functioning system and the organizational
structure. Maturity model integration, in turn, is defined as consolidation (integration) of
the maturity assessment areas (shared areas), in order to obtain a complex diagnosis of
the phenomenon analyzed. In the subject area discussed, maturity model integration is
understood as planned activities involving consolidation of two or more maturity models
(process and project) into a whole, allowing assessment of the degree of process man-
agement and project management element implementation. Such consolidation, in this
sense, also involves elimination of repetitive (duplicated) assessment areas (defined as
shared areas). Organizational structures, maturity models, and excellence models may
constitute the subject of consolidation [31].

Process-project maturity is gradual in nature and can be described by five maturity
levels (Table 2).

It should be emphasized here that an organization can qualify for a higher level
of process-project maturity, if it meets the lower-level evaluation criteria (e.g., for an
organization to qualify as level three, it must achieve a minimum of level two process
and project maturity). Assessment of the level of process-project maturity is based on
the results of sub-assessments from the MMPM and PMMM models.
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Table 2. Characteristics of process-project maturity levels

Level Level characteristic

Level 1. Organization based on a
functional management formula

Organizational structure in functional (silo) in nature.
A classic (silo) system formula of organization
management dominates. Project activities are
implemented on an ad-hoc basis, e.g., to obtain
funding from external sources. Implementation of both
processes and projects is chaotic (ad hoc
implementation). This is caused a lack or low level of
process and project formalization (lack of process and
project documentation) and a lack of the organizational
roles characteristic for process and project
management

Level 2. Organization with ad hoc
application of process and project
elements
(MMPM = 2, PMMM = 2)

Within the sphere of structural solutions, the
organization is based on a functional structure with
identified processes and teams established to
implement projects. The exploitation and exploration
layers are not specified. ‘Shared language’ is used to
identify the sets of activities within the process and
project categories. This means that processes and
projects are defined correctly. The main processes are
identified and formalized as descriptive or graphic
process documentation. Within the sphere of the
functioning system, projects are established, in
addition to processes

Level 3. Process and project oriented
organization
(MMPM = 3, PMMM = 3)

The organization seeks opportunities to discount the
dynamism of processes, while changes occur in the
structural sphere, initiating implementation of a matrix
structure, with project organization by separate,
authorized units. The organization employs a
measurement system for the processes identified and
formalized. Such activities enable decision making
based on the measurement results obtained. The
exploitation layer is delineated clearly, while the
management activities are primarily aimed at
increasing the efficiency and quality of the process
effects (results) generated. Parallelly, projects are
initiated within the process architecture sphere, which
are implemented on the basis of formalized process
documentation. To execute projects, project manager
roles have been established in the organization

(continued)
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Table 2. (continued)

Level Level characteristic

Level 4. Process organization with a
high level of project management
maturity
(MMPM = 4, PMMM = 4)

The organizational structure, depending on the size and
type of the genotype activity, is characterized by a
matrix arrangement. Efforts are made to implement a
process structure with project organization or a
process-project structure. The organization is
characterized by a high (minimum fourth) level of
process maturity. Achievement of this level indicates
that the organization has reached a system state, in
which the management consciously discounts the
benefits of process and project solution implementing
and recognizes the need for the grouping and
integration thereof within the exploitation and
exploration layers

Level 5. Process and project
organization (MMPM = 5, PMMM
= 5)

A process and project structure has been implemented
in the organization. Each project is implemented in a
process convention. The organization is characterized
by the highest level of process and project maturity.
The organization’s level of process and process
maturity and its level of project management maturity
are at level five. The structure of the organization is
built based on a matrix structure or a process or project
structure

Source: own elaboration, based on: [31]

Table 3, in turn, presents the extremes of a process and project organization, defining
the characteristics indicating its immaturity and maturity.

Summing up, the path to process-project maturity, especially for organizations man-
aged according to a functional system formula, should be defined as transformation
towards simultaneous implementation of solutions that increase the level of process and
project maturity in the organization, in combination with deployment of operational cat-
egories within the exploitation and exploration layers and implementation of activities
that are aimed at integration thereof within a single organization. Such activities should
be carried out in an evolutionary manner, choosing a strategy that enables planning and
gradual implementation of various process and project components.

Table 4 outlines the nine steps in the design of the integrated process-project maturity
assessment model used in the implementation of the empirical investigation presented
in this publication.
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Table 3. Immaturity and maturity characteristics of a process-project organization

Features of process-project immaturity
(levels 1–3)

Features of process-project maturity
(levels 4–5)

The dominant systemic management formula
in the organization is the functional approach
(no symptoms indicating either process
solution implementation or an orientation
towards process transformation)
Functional, strongly petrified and highly
centralized organizational structure
Employee improvisation as regards business
process and project implementation
Executive improvisation as regards process
and project management integration
The ability to simultaneously execute the
organization’s processes and projects results
from individual employee initiatives, rather
than from the operating system of the entire
organization
Projects are implemented in an ad hoc manner
and project management methodologies are
not used
No system of process and project evaluation
metrics
Lack of market relations mechanism
implementation within the organization (in
particular with regard to the relations at the
level of the exploitation and exploration layers
and at the level of operational categories, e.g.,
main processes - auxiliary processes, internal
projects - main processes)
The organization’s ad hoc improvements and
optimization activities are oriented at the
exploitation layer only

Processes and projects are the key object of a
flexible organizational structure (process
structure with project organization or
process-project structure)
The exploitation layer is characterized by a
high level of process maturity in the
organization (minimum level four, according
to the MMPM2 model), while the exploration
layer is characterized by a high level of project
maturity
Process and project implementation is carried
out via specially appointed roles functioning
within the sphere of a process-project structure
The organization employs a system of process
and project effect (result) measurement
The organization implements a market
relations mechanism, at the level of both
operational and exploratory layers, as well as
customer-supplier relations mechanism, at the
level of processes and projects
When assessing the level of professional
project management, both project maturity
and excellence models are used

Source: [31]

Contemporary organizations, in order to achieve supremacy on the market, should
focus on both business processes and projects. As a result, efforts should be made
in the sphere of organizational management, to integrate business process and project
management methods. In order to assess the degree to which the assumptions of both
methods are implemented, an integrated model is needed. A proposal of such a model is
presented in this paper, based on two empirically verified maturity models MPMM [32]
and PMMM [14, 15].
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Table 4. Design stages of an integrated process-project maturity assessment model

Step Scope Activities

Step 1 Definition of the integration assumptions Function: descriptive
Assessment scope: organization maturity
level
Type of assessment: assessment based on
the symptoms of process capability and
project solution implementation
declaration
Research method: CAWI opinion poll
Assessment: objectivized
Assessment specificity: universal model

Step 2 Overview of the maturity models available
in the process and project management
literature

Identification, review and selection of the
models fulfilling the assumptions defined
in stage 1

Step 3 Maturity model selection Based on the literature review and
secondary research, considering, inter
alia, the level of model operationalization
in research, the MMPM and PMMM
models were selected

Step 4 Adjustment of the model to the specificity
of the process-project maturity issue under
examination

Measurement scale change from a 7-point
to a 5-point scale

Step 5 Definition of the type of integration Integration, at the level of organization
maturity, using a 5-point scale (−2 to 2
range). Results integration to assess
process and project maturity

Step 6 Model testing Testing of integrated models on a sample
of 10 organizations. Verification of the
understanding of survey questions and
answers

Step 7 Model modification Correction of the questions and answers
marked as incomprehensible by the
respondents

Step 8 Definition of the target group, the
measurement method and technique

Target group: large organizations. The
questionnaire was addressed to
management representatives, process
owners and project managers
Sampling technique: non-sampling
Method: opinion poll

Step 9 Model implementation Implementation of the survey using an
integrated model

Source: own elaboration, based on: [31]
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4 Results

4.1 Process-Project Maturity Level Assessment in the Surveyed Group of Large
Organizations Operating in Poland

Initially, an attempt was made to assess the level of process-project maturity in the sur-
veyed entities operating in Poland. The primary research objective was to identify the
degree of process and project management element implementation, using an integrated
model of process-project maturity assessment consisting of two components: the mul-
ticriteria model of process maturity (MMPM) model [32] and the project management
maturity model (PMMM) [14, 15]. Detailed model assumptions have been presented
in the publications characterizing the two concepts [15, 32] Aggregate results of the
process and project maturity assessment are shown in Table 5.

Table 5. Process and project maturity assessments (N = 90)

Maturity level Level 1.
(MMPM)

Level 2.
(MMPM)

Level 3.
(MMPM)

Level 4.
(MMPM)

Level 5.
(MMPM)

Total

Level 1.
(PMMM)

21 9 3 1 1 35

Level 2.
(PMMM)

5 11 – 1 – 17

Level 3.
(PMMM)1

1 4 15 – – 20

Level 4.
(PMMM)

1 – c 7 – 8

Level 5.
(PMMM)

2 2 – 2 4 10

Total 30 26 18 11 5 90

Source: own elaboration, based on the research carried out

As the data in Table 5 shows, the vast majority of organizations (21), examined
on the basis of the assumptions of the MMPM and PPMM maturity models, using the
available research questionnaires and the assumptions presented in Tables 2 and 3 of
the process-project maturity model, were classified as level 1 organizations. It is worth
noting that only 13 organizations in the entire sample were identified as a process-project
organization.

The results show that despite the optimistic opinions regarding the rise of interest
in process and project management, voiced by researchers, the practical dimension of
management concept and method implementation is at a relatively low level of matu-
rity in the research streams described. It is worth emphasizing here that the results
presented in Table 5 are in line with the conclusions arising from other empirical investi-
gations concerning the low level of process and project maturity in Polish organizations.
Undoubtedly, the research results presented broaden this research field and set directions
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for further studies on identifying the factors supporting and limiting implementation of
process and project orientation.

4.2 Research Hypothesis Verification

Further in the study, an attempt was made to verify the research hypothesis formulated.
The aim of the statistical analysis was to verify the relationship between the levels of
process and project maturity. The hypothesis was verified using the Spearman’s rank
correlation coefficient, for which a null hypothesis of no correlation between the vari-
ables under examination was formulated. The p-value was 0.003, which allows the null
hypothesis rejection in favor of an alternative hypothesis about the variables’ correlation.
Based on the results of the statistical analysis, a conclusion was made that the hypothesis
is true – a statistically significant positive, but low, Spearman’s rank correlation = 0.41
(p < 0.05) occurs, indicating a clear positive relationship between the variables of pro-
cess maturity level and project maturity level. This indicates that, in the analyzed group
of organizations, an increase in the level of processmaturity positively affects an increase
in the level of project maturity, which is consistent with the formulated presumption that
the basis for a process-project organization entails implementation of BPM assumptions.

5 Conclusion

The main axis of this paper fits the need to fill the cognitive gap associated with the
small number of publications addressing, on the theoretical and empirical grounds, the
issue of process and project management method integration and organizational process-
project maturity level assessment. The study conducted fills this gap, even if partially, by
propounding an integration of two models of process (MMPM) and project (PMMM)
maturity, as a result of which the category of process-project maturity has been presented
and defined.

As with any research of this type, this study, too, is burdened with limitations,
consisting of non-probabilistic sampling technique, thus limited the conclusions to the
group of organizations under examination only. Moreover, it should be emphasized that
the assumptions of a process and project organization do not constitute a closed catalog
but form a basis for a broader discussion on the integration of selected process and project
management concepts and methods, with particular emphasis on agile methodologies.
This provides a basis for further research and qualitative proceedings. As a result of the
survey, an additional gap was identified, consisting in the small number of publications
addressing the category of exploration processes and the concept of explorative BPM.
Thedirectionof further researchhas beendetermined.Another goal set by theAuthor is to
assess the relationship between the levels of process and project maturity assessment and
the level of selected ICT technology implementation in an organization. This direction,
in exploratory layer context, seems cognitively interesting, as it will identify which ICT
technologies (e.g., artificial intelligence, Internet of Things or cloud computing) can be
of potential support in the achievement of higher levels of maturity. The author also aims
to seek solutions to exemplify process and project oriented organizations (organizations
at high levels of process and project maturity).



308 P. Sliż
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zarządzaniu, pp. 45–49. SGH (2004)

34. Trocki, M., Grucza, B., Ogonek, K.: PWE: Zarządzanie projektami. Warszawa (2003)
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Abstract. Taking into account the changes occurring in the aftermath of the
Covid-19 crisis and taking the perspective of students from generation Z cur-
rently entering the labour market, the aim of this article is to assess the increase
in the importance of competencies for knowledge management on the impact of
process orientation. The empirical research was conducted using an online survey
method at two leading universities in Poland in economic education, and complete
data were collected from 711 generation Z students. They were analysed using the
structural equation modelling method. The results show that the increase in the
importance of competencies for knowledge management following the Covid-19
crisis will affect the change of the five of six process orientation components, i.e.
defining business processes more clearly, allocating resources to a greater extent
based on business processes, broader setting of specific performance targets for
different business processes, measuring the outcome of different business pro-
cesses more closely and more unambiguous designation of process owners. Only
in the case of rewarding employees based on the implementation of business pro-
cesses inwhich they are involved, students from generation Z do not see the impact
of the increasing importance of competencies for knowledge management.

Keywords: Process orientation · Knowledge management · Competencies ·
Covid-19 · Generation Z

1 Introduction

Changes resulting from the Covid-19 crisis have a huge impact on the functioning of
enterprises, their formation, management and the results they achieve [1, 16, 31]. The
crisis caused by the Covid-19 pandemic is forcing companies to rebuild their business
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models and reformulate their place and role in society [6]. Ritter and Pedersen [26],
among the six business models they identified, point to the existence of an antifragile
business model, in which the process management concept is used. Research has shown
that the process approach in times of crisis provides a higher degree of flexibility because
of their ability to adapt to a rapidly changing environment and function better in a new
environment. Ritter and Pedersen [26] assume that a process approach to its management
increases organisation’s ability to cope with a crisis. Furthermore, mistakes made during
previous crises should become the subject of an organisational learning process in order
to prevent similar mistakes in subsequent crises. In this context, the crucial importance
of the knowledge management concept should be emphasised. According to Schiuma
et al. [28], the knowledge management process should be considered essential to guide
an organisation through a crisis. Hence, it seems that in crisis conditions it becomes
desirable to develop competencies for knowledge management, assuming that these will
increase the tendency to process orientation, which is desirable in these conditions.

The above considerations provide a basis for analysis competencies for knowledge
management and process orientation, and furthermore to link them together in the context
of changes occurring in the aftermath of the Covid-19 crisis. Taking into account the
changes caused by the coronacrisis from the perspective of Generation Z students, two
important questions arise (1) will competencies for knowledge management grow in
importance? (2) and will increase in the importance of competencies for knowledge
management affect the propensity to adopt a process orientation? The available research
results indicate that generation Z has some important characteristics differentiating it
from earlier generations, including a high level of entrepreneurship (17). Therefore, it
should be assumed that the representatives of Generation Z are distinguished by greater
propensity to start their own business. Hence, we treated the intention to establish our
own company in the near future as a moderating variable in our research.

Thus the aim of the article is to assess the increase in the importance of competencies
for knowledge management on the change of process orientation. The main hypothesis
was formulated in the research, according to which the increase in the importance of
competencies for knowledge management changing under the influence of coronacrisis
will influence the change of individual components of process orientation. As process
orientation was defined in the paper by six variables, six specific hypotheses were ver-
ified, stating the influence of competencies for knowledge management on each of its
components separately i.e.: (H1) the need to define business processes more clearly so
that most employees have a clear understanding of these processes, (H2) the need to
allocate resources to a greater extent based on business processes, (H3) the need to set
specif-ic performance targets for different business processes, (H4) the need to measure
the outcome of different business processes more closely, (H5) the need to clearly des-
ignate process owners to take responsibility, (H6) the need to reward employees more
based on the performance of the business processes in which they are involved.

Both the competencies for knowledge management and process orientation are com-
plex constructs and require unambiguous definition. Therefore, for the purposes of the
study, we adopted the measurement scales from previously conducted studies [8, 10].

Our article is organised as follows. First, by discussing the nature and scope of
competencies for knowledgemanagement andprocess orientation,we identify anddefine
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the dimensions of the relationships under study that we are interested in. Second, we
situate our substantive problem in the conditions of the post-covid economy. Third, we
identify it from the perspective of Generation Z students just entering the labour market.
Fourth, we present our researchmethod and results. Fifth, based on the empirical findings
and the results of a critical review of the literature, we conduct a discussion that leads
to a key conclusion that the changing competencies for knowledge management in the
aftermath of the Covid-19 crisis have an impact on the importance of the individual
components of the orientation process (five out of six).

2 Theoretical Background

The literature on the importance of competencies in the field of knowledge manage-
ment and process orientation streams into three broad categories: works that perceive
knowledge management processes as necessary to deal with a crisis; works that focus
on the skills and abilities that allow organizations to function efficiently in times of
uncertainty caused by a crisis; works that emphasise importance of competences in the
field of knowledge management facilitating business process management (BPM).

Ritter and Pedersen who wrote about the importance of management processes in
coping with a crisis claim that “argue that a process approach based on the idea that
exposure to a crisis seems to trigger the need to be prepared for similar events makes
the organisation achieve the ability to cope with the crisis. In particular, mistakes made
during previous crises are important for learning and preventing similar mistakes in the
face of the current crisis” [26, p. 219].

The authors also emphasize the importance of anticipating how a crisis develops and
understanding how decisions made during a crisis affect outcomes beyond its end.

A study by Clauss et al. [9] has shown that focusing on temporary business model
innovation can help organizations gradually change existing business models quickly by
considering the limited resources at their disposal.

Schiuma et al. [28] argues that the knowledge management can be considered essen-
tial to guide organisations through a crisis. It can help implement change management,
optimise operations and, most importantly, support organisational learning mechanisms
that can turn into innovations that strengthen organisational systems that respond to a
complex socio-economic landscape. Knowledgemanagement processes can drive work-
place protection, ensuring employees are secure and engaged in finding new solutions.
Furthermore, knowledge management processes play a key role in developing supply
chains’ resilience to crises and in reorganising operations. As such, knowledge manage-
ment processes can provide valuable insights to help leaders and managers equip the
organisation with capability to respond effectively to changes in a coronacrisis situa-
tion. Moreover, a knowledge management process perspective can be helpful in moving
beyond the current crisis and in designing resilient organisations prepared for future
crises. One of the key management implications of the pandemic is that organisations
have learned that conventional strategic thinking may not be helpful in planning for the
future. Indeed, it is more effective to combine traditional business strategies with new
thinking. For this reason, leaders need new skills and capabilities to successfully lead in
the post-pandemic era.
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The skills and abilities that allow for efficient functioning in times of uncertainty
caused by a crisis are highlighted by Leinwand, Mani and Sheppard [18]. Researchers
after conducting a study among companies such as Microsoft, Cleveland Clinic and
Philips, defined the skills and abilities that are useful for success under uncertainty. The
findings show that leaders in these companies sought to be proficient in a wide range of
traits and did not rely solely on their strengths. They learned to collaborate with others of
different backgrounds and mindsets, and they emphasised working together to lead the
company despite all differences. Leaders operating in a complex and transforming busi-
ness environment need to be good strategists, with a clear vision of where their company
will be when the crisis is over. Leaders must also have the ability to execute strategy, be
accountable for the company’s transformation, translate strategy into concrete execution
steps and see them through to completion, and make quick operational decisions. The
digital age requires leaders to not only make bold decisions in times of uncertainty, but
also to try to admit what they do not know and hire people with potentially very different
skills, experience, and capabilities. Leaders need to be open to new technologies and
new ways of doing things that differ from existing methods.

Another group of competencies in the field of knowledge management in the era of
the coronavirus crisis was presented by Ahmad and van Looy [1], who wrote about the
challenges of business process management (BPM) in the context of new technologies
that change the way people work in organisations. Although digital innovations can
increase process efficiency and firm productivity, employees do not always accept the
associated changes in work. The authors therefore examined the increased digitisation
efforts during the Covid-19 pandemic, during which employees were forced to radically
rethink their previous way of working, relying heavily on technology for communication
and other business tasks. The subject of this article was the changes in ways of working
that were caused by the pandemic and how employees coped with them, as well as the
exploratory skill sets needed to adapt to the changes. For the purpose of the study, the
authors identified four groups of business process management (BPM) skills from the
literature, such as sense of creativity, sense of opportunism, sense of flexibility and sense
of adaptation to change.

Researchers pay attention not only to the positive implications of knowledgemanage-
ment. The risk associated with knowledge management is also becoming an important
issue in the face of the coronavirus. Durst and Zięba [14] defined “knowledge risk” as a
measure of the probability and severity of the adverse effects of any activities involving
knowledge or related in some way with knowledge, which may affect the functioning
of the organization at any level. Organizations are exposed to the risk of knowledge and
its possible consequences under conditions of an external and dynamic crisis such as
the COVID-19 crisis. The rise in home workers also increases the risk of cybercrime
due to increased use of technology. The risk is related, for example, to the employees’
lack of sufficient knowledge about cybersecurity and the use of devices that are not
properly secured. The current COVID-19 situation has increased some of these threats
in companies.

The research undertaken in the above-mentioned publications allow to conclude that
the competences in the field of knowledge management will gain importance and will
influence the tendency to adopt process orientation.
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Shujahat et al. when defining knowledge management as a discipline and function
in which knowledge is created, acquired, shared, coded and used through an enabling
environment to increase innovation and organizational performance, highlight two main
components of knowledge management: the knowledge management environment and
the knowledge management processes. They emphasize that the most important compo-
nent of knowledge management is the knowledge management process, which creates
knowledge and can exist independently of the formal organizational support for knowl-
edge management [30]. Oliva and Kotabe note that good knowledge management in
organizations depends on good practices that go through basic processes [24]. Archer-
Brown and Kietzmann also show the process nature of activities related to knowledge
management, arguing that knowledge should be perceived both as ‘stock’ and ‘flow’,
because of its dynamic nature and how it is generated, transferred and improved [2].

Discussing the benefits of using the knowledge management process, Shahzad
et al. suggest that knowledge management enables organizations to respond to changes,
improves the sustainability of operations and a competitive advantage, which provides
credibility for shareholders and influences customer confidence [28]. Ode and Ayavoo
assume that the effective application of knowledge reduces costs and increases the effi-
ciency of the organization [23], while Shujahat et al. show the relationship between the
knowledge management process and the innovation and productivity of employees [30].

Sarka et al. show the need to study knowledge management in different needs and
expectations of the generational cohorts [27]. In particular, important seem to be the
not fully recognized needs and expectations of the Z generation, currently entering the
labour market, who were born and brought up in specific conditions. Findings Barhate
andDirani suggests that easy access to technology enablesGenZ to learn [3].On the other
hand, Dolot, pointing to the importance of feedback on the results of work, emphasizes
the importance of mobility and the opening of generation Z to new technologies, which
are its natural environment [13]. Similarly,Dogra andKaushal note that the latest phase of
dynamic technology influenced Generation Z, which acquired new skills by showing an
interest in gaining knowledge due to social and technological changes [12]. According
to Jayathilake et al. Z-generation workers and their way of thinking and working are
significantly different from previous generations. They are characterized by a much
lower level of loyalty to employers, although their knowledge and skills contribute to
the achievement of organizational goals. In this context, Jayathilake et al. draw attention
to the benefits of using knowledge about digital technology and its distribution through
reverse mentoring, influencing the improvement of social relations in the enterprise [16].
Bencsik et al. suggest that generation Z has features important from the perspective of
knowledge management that distinguish this generation from the previous ones [4].

Qandah et al. suggest that gaining a competitive advantage requires organizations
to identify what kind of knowledge is needed, how to acquire it and apply it effectively
and efficiently, which influences the importance of knowledge management ability [25].
Similarly, Desouza and Awazu point out that effective knowledge management in a
competitive business environment requires an organization to have the skills to cre-
ate, transmit, store, retrieve, apply, segment and destroy knowledge [11]. Pointing to the
process-based nature of knowledgemanagement,MotaVeiga et al. emphasize the impor-
tance of skills related to the creation, transfer, integration and application of knowledge
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[20]. In attempting to understand dynamic capabilities through knowledge management,
Nielsen defines three capabilities critical to knowledge management: knowledge devel-
opment, knowledge (re)combination, and knowledge use [21]. Conchado et al. indicate
generic competencies for knowledge management acquired through higher education:
analytical thinking, ability to rapidly acquire new knowledge, mastery of own field or
discipline, knowledge of other fields or disciplines [10].

3 Empirical Analysis

3.1 Data Collection, Variables and Method

The data presented in this paper were got during the second stage of an empirical study
carried out as part of a research project entitled ‘Competencies for process improvement
with the use of ICT tools’, funded by NCBiR (the National Centre for Research and
Development in Poland). The main goal of the research proceedings was to assess the
influence of competencies for knowledge management on the management processes
in the post-covid economy, from the perspective of students representing Generation Z
and entering the labour market. In particular, the study attempts to answer the question
of whether the increase in the importance of competencies for knowledge management
predicted in the aftermath of the Covid-19 crisis will impact the change of individual
components of process orientation.

In the study we adopted the measurement scales from previous studies for all the
constructs of our model. Each part of the questionnaire is described below.

Competencies for knowledge management were assessed by participants using a 4-
item scale developed by Conchado et al. [10]. Sample items are ‘As a result of the Covid-
19 crisis, the importance of ability to rapidly acquire new knowledge will increase’, ‘As
a result of the Covid-19 crisis, the importance of analytical thinking will increase’. The
scale ranges from 1 = Very Strongly Disagree to 7 = Very Strongly Agree. All the
measurement items in the construct proposed by Conchado et al. are listed in Table 1.

Table 1. Components of competencies for knowledge management.

Symbol Item name

x1 Ability to rapidly acquire new knowledge

x2 Analytical thinking

x3 Knowledge of other fields or disciplines

x4 Mastery of your own fields or disciplines

Source: (Conchado et al., 2015)

Process orientation was assessed by participants using a 6-item scale developed
by Chen et al. [8]. Sample items are ‘After the Covid-19 crisis is over, companies
should define their business processes more clearly so that most employees have a clear
understanding of these processes’, ‘After the Covid-19 crisis is over, companies should
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allocate resources to a greater extent based on business processes’. The scale ranges
from 1 = Very Strongly Disagree to 7 = Very Strongly Agree. All the measurement
items in the construct proposed by Chen et al. are listed in Table 2.

Table 2. Components of process orientation.

Symbol Item name

y1 In our firm, business processes are sufficiently defined so that most employees have a
clear understanding of these processes

y2 Our firm allocates resources based on business processes

y3 Our firm sets specific performance goals for different business processes

y4 Our firm measures the outcome of different business processes

y5 Our firm clearly designates process owners to assume responsibilities

y6 Employees are rewarded based on the performance of business processes in which
they are involved

Source: (Chen et al. 2009)

In order to obtain data, we used the method of an internet survey. The original survey
questionnaire was addressed to students of the Nicolaus Copernicus University in Toruń
which has the status of a research university and the Poznań University of Economics.
Both universities in the field of education at the faculties of economics are among the
best universities in Poland. In order to make sure that the respondents are representatives
of the Z generation, the questionnaire was asked about their age, assuming the year 1997
as a border for generations Y and Z. If the respondent indicated that he was born before
1997, he was not subjected to further research. The respondents were bachelor’s students
in the 3rd year and master’s studies in the 1st and 2nd years and in their curriculum,
they already had lectures on knowledge management and process management, which
allowed them to properly assess studied phenomena. Knowing the opinion of the Z
generation, which is just entering the labor market, is important because although this
generation is not the dominant cohort yet, their beliefs and views will soon change
the labor market. What’s more, their current theoretical knowledge gained during their
studies, in many cases supported by pre-predictive experience, allows them to formulate
accurate opinions that are worth listening to.

The studywas conducted between January andMarch 2021. The online questionnaire
was correctly and fully completed in terms of the diagnosed items by 711 students. Their
characteristics are presented in Table 3.

Table 4 presents the description and scale of all analysed variables.

4 Results

In order to test the hypothesis that the increase in the importance of competencies for
knowledgemanagement (x),which changed in the aftermath of theCovid-19 crisis, influ-
ence the change of the individual process orientation components (y1,…, y6), structural
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Table 3. Structure of the sample.

Characteristics % in sample

Form of studies

Stationary 77.8

Extramural 22.2

Programme of studies

Finance and Accounting 35.6

Management 39.2

Economics 20.0

Social Policy 5.2

Gender

Female 57.23

Male 42.77

Intention to set up own business in the near future

Students planning to start their own
business

53.0

Students not planning to start their own
business

47.0

equation models were estimated. The aim of the research procedure was to identify the
influence of competencies for knowledge management on each analysed component of
process orientation separately. Therefore, six SEMmodels were developed. As an expla-
nation, each model takes into account the factor X, which is a value formed by the four
variables presented in Tables 1 and 4.

The factor X was the latent variable in all models, therefore its reliability was tested.
The Cronbach’s alpha statistic for this factor was 0.705 [7], whichmeans it is acceptable,
and for all measures x1–x4 describes the same construct. Furthermore, whether the
respondent is planning or is not planning to start his own company in the near future was
considered as a moderator variable in each model. The estimated models, which are the
basis for the verification of hypotheses, are presented in Scheme 1.

The models were estimated based on 711 observations in SPSS AMOS v.16 using
a maximum likelihood method. The significant level was set at 0.05. In the first step
the models for all dataset were estimated. In the second step the models for two groups
distinguished based onwhether students plan to start their own business in the near future
or not were calculated and compared. The results obtained for base models are presented
in Table 5. Table 6 also includes the results of the external model (confirmatory factor
analysist), which is a common part for all six models.

All estimated models have a very good values for fit measures statistics – IFI > 0.9
and RMSEA < 0.8 [5]. The influence of the factor X for the variables Y1, Y2, Y3, Y4
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Table 4. Description of variables.

Description Label Type

Explanatory variables

Knowledge management x (x1,…, x4)

-As a result of the Covid-19 crisis, the importance of ability to
rapidly acquire new knowledge will increase

x1 Ordinal (1–7)

-As a result of the Covid-19 crisis, the importance of analytical
thinking will increase

x2 Ordinal (1–7)

-As a result of the Covid-19 crisis, the importance of knowledge
of other fields or disciplines will increase

x3 Ordinal (1–7)

-As a result of the Covid-19 crisis, the importance of mastery of
your own fields or disciplines will increase

x4 Ordinal (1–7)

Explained variables

After the Covid-19 crisis is over, companies should define their
business processes more clearly so that most employees have a
clear understanding of these processes

y1 Ordinal (1–7)

After the Covid-19 crisis is over, companies should allocate
resources to a greater extent based on business processes

y2 Ordinal (1–7)

After the Covid-19 crisis is over, companies should be more
likely to set specific performance targets for different business
processes

y3 Ordinal (1–7)

Following the end of the Covid-19 crisis, companies should
measure the outcome of different business processes more
closely

y4 Ordinal (1–7)

After the Covid-19 crisis is over, companies should clearly
designate process owners to take responsibility

y5 Ordinal (1–7)

After the Covid-19 crisis is over, employees should be rewarded
more based on the performance of the business processes in
which they are involved

y6 Ordinal (1–7)

Moderator variable

Intention to set up own business in the near future X95 Dichotomous

and Y5 are statistical significant. It means that the competencies for knowledge man-
agement (being a component of the ability to rapidly acquire new knowledge, analytical
thinking, knowledge of other fields or disciplines and mastery of your own fields or
disciplines) after the Covid-19 crisis are over will be affect on greater tendency to use
process orientation, i.e., Y1 – defining their business processes more clearly so that most
employees have a clear understanding of these processes, Y2 – allocating resources to a
greater extent based on business processes, Y3 – broader setting of specific performance
targets for different business processes, Y4 – measuring the outcome of different busi-
ness processes more closely, Y5 – more unambiguous designation of process owners.
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*1,…., 6

X 

Company owner 
or not

Y*
H*

Scheme 1. Estimated SEM models.

Table 5. Results obtained from the base SEM models.

Model Parameter C.R P Value IFI RMSEA

X->Y1 0.329 0.056 0.000 0.961 0.060

X->Y2 0.235 0.053 0.000 0.984 0.037

X->Y3 0.463 0.173 0.000 0.982 0.044

X->Y4 0.200 0.054 0.000 0.912 0.079

X->Y5 0.174 0.058 0.000 0.931 0.077

X->Y6 0.085 0.052 0.078 0.975 0.045

Table 6. External SEM model (Factor analysis) – common for every six model.

Relation Parametr S.R P value

X1->X 0.485 0.051

X2->X 0.585 0.054 0.000

X3->X 0.580 0.053 0.000

X4->X 0.469 0.051 0.000

Only the impact of competencies for knowledge management (X) on the need to reward
employees based on the results of the business processes in which they are involved (Y6)
was insignificant. All data loadings in confirmatory factor analysis were also statistical
significant (Table 6).

Table 7 contains the results obtained in the group of students planning to start their
own business. Table 8, in turn, shows the group of respondents who are not planning to
start their own business.

All estimated models have very good values for fit measures statistics – IFI > 0.9
and RMSEA< 0.8. It can be noted that in the second group of respondents (Table 8), the
impact of factor X on Y5 is also statistically insignificant. Furthermore, in the group of
students planning to start their own business in the near future, the impact of the variable
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Table 7. Results obtained from SEM models – students planning to start their own business.

Model Parameter C.R P Value IFI RMSEA

X->Y1 0.283 0.081 0.000 0.937 0.076

X->Y2 0.298 0.065 0.000 0.969 0.053

X->Y3 0.527 0.062 0.000 0.978 0,050

X->Y4 0.189 0.073 0.009 0.918 0.079

X->Y5 0.223 0.079 0.002 0.932 0.077

X->Y6 0.067 0.068 0.308 0.966 0.052

Table 8. Results obtained from SEM models – students who are not planning to start their own
business.

Model Parameter C.R P Value IFI RMSEA

X->Y1 0.373 0.081 0.000 0.995 0.023

X->Y2 0.164 0.079 0.021 0.997 0.022

X->Y3 0.378 0.079 0.000 0.992 0.028

X->Y4 0.224 0.079 0.002 0.924 0.076

X->Y5 0.116 0.076 0.097 0.940 0.073

X->Y6 0.107 0.074 0.125 0.997 0.022

X seems to be stronger on the need to allocate resources based on business processes (Y2)
and the tendency to set specific performance goals for various business processes (Y3)
than in the second group of the respondents. On the other hand, however, the influence
of the change in competencies for knowledge management anticipated as a result of the
Covid-19 crisis on defining your processes more clearly (Y1) and on measuring results
of different business processes more accurately (Y4) is more meaningful in the group
of respondents who are not planning to start their own business.

5 Discussion

The article poses a general hypothesis, according to which the increase in the importance
of competencies for knowledge management changing under the influence of coronacri-
sis will influence the change of individual components of process orientation. As process
orientation was defined by six variables, six specific hypotheses were verified, stating
the influence of competencies for knowledge management on each of its components
separately i.e.:

H1: The increase in the importance of competencies for knowledge management chang-
ing under the influence of the Covid-19 crisis will trigger the need to define business
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processes more clearly so that most employees have a clear understanding of these
processes.
H2: The increase in the importance of competencies for knowledge management chang-
ing under the influence of the Covid-19 crisis will trigger the need to allocate resources
to a greater extent based on business processes.
H3: The increase in the importance of competencies for knowledge management chang-
ing under the influence of the Covid-19 crisis will trigger the need to set specific
performance targets for different business processes.
H4: The increase in the importance of competencies for knowledge management chang-
ing under the influence of theCovid-19 crisiswill trigger the need tomeasure the outcome
of different business processes more closely.
H5: The increase in the importance of competencies for knowledge management chang-
ing under the influence of the Covid-19 crisis will trigger the need to clearly designate
process owners to take responsibility.
H6: The increase in the importance of competencies for knowledge management chang-
ing under the influence of the Covid-19 crisis will trigger the need to reward employees
more based on the performance of the business processes in which they are involved.

Diagnosis in this respect was made from the perspective of Generation Z students
entering into the labour market.

The results show the increase in the importance of competencies for knowledgeman-
agement following the Covid-19 crisis will affect the change of the five of six process
orientation components. Therefore, companies should clearly strengthen their process
orientation under the new post-crisis operating conditions and in the face of supplying
the labour market with representatives of generation Z. Only in the case of rewarding
employees based on the implementation of business processes inwhich they are involved,
students from Generation Z do not see the impact of the increasing importance of com-
petences for knowledge management. The lack of this relation intrigues and induces
to deepen the research in order to justify such a state of affairs, since it influences the
effective motivation of employees representing this generation. Perhaps young people
expect additional remuneration for the very development of their competences, and not
only for the effects of their application.

We observed the strongest statistically dependencies for the relationship, an increase
in the importance of competencies in knowledge management on the change in setting
specific performance goals for different business processes and on the change sufficiently
defining business processes, so that most employees have a clear understanding of these
processes.

Our findings also suggest differences in the impact of an increase in the importance
of competencies for knowledge management on individual the process orientation com-
ponents in the case of students who plan to set up their own business in the near future
and students who do not plan to do so. Students planning to run their own business see
stronger dependencies than students not planning to, in terms of the impact of compe-
tencies for knowledge management on allocating resources based on business processes
(Y2), setting specific performance goals for different business processes (Y3) and clearly
designating process owners to assume responsibilities (Y5), students not planning to run
their own business see stronger dependencies than students planning to run their own
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business in relation to the impact of competencies for knowledge on sufficiently defin-
ing business processes, so that most employees have a clear understanding of these
processes (Y1), measuring the outcome of different business processes (Y4). The differ-
ences between the two student groups identified in the study outline a clearly emerging
approach to the impact of competencies for knowledge management on individual areas
of process orientation. Future companies owners, most likely because of their business
approach, recognize the importance of competencies for knowledge management for
‘soft’ elements of the process approach (allocation of resources, goals performance set-
ting, process owners designating), which can be considered more advanced activities in
construction a process-oriented organization. On the other hand, students not planning
to run their own business see the benefits associated with the impact of competencies for
knowledge management on ‘hard’ elements (processes defining, business processes out-
comemeasuring), which can be considered a starting point in building a process-oriented
organization.What from a slightly different perspective is also visible in the studies cited
by Clauss et al. [9], who noted that rapid change in existing business models should be
accompanied by consideration of the limited resources available to entrepreneurs.

At this point, it is worth referring to research results Leinwand, Mani and Shep-
pard [18] arguing that the competencies they define as important for success in times of
uncertainty caused by the Covid-19 pandemic, i.e., broad-based proficiency (i.e., knowl-
edge of other fields and disciplines in addition to proficiency in one’s own fields and
disciplines), the ability to function in a rapidly changing business environment (ability
to acquire knowledge quickly), including new technologies, as well as awareness of the
preferences of individual customers, local communities and ecosystems (ability to think
analytically) will impact intensifying the process orientation of companies.

Findings van Looy [31], suggest, that under the influence of the pandemic, organisa-
tions have adopted alternative ways of operating, and their processes have become more
digitised, simplified and more efficient, which means that defining them well makes
themmore understandable for employees, and companies are more willing to set perfor-
mance targets for various business processes. Moreover, maintaining a balance between
exploitation (continuous improvement of business processes) and exploration (which
can be understood as acquiring knowledge from other domains, adapting to changes,
new business processes), leads to increased business efficiency.

6 Conclusion

In this article, we have assessed the influence of competencies for knowledge manage-
ment importance on the change of process orientation in the post-covid economy, from
the perspective of Generation Z students entering the labour market. Based on a discus-
sion in knowledgemanagement and process orientation, we proposed six hypotheses that
the increase of importance of competencies for knowledge management, because of the
Covid-19 crisis, will have affect the change six extracted of the process orientation com-
ponents. Using Structural Equation Modelling, we identify the relationships between
competencies for knowledge management and process orientation from the perspective
of Generation Z students entering the labour market.
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The results support the argument for the relationship between competencies for
knowledge management and process orientation, and suggest that from the perspec-
tive of Generation Z students the increasing importance of competencies for knowledge
management will not only translate into one area of the process orientation (reward-
ing employees based on the performance of the business processes in which they are
involved). The above observation can be considered as a premise for strengthening in the
curricula both issues related to process orientation and the development of competencies
for knowledge management, which, as research has shown, impact process orientation.
It is also worth conducting in the future research to answer the question why Generation
Z students do not see seemingly obvious relationships between competencies for knowl-
edge management and rewarding employees based on the performance of the business
processes in which they are involved.

The results of our research have theoretical implications. This study enriches process
management literature by demonstrating that competencies for knowledge management
are important variables influencing process orientation. The study also helps to better
understand the attitudes of Generation Z, in this case pointing to their views on changes
in the process approach in knowledge management competences.

Also, the research results have some practical implications, which are significant
from the perspective of the development of the process orientation. Our findings show
that from the perspective of Generation Z, which is just entering the labour market,
competencies for knowledge management have no effect on rewarding employees based
on the performance of the business processes in which they are involved. The above
observation should induce managers to revise their views on the applied motivational
stimuli, prompting employees fromGenerationZ to engage in activities aimed at building
a process oriented organization.

This study has limitations which may give rise to possible future research. First, the
study was conducted on a large group of students studying economics, and therefore
with a satisfactory level of knowledge of both the process approach and knowledge
management, which allowed them to complete the questionnaire correctly. However, it
would be worth examining whether their views on influence of competencies for knowl-
edge management on the management process in the post-covid economy differ from
students of other faculties, as well as from other Generations (in particular, Generation
Y). Second, in the survey we used existing measurement scales, however we are aware
that the list of measurements developed for process orientation and competencies for
knowledge management may not be exhaustive or complete from the perspective Z Gen-
eration. Therefore, in future research, it would be worth expanding the variables studied,
referring them to the specificity of Generation Z.
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1 Systems Research Institute, Polish Academy of Sciences, Newelska 6, 01-447 Warsaw, Poland
marek.szelagowski@dbpm.pl

2 University of Information Technology and Management, Sucharskiego 2, 35-225 Rzeszów,
Poland

jberniak@wsiz.edu.pl
3 Institute of Data Science and Digital Technologies, Vilnius University, Akademijos 4,

08412 Vilnius, Lithuania
audrone.lupeikiene@mif.vu.lt

Abstract. Organizations operating in Industry 4.0 and 5.0 use both ERP and
BPMS systems.As recently as 10–15 years ago, the reasons behind using these two
classes of systems were different. ERPs were used to manage the organization’s
resources, and BPMS – to support the implementation of business processes, often
understood as work or document flows. However, as a result of digital transforma-
tion, both business needs as well as ERP and BPMS vendors responding thereto
made these two classes of systems overlap to an increasing degree. Thus, the aim
of this article is to answer the question: Are we heading towards process-based
ERP systems or is the future in the flexible, open integration of postmodernERP
and iBPMS? The authors conducted a narrative literature review and content anal-
ysis of 88 ERP systems offered on the Polish market. As a result, 11 ERP systems
containing functionalities specific to BPMS were identified. Further, to define the
essence of the transformation of ERP into process-based ERP systems, 5 expert
interviews were conducted, which allowed for the formulation of two approaches
to this transformation: the integration of ERP systems with iBPMS as an external
subsystem taking over the implementation of selected business processes based
on metadata and data of the ERP system; or process management within the ERP
system by enabling the configuration of selected processes in ERP subsystems or
modules based on a repository of process models, e.g. in BPMN.

Keywords: Enterprise Resource Planning (ERP) · postmodernERP · Business
Process Management System (BPMS) · intelligent BPMS (iBPMS)

1 Introduction

For almost 30 years, Enterprise Resource Planning (ERP) systems were considered to
be the main systems supporting management in organizations [1]. However, the increas-
ingly broad use of process-based methodologies and hyperautomation techniques in
management forces organizations to also use Business Process Management Systems
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(BPMS). The vast majority of organizations that already use ERP systems have to decide
whether or not and to what extent BPMS should be implemented or whether the ERP
system should be changed to a process-based one. ERP vendors are faced with even
more significant decisions. Should “process” functionalities be built into an existing
ERP system with a view to preparing integration mechanisms enabling the on-demand
addition of BPMS elements, including selected hyperautomation techniques such as pro-
cess mining, robotic process automation (RPA), or artificial intelligence (AI)? Both for
systems vendors and the users themselves, these are strategic decisions that are difficult
to make, essential from the perspective of the competitive ability of the organization,
and involve long-term significant human resources. Thus, the aim of this paper is to
answer the research question: “Are we heading toward process-based ERP systems or is
the future in the flexible, open integration of postmodernERP and iBPMS?”.

The paper beginswith the outline of themethodology. Parts 3 and 4 present the results
of the literature review relating to the current status and development trends of ERP and
BPMS. Part 5 compares the requirements, development drivers, and architectures of both
system classes. Then, the results of the ERP systems analysis supplemented with the
experts’ interviews are presented and discussed. The last part presents the conclusions
of the research.

2 Methodology

Studies on the research topic have been performed in three stages. The first step consisted
of a narrative literature review held on the basis of the resources available in scientific
databases, such as the repositories of SpringerLink, Emerald, ScienceDirect, Proquest,
and Google Scholar. The main topics of interest were critical success factors, drivers
of the evolution and architectures of ERP and BPMS. The summation of the literature
research formed the basis of the next stage of the study. In the second stage, the authors
analyzed online resources pertaining to the ERP systems available on the Polish market,
with a focus on the possibilities of their use with a view to supporting business process
management. The authors have based this stage on Qualitative Content Analysis – a
research methodology of systematic analysis and interpretation of contents of texts – in
this case, the ERP systems offered on the Polish market [2]. In the last stage of the
study, the authors used partly structured expert questionnaires with representatives of
5 selected ERP system vendors. For each of the questionnaires, the same scenario was
used, which allowed the authors to easily compare the results [3].

3 Enterprise Resources Planning Systems

Since the mid-1990s, ERP systems, which integrate support for various different areas
of operation and business processes [1, 4], have become the standard regardless of the
industry. The coherent combination of managing sales, production, human resources,
and finances allowed for more efficient planning and monitoring of ongoing opera-
tions. However, since the mid-2000s, it has started to become increasingly clear that the
monolithic architecture of ERP systems has certain limitations: it is unable to tailor the
system’s operations to the business processes of the organization, lacks the flexibility of
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process performance, lacks standard integration mechanisms with external systems and
databases, and suffers from vendor lock-in, which often results in dismissing the needs
of the users and high systems maintenance costs. Both the pressures of business and
growing technological possibilities from the late 2000s onward have led to significant
changes in the architecture of ERP systems and the emergence within the ERP system
architecture of a module responsible for the integration of its various other modules,
but also enabled the efficient integration of the system with external software and data
sources [5]. In acknowledgment of the revolutionary nature of the introduced changes,
in 2014 Gartner proposed the creation of a new class of “postmodernERP” systems,
characterized by a modular internal architecture and the readiness to be integrated with
external functionalities andmodules [6]. The resulting composite IT architecture enables
the users to quickly adapt or expand in accordance with the changing needs of business
without being limited to the offer of a single vendor, a single software standard, or a
single group of business processes.

The evolution of ERP systems began with inventory databases, which were later
enriched with the planning and registry of operations (transactions) with the manage-
ment of increasingly complex business processes [7]. In effect, even postmodernERPs
remain transactional systems, that is, systems intended to register and monitor transac-
tions instead of designing and executing end-to-end business processes. The support of
business processes requires their strict integration with BPMS or the inclusion of pro-
cess management tools within the architecture of the ERP system itself. In both cases,
from the perspective of the user, this requires in the minimum the capability to design
end-to-end business processes and to hold transactions configured in specific modules
of the postmodernERP system from the level of the executed business processes. Ven-
dors of ERP systems undertake to develop their offer in terms of embedding process
management or enabling the strict integration of ERP with selected BPMS or Business
Process Analysis (BPA) systems.

4 Business Process Management Systems

Business processes can be considered the arteries of modern organizations [8], as they
represent the specific way in which organizational work is structured and executed, with
a view to creating value and supporting business strategy implementation. BPMS, which
combined information technology and knowledge in the field of management sciences
and were applicable to operational business processes [9], support holistic management
and increase the flexibility of implemented processes. They are defined as an application
infrastructure supporting BPM projects and programs that support the entire process life
cycle, from identification, through modeling, design, implementation and analysis, to
continuous improvement [10]. BPMS allow organizations to increase the flexibility of
business processes in a diverse application landscape [11]. However, due to the growing
volume of data and the increasingly complex decision-making process resulting from
the growing dynamics of the business ecosystem, BPMS have reached their limits. With
the advent of Industry 4.0, traditional structured business processes have been largely
replaced by dynamic ones: either partially structured or unstructured [12]. According
to Olding and Rozwell [13], traditional, structured BPs encompass only about 30% of
processes in organizations operating in Industry 4.0.
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The answer to the changes taking place were intelligent BPMS (iBPMS) a type of
high-performance (low-code/no-code) application development platforms that enable
dynamic changes to operating models and procedures, documented as models, directly
driving the execution of business operations [14]. Such platforms serve as a single tool
allowing for the easy leverage of the analytics and intelligence of BPM through the use
of the cloud, Internet of Things (IoT) integration, message-oriented middleware, busi-
ness activity monitoring, the use of artificial intelligence (AI), and much more. In turn,
business users make frequent (or ad hoc) process changes in their operations, regard-
less of technical resources managed by IT, such as integration with external systems
and security administration. iBPMS also enable “citizen developers” and professional
developers to collaborate to improve and transform business processes. They allow new,
emergent practices to quickly scale across a function or enterprise. Although they take
into account aspects of business transformation and digitization, changes in the require-
ments related to Industry 5.0 and the need for seamless collaboration between people
and machines are driving the further evolution of BPM software [15]. The purpose of the
changes is to provide a tool building a sustainable competitive position on the market.

5 Postmodern ERP and iBPMS – Differences and Similarities

5.1 Goals and CSFs for the Implementation of ERP and BPMS

In Industry 4.0 and 5.0, themeasure of success of an organization is its ongoing efficiency
and the development potential of its products and services, as well as the capability to
use and develop its own intellectual capital [16].

In the literature from the last 10 years, there exist multiple publications on the
requirements of Critical Success Factors (CSFs) for ERP systems and BPMS. All point
to the fact that the success of implementing ERP or BPMS is dependent not on a single
factor, but on the synergy of several or even several dozen CSFs [17–19]. They also lead
to the observation that the goals and CSFs of the implementation of ERP and BPMS are
if not identical, then at least largely overlapping and complementary. In Industry 4.0, it is
expected that the implementation of ERP or BPMSwill result in an increase in efficiency
and effectiveness, as well as the flexibility of business processes [20]. However, from
the point of view of Industry 5.0, in order to unleash the potential of both classes of
systems and unlock the innovation of employees, the need to change the work culture
and the empowerment of employees should also be taken into account.

5.2 Trends in the Development of Postmodern ERP and iBPM Systems

The results of the literature review highlight several concerns that determine the driv-
ing forces behind the development of ERP and iBPM systems. The most important
among them are the needs of organisations operating in global, ever-changing business
ecosystem of Industry 4.0/5.0, as well as technological possibilities available to system
vendors. The system users’ requirements resulting from nature of their work and social
culture cannot be ignored either. The drivers pursued lead to appropriate trends in the
development of ERP and iBPMS, which are characterised in more detail in terms of
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foreseen requirements having a key impact on the further development of systems [21,
22].

(D1) The Constant Efforts of Enterprises to Improve Productivity and Efficiency
Themain driver of the practical use of both ERP andBPMsystems is the pursuit of reduc-
ing costs and increasing the efficiency/productivity of the business [23]. On the one hand,
72% of organisations indicate that cost reduction is their goal of implementing and using
a BPMS [24]. On the other hand, ERP systems vendors declare that organsations use
their systems to integrate the management of business processes [25]. Beyond the 2000s,
emphasis for both class of systems has shifted from supporting internal management to
leveraging value in real time [1, 26]. Nowadays, production, provision of services, and
decision-making are federated within and between different organisations and divisions.
According to Bailey et al. [27], by 2026, more than 50% of large organisations will com-
pete as collaborative digital ecosystems rather than discrete firms. Therefore, improving
productivity and efficiency should be analysed not only in the local context, but also
in the context of the global business ecosystem. This means that in order for ERP and
BPMS to be useful for cross-functional integration and value creation, they must be
implemented in a technological ecosystem that covers and integrates the entire business
ecosystem.

The foreseen requirements having akey impact on the further development of systems
are as follows: (1)The need to support a business in such away that it could systematically
explore new opportunities, adapt, and fundamentally transform itself; (2) The need to
support processes of highest maturity levels and of different natures; (3) The need to
enable the management of end-to-end processes covering networks of different types of
organisational units; (4) The need to align business processes with a strategic level; (5)
The need to ensure systems quality characteristics, such as interoperability, performance,
and scalability; (6) The need to create preconditions for cooperation with other systems
types to fully automate end-to-end processes.

(D2) Abrupt Changes in Work and Social Culture
The real enterprise environment is highly dynamic and deals with a large number of
various exceptions. TheCOVID-19 pandemic has demonstrated the reality of unforeseen
disruption. According to Chong et al. [28], organisations that are able to adapt to such
challenges are resilient, and characteristics of resilience include the development of
local networks of teams and business units. This driver clearly indicates the importance
of tools for the real-time management and improvement of business processes. Such
a situation significantly accelerated changes in the work culture and made it possible
to implement new business models based on digitisation [29]. This in turn resulted in
the necessity to maintain a permanently higher rate of adoption of remote work and
digital touchpoints [30]. By necessity, in many organisations technology has become
the key to every interaction [28]: The foreseen requirements having a key impact on the
further development of systems are as follows: (1) The need to support a digital-first,
remote-first business model; (2) The need to support decisions on business innovations,
including new business models and agility; (3) The need to support different types
of process variability, run-time process variability, and their management in real time;
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(4) The need to enable holding business activities anywhere, exploiting the potential of
mobile technologies.

(D3) Technological Changes
ERP and BPMS vendors today have at their disposal opportunities provided by rapidly
evolving and emerging new information technologies. These technologies originate from
different fields, including cyber-physical systems, Internet of Things (IoT), cloud com-
puting, hyperautomation, service-oriented paradigm, industrial information integration
[31], to list just some of the more important ones. They are the major force behind a
technological shift toward supporting new models of business.

The foreseen requirements having a key impact on the further development of sys-
tems are as follows: (1) The need for the orchestrated use of multiple technologies; (2)
The need to extend the variety of supported technologies and simplify them to expand
the scope of business automation; (3) The opportunity for on-demand access to required
services (i.e., required infrastructure, platforms, software) and for building resilient,
flexible, and agile application architectures thanks to the availability of cloud technol-
ogy [32]; (4) The need to develop customer-facing systems by blurring business and
technological aspects: (5) The opportunity to create flexible, adjustable, composable
systems even faster thanks to the use of principles of service-oriented architecture; (6)
The creation of preconditions to extend the digital workforce with smart things and
cyber-physical systems.

(D4) Rapidly Growing Data Streams and Data Heterogeneity
Some departments or even entire organisations (for example, insurance companies) have
always been data driven. Nowadays, businesses make extensive use of data because of
the potential they provide. This requires ensuring that large amounts of structured, semi
structured, and unstructured data can be stored and processed, including in their native
form. In the context of Industry 4.0/5.0, business data that flow through business pro-
cesses and are exchanged among the different types of actors are highly heterogeneous.
The steps of business processes are carried out not only by traditional workers, but by
various internet-connected devices as well. In addition, data should be available as soon
as they are created and acquired. According to Guay [33], without appropriate data man-
agement, the expected business value of postmodern ERP systems will not materialize.
The same can be said for iBPMS. The foreseen requirements having a key impact on
the further development of systems are as follows: (1) The need to enable collabora-
tion between machinery and people in running the business activities by enabling data
exchange; (2) The need to extend the system’s data infrastructure to cover not only tra-
ditional data bases and warehouses, but also data lakes, repositories, mobile data bases,
etc.; (3) The need to ensure data quality, integrity, and security; (4) The creation of
preconditions for the real-time and embedded analytics; (5) The creation of precondi-
tions for end-to-end processes and for overall business visibility; (6) The creation of
preconditions for processes mining and optimization.

(D5) Prerequisites for Increasing the Intelligence of ERP and iBPM Systems
AI-enabled solutions are implemented in different fields, changing the work of entire
organisations and their employees. The research indicates that the development of AI has
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made it possible to automate complex business process that until then could be executed
only by humans. Advancements in machine learning, robotics, knowledge representa-
tion, automated reasoning and data analysis, planning and scheduling, computer vision,
and natural language processing make the prerequisites for extensive hyperautomation,
which is among the most important strategic technology trends [30, 32]. Thus, ERP and
iBPM systems will be increasingly extensively rely on AI-based solutions combined
with the digital workforce to improve business efficiency and workflow. The foreseen
requirements having a key impact on the further development of systems are as follows:
(1) The need to automate an increasing number of processes and remove the need for
human intervention; (2) The need to shift ERP and iBPMS workplaces to a heteroge-
neous workforce, where people, as well as robots and intelligent things interact with the
system; (3) The opportunity to develop an AI-driven user experience providing the users
with more useful content; (4) The opportunity to use automated reasoning and inferred
data to interpret documents written in a natural language when replacing people in the
performance of tasks; (5) The opportunity for advanced and extensive business analytics
and for its automatisation.

5.3 Architectures of Postmodern ERP and iBPM Systems

The term ERP is a generalized and an abstract term, because the products of specific
providers can differ in many particular aspects. Some ERPs support only some opera-
tional and financial processes. They vary in functionality, data representation schemes,
operation modes, and in many other details. An iBPMS is a solution for management of
structured and unstructured business processes. To highlight their distinctive features, it
can be said that BPM systems help enterprises optimize, implement, and automate flows
of business activity to achieve business goals. iBPMS go one step further, i.e. “i” refers to
the intelligence and advanced capabilities of these systems. The common denominator
of both class of systems is not limited to principal architectural solutions. In practice,
iBPMS increasingly supplement or even overlap with the typical functionalities of post-
modern ERP systems. Typically, postmodern systems are characterized as federated and
loosely coupled when the functionality is sourced as cloud services or via business pro-
cess outsourcers [1, 33]. All these features are quality characteristics (i.e. adaptability,
scalability, integration feasibility to name just a few) and can be implemented via design
approaches, system IS architecture styles, and design patterns.

(A1) Functional Architecture of PostmodernERP Systems
PostmodernERP has taken shape through several stages of development. The system
consists ofmany functional subsystems ormodules that share a database. As a rule, every
functional subsystem/module focuses on one business area, such as human resources,
sales and distribution, procurement, asset management, manufacturing, finances, and
planning.As the systemevolved, additional capabilitieswere integrated.The extensionof
the system can be considered from two dimensions: (1) horizontal – where functionality
is extended by adding domain-specific constituents, i.e. by integration with subsystems
or modules of the same category; (2) vertical – where ERP evolves thanks to new
technological capabilities, i.e. by adding functionality to enable advanced capabilities
such as intelligent automation, advanced analytics, and real time activities.
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The horizontal dimension can be adapted to the needs of the business through special-
ized subsystems, such as supply chain management (SCM), supplier relationship man-
agement (SRM), product lifecycle management (PLM), or business warehouse (BW),
have been created to expand some ERP functions or to implement new functionality.
As a result, the boundaries of ERP were rethought in two ways: (1) these subsystems,
namely warehouse management (WM), SRM, and CRM, were in fact included in core
ERP [34, 35], (CRM and SRM are the examples in Fig. 1); or (2) they were developed
as independent subsystems or modules and could be integrated among themselves and
with the core ERP system (PLM, BW and SCM are the examples in Fig. 1).

Fig. 1. Functional architecture of ERP.

This second option allows users to purchase and configure systems from modules
that meet their needs. However, additional integrations increase the complexity of the
system as a whole. As a rule, the core ERP serves as the central point of the integrated
constituents. Considering the aspect of vertical extension, functional modules cover and
extend the activities traditionally performed by people. Analytics comprises predictive,
embedded, and real-time analytics in addition to classic data warehouse-based analysis.
Some modules can be named as software agents, which perform tasks ranging from
routine repetitive tasks to complex solutions.

The vertical dimensions of the expansion of ERP systems offers an increasing num-
ber of new possibilities thanks to the fact that constantly emerging and improved new
technologies allow for the automation of an increasing number of activities that were
previously performed only by people. To ensure a truly live business, some functional
modules, such as planning, procurement, or manufacturing [34, 36] must have their
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real-time execution counterparts, or, generally speaking, they should integrate the digi-
tal world. In other words, a module to process different types of data (e.g. unstructured,
binary) from sensors, social networks, the IoT should appear on a vertical scale.

(A2) Functional Architecture of Postmodern iBPM Systems
The different types of architectures for BPMS have received quite a lot of attention
from, among others, Arsanjani et al. [37] and Pourmirza et al. [38]. The functional
architecture of iBPMS, analogously to postmodernERP architecture, can be considered
as an extension of its predecessor from horizontal and vertical points of view (Fig. 2).

Fig. 2. Functional architecture of iBPMS.

The functional modules of an iBPMS support business process identification, engi-
neering, execution, monitoring, and measurement. Process engineering includes process
model development, optimizing, evaluating, and quality assurance. Multiple alternatives
should be generated, studied, and analyzed in simulation and replaying on historical
data studies in order to engineer the best possible business processes. In general, iBPMS
takes manual processes and transforms them into digital processes that operate intra-
and inter-enterprise systems. The business rules management module focuses on defin-
ing and storing rules which control business processes, while the content management
module – on storing and securing documents, images, and other types of information
entities. iBPMS extends the functionality of its predecessors by highly complex event
monitoring and processing, increasing the ability of a business to identify opportunities
or adapt to unexpected situations. In the context of integration with specialized systems,
process mining systems (PMS) are worth mentioning. In addition to typical types of
process mining [39], a PMS can be used to detect routine work in processes that can be
automated [9].

In the vertical dimension, iBPMS implement end-to-end process automation via
hyperautomation, including mimicking the behavior of workers. The process analytics
functional module adds advanced predictive and real-time analytics, in which big data
are used as well. Analytics also includes customer records on social networks, which
enable both the definition and execution of more dynamic process discovery [40, 41].
Nowadays, iBPMS link workers, machines, and the IoT to ensure support for intra- and
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inter-processes [42]. One consequence of this is the creation of a functional module to
process large amounts of different types of data in real time. In addition, the functional
architecture of BPMS is extended by a real-time decision making module.

6 ERP Systems Evolution – Vendors Perspective

In order to confront the results of literature research with business practice, the authors
have analyzed ERP systems offered by vendors in Poland. In total, 88 such systems
were identified. Following the analysis of the content of the offers from the perspective
of using the solutions to support business processes, 10 vendors were identified for a
total of 11 ERP systems, which are undoubtedly already designed in accordance with the
principles of composite architecture andwhich enable the use of business processmodels.
These are: Infor (Infor LN), Sygnity Business Solutions (Quatra MAX), Oracle (Oracle
e-Business Suite and Oracle ERP Cloud (Fusion)), SAP (SAP S/4HANA) Comarch
(Comarch ERP Egeria), Soneta (enova365 platinum version), IFS (IFS CLOUD), BPSC
(Impuls EVO), SIMPLE (SIMPLE ERP), and Gardens (GardensERP).

In the last stage of the study, the authors applied 2 step expert interviews. First,
based on the literature review and content analysis results, the authors developed and
administered partly structured expert questionnaires to representatives of 5 ERP sys-
tems vendors, who accepted invitations to participate in the study. The results of the
questionnaires were presented in Table 1.

Table 1. Process-based functionalities of selected ERP systems.

System name Infor LN Oracle ERP Cloud 
(Fusion) SAP S/4HANA Comarch ERP 

Egeria enova365

1 Process modeling Yes,
own DEM notation

Yes, 
with Oracle BPM Cloud

Yes,
with SAP Signavio

Yes,
with Camunda

Yes,
own workflow 

description notation

2 Importing process from Business 
Process Analysis (BPA)

Yes Yes, 
with Oracle BPM Cloud

Yes
with SAP Signavio

Yes,
with Camunda No

3

Process execution in accordance 
with predefined models (changes to 
the model change the means of 
execution)

Yes Yes Yes Yes Yes

4
Adding or ommiting tesks or 
subprocesses in the course of 
execution

Yes,
modifications, 

versions
- Yes Yes NO

5
Launching tasks in other systems in
the process view Yes Yes Yes Yes NO

6 Controlling of executed processes Yes
Yes, 

but transactional not 
process-based

Yes Yes Yes

The studies show that typically process-based functionalities are already present in
postmodernERP systems. These systems allow for the modeling of business processes
(e.g. INFOR or enova) or are strictly integrated with iBPMS applications (e.g. Comarch,
Oracle, or SAP). All vendors who participated in the study offer the possibility of exe-
cuting processes in accordance with predefined models (changes to the model lead to
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changes in execution) and control over ongoing and finished processes. It should be
noted that almost all systems allow for the execution of processes not just in a way
which is fully compliant with the predefined sequence of actions, but which also allows
for the possibility to adapt the process the needs of the specific execution context. This
is a key feature which enables the execution within these systems of fundamental pro-
cesses, which are decisive with regard to the results and the competitive position of the
organisation and the vast majority of which require, in Industry 4.0/5.0, the dynamic
adaptation of the process to the needs of the clients or the broader business environment
[13, 14]. In most of the analysed cases, there is also the possibility to launch tasks in
other systems in the course of process execution. Both these features considerably raise
the flexibility and possibilities of the integration of ERP systems.

In the second step, the authors conducted in-depth interviews with experts partic-
ipating in the study. The interviews were aimed at understanding the essence of the
applied ERP system development approaches towards business process management. In
the course of expert interviews, the respondents have provided a broader description of
the offered ERP systems from the perspective of their present possibilities in the scope
of process management.

The INFOR LN 10.7 system from Infor has a composite architecture, which enables
the modeling of processes of any nature, as well as data flow, including the integration
with external software. It has its own notation, which is similar to BPMN. In the course
of work, the processes available to users have the form of active diagrams, which offer
the possibility of maintaining the system and executing processes in accordance with a
predefined sequence of tasks and decisions or through the direct selection of actions from
the process diagram level. The system enables the users to launch tasks in other appli-
cations in the course of process execution. Data on the ongoing and finished processes
may be presented in the form of diagrams containing the full information on the process
executors, the state of completion, the time of completion, and the data processed. The
system includes built-in tools from the areas of RPA, process mining, and ML/AI, but
also allows for integration with external tools.

Oracle Fusion applications are implemented through Oracle Business Process Man-
agement and depending on the executed process may be modified in accordance with
client requirements. New business process models may be designed and implemented
with the help of the Oracle Process Cloud Service, which also provides the choice of the
method of contact with process and task executors. In the course of work within the sys-
tem, all actions within processes are logged and controlled, which facilitates undertaking
actions and reporting problems or identifying delays, but also allows for the analysis of
the executed tasks and processes.

The architecture of the Comarch ERP Egeria 8 system was based on microservices.
The system allows for the execution of business processes in accordance with patterns
implemented therein and updated by the developer on an ongoing basis in response to
legal changes. At the same time, the system allows the users to configure their own
unique processes and implement them in iBPMS Camunda, strictly integrated with
Egeria. Another possibility is the integration with external document management and
workflow class software with the use of the functionalities of both systems.
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SAP S/4HANA from SAP – S/4HANA consists of domain-specific application writ-
ten in ABAP code and an additional layer of the SAP Fiori application, which service
predefined business roles. SAP offers pre-prepared business process patterns modeled
in BPMN along with instructions for configuring the correct parameters in the SAP
S/4HANA system and the SAP Signavio subsystem, which enable work with processes
throughout their entire lifecycle – from design and modeling, through management and
ongoing execution, up to evaluating their business efficiency.

7 Discussion

Industry 4.0 is characterized by the convergence of technologies that improve the effi-
ciency and effectiveness of business processes [21]. ERP systems enable the integration
of business processes and ongoing access to integrated data throughout the enterprise [7].
The implementation of the postmodernERP system provides organizations with benefits
as a catalyst for business innovation, a platform for business process efficiency, a tool
for standardizing processes, and by saving IT costs. One of the most important decision
groups in ERP implementation are decisions regarding the configuration of the organiza-
tion’s business processes [43], i.e. decisions directly linking ERP systems with the func-
tional scope of iBPMS.From this perspective, it is not surprising thatCSFs and drivers for
the development of postmodernERP and iBPMS systems are almost totally overlapping.
In Industry 4.0 and the emerging Industry 5.0, both classes of systems require: (1) sup-
port in achieving current results, incl. Through the effectiveness of business processes,
a system of continuous monitoring and improvement, effective management of organi-
zational change, including the implementation of business process improvements; (2)
development support based on employee involvement and participation, organizational
culture, awareness, and understanding of process management.

For both classes of systems, compliance with the above CSFs requires: (1) ensuring
system-level feasibility, best described by the CSF “System Architecture for Flexibility
and Integration to Generally Accepted Standards”; (20 ensuring the actual implementa-
tion of BPM at the organizational level, including changes in the organizational culture,
best described by the CSFs “Appropriate Implementation Strategy” and”Organizational
Culture.”

This is clearly indicated not only by the D1 driver “Continuous efforts of enterprises
to improve their productivity and efficiency,” but by the analysis of all other drivers pre-
sented in Sect. 5.2. Only a combination in the development of both classes of systems of
“technological” (Industry 4.0) and “cultural” (Industry 5.0) views can ensure a balanced
and sustainable competitive position of organizations using these systems.

As shown in the paper, the architectural requirements for both classes of systems
are essentially the same. They can be summarized in two main points: (1) composite
architecture enabling the integration of modules and even external subsystems and their
data, in accordance with the requirements of planning, implementation and analysis
of business processes; (2) flexibility to adapt to the organization’s business processes,
regardless of their nature.

Theoretically, these requirements can be met in three ways: (1) integration of the
ERP system with iBPMS, as an external subsystem taking over the implementation
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of selected business processes based on the metadata and data of the ERP system; (2)
process operation of the ERP system, by enabling the configuration of selected processes
in selectedmodules based on a repository of process models, e.g., in BPMN; (3) building
the full functionality of the ERP system using iBPMS.

The authors reject the third option of preparing an application as impractical. A
system built in such a way would require the preparation of a database layer and a pre-
sentation layer, analogous to ERP systems. In addition, a significant part of the processes
supported by ERP systems is static, often defined by law, and it is much more effec-
tive to “program” them in the application. In practice, as the analysis of architectural
requirements and possibilities has shown, there are only two ways leading to the same
goal, which is the process operation of the ERP system.

8 Conclusions

The aim of the article was to answer the research question: “Are we heading toward
process-based ERP system or is the future in the flexible, open integration of postmod-
ernERP and iBPMS?”. The complementary and overlapping functionalities of postmod-
ernERP and iBPMS mean that both systems are at present dedicated to the same group
of users. This fact, along with the similarity of the CSFs and drivers of development of
both classes of systems, as well as identical architectures and the use of the same ICT
solutions, de facto determines the strict integration of both classes, and, in the future –
their combination into a single class of systems. They aremerely two points of departure,
from which further development leads to the same end point, namely the process-based
operations of an ERP systemor, broadly looking, an enterprise information system (EIS).
To answer the posed research question, we are undoubtedly going in the direction of
process-based ERP systems. However, this “process-based” nature can be achieved by
the two paths presented in the article.

This new direction of the development of postmodernERP will undoubtedly become
a crucial topic of further research on the development of systems, encompassing e.g.
tracking the directions of the development of iBPMS and postmodernERP, the identifi-
cation of the limitations of thereof, as well as the combination of both classes of systems
into a single class, not to mention tracking the proliferation and the effects of using tech-
niques from the area of hyperautomation and the analysis of changes to implementation
methodologies.

The limitation of this research is its focus on the systems offered on the Polishmarket
and on the vendor perspective. In the course of further work, the authors intend to extend
their research to all European Union countries and for research from the perspective of
companies using both systems. This will enable them to formulate a final answer to the
question about the future of postmodernERP and iBPMS.
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