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Preface

This volume contains the papers presented at the 20th International Conference on
Business Process Management (BPM 2022) held during September 11–16, 2022, in
Münster, Germany. As with the previous two editions, the BPM 2022 conference still
had to deal with the impact of the COVID-19 pandemic, which caused uncertainties
and additional workload. Despite all struggles, the BPM community has continued as a
determined and flexible community. The fruits of its research contributed to BPM 2022
can be found in the following excellent conference program.

BPM 2021 was held in a hybrid setting, thus giving the attendees the chance to enjoy
the conference remotely and to connect again with one another while being physically in
the same placewhenever possible. BPM2022 strived for a full in-person celebratory 20th
anniversary, flanked by a multitude of events, such as the Blockchain, CEE, and RPA
fora, workshops, tutorials, and wonderful social events, that provided the opportunity
for exchange of the latest BPM ideas and networking. The program also included three
invited keynote talks about seminal topics in business process management.

BPM 2022 followed the history and philosophy of previous editions with respect
to the three main research tracks “Foundations” (Track I), “Engineering” (Track II),
and “Management” (Track III), reflecting the different communities of the conference
series. Track I (chaired by Claudio Di Ciccio) addressed computer science research
methods for researching the underlying principles of BPM, computational theories,
algorithms, semantics, novel languages, and architectures. Track II (chaired by Remco
Dijkman) dealt with engineering aspects of information systems research, including
business process intelligence, process mining, process modeling, and process enact-
ment, and employed rigorous and repeatable empirical evaluations. Track III (chaired
by Adela del Río Ortega) aimed at advancing the understanding of how BPM can deliver
business value, by improving and transforming organizations through process-oriented
capabilities, and examining process thinking based on empirical observations. Stefanie
Rinderle-Ma served as the Consolidation Chair.

Overall, we received 114 abstract submissions, out of which 97 went into review as
full papers. Out of these 97 full paper submissions, 32 accounted for Track I, 35 for Track
II, and 30 for Track III. The review process followed the high-quality standards of the
BPM conference series. Each paper was reviewed by at least three Program Committee
(PC) members of the respective track. Then, an extensive discussion phase between the
reviewers and a Senior PC member followed. Finally, the discussion was summarized
by the Senior PC member in a meta-review. This thorough review process resulted in
seven accepted papers for Track I, six accepted papers for Track II, and nine accepted
papers for Track III, totaling 22 contributions included in the main research track (19.3%
acceptance rate). Moreover, the review process resulted in the inclusion of 13 papers in
the BPM Forum program, published in a separate volume of the Springer LNBIP series;
these papers aim at presenting highly innovative research and ideas.
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Figure 1 illustrates in the form of aword cloud the variety of topics that are covered in
the proceedings. It highlights some subjects that have been of interest to the community
for some years already, such as process mining and analysis. However, the figure also
evidences that robotic process automation (RPA) has attracted significant interest this
year. A number of terms refer to the research methods, core concepts, and data structures
towhich the community usually resorts (some of thosemay arouse your curiosity, such as
‘workflow graph’ and ‘execution context’). The main topics of this volume are reflected
in the session themes, including analytics, design methods, process mining practice, task
mining, systems, and process mining.

Fig. 1. A word cloud illustrating the topics covered in the proceedings.

“Open Science” is a major principle for the BPM community aiming at
reproducibility and replicability of the research results. Following the tradition started
in 2020, the authors were explicitly requested to link one or more repositories with
additional artifacts such as data sets, prototypes, and interview protocols alongside
implemented prototypes to their papers.

The BPM 2022 program opened with an exciting keynote on each day of the
conference. On the first day, Gero Decker from SAP/Signavio talked about “BPM
products for the next 20 years” and shed light on the question of how academia and
the BPM community can become an essential part of this development. On the second
day, Jan Mendling from Humboldt-Universität zu Berlin, in his talk on “Taking the next
steps towards Business Process Science”, gave exciting insights into the development of
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the business process science discipline with a particular focus on the development and
strengths of the business process community. On the third day, Chiara Ghidini from the
Fondazione Bruno Kessler (FBK) discussed “Perspectives on BPM: an ideal ground for
Integrative AI?” and outlined new challenges that arise at the interface of integrative AI
and the BPM field. In addition to the keynote abstracts and papers, this volume features
papers accompanying five tutorials.

We would like to express our gratitude for the exceptional support of the different
BPM conference committees, especially the tracks’ Program Committees and Senior
Program Committee members. They made the rigorous and extensive review procedure
possible and, in turn, enabled the high-quality research output reflected by the papers in
this volume. In addition to the committees of the BPM 2022 main track and BPM 2022
Forum, committees for the workshops, the tutorials, the RPA Forum, the Blockchain
Forum, the Industry Forum, the Central and Eastern European (CEE) Forum, the
Demonstration and Resources Track, the Doctoral Consortium, the BPM Dissertation
Award, and the Journal First Track did a tremendous job in reviewing and selecting
high-quality contributions to the different tracks and fora.

We also acknowledge our sponsors for their support in making this conference
happen: we are very grateful for the platinum sponsorship by celonis, SAP Signavio, and
MR.KNOW.Through their financial support, the conference could take place as it did.We
are also thankful for our bronze (cronos, Provinzial, and viadee) and academic sponsors
(Deutsche Forschungsgemeinschaft, German Research Foundation, DFG), Springer, the
University of Münster, and the European Research Center for Information Systems
(ERCIS). Finally, we also appreciate the use of EasyChair for streamlining an intensive
reviewing process.

Our special thanks go to JörgBecker as theGeneralChair ofBPM2022, togetherwith
the Organizing Committee Chairs Katrin Bergener and Armin Stein, and their group.
The Münster team did an invaluable job in planning and organizing an unforgettable
conference, especially in light of the still challenging times we are living in, with the
high degree of uncertainty this also adds to the organizational tasks.

Last but not least, we thank you as the readers of this volume and wish you a great
experience in diving into the latest BPM research.

September 2022 Claudio Di Ciccio
Remco Dijkman

Adela del Río Ortega
Stefanie Rinderle-Ma
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Data, Conceptual Knowledge, and AI: What Can They
Do Together? (Abstract of Invited Talk)

Chiara Ghidini

Fondazione Bruno Kessler, Trento, Italy
ghidini@fbk.eu

In the last few years several disciplines have called for approaches that go beyond
vertical and separated areas and instead push for integrated approaches. One notable
field in which this integrated, or better integrative, approach is considered absolutely
necessary is Artificial Intelligence (AI), in particular with the integration of symbolic
(or knowledge based) and sub-symbolic (or data driven) techniques and representations,
or the integration of different vertical areas (e.g., Natural Language Processing and
Knowledge Representation). Somehow differently from AI, where areas separated into
almost different disciplines along the years, BPM has an integrative nature “by defini-
tion”. Data are crucial, but mainly to produce explicit and human readable knowledge
and models. Similarly, models with no ground on data remain somehow detached from
reality. Also, data and knowledge are multi-dimensional, and many interesting results
have been obtained by reconciling (or integrating) the object- and process-centric views
on data. The explosion of AI, and its increased usage in BPM, should reinforce the inte-
grative nature of BPM research, rather than push for data driven black box solutions. In
this talk I will discuss how data, conceptual knowledge, and AI can work together when
dealing with specific challenges in process discovery, predictive and proactive process
monitoring, and explainability.
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Abstract. The International Conference on Business Process Manage-
ment (BPM) is a conference series with some remarkable successes over
the last 20 years. In this paper, we discuss how neighboring fields have
made progress. A key observation is the co-evolution of the problem and
solution spaces: methodological innovations yield substantive advance-
ments and, in turn, substantive findings help to improve methods. We
discuss implications of this observation for business process science.
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1 Introduction

The International Conference on Business Process Management (BPM) cele-
brates its 20th edition in 2022. The conference looks back at some major achieve-
ments in fostering research on business processes and developing a vital research
community around this topic. Key conference papers are highly cited and exem-
plify the impact of research on business process management [74]. Also the num-
ber of participants has constantly grown with a peak of almost 500 at the last
pre-Covid conference in Vienna. All these are indications of success.

Success in the past is, however, only a weak predictor of future impact, while
innovation is a key factor of change and progress [80]. We know from research in
our own field that there are at least two sources inspiring innovation: problems
and opportunities [34]. Previous keynotes to the BPM conference have discussed
problems. For instance at the 10th anniversary BPM conference, Van der Aalst
called for increasing the “concern for real-life use cases” to address the relevance
problem of BPM research [3]. By reviewing BPM conference papers from 2003
to 2014, Recker and Mendling identify the need to further develop the rigor of
“methodologically strong empirical and theoretical research” as an integral part
of the BPM conference [74].
c© Springer Nature Switzerland AG 2022
C. Di Ciccio et al. (Eds.): BPM 2022, LNCS 13420, pp. 3–18, 2022.
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These and other problem-oriented reviews of BPM research are essentially
inward-looking. They focus on what is done within the BPM research commu-
nity. In this paper, we aim to complement this inward-looking with an outward-
looking perspective. An analysis that is outward-looking is driven by an out-
sider’s perspective, looks at developments in other research fields, and fore-
grounds opportunities [30]. Such an outsider’s perspective of a research domain
can be taken regarding two different areas of knowledge: substantive knowledge
(what is researched) and methodological knowledge (how is researched) [21, p.
257]. We refer to the field established by both substantive and methodologi-
cal knowledge on business processes as business process science [18,54]. First,
we review substantive concepts at the heart of research on business processes
and identify key classification concepts. Second, we reflect upon methodological
advancements of research areas that have had a substantial impact in recent
years. From these reflections, we draw conclusions for the BPM conference and
how a science of business processes [18,54] can be further developed.

This paper is structured as follows. Section 2 discusses the research area cov-
ering substantive knowledge on business processes. Section 3 describes method-
ological knowledge on how business processes can be researched. Section 4
reviews recent advancements in fields such as network analysis, image process-
ing, and text processing. Section 5 presents directions for business process science
and the BPM conference.

2 Substantive Knowledge on Business Processes

This section makes an attempt at sketching the boundaries of substantive knowl-
edge on business processes. To this end, we first define what a business process
is and how it relates to similar notions. Second, we discuss which different clas-
sification schemes have been proposed for business processes.

2.1 What is a Business Process?

The notion of a business process refers to a specific plan of action. It is related to
a plethora of other notions emphasizing a plan (plan of action, modus operandi,
strategy, tactic, procedure, approach, method, technique, algorithm), a perfor-
mance (work, routine, operation, practice), or a potential (capability, ability,
capacity, competence), often without making their mutual distinction explicit.
Also at the task level, plenty of terms are used (activity, action, function, step,
job, skill) with largely overlapping semantics.

The notion of a business process has some specific characteristics that are
distinctive. These are emphasized by several similar definitions of what a business
process is. Dumas et al. [30, p. 6] define a

“business process as a collection of inter-related events, activities, and deci-
sion points that involve a number of actors and objects, which collectively
lead to an outcome that is of value to at least one customer.”
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This definition points to two salient characteristics of a business process. First, a
business process is a plan of action towards a desired outcome. As such, it shares
characteristics with types of change that Van de Ven and Poole call teleological :
it is driven by goal formulation, followed by implementation, evaluation, and
modification of goals based on what was learned by the involved actors [89].
Second, a business process involves a number of actors for executing different
activities. The efficiencies of organizing work processes by division of labour
were first described by Adam Smith in 1776 [83]. However, increasing division of
labour does not only provide benefits in terms of specialization and efficiency, but
also entails an increasing cost of communication and coordination. The trade-off
between benefits provided by division of labour and costs of coordination implies
an optimum. This optimum depends on technology [17], which makes business
process science a research area that strongly builds on information systems for
process coordination and task automation. Due to the involvement of different
actors and different pieces of technology, business process science is concerned
with social phenomena, technical phenomena, and socio-technical phenomena,
as exemplified by the five-level research framework for process mining [19].

2.2 Types of Business Processes

Classification plays an important role for summarizing and ordering knowl-
edge [21, p. 330]. Many classification schemes are relevant for business processes,
including those being used for tasks. Research on business processes builds on
the distinction between the process and its subordinate tasks. This distinction
is conceptual and relative, but not ontological. The process is foregrounded as a
white box, while the subordinate tasks are black-boxed and conceptually pushed
to the background. Once we foreground one of these tasks, they can be consid-
ered as processes on their own. On the one hand, any tasks, as small as it might
be, can be made a process by breaking it up into at least two steps to be assigned
to two different persons. This principle is generally applicable, either because a
task has work components that can be separated or by the option to add a con-
trol step to check whether the original task yielded the desired outcome. On the
other hand, we can look at business processes at a more abstract level, making
them appear as tasks. The name of this abstract task can be derived from, a.o.,
the main activity, the trigger, or the desired outcome of the process [45].

Principle of Mutability: Any business process can be abstracted to appear
as a complex task and any task can be organized as a business process.

It is a consequence of this observation that classification schemes for tasks are
also applicable for business processes. We identify such schemes in four different
fields. We discuss them proceeding from coarse-granular to fine-granular.

Research in economics has been interested in business processes for a long
time. Mind that Adam Smith, mentioned above, is considered as one of the
founding fathers of this discipline. In essence, its prime interest has been on
the question which impact technological progress has on business processes at
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the macro-economic level. In recent decades, progress of information technol-
ogy has been a specific focus. It was found that this progress leads to increasing
computerization of not only routine cognitive tasks, but also non-routine analyt-
ical tasks and routine manual tasks [11]. The consequence of this technological
change is a change of the optimal trade-off between task specialization and coor-
dination [17]. Recent advancements of machine learning are expected to further
accelerate business process redesign and impact the workforce at the macro-
economic level [20]. Key classification categories in this economics discussion are
the routine vs. non-routine and cognitive vs. manual task dichotomy, as well as
the degree of how well defined inputs and outputs are. A fine-granular classifi-
cation scheme is the International Standard Industrial Classification of All Eco-
nomic Activities (ISIC), available as Revision 4 published by the United Nations
Statistics Division [27]. This classification includes more than 750 hierarchically
organized productive activities.

Research in management has looked at business processes, a.o., from the
perspective of organizational learning [47]. The term organizational routine is
more prominent in this discourse than the term business process [13,31], though
this concept largely overlaps with the concept of a business process [94]. Lillrank
defines routine processes as those that are repetitively executed in a similar,
habituated way, while he considers non-routine processes as not repetitive [48].
He also defines the notion of a standard process that is executed identically
according to formal rules or algorithms. This spectrum from standard to non-
routine is connected with the notion of complexity. Task complexity [22], later
extended to routine complexity [39], is associated with uncertainty and vari-
ation in inputs, paths, and outcomes. Also interdependence, knowledge inten-
sity, and differentiation are relevant in this context [98]. Various measures have
been defined to calculate complexity from event logs of a business process [10].
Survey-based research found that complexity is negative associated with process
performance [64,93].

Research on work psychology focuses on the notion of “job”, which is closely
related to tasks “that employees complete for their organizations on a daily
basis” [67]. An important contribution in this domain is the generalized work
activities taxonomy [70]. This taxonomy organizes 42 work activities in four
major categories. First, work in the category Information Input is concerned
with gathering and evaluating information. Second, Mental Processes includes
activities of data processing, reasoning, and decision making. Third, Work Out-
put covers activities of physical, manual work, and performing complex technical
activities. Fourth, Interacting with Others refers to activities of communicating
and interacting, coordinating and managing, and administering. The business
processes of an organization determine which work activities are performed and
by use of which technology [86], and the generalized work activities taxonomy
helps to analyze them at a fine-granular level.

Research on linguistics has focused on the development of a systematic inven-
tory of actions. Most prominent is the work on WordNet [32,63]. WordNet has
been used for defining and organizing the MIT Process Handbook [52]. Its hier-
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archy builds on inheritance relations between verbs and the eight generic verbs
defined by WordNet. These eight verbs are to create, to modify, to preserve,
to destroy, to combine, to separate, to decide, to manage. Other resources have
explicitly focused on verbs, such as Levin’s 49 verb classes [46], Verbnet [79],
FrameNet [12], or more recently UBY [38], which integrates many of the other
resources. The application of these works for managing business processes is
discussed in [59].

The described classifications are important examples from different fields of
research that are interested in tasks and business processes. These classifications
differ in terms of their granularity and their focus. Some are developed bottom-
up in an enumerative fashion, while others define key criteria top-down. Research
on business processes also differs in terms of ends-in-view [56]. For this reason,
a key consideration for any research on business processes is to analyze which
classification might turn out to be fruitful for particular research objectives. It
is one of the strengths of research presented at the BPM conference that it is
most often generic. On the downside, there are also opportunities to take differ-
ences between business processes more explicitly into account. The mentioned
classification schemes can be helpful in this regard.

3 Methodological Knowledge for Studying Business
Processes

Various applied research fields are concerned with technological questions such
as how can a specific task be done or how can artifacts be designed capable of
performing that task [21]. Research on BPM has developed various generic algo-
rithms, methods, and technologies for managing business processes. These have
been used in other applied fields for gaining insights into how specific tasks can
be done efficiently. Such applied works building on BPM concepts can be found
in various industries including construction [68], railways [72], healthcare [53],
agriculture [33], or manufacturing [87]. From this perspective, research on BPM
provides methodological knowledge for studying business processes.

3.1 How to Research Business Processes?

Methods are central for doing research. They describe how knowledge can be
obtained systematically. According to Bunge, a method can be considered sci-
entific if it is intersubjective (it does not depend on the person who performs
it), controllable (it can be checked by other methods), and explainable (theories
explain how it works) [21, p. 251]. If a method is scientific, it is also called a
research method. Bunge states that the “task of methodology is to find . . . optimal
inquiry strategies” [21]. This means that methodological knowledge is concerned
with how we can research, specifically business processes in our case here.

A specific method is tied to a specific objective (greek: telos). The teleologi-
cal nature is something that methods and business processes share. The desired
outcome of conducting research by using methods is to obtain novel insights.



8 J. Mendling

If successful, we speak of a contribution. The starting point is a research prob-
lem, that is something that a research community does not yet fully understand.
Bunge describes empirical problems (measure what is the phenomenon), theoret-
ical problems (explain why the phenomenon occurs), and technological problems
(design how an artifact can achieve a goal efficiently) [21, p. 255]. The nature of
the research problem and the aspired contribution point to appropriate methods.

No matter which research problem and aspired contribution, there are some
general capabilities that methods for researching business processes have to be
able to uncover. These include the observation of events and activities, their
ordering, their reference to time, and the outcomes they bring forth [24], the
surrounding causal conditions, action strategies, context conditions, and con-
sequences [85], and in particular characteristics of the work system in which
business processes are embedded [8]. The focus on desired outcomes, actors and
activities, as well as supporting technology are of specific importance due to
their constituting role for business processes.

3.2 Types of Process Research Methods

There are various methods that can be used for researching business processes.
They can be classified in different ways. We organize methods according to the
research paradigm in which they are grounded, the purposes they are used for,
the data they use as input, and the outputs they produce. Again, we proceed
from coarse-granular to fine-granular.

Research methods can be classified according to the research paradigm they
relate to. Research on business processes has used methods of formal science,
behavioural science, and engineering science [74]. Recommendations for formal
science are presented in [5,41]. Methods of behavioural science cover the classical
spectrum of methods used by the empirical social sciences [73]. Engineering
science (also called design science) include methods that support the design of
technological artifacts [57,69,84]. Also the track structure of the BPM conference
reflects these three categories.

Research on business process management distinguishes methods along the
spectrum of BPM activities they support. Various classifications for BPM activ-
ities have been proposed [51]. Kettinger et al. identify six stages for structuring
business process improvement methods including envision, initiate, diagnose,
redesign, restructure, and evaluate [42]. Within the BPM lifecycle, Dumas et al.
describe 16 different methods only for supporting process redesign [30]. Cua et al.
compare total quality management, just-in-time, and total productive mainte-
nance and find many methods that are also related to business processes [26]. All
the methods in this category focus to a large extent on industrial applications.

Research methods can be classified according to which input data they use. In
information visualization, time-oriented data is classified in terms of scale (qual-
itative or quantitative), reference (abstract or spatial), kind (event or state), and
the number of variables (univariate or multivariate) [7,61]. The empirical social
sciences distinguish quantitative methods such as survey research or experi-
mental research, qualitative methods including case studies, action research or
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grounded theory [73]. Recently, computational data processing using large-scale
digital trace data has been added as a separate category [73]. A large class of
such digital trace data relevant for business processes is event sequence data [95],
often stored in event logs [1]. A sequence in this context is an ordered list of
events, in which events can be represented as a simple or complex symbolic
representation, a numerical value, a vector of real values, or as a complex data
type [95]. An example of a method that works with numerical sequences is sta-
tistical time series analysis. Examples of methods using symbolic sequences are
social sequence analysis [6] and process mining [88]. Support vector machines are
an example that can be used for sequence classification using numerical as well
as symbolic data. The type of input data determines which kind of algorithmic
processing is possible.

Research methods can be classified according to the output they produce.
Many of the classical deductive research methods yield measures and statistics,
while inductive methods help to construct hypotheses. Research on business
processes often benefits from visual representations such as models and charts.
Methods that produce such representations build on algorithms that are imple-
mented by analysis tools [14]. The visual representations that they produce afford
a precision that textual accounts cannot always provide [62]. Analysis tools facil-
itate the interactive manipulation of these representations for supporting sense-
making [29]. A classification of such methods is defined by the ESeVis framework.
It distinguishes instance-based and model-based representations as the first axis
and the visual arrangement as matrix, timeline, hierarchy, sankey, and chart as
the second axis [97]. The strong emphasis on algorithms that produce visual
representations is a strength of the BPM conference.

Many methods developed by the BPM community have already been used
as a research method. For instance, a study in software engineering uses pro-
cess mining to analyze the consistency of reporting styles (which are essentially
sequences) of experimental studies [75]. Also in BPM, there is a study that
compares the sequences proposed by methods using process mining [50]. These
examples highlight the potential to apply methods developed in BPM as research
methods in other fields [35].

4 Substantive and Methodological Advancements

This section drills down into one specific area of business process science: the
development of new and better algorithms for analyzing processes. This area
is classically covered by the BPM conference where many process mining algo-
rithms have been presented for the first time. At a first glance, the focus of this
area looks like a matter of methodological knowledge. We will discuss this in
more detail in the following. First, we revisit insights from research on design
and innovation. Then, we look at other fields of algorithm research that made
impressive advancements in recent years. From that, we discuss implications for
business process science.
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4.1 Co-evolution of Problems and Solutions

An algorithmic design provides a solution to an algorithmic problem [57]. It is,
however, a fallacy to assume that a solution emerges straight from a fixed and
given problem. The research field of design studies emphasizes that design is
concerned with ill-defined problems, which require a designer to adopt solution-
focused strategies and abductive thinking [25]. This means that if the problem
is ill-defined, it needs equal exploration as the potential solution. There are
important observations supporting this point in software engineering, design
studies, and organization science.

Much of the classical research in software engineering is driven by the aim
to abstract from concrete experiences of success and failure towards prescriptive
models for designing systems [76]. One of the early works deviating from this path
is the ethnographic study by Guindon on how software developers actually work
on a project [36]. She observes two things. First, there is a general tendency that
the focus of work shifts from requirements towards high-level design towards
implemented solution. Second, however, at all stages there are jumps back to
requirements and to high-level design. As a consequence of this pattern, work on
requirements and on design only comes to an end when the solution is completed.

In the area of design studies, similar observations are made by Dorst and
Cross [28]. Their study follows designers who work on a solution to the problem
of designing a bin for public trains in the Netherlands. In essence, what they
find is the co-evolution of problem and solution. A better understanding of the
problem informs the solution, while also progress on the solution side provides
a better understanding of the actual problem. This co-evolution implies a step
by step refinement of both the problem and solution spaces.

Research in organization science has often worked with the assumption that
an organizational problem is given, such that problem solving can be viewed
as a search for a satisfactory or optimal solution. Von Hippel and von Krogh
propose that such a problem formulation is not required. They suggest a search
process that is targeted towards the identification of viable problem-solution
pairs [91]. They support their proposal with a conceptual argument based on
Simon’s observations on ill-structured problems [82].

These findings from other fields lead to propositions for research on algo-
rithms supporting process analysis. In this context, algorithmic problems can
be matched with algorithm designs as solutions. Research on the co-evolution of
problems and solution spaces provides support for the following propositions:

P1: better algorithms leads to a better understanding of algorithmic problems;
P2: better understanding of algorithmic problems leads to better algorithms.

In the context of business process science, this implies that methodological
knowledge on how to research business processes should lead to better substan-
tive knowledge, and vice versa. Evidence for the implications in both directions
can be found in the history of science and technology [40,44].
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4.2 Advancements in Neighboring Fields

Next, we review work in neighboring fields with the aim to check if there is
support for our proposition and, if yes, how work of the research community
can be organized accordingly. We first turn to graph algorithms, then to natural
language processing, and finally to image processing.

In a reflection on the field of algorithm engineering, specifically graph algo-
rithms, Sanders highlights the benefits of designing and evaluating algorithms
based on a research cycle with falsifiable hypotheses in a Popperian sense and
a feedback loop [78]. He describes some “astonishing breakthroughs” thanks
to the availability of realistic problem instances. Specifically, he points to the
realistic road network data that became available in 2005 and informed algo-
rithmic improvements that provided a speedup of up to six orders of magnitude
as compared to the classical Dijkstra algorithm. Key to these methodological
advances has been a substantive understanding of real-world data sets and their
characteristics to which new algorithms could be tailored.

Word-sense disambiguation is an important problem of natural language pro-
cessing. It takes as input a word mentioned in a specific context and aims to
return as an output its explicit semantics [15]. In this way, it addresses the prob-
lem of polysemy that words such as “application” have different meanings like
“applying for a benefit” or “software system”. Solutions for word-sense disam-
biguation have classically built on knowledge resources such as WordNet [32,63]
or BabelNet [65], and more recently also on supervised and hybrid models [15].
Key for the evaluation of new techniques for word-sense disambiguation are gold-
standard datasets, in which words are already mapped to their correct semantics.
These datasets have to be tagged by humans who need to agree on annotations.
Recent techniques yield an F1-score of up to 80% [15]. Notably, the availability
of gold standards has not only inspired the development of new techniques, but
also informed the definition of new algorithmic tasks such as word-in-context,
lexical substitution, or definition modeling [15].

Object recognition is an important problem of image processing. As input, it
takes an image and provides as output an annotation of objects that are visible in
the image. A central resource for research in this area is the ImageNet dataset,
which organizes more than 14 million images using the concept hierarchy of
WordNet [77]. A separate stream of research on object recognition is concerned
with the accurate construction of large-scale datasets. Candidate images are col-
lected using search engine queries. Labels of these images are then determined my
humans using crowdsourcing platforms like Amazon Mechanical Turk. Quality
assurance builds on gold standard images and worker training [77]. For certain
tasks, this yields an accuracy of 97% to 99%. Measures such as precision and
recall are used for evaluation of object recognition techniques. Today, techniques
are dominated by those that build on convolutional neural networks, strongly
informed by available datasets [77]. Also in this field, different novel task types
have emerged including image classification, single-object localization, or object
detection [77].
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In summary, we observe with reference to these research fields that both
propositions P1 and P2 have supporting evidence.

5 Implications for Business Process Science

The observations on neighboring fields have implications for business process
science. They offer us a base for comparison and a source of inspiration. More
specifically, we reflect upon the state of BPM research in relation to substantive
knowledge on tasks and datasets as well as on methodological knowledge on
algorithms and their evaluation.

Regarding tasks, progress has been made in various streams of BPM research
informing the definition of new types of tasks and problems. Examples are the
challenges described by the process mining manifesto [2], the process mining
related use cases [4], the challenges of smart BPM [55], the 25 challenges of
semantic process modeling [58], or classes of prediction targets [66]. These are
indications that progress on solutions informed the identification of new prob-
lems. Some imbalances have to be noted. Some tasks are very popular (35 process
discovery algorithms are listed in [9]) while others are hardly considered. The
availability of BPI Challenge datasets might explain the preference of researchers
for working on process discovery. Another observation relates to the coverage of
the described tasks and challenges. The focus on event logs and process mod-
els is strong while challenges closer to the tasks of process analysts like finding
bottlenecks or potential for automation receive too little attention.

Regarding datasets, progress has also been made thanks to available datasets.
Examples are the SAP Reference Model [60], the BPM Academic Initiative [43,
92], the Process Model Matching Contest [23], and the annual BPI Challenges
since 2011 [49]. The number of datasets has grown, mostly thanks to the BPI
Challenges. What has received less attention is the systematic construction of
gold standards for certain tasks. Often, the sharing of datasets emerges from
an opportunity; less attention is given to the construction of desired datasets.
Such desirable datasets could be the full dataset of an ERP system of a large
company, a full email record of different actors involved in a specific process, or
screen recordings of actors conducting their work on a desktop computer. There
is some awareness of the importance of datasets, e.g. by now also accepting
resource papers together with the BPM Demos. However, the BPM community
does not have anything that compares to WordNet or ImageNet, and nothing
that relates datasets to the classification schemes we discussed above. Building
such datasets could imspire fully new streams of research.

Regarding algorithms, there is on the one hand progress in terms of the
number of algorithms that are proposed. Alone for automatic process discovery,
Augusto et al. list 35 algorithms [9]. On the other hand, many algorithms focus
on popular tasks and build on similar ideas. More diversity of approaches than
in process mining can be observe in the field of visual analytics, at least in terms
of the visual representations [37,97]. Some initiatives have been launched to
increase exchange between both fields, such as the Dagstuhl seminar on “Human
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in the (Process) Mines”. This has the potential to import concepts that are new
to the BPM community.

Regarding evaluations, there is a strong emphasis on accuracy measures.
Precision and recall are highly relevant in this context [71]. Strong emphasis in
many papers is on the demonstration of improvements over the most recent best
accuracy measures. Such improvement competition rewards overfitting and there
is suspicion that recent gains of evaluations using ImageNet could be subject
to this problem [16]. Research designs that are hardly used are design studies
involving users of analytical systems. Such studies are specifically suited for
tasks that are not fully crisp, but expose some fuzziness [81]. Identifying an
improvement potential for a business process belongs to this category. Examples
of design studies on process mining techniques are [90,96]. Finally, there is the
opportunity to study how algorithm performance depends on characteristics of
the process and the corresponding dataset. One example in this category is [10].

In summary, there are opportunities for learning from neighboring fields. The
experiences of these fields are a solid basis for taking the next steps in advancing
business process science by driving the co-evolution of substantive knowledge
and methodological knowledge.
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Abstract. Digital transformation (DT) has brought an unprecedented
pace of change. At the same time, it has also created an environment
where knowledge workers have to deal with an increasingly Volatile,
Uncertain, Complex, and Ambiguous (VUCA) workplace. In this sce-
nario, the design, development, implementation, execution, and evolu-
tion of business processes have changed in the last years. In this tutorial,
we cover two consequences of these changes that deserve special atten-
tion for the impact they can have in the near future: (i) the new tools
being used to support the execution of processes, and (ii) the human
aspect of process execution since in this new context -multiple chang-
ing processes executed in parallel- productivity challenges appear that
affects directly process performance. We illustrate how these new tools
are used to manage processes, and the challenges to be addressed for
research and practice using real case studies extracted from empirical
studies (+1500 participants) and transfer projects with +14000 direct
users affected from SMEs and international companies in different sectors
(commodities, engineering, manufacturing, banking, retail, etc.) using
the productivity methodology we have developed for addressing those
projects: The FAST Productivity Methodology.

Keywords: Business process management · Collaborative work ·
Productivity · Digital transformation · Work stream collaboration
tools · Board-based tools

1 Introduction and Motivation

Digital transformation is changing the way we work and do business. Although it
presents an opportunity to use technology for improving productivity, many new
challenges have appeared in the last years [18] mainly derived from the Volatile,
Uncertain, Complex, and Ambiguous (VUCA) environments in which businesses
are immersed today [3]. Those changes affect how processes are managed and
implemented, from their design to their monitoring and optimization, challenging
traditional approaches to BPM [2].

Among others, there are two factors affecting processes that are especially
relevant: (i) the popularization and generalization of a new category of tools
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that can be used for implementing processes: Work Stream Collaboration Tools
(WSCT) such as Microsoft Teams or Slack, and Board-Based Tools (BBT), such
as Trello or MS Planner [10,12]; and (ii) the human aspect of process execution
since in this context - with multiple changing processes executed in parallel
with unstructured work - new productivity challenges appear affecting directly
process performance.

WSCTs are highly flexible and configurable tools that allow a team of knowl-
edge workers to perform online conversations, file sharing, and collaborative task
management, amongst others. This flexibility has proven to be beneficial to exe-
cuting the growing number of unstructured and continuously changing work
processes performed by organizations nowadays [5].

Regarding the human perspective of process execution, process participants
execute multiple processes in parallel using the aforementioned tools, email, or
other information systems. They are constantly making decisions about which
tasks or processes to prioritize, they have to deal with information overload,
and they are affected by interruptions and their motivation [18]. This situation
creates severe challenges for the productivity of knowledge workers that directly
affect process performance and hence, need to be addressed like other aspects of
process performance.

In this tutorial, we first detail WSCTs and BBTs and how they can be used to
execute business processes (cf. Sect. 2). Then, we discuss the human perspective
of process execution and which productivity challenges can negatively affect the
productivity of BPs (cf. Sect. 3). Later, we report on some solutions for the
main challenges and real case studies derived from our experience applying the
FAST Productivity Methodology in many projects with SME and big companies
reaching more than 14,000 users (cf. Sect. 4). Finally, we discuss the implications
for future research and practice (cf. Sect. 5).

2 New Tools for Executing Processes: WSCT and BBT

Traditional BPM software systems (BPMS) for executing and managing pro-
cesses usually require a software team that elicits the requirements and imple-
ment software to manage the processes. This is a long process that makes the
evolution of processes difficult. However, in a VUCA environment, processes
change very rapidly to adapt to the changes in the business. This problem,
which has also been identified in the context of digital transformation, causes
software cannot keep the pace of changes and becomes obsolete before being
useful [2]. In contrast, WSCTs and BBTs provide flexible tools for collaborative
work that are intensively used to manage formal and informal processes. The
processes managed with these tools are usually subject to frequent changes or
are not yet implemented with traditional BPMSs.

Thus, when implementing processes, we must consider two new categories of
tools: WSCT and BBT. On the one hand, WSC is a concept coined in 2018 that
refers to “products that deliver a persistent conversational workspace for group
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collaboration and can be arranged into public or private channels (often orga-
nized by topic/project)” [9]. These tools are designed to improve team coordina-
tion, performance, communications, and productivity [12]. This emergent class
of collaboration technology can combine a diverse number of features, including
instant messaging, calls, optimised search, (shared) calendars and notifications,
real-time document collaboration, task managers, and cloud storage with ver-
sion control, amongst others. They also typically integrate with other enterprise
applications and bots and can be accessed on mobile or desktop devices. Thus,
WSC tools are very powerful and flexible but need rules and methodologies
to be correctly used [7]. However, there is neither previous experience nor a
strong research body that offer guidelines to design good solutions based on
WSCTs [18].

On the other hand, BBTs such as Trello or Planner are structured around
boards that contain cards organized in lists. This structure allows users to orga-
nize a wide variety of formal or informal information and work processes flexibly.
For instance, cards can represent process instances, and their evolution can be
implemented by moving cards between lists. In addition, these tools can be
integrated into WSCTs, complementing informal communication with a more
structured definition of work processes. The flexibility of BBTs means that in
every situation, the user is required to design new boards from scratch, which
is not a straightforward task, especially for non-technical users. To alleviate this
problem, in [16], the authors developed 8 BBT design patterns, from which four
are devoted to processes helping users design the board for different purposes.

3 The Human Perspective of Process Execution:
Productivity Challenges

Although these new tools allow a new flexible and rapid way of implementing
processes, the human perspective of its execution also presents many challenges.
Today, knowledge workers perform not only structured work defined by pro-
cesses but also structured work in the form of projects, unstructured or uncer-
tain projects, and unplanned work. The work in this last category usually reaches
the worker through unexpected interruptions, emails, or instant messages. Thus,
structured work of processes must compete with interruptions for workers’ atten-
tion. This means that a very well-designed process can have inferior performance
if the participants have, for example, a high number of interruptions.

Consequently, for process improvement, it is necessary to monitor, analyze,
and improve the situation not only from the process perspective, but also from
the worker’s perspective. There is already some work headed in that direction.
For instance, Pika et al. [17] describes a framework for analyzing and evaluat-
ing resource behavior like utilization, preferences, productivity, or collaboration
patterns through mining process event logs. Palvalin [15] introduces a concep-
tual model of knowledge work productivity, which consists of two significant
elements: work environment, which includes physical, virtual, and social envi-
ronment, and knowledge worker, which includes individual work practices and
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well-being at work. Finally, in del-Ŕıo-Ortega et al. [18], the authors perform an
empirical study with 365 knowledge workers that were using WSCTs from three
companies. The result is a set of 14 productivity challenges, namely: interrup-
tions, prioritization/goals, organizational coordination, planning/task manage-
ment, work overload, lack of knowledge, email management, volatility, lack of
focus, bureaucracy, meetings, software, motivation, and information overload.

4 Solutions to Focus, Achieve, Sustain and Target

As a result of analyzing the solutions to those 14 challenges and our industry
experience applying them, we organize the solutions we must take into account
for improving productivity and managing processes in four main principles cor-
responding to the letters F.A.S.T. as follows:

– F: Focus: In an environment with rapid changes we need to define, review,
and rapidly update priorities. To achieve this, agile methods using BBTs
to implement a business compass can be used. A business compass provides
a dashboard where the priorities between processes/projects or individual
goals/responsibilities are represented and periodically reviewed [5,8].

– A: Achieve: In a context with many tasks from different sources, unplanned
tasks, steps of a process, or tasks from collaborative projects, workers need a
reliable storage that collects all types of individual and collective tasks. This
storage is usually called an external brain. Workers also need methodologies
to coordinate work (planning, synchronization, and retrospectives), mainly
agile methods. Both storage and method help systematize and give order to
the communication between workers using WSCT [4–6].

– S: Sustain: The amount of information received nowadays is very high. In
this context, for maintaining the path towards our goals, it is mandatory to
filter inputs to focus on what is important for the business, automatically
(email rules, or AI filters) and manually, deciding and registering the work
to be done in the external brain [1]. In addition, humans are not machines,
for sustaining motivation and productive energy, workers must nurture their
lifestyle (sleep, exercise, eating, etc.) and implement tools to control work
stress such as creating task lists or systematizing decision-making [13].

– T: Target : In the context of an elevated number of interruptions, we need
tools to improve concentration. For that, we can use a tool called the concen-
tration bubble that consists of time and space boxing (blocking time in the
calendar and switching off communication) to create organizational spaces
free of interruptions for doing focused work [11,14].

Figure 1 shows the relation between the 14 productivity challenges described
in [18] and these four principles. Green cells with an “x” indicate that the prin-
ciple at hand includes tools that significantly address a challenge. Grey cells
with an “�” indicate that the principle includes tools that partially contribute
to solving the challenge. As seen in the table, all challenges are covered by at
least one principle.
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Fig. 1. Relation between challenges and the FAST principles

Based on these principles, we have developed The FAST Productivity Method-
ology1 to apply them. This methodology has been successfully used in many
projects of digital transformation of SME and international companies, reaching
more than 14,000 users.

5 Conclusions and Future Research Challenges

Knowledge workers in VUCA digitized environments have developed new ways
of working and executing processes. In addition, current digital transformation
environments and tools bring new productivity challenges directly affecting pro-
cess performance. In this new context, there are two main conclusions for future
research:

– The use of new tools to run processes. These new tools, although flexible, can
be structured to execute processes. Further research is necessary to design,
monitor, and manage the evolution of processes in those tools.

– The importance of the context of process participants. Users are usually exe-
cuting multiple processes in parallel together with other unstructured work.
This forces them to continuously decide which tasks or processes to prioritize
and creates constant interruptions that affect their workflow. Dealing with
these productivity challenges has an impact on process performance. There-
fore, further research is necessary to detect, analyze and resolve these produc-
tivity challenges. Furthermore, the context of process participants should be
considered for process (re-)design, monitoring, and execution management.

1 www.fastproductivity.com.

www.fastproductivity.com
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Abstract. Processes are complex phenomena that emerge from the
interplay of human actors, materials, data, and machines. Process sci-
ence develops effective methods and techniques for studying and improv-
ing processes. The BPM field has developed mature methods and tech-
niques for studying and improving process executions from the control-
flow perspective, and the limitations of control-flow focused thinking
are well-known. Current research explores concepts from related disci-
plines to study behavioral phenomena “beyond” control-flow. However,
it remains challenging to relate models and concepts of other behavioral
phenomena to the dominant control-flow oriented paradigm.

This tutorial introduces several recently developed simple models that
naturally describe behavior beyond control-flow, but are inherently com-
patible with control-flow oriented thinking. We discuss the Performance
Spectrum to study performance patterns and their propagation over time,
Event Knowledge Graphs to study networks of behavior over data objects
and actors, and Proclets as a formal model for reasoning over control-
flow, data object, queue and actor behavior. For each model, we discuss
which phenomena can be studied, which insights can be gained, which
tools are available, and to which other fields they relate.

Keywords: Process management · Process thinking · Process mining

1 Introduction

Processes are complex phenomena that emerge when human actors process mate-
rials and data using various tools (digital and physical). Process science is the
discipline of studying, managing, and improving processes (and how they change)
by developing effective methods and techniques to do so [3]. The fields of Busi-
ness Process Management (BPM) and Process Mining study process behavior,
and have developed mature theories, models, and solutions for studying and
improving process executions, primarily, from the control-flow perspective [1,7]
which describes the order in which activities are performed on a case, i.e., in a
process execution.

The limitations of control-flow focused thinking about process behavior are
well-known within BPM [16], leading to active research on how to incorporate
ideas from other disciplines to study behavioral phenomena “beyond” control-
flow such as queuing theory [17], organizations and routines research [2], and
c© Springer Nature Switzerland AG 2022
C. Di Ciccio et al. (Eds.): BPM 2022, LNCS 13420, pp. 27–33, 2022.
https://doi.org/10.1007/978-3-031-16103-2_3
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databases [4]. However, it remains challenging to relate models of other behav-
ioral phenomena to the dominant control-flow oriented paradigm. A significant
challenge is to make pragmatically related concepts (e.g., “we execute the pro-
cess by creating and updating a number of related documents”) also formally
compatible so that different phenomena can be studied naturally.

This tutorial gently introduces the audience to a different mindset of thinking
about and analyzing process behavior beyond control-flow. Section 2 maps out two
fundamental dimensions in thinking about process behavior. Section 3 details the
concepts and ready-to-use tools presented in the tutorial to let participants make
first steps on their own on publicly available data.

2 Dimensions in Process Thinking

Studying processes comes with a specific way of thinking. Process thinking essen-
tially considers that “everything flows” which inherently requires to study emer-
gence within dynamics [18].

For processes owned by or involving by humans (in contrast to natural pro-
cesses) [3], process thinking focuses on understanding, designing, and implement-
ing goal-oriented behaviors in social and technical systems and organizations
of all kinds and sizes. Here, process thinking essentially structures the flow of
information and material between various actors and resources in terms of pro-
cesses: several coherent steps designed to achieve common and individual goals
together [7]. Throughout a process, multiple actors, resources, physical objects
and information entities interact and synchronize with each other.

The scope of process thinking varies depending on “how much dynamics” to
consider. A most basic classification covers the following questions:

– “How many entities describe a dynamic?” – the inner scope of process
thinking.

– “How many dynamics to consider?” – the outer scope of process thinking.

The most basic answers to each are “one” and “multiple”, giving rise to the four
quadrants of multi-dimensional process thinking shown in Fig. 1.

analysis over…

…in process behaviorone entity multiple entities

multiple dynamics:
all executions

and actors

one dynamic:
one execution

ERP Systems

Document-driven 
processes

Call Centers

Queuing Networks

Healthcare

BPMN

classical
workflows

Logistics

Warehouses

Production Systems

Fig. 1. Four quadrants of multi-dimensional process thinking
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Focusing on Process Executions

Processes are primarily studied through the dynamics of their executions. Thereby
each execution is understood as a single dynamic, i.e., a separate object of study.

One Execution - Single Entity. Standard industrial process modeling lan-
guages, such as BPMN [7], and classical process mining [1] focus primarily on
describing and analyzing information handling dynamics as they are found inmany
administrative procedures, for instance in insurance companies or universities.

From this angle, each process is scoped in terms of individual cases or indi-
vidual documents, e.g., a student application or an insurance claim. The infor-
mation in a case is processed independently of other cases along a single process
description, often in a workflow system. In terms of Fig. 1, process thinking here
encompass a single-dimensional inner scope (information flow within a case)
structured into a single-dimensional outer scope (study flow per case).

One Execution - Multiple Entities. Most organizations, for example in man-
ufacturing and retail, operate multiple processes over shared data and materials,
such as Order-to-Cash or Purchase-to-Pay processes. These processes are often
supported by complex systems such as Enterprise Resource Planning (ERP)
systems.

Processes here are centered around updating and managing a collection
of related documents [15]. Process thinking in this scenario requires to con-
sider the interlinked dynamics of multiple processes and objects together
(multi-dimensional inner scope) – with the aim of reasoning about each specific
dynamic, i.e., one customer order, individually (single-dimensional outer scope).

Taking the System and Organization into the Picture

The dynamics of each case relies on the system that moves it forward, for exam-
ple, the actors and machines doing the actual work. There are more dynamics
to consider:

– How does the involvement of actors and machines influence the dynamics of
a case, e.g., by their availability, workload, and capabilities?

– How do changes to physical properties of materials and machines involved in
the process influence the dynamics of a case?

– How do the underlying systems influence the dynamics, for instance through
queueing, prioritizing, assigning of work, or (reliability of) automation of steps?

However, the availability of actors, materials, and systems, in turn, is influenced
by the amount, nature, and progress of all cases. Studying these interdependen-
cies requires to consider all cases in the process together (and not in isolation).

Multiple Executions - One Entity. Processes for manufacturing and logistics,
such as baggage handling at airports [19] combine information handling with
material flows.

Each individual physical item (a bag) is processed along a logical process
flow (single-dimensional inner scope); all bags move within a shared physical
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Fig. 2. Performance spectrum (right) visualizes all cases over time [6].

environment of conveyor belts, carts, machines, and workers. The processing
of one material item depends not only on the logical process but also on all
other items that surround it: all cases together define whether work accumulates
at a particular machine, work cannot be completed at the desired quality, or
target deadlines are not met (multi-dimensional outer scope). These dynamics
also arise in call centers and hospitals [17]; they cannot be observed, analyzed,
and improved when studying each case in isolation.

Multiple Executions - Multiple Entities. More advanced logistics opera-
tions, such as warehouse automation and manufacturing systems, also consider
material flows that are being merged together, through batch processing and
manufacturing steps.

Analyzing and improving processes in such systems requires both a multi-
dimensional inner scope and a multi-dimensional outer scope of process thinking.

3 Analyzing Processes in Multiple Dimensions

The tutorial covers techniques to analyze processes in the three multi-dimensional
quadrants of Fig. 1. The tutorial’s first two parts show how to reveal multi-
dimensional dynamics in event data; the third part reflects on how to express these
dynamics in formal models.

We first revisit the shortcomings of classical process performance analysis,
where process models (discovered or modeled) are annotated with performance
information. We then introduce the Performance Spectrum [5,6] as a simple data
structure and visual analytics technique that allows to study the performance
of all executions of a process over time, see Fig. 2. We show how to identify and
classify performance patterns and their interpretation in terms of other process
management concepts such as batching, actor behavior, and queues (top-left
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Fig. 3. Event knowledge graph of a single loan application with multiple offers (top)
and actors processing multiple loan applications together (bottom) [8].

quadrant of Fig. 1). We discuss how to automatically detect performance pat-
terns [13] to obtain models of how performance problems propagate to other
parts of the process [19]. These techniques enable thinking about “multiple pro-
cess executions at once” (Fig. 3).

We then turn to the well-known problem of analyzing process behavior
over multiple objects [4], i.e., the bottom-right quadrant of Fig. 1. Sequential
event logs are unable to correctly represent such behavior [8]. Event knowl-
edge graphs [8,11] avoid shortcomings of sequential event logs. They can be
constructed from classical event data and allow deep insights into behavior of
a multi-dimensional inner scope using a few basic queries in standard graph
databases [10]. Interestingly, treating actors as “objects” results in event knowl-
edge graphs describing actor behavior [14] allowing to study and actor routines
and habits over processes [2]. These techniques enable “network thinking” for
processes as a whole, not just process executions.

The final part discusses how to model the phenomena described in the first
two parts, with a focus of integrating various perspectives. The compositional
paradigm of synchronous proclets [9] allows to dynamically compose behavioral
models of object behavior, actor behavior, queuing dynamics, and information
flow. Proclets model multi-object processes [9] as well as material handling pro-
cesses [12], i.e., multi-dimensional inner and outer scope. The compositionality
of proclets extends to their behavior, allowing to reason across all three aspects
to infer missing information [12].
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4 Conclusion

This tutorial invites to adopt a new, yet simple, way of process thinking: each
entity follows its own path; process behavior emerges from entities synchronizing.
Behavioral phenomena studied in other disciplines [2–4,17] can, in this way, be
studied as control-flow patterns over multiple synchronizing entities.
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Abstract. Process management has been around for about 100 years. However,
it only became visible in German university teaching in the late 90s of the 20th
century. Business process management (BPM), as offered in the curricula of busi-
ness informatics and business administration, usually includes the design, imple-
mentation, and optimization of processes. In this context, various instruments,
competences, procedures, and methods can usually be taught and conveyed. In
this tutorial we present a methodology and an analysis of these teaching contents
on BPM at German universities.

Keywords: Curriculum mining · Curriculum BPM · Text mining · Platform
curriculum

1 Introduction

Business Process Management (BPM) is a cross-organizational management discipline
based on the analysis, design and implementation of processes [1]. BPM provides a
variety of tools and methods to define and implement sequences of activities that add
value to create efficiency and continuity in organizational work [2]. Due to its great
relevance in industry, it is also strongly represented in university teaching of business
administration and hybrid courses such as information systems. However, information
about individual course contents is difficult to obtain. The information needed to study
BPM in teaching is available, but unfortunately in the form of module handbooks, most
of which are only accessible in PDF format. As a result, it is not possible to track what
methods are taught and the depth of teaching about BPM. By combining various crawl
and text mining methodologies, we have managed to build a database that contains up to
75% of all German courses (and their module handbooks). The goal of this tutorial is to
discuss a teaching strategy and content analysis for the subject BPM in higher education
using this database. In this tutorial, we will use our new method to analyze module
handbook data and demonstrate the benefits that this particular database can provide.
The following research questions could be answered exemplarily through our work:

© Springer Nature Switzerland AG 2022
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1) Which BPM concepts, technologies, frameworks, and paradigms are most taught?
2) In which teaching forms or didactic concepts is BPM taught?
3) Are there noticeable differences between the Business Administration and Business

Information Systems degree programmes regarding the teaching of BPM?
4) Are there noticeable differences between universities and universities of applied

sciences about the teaching of BPM?

The aim of this tutorial is to present, discuss and exemplify how the textual content of
module handbooks of universities and universities of applied sciences (hereafter referred
to as “U” and “FH”) can be collected, structured, analyzed and measured. This should
enable statements to be made about the extent to which and the form in which BPM is
included in German university teaching and, in further analyses, how it is taught. To be
able to carry out the intended investigation in a meaningful way, a list of search operators
is first created using the example of the lecture hall in the field of BPM. This then yields
a list of suitable word combinations to identify BPM within the module description.

2 Curriculum Mining for BPM

As previously noted, the text from module handbooks from universities and universities
of applied sciences is analyzed and measured in this work (hereafter referred to as “U”
and “FH”). This enables generalizations to be made regarding the volume and style of
BPM instruction in German higher education. A list of search operators has to be created
in order to conduct the targeted research in a meaningful manner [3]. Each search term
must be thoroughly evaluated and verified. If necessary, adjustments to the wording,
language or other factors must also be taken into account. [4]. A list of appropriate word
combinations for locating BPM in the module handbook data was produced as a result.

The first step in our tutorial is to explain and present the compilation of the data
sources of the U- and FHs in Germany (cf. Fig. 1). For this purpose, we select the mass
study programs Business Administration and Business Informatics as examples. In the
next step, we showhow the identifiedwebsites of the study programs are searched for rel-
evant module handbooks using an automated crawler, downloaded, converted, extracted,
and stored in a database. Once the crawling process is complete, the necessary conver-
sion process begins by converting the database into a structured text format. This is a
required step that always occurs before the text pre-processing [4]. Then, an appropriate
text mining application is used to reduce noise in the database, e.g., tokenization, lower-
case, stopword-removal, stemming, and lemmatization [5]. The database then contains
semi-structured data, e.g., the name of the university or college, the program of study,
the module name and the complete module description. The presentation and discus-
sion of this structuring of all module handbooks subsequently enables us to perform a
variety of measurements and analyses, e.g., for comparison between institution types
(U’s and FH’s), study programs or module offerings, etc. Text mining algorithms are
used in the tutorial to search the module descriptions for the given search operators of
the exemplary defined teaching area BPM. To answer our exemplary guiding questions
together with the auditorium, a comparative analysis follows, both on the level of higher
education institutions – U’s and FH’s - and on the level of study programs - Business
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Informatics andBusinessAdministration. To this end, the two types of Institutions can be
compared, for example, at the program level according to the average number of BPM-
related content per teaching module, or the proportion of modules with BPM content
in the chronological semester sequence of the programs. Our tutorial will then measure
the number of degree programs with a stand-alone BPM teaching module and testify
and discuss implications with the auditorium accordingly. This will include presenting,
evaluating, and discussing the results at both the university level (U’s and FH’s) and
the degree program level. For example, it could be shown what the exact distribution of
the proportion of modules with BPM content looks like over the period of the (usually
six-semester) degree programs.

Fig. 1. Research process

To prepare our tutorial and as a test run of our database, we first examined mentions
of “business process management” within our sample. As shown in Table 1 our sample
consists of 814 programs, divided into 351 Business Informatics and 463 Business
Administration programs (and their associated module handbooks). The first finding
reveals that not all module handbooks include “Business Process Management”. 34%
of Business Informatics and 35% of Business Administration module handbooks were
identified with relevant hits. What is striking here is that there seems to be no difference
between the two, after all, very different specializations, when it comes to the curriculum
inclusion of Business ProcessManagement. If a dividing line is also drawn here between
universities and HEIs, it is noticeable that the proportion of mentions of BPM diverges
greatly here. While only 24% of universities in Informatics and Business and 25% in
Business Administration have included BPM in their curricula, the figure for universities
of applied sciences is significantly higher. Here, the proportion of BPM in the curriculum
is around 50% for both fields of study, so there really do seem to be significant differences
between the two types of institution. BPM, which is highly applied in practice, is also
taught more likely at FHs with a higher practical orientation.

In order to examine our question postulated in the introduction: “Which BPM con-
cepts, technologies, frameworks, and paradigms are most taught?” more closely, we
first concentrated on process modeling in preparation for the tutorial. According to the
literature, there are three main modeling methods that are used in practice Event-driven
process chains, BPMN and UML diagrams [6]. After we had identified the module
handbooks with BPM content in the first step, we could now further search these mod-
ule handbooks for specific content. As shown in Fig. 2, the event-driven process chain
was found in 73% of the Business Informatics manuals and in 70% of the Business
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Table 1. BPM distribution in study programs Business informatics and Business Administration

Administration manuals with BPM content. Thus, it was clearly ahead of BPMN (Busi-
ness Process Model and Notation) with 55% and 44%, respectively. Surprisingly, UML
was listed in only very few module manuals. Here, the rate for both fields of study was
less than one percent. This leads to the conclusion that in the German curriculum, BPMN
and EPC are much more important than UML. This development could be examined
more closely over time in connection with the updating of the data, which is carried out
every semester.

Fig. 2. Proportions of BPM mentions in the study programs Informatics and Business Adminis-
tration

In addition, we show the distribution of the proportion of modules with “Busi-
ness Process Management”-related content over the period of the (mostly six-semester)
degree programs, differentiated by Informatics and Business and Business Adminis-
tration (cf. Fig. 3). Here it becomes clear that BPM and the Modules related to it are
generally taught at later stages of the Curriculum. In our sample (n = 814) not a single
study program has BPM located in the first Semester. The practical approach of Business
Process Management and the complexity it entails mean, that students only gain access
to BPM content after they have already learned the basics. This has become prevalent in
the implementation of BPM in curricula. In summary, it can be stated that the differences
between the two specializations are also rather marginal here. Mostly, BPM is taught
between the 4th and the 6th semester, this may also be due to the fact that in our evalu-
ation so far, no distinction was made between compulsory and elective modules. Initial
research from our side, suggests that BPM plays a major role in the elective sector.
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Fig. 3. Distribution of methods in the study programs Business Administration and Computer
Science

3 Conclusion

Concluding, our findings demonstrate that at FHs, the emphasis is on teaching business
process management (BPM) in standalone modules and topics related to process model-
ing, particularly in the later semesters of the degree programs. In contrast, BPM is only
covered partially within thematically distinct training courses at the University. This
answer to the issue of how and how much BPM is taught in academic higher education
and demonstrates the tremendous opportunities our special dataset provides to examine
the subject matter in academic higher education from the viewpoint of teaching. The
study demonstrates that this strategy may also in the future produce useful quantifiable
results on teaching development, understandable thematic features of teaching content,
and measurable study trajectories. The proposed tutorial addresses practitioners as well
as PhD students and researchers to answer data-driven questions in the context of higher
education in Germany. This is especially true because of the broad thematic coverage,
which is possible by considering all modularized courses of study without thematic
restrictions. Especially for young researchers, the connectivity of the methodology pre-
sented here in the tutorial and the resulting possibilities of content-based data analysis
with large data sets could be stimulation and inspiration for their own research.
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Abstract. Processmining is a fast-growing technology concernedwithmanaging
and improving business processes.While the technology itself has been thoroughly
scrutinized by prior research, we are only beginning to understand the managerial
and organizational implications of process mining. Creating such knowledge is
essential for a successful adoption and use of process mining in organizations. We
conduct a qualitative-inductive interview study to explore how process mining can
be leveraged in organizations. To this end, we systematically examine the needs
and experiences of practitioners with process mining at different levels, including
heads of process mining, process analysts, and data engineers. Complementing
our tutorial, this article provides a theoretical background, outlines our research
approach, and presents preliminary findings.

Keywords: Process mining · Organizational implications · Process mining
capabilities

1 Introduction

Process mining draws on process event log data to visualize, analyze, and improve
business process work [8]. It is associated with a range of economic benefits that are,
for example, tied to significantly increased customer satisfaction or cost reduction [3].
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While research in this field has been mainly concerned with technical matters, several
recent works called for research around managerial and organizational aspects of pro-
cess mining [e.g., 10], in order to leverage the full potential of process mining [11].
Understanding the organizational perspective involved in process mining is crucial to
capitalize on the possible benefits of the technology [4, 7].

In this short paper, we explore how process mining can be leveraged in organizations
successfully.We consider individual stakeholders and the respective capabilities that they
need in order to capitalize on the benefits of process mining. To this end, we conducted
an interview study with practitioners to assess and analyze their expectations, needs,
and capabilities concerning process mining in organizations. We focused on various
organizational roles that deal with process mining, namely heads of process mining,
process analysts, and data engineers. Key to our findings is that each role is linked to
specific tasks that, in turn, translate into different expectations, use cases, and required
capabilities.

2 Research Background

Process mining, a technology at the interface of data mining and Business Process Man-
agement (BPM), is a relatively new and high-in-demand technology that uses actual
process data stored in information systems to display, analyze, and monitor the per-
formances of business processes. Along with process visualization, it can be used for
conformance checking, process analysis, and process enhancement [8]. A recent study
by Deloitte highlights the practical relevance of process mining; 95% of the compa-
nies surveyed stated that they had either already implemented process mining or were
planning to do so [2].

Extensive research has been conducted with the primary focus of improving exist-
ing or developing new algorithms [e.g., 1, 8]. However, in addition to the development
and improvement of algorithms, there are also non-technical aspects that are crucial for
the adoption and management of process mining [10]. To this end, recent research has
focused on the practical implications of processmining, including project success factors
[6], methodologies to conduct projects [9], case studies, or Delphi studies [7]. Despite
these works, we are only beginning to understand how process mining is adopted, used,
and managed in practice [3, 10], and what potentials it bears for identifying, understand-
ing, and intervening into processes [5, 11]. Specifically, there is a lack of research around
the capabilities and competencies that are required to successfully implement and scale
process mining.

3 Research Method

Weconducted an interview study to examine capabilities associatedwith processmining.
We interviewed participants across different industries to eliminate bias from our results,
which allows us to create a more nuanced view on how process mining can be leveraged
in organizations successfully. To this extent, our research focused on three different roles.
One of them relates to the strategic matters, such as selecting processes to be mined or
defining use cases (head of process mining). The other two roles are concerned with
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operative tasks, such as analyzing results or improving accuracy (process analyst and
data engineer).

Our interviews were semi-structured, and the interview protocols were divided into
several parts; they included general information about the aim of the project, general
questions about the implementation of process mining in the participants’ organization,
questions about the participants’ tasks, necessary skills for completing those tasks, and
technologies that are used. The interviews were conducted both in person and online.
Each interview lasted for around one hour. So far, we interviewed six participants, from
five different companies and four different industries. We only selected participants,
who work for companies that already have a process mining team in place. As a result,
the participants were three process analysts, two heads of process mining, and one data
engineer. We provide more information in Table 1.

Table 1. Information about interviewees

Role Responsibility Industry Company size

Head of process mining Translating
company-wide strategic
goals into tangible
targets and driving the
adoption of process
mining in the
organization

1. Manufacturing
2. Energy

1. 31 000 employees
2. 20 000 employees

Process analyst Building and developing
actionable insights

1. Automotive
2. Manufacturing
3. Insurance

1. 100 000 employees
2. 15 000 employees
3. 13 000 employees

Data
engineer

Driving the technical
implementation of
process mining and
providing ongoing
technical support

1. Automotive 1. 100 000 employees

4 Preliminary Results

4.1 Role-Related Tasks, Technologies, and Skills

In the following section, we will present our preliminary results. We derive the capabil-
ities required for process mining by taking a closer look at the tasks, technologies, and
skills for each role as shown in Table 2.

We can see some commonalities across the different roles. For example, each role
indicates that communication skills to talk with amultitude of stakeholders are an impor-
tant part of their daily job. Furthermore, it is important to understand the department’s
needs and align themwith the capabilities needed for processmining. As such, the ability
to quickly understand a domain problem and translate business requirements into techni-
cal requirements is key. Additionally, we found that data analysis is not only performed
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Table 2. Core tasks, technologies, and skills of process mining practitioners

Role Tasks Technologies Skills

Head of process
mining

• Communication with
departments

• Coordination and
team leadership

• Enabling of
continuous process
mining usage

• Implementation of
KPIs

• Data preparation and
analysis

• Process mining tool • Communication
skills

• Data science and
statistics skills

• Programming
• Project management
• Translation of
business
requirements into
technical
requirements

Process
analyst

• Communication with
departments

• Data preparation and
analysis

• Internal sales
• Presentation of
results

• Cloud
• Process mining tool
• Process modeling
tool

• Python
• SQL

• Communication
skills

• Data preprocessing,
analysis, and
visualization

• Domain and business
knowledge

• Programming
• Project management

Data
engineer

• Communication with
departments

• ETL operations
• Data preparation and
analysis

• Process and data
understanding

• Cloud
• Process mining tool
• Python
• Spark
• SQL

• Communication
skills

• Domain and business
knowledge

• Problem solving
mindset

• Programming

by process analysts. All roles reported to engage in some form of data preparation and
analysis, albeit to varying degrees. Similarly, both process analysts and heads of pro-
cess mining perform tasks related to project management. This overlap in tasks of the
respective roles is also reflected in the technologies used. All roles use a process min-
ing tool (e.g., Celonis) or a process modeling tool (e.g., Adonis) for their core process
mining activities. There is a strong overlap between data engineers and process analysts
as both roles use programming languages such as Python or SQL as well as some cloud
technology (e.g., AWS).

There are, however, also clear differences between the roles. Heads of process min-
ing reported, for example, that they are hardly involved in the technical realization of
process mining projects and their work revolves more around managerial tasks. On
the contrary, data engineers primarily engage in the technical implementation of pro-
cess mining projects. Accordingly, the skillset is the most technology-oriented out of
all roles. Process analysts can be located between these two roles and, thus, have the
broadest requirement profile. They must continuously perform a balancing act between
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technical and business matters related to process mining. This is also reflected in the
skillset, which includes technical skills (such as programming) as well as business-
related skills (such as project management). When asked for their backgrounds, process
analysts had diverse prior experiences ranging from business administration to statistics
studies.

4.2 General Observations

In addition to role-specific insights, we report on general observations that we made
across all interviewees. These are summarized in Table 3.

Table 3. General organizational implications of process mining

Reported benefits Main goals Challenges Future use cases

• Easier and faster
process
improvement

• Increased process
transparency

• Cost minimization
• Resource
minimization

• Risk minimization
• Transparency
maximization

• Commitment
• Data quality
• Discrepancy
between model and
reality

• Internal resistance

• External data
incorporation

• Data streaming
• Real-time data
availability

• Stronger
specialization

All interviewees reported that prior to the use of process mining, knowledge about
processeswas only implicitly represented. Process deviations and their underlying causes
were often unknown.While process improvement initiatives were potentially successful,
the interviewees reported that the procedure was tedious and lacked standardization. To
this end, there was agreement across all interviewees that process mining enabled the
companies to improve processes in easier and faster ways. Also, it was reported that
process transparency had been increased. However, we observed that these advantages
are accompanied by several challenges. For instance, interviewees stated that some pro-
cesses cannot be optimized by applying process mining techniques, which is mainly due
to a multitude of unavoidable process deviations caused by human behavior. One inter-
viewee, for example, indicated that process interruptions are caused by customers being
able to contact them, which leads to a complicated process model. Another common
challenge of process mining that we identified is a lack of commitment in companies.
We found that thismanifests itself, for example, in a lack of resources. Another challenge
that was reported concerns internal resistance. According to the interviews, employees
often feel monitored by the presence of process mining and refuse to support the technol-
ogy because they are afraid that their domain knowledge will become obsolete. Lastly,
process mining success is perceived to be hindered by a lack of data quality. However,
the interviewees remain optimistic about the potential of process mining within their
respective company. Most notably, a lot of potential is seen in the further development
of data sources. One interviewee stated that external data sources such as weather fore-
casts should be incorporated. Also, it was suggested that companies should move from
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batch processing to stream processing whereby data is available in real-time. Lastly, we
found that process analysts are required to be generalists as their portfolio of tasks is
versatile. As a result, the interviewees expect a stronger specialization of the roles as the
technology matures.

5 Conclusion

In this paper, we investigated how process mining can be leveraged in organizations.
We conducted a qualitative-inductive interview study to examine practitioners’ needs
and experiences at different levels. We identified core competencies, tasks, and skills of
practitioners who have different roles with regards to process mining, as well as general
organizational implications that were reported across all roles. Our preliminary results
show that process mining is advancing as an essential part of modern management in
order to cope with the ever-increasing dynamics in contemporary organizational work.
Overall, it is crucial that those who deal with process mining have the necessary skills
and competences to make process mining successful. In future research, we aim to
expand these preliminary findings by creating a deeper understanding about necessary
capabilities of process mining stakeholders.
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Abstract. Robotic Process Automation (RPA) is an emerging automa-
tion technology that creates software (SW) robots to partially or fully
automate rule-based and repetitive tasks (aka routines) previously per-
formed by human users in their applications’ user interfaces (UIs). Suc-
cessful usage of RPA requires strong support by skilled human experts,
from the detection of the routines to be automated to the develop-
ment of the executable scripts required to enact SW robots. In this
paper, we discuss how process mining can be leveraged to minimize
the manual and time-consuming steps required for the creation of SW
robots, enabling new levels of automation and support for RPA. We
first present a reference data model that can be used for a standard-
ized specification of UI logs recording the interactions between workers
and SW applications to enable interoperability among different tools.
Then, we introduce a pipeline of processing steps that enable us to (1)
semi-automatically discover the anatomy of a routine directly from the
UI logs, and (2) automatically develop executable scripts for performing
SW robots at run-time. We show how this pipeline can be effectively
enacted by researchers/practitioners through the SmartRPA tool.

Keywords: Robotic Process Automation · Process mining · User
Interface (UI) logs · Reference data model for UI logs · Segmentation ·
Automated generation of SW robots from UI Logs · SmartRPA

1 Introduction

Robotic Process Automation (RPA) is an emerging automation technology in
the Business Process Management (BPM) domain that creates software (SW)
robots to partially or fully automate rule-based and repetitive tasks (or simply
routines) performed by human users in their applications’ user interfaces (UIs)
[1]. Despite the growing attention around RPA, when considering state-of-the-
art RPA technology, it becomes apparent that the current generation of RPA
tools is driven by predefined rules and manual configurations made by expert
users rather than automated techniques [7,8,10].
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The traditional life-cycle of an RPA project can be summarized as follows
[14]: (1) determine which process steps are good candidates to be automated in
the form of routines; (2) model the selected routines trough flowchart diagrams,
which involve the specification of the actions, routing constructs, data flow, etc.
that define the behaviour of a SW robot; (3) develop each modeled routine by
generating the SW code required to concretely enact the associated SW robot
on a target computer system; (4) deploy the SW robots in their environment
to perform their actions; (5) monitor the performance of SW robots to detect
bottlenecks and exceptions; and (6) maintain routines over time, updating the
SW robots when needed. The majority of the previous steps, particularly the
early ones, require the support of skilled human experts, which need to under-
stand the anatomy of the candidate routines to automate through interviews,
walk-troughs, and detailed observation of workers conducting their daily work,
cf. step (1), and manually define the flowchart diagrams representing the struc-
ture of such routines, cf. step (2). These diagrams will drive the development of
the executable scripts (also called RPA scripts), allowing for the concrete enact-
ment of SW robots at run-time, cf. steps (3) and (4). The problem is that this
high degree of human involvement contradicts the underlying objective of RPA,
i.e., an increased level of automation.

In this paper, we discuss how process mining can be leveraged to address this
problem, enabling new levels of automation and support for RPA. Building on
the RPM (Robotic Process Mining) framework [16], we show that the generation
of SW robots can be achieved in a semi-automated way directly from the UI logs
recording the interactions between workers and SW applications during one or
more routine(s) executions, thus eliminating the manual and time-consuming
steps (1) and (2) required for modeling the details of the routine structure.

Specifically, in Sect. 2, we first present a reference data model that enables
a standardized specification of UI logs. Then, in Sect. 3, we show how the RPM
framework can be effectively enacted by researchers/practitioners through the
SmartRPA approach [4,6] and its implemented tool [5], which enables to inter-
pret the UI logs keeping track of many routine executions, and to generate SW
robots that emulate the most suitable routine variant for any specific interme-
diate user input that is required during the routine execution. Finally, in Sect. 4
we conclude the paper by tracing future work.

2 Specifying and Collecting UI Logs

The main source of data for RPA are UI logs, which are a particular kind of event
log that record low-level manual activities during the execution of a task in an
information system. Examples of events in a UI log include clicking a button,
entering a string into a text field, ticking a checkbox, or selecting a value from
a dropdown. The specific scope of a UI log, including the definition of relevant
activities and attributes to cover, depends on the context in which the log is
collected and the purpose for which it is used. Hence, the first challenges when
collecting UI logs are often (1) to determine what kind of data is available and (2)
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to design the data collection process so that the logs are comprehensive enough
to cover the desired automation use cases.
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Fig. 1. Reference data model for UI logs [2]

To specify a UI log for RPA,
one needs to determine which
attributes can and should be
recorded and how they relate to
each other. The UI log should
be as standardized as possi-
ble to allow for interoperabil-
ity between different tools, but
they also need to be adapted
to the individual scenario. To
achieve this, they can refer to
the reference data model for
process-related UI logs, shown
in Fig. 1. This reference model
defines the core attributes of
UI logs but remains flexible
with regard to the scope, level
of abstraction, and case notion
[2]. It defines the activity of
a UI log as a combination of
an action (e.g., click or input)
and a target object in the user
interface. It further specifies
the possible instances of tar-
get objects and their hierarchi-
cal relation, as well as task and
user components that provide
additional (business) context.

After specifying the UI log structure, the actual data needs to be recorded.
Generally, there are three ways to achieve this: application-independent logging
with screen capture and OCR technology [14,18], application-specific logging
with plug-ins [4,17], and application-internal logging within the an application’s
source code. Not all options are feasible in each application context and they each
have certain assets and drawbacks. For example, application-internal logging
will typically produce the highest data quality, but it is only possible if we have
access to the application’s source code. Application-independent and application-
specific logging have to externally reconstruct the events that happen within the
application, but can be applied to any tool independent of its origin.
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3 SmartRPA: From UI Logs to SW Robots

The approach underlying SmartRPA takes inspiration from the RPM frame-
work presented by Leno et al. in [16]. RPM aims to support analysts to produce
executable specifications of routines, in form of SW robots, interpreting the rou-
tine executions stored in a UI log. Specifically, RPM envisions a pipeline of two
main stages that consist of: (i) interpreting UI logs corresponding to executions
of one or more routine executions, by identifying the candidate routines to be
automated with RPA tools (i.e., the segmentation issue [9]); and (ii) synthesiz-
ing executable RPA scripts to enact SW robots. SmartRPA incorporates these
stages within a larger approach, as shown in Fig. 2.
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Action Logger
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RPA Tool
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Segments
Discovery

routine
traces

human-in-the-loop

routine-based
log

UI log with delimiters

filtering
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Fig. 2. Overview of the SmartRPA approach

Starting from an unsegmented UI log previously recorded with an RPA tool,
the first stage of the SmartRPA approach is to inject into the UI log the end-
delimiters of the routines under examination. An end-delimiter is a dummy
action added to the UI log immediately after the user action that is known to
complete a routine execution. The knowledge of such end-delimiters is crucial to
make the approach work, as discussed in [3].

For tackling the segmentation issue, we rely on three main steps: (i) a
frequent-pattern identification technique [11] to automatically derive the routine
segments from a UI log (i.e., routine segments describe the different behaviours
of the routine(s) under analysis, in terms of repeated patterns of performed
user actions), (ii) a human-in-the-loop interaction to filter out those segments
not allowed (i.e., wrongly discovered from the UI log) by any real-world rou-
tine execution by means of declarative constraints [13], and (iii) a routine traces
detection component that leverages trace alignment in process mining [12] to
cluster all user actions belonging to a specific routine segment into well-bounded
routine traces (i.e., a routine trace represents an execution instance of a rou-
tine within a UI log). Such traces are finally stored in a dedicated routine-based
log, which captures exactly all the user actions happened during many different
executions of the routine.

Commercial RPA tools can eventually employ routine-based logs to synthe-
size executable scripts in the form of SW robots that will emulate the rou-
tine behaviour on the UI without the manual modeling of the routines. To
this end, the SmartRPA tool1 is able to automatically synthesize executable
1 https://github.com/bpm-diag/smartRPA.

https://github.com/bpm-diag/smartRPA
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scripts for enacting SW robots at run-time. Notably, the SW robots generated
by SmartRPA are obtained to handle the intermediate user inputs that are
required during the routine execution, thus enabling to emulate the most suit-
able routine variant for any specific combination of user inputs as observed in
the UI log. This makes the synthesis of SW robots performed by SmartRPA
reactive to any user decision found during a routine execution, thus allowing the
potential run-time generation of as many SW robots as the routine variants to
be emulated [6].

4 Concluding Remarks

The goal of RPA is to automate routines and high-volume tasks, but it currently
requires substantial manual intervention of expert users. In this paper, we offer
a twofold contribution towards an intelligent and fully automated generation
of SW robots from the users’ observed behavior as recorded in UI logs. First,
we introduce a reference data model for a standardized specification of UI logs,
which enforces interoperability among different RPM-based tools. Second, we
present a pipeline of processing steps, implemented trough the SmartRPA app-
roach, to develop executable RPA scripts by solely interpreting the UI logs at
hand.

The reference model provides a common, application-independent concep-
tual framework for user interactions. However, it still has to prove its utility in
practice. We therefore want to encourage readers to adopt the model for cap-
turing UI logs in their projects. Compared with the literature approaches to
automated RPA script generation from UI logs [15,18], which enable to auto-
mate only the most frequent routine variant among the ones discovered in the
UI log, SmartRPA provides a reactive approach that emulates the most suitable
routine variant for any specific intermediate user input that is required during
the routine execution. As a consequence, this makes the working of SW robots
generated by SmartRPA flexible and adaptable to several real-world situations.

The main weakness of SmartRPA relates to the quality of information
recorded in real-world UI logs. Since a UI log is fine-grained, routines exe-
cuted with many different strategies may potentially affect the identification
of the routine segments. In addition, SmartRPA is based on a semi-supervised
assumption, since the end-delimiters required to untangle the segmentation issue
are known a-priori. Conversely, on the positive side, the employed segmentation
technique is able to outperform existing literature approaches in terms of sup-
ported segmentation variants, in particular when there are many interleaved
routine executions recorded in the UI log [3]. For this reason, we consider this
contribution as an important step towards the development of an unsupervised
approach that employs machine learning techniques to automatically identify
the end-delimiters.

Acknowledgments. This work has been partially supported by the H2020 project
DataCloud and the Sapienza grant BPbots.
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Abstract. User interaction (UI) logs are high-resolution event logs that
record low-level activities performed by a user during the execution of a
task in an information system. Each event in a UI log corresponds to a
single interaction between the user and the interface, such as clicking a
button or entering a string into a text field. UI logs are used for purposes
like task mining or robotic process automation (RPA), but each study
and tool relies on a different conceptualization and implementation of
the elements and attributes that constitute user interactions. This lack
of standardization makes it difficult to integrate UI logs from different
sources and to combine tools for UI data collection with downstream ana-
lytics or automation solutions. To address this, we propose a universally
applicable reference data model for process-related UI logs. Based on a
review of scientific literature and industry solutions, this model includes
the core attributes of UI logs, but remains flexible with regard to the
scope, level of abstraction, and case notion. We provide an implementa-
tion of the model as an extension to the XES interchange standard for
event logs and demonstrate its practical applicability in a real-life RPA
scenario.

Keywords: User behavior mining · UI Log · Data model · Robotic
process automation · Task mining

1 Introduction

User interaction (UI) logs are high-resolution event logs that record low-level,
manual activities performed by a user during the execution of a task in an
information system (IS) [1]. Each event in a UI log corresponds to a single
interaction between the user and the graphical user interface (GUI) of a software
application. Examples include clicking a button, entering a string into a text
field, ticking a checkbox, or selecting an item from a dropdown [26]. Multiple
recent research streams use this type of data, for example to analyze usage
patterns in software applications [6,12,28], to identify candidate routines for
robotic process automation (RPA) [7,26,35], or to derive RPA automation and
test scripts [3,8]. In addition, companies like Celonis and UiPath offer tools that
record and process UI data for inspecting and automating task executions [5].
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The UI logs currently used in research differ substantially. The data collected
in a specific research context is usually limited in scope and tailored to the
proposed analysis technique or automation approach. This results in considerable
variation regarding the number, type, and granularity of recorded events and
corresponding attributes. Even when researchers record the same attributes at
a similar level of detail, there is no common definition of UI log attributes to
which they can adhere. Instead, they often rely on ad-hoc conceptualizations of
elementary notions like activities and UI components. The situation is similar
in industry, where each vendor has developed their own UI log format tailored
to the capabilities of their recording software [27].

This lack of standardization makes it difficult to integrate UI logs from dif-
ferent sources [26,30]. It also poses a challenge for the interoperability of data
collection and downstream processing tools: logs recorded by one tool are usually
only compatible with the associated analytics or automation approach. Combin-
ing data collection and processing tools requires considerable preprocessing effort
or is entirely infeasible if the necessary attributes cannot be recorded [27].

In this paper, we address these challenges by proposing a reference data
model for process-related UI logs. This model provides a data structure and an
accompanying interchange format that others can reuse to conceptualize and
capture UI logs in a process context. To ensure widespread applicability, the
model is designed such that it subsumes and integrates the commonalities of
existing process-related UI logs, but remains flexible with regard to the their
differences. To identify those commonalities and differences, we conduct a litera-
ture review in Sect. 3 and a review of industry solutions in Sect. 4. The reference
data model, along with its underlying design principles and an accompanying
interchange format, is presented in Sect. 5. In Sect. 6, we demonstrate how the
data model can be instantiated in practice by applying it in a real-life RPA
scenario. Finally, we conclude the paper with a discussion in Sect. 7.

2 Background and Related Work

Event Logs. Process mining extracts information from event logs, i.e., collec-
tions of events recorded in an IS [32]. An event log consists of cases that each
correspond to one process instance. Each case contains a trace of events that
occurred during the execution of the process instance and can have additional
attributes, for example, the size of an order in an order-to-cash process. Events
are related to a particular step in a process with an activity label (e.g., create
invoice) and can also have additional attributes.

Data Formats. To enable the exchange of event data between different ISs,
the business process management (BPM) community has developed interchange
formats that define the structure and general contents of event logs. The current
main format is XES (eXtensible Event Stream), which was introduced in 2010 to
replace the older MXML format and was accepted as the official IEEE standard
for event data in 2016 [38]. In XES, an event log consists of a three-level hierar-
chy of log, trace, and event objects. The format is designed to be highly generic,
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with a minimal set of explicitly defined attributes on each of the three levels.
Additional attributes, with a commonly understood semantic meaning, can be
introduced by XES extensions. For example, the concept extension introduces
the “name” attribute, which stores names for event logs, traces, and events.
Although researchers have recently pointed out shortcomings of XES and pro-
posed more flexible, object-centric alternatives such as OCEL [17], XES remains
the most common event log format and is supported by many process mining
tools.

UI Logs. UI logs are a particular type of event log in which events correspond
to low-level interactions of a user with a GUI. They can be recorded either inter-
nally by adding logging capabilities to an application, or externally by dedicated
logging tools. These tools record screen coordinates for each action and map
them to parts of the GUI using optical character recognition technology.

User Behavior Mining. UI logs essentially record how users behave while
they are engaged with an application. They can be analyzed by means of data
or process mining techniques to gain data-driven insights into user behavior. We
refer to this analysis of UI logs as user behavior mining (UBM) [1]. UBM can
serve different purposes, including the analysis of software usage patterns, the
design of new user assistance components, or the automation of tasks.

Task Mining. One application of UBM is to enhance traditional process min-
ing by providing a more detailed view of execution steps. Event logs gathered
from ERP systems like SAP or Oracle capture the main tasks in a process, like
creating an order, but they do not provide insights into how employees actually
perform these tasks. Recording and analyzing detailed task executions is referred
to as task mining [32] or desktop activity mining [29]. These techniques can give
companies deeper insights into their processes than traditional process mining
alone, and they can also help software vendors to optimize their products, for
example, by identifying common usability issues.

Robotic Process Automation. UI logs can be used to automate tasks and
entire processes by having bots emulate the recorded user interactions. This
approach to automation is called robotic process automation (RPA) [22] and
has lately received considerable attention in research and practice. Within RPA,
UBM techniques can be used to derive automation scripts, but also for robotic
process mining [26], which for example encompasses the identification of suitable
tasks for automation from UI logs [24].

Web Usage Mining. Another field that is concerned with the analysis of user
behavior is web usage mining [34], i.e., the analysis of clickstream user data
recorded during interactions with websites. Web usage mining is often process-
agnostic; its main purpose is to optimize websites, for example, by adapting
their content and structure to users’ browsing behavior [13,19]. The primary
data source for web usage mining are server UI logs that are generated in a
standardized logging format like the Extended Log Format [37] and have a fixed
set of attributes. These include the URL of the current and previous page request,
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the resource accessed, timestamps, identifying data like the user’s IP address,
and technical data about the user’s web browser and operating system.

UBM in Other Domains. In addition to the research areas mentioned above,
interaction logs have been used as a source of data-driven insights into user
behavior in several other domains, such as human-computer-interaction [14,15],
information retrieval [21], and visualization [18]. The logs in these domains can
take various forms, but they generally record user interactions at a much lower
level of detail than the process-related UI logs that we focus on in this paper.

3 Literature Review

This paper’s goal is to develop a reference data model that subsumes and inte-
grates the commonalities of current approaches for capturing process-related UI
logs, but stays flexible with regard to their differences. In this section, we review
UI logs from scientific literature to identify those commonalities and differences.

3.1 Research Method

We conducted a structured literature review [23] in SpringerLink, IEEE Xplore,
and ACM Digital Library. As search terms, we used “log” combined with (1)
“user interact*” and “user interface” (2) “task mining” and “desktop activity
mining” as common terms for high-resolution process mining, and (3) “robotic
process automation” and “robotic process mining” as important applications of
UI logs. We limited our search to papers written in English and published after
2015 because we focus on the current state of the art. The relevance of the initial
search results was assessed based on their title and abstract. This yielded a set of
potentially relevant papers, on which we performed a forward-backward-search
to also cover papers that our search terms might have missed.

To ascertain the relevance of the identified papers, we scanned their full text
for passages on UI logs or recording approaches for them. Papers were considered
as relevant if (1) they contained a concrete UI log or (2) they described the UI
log collection process in enough detail to infer the captured attributes.

Table 1. The papers found in the database search

Search Term IEEE Xplore ACM DL SpringerLink

log AND “user interact*” [24] [12] [2,3,7,35]

log AND “user interface”

log AND “task mining” [26]

log AND “desktop activity mining”

log AND “robotic process automation” [5,22]

log AND “robotic process mining”
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As listed in Table 1, we found 9 relevant publications in the initial search.
Several papers appeared in more than one query, but are only listed under
the search term that we first found them with. The forward-backward search
returned another 10 publications. Although we did not explicitly search for web
usage mining logs, our search returned papers about server-side and also client-
side web usage mining (recording web activities by adding tracking software to
a browser), but none of these met the above-listed criteria. In our review, we
therefore only included one exemplary clickstream log from a process mining
context: the BPI Challenge 2016 [11], in which the Dutch Employee Insurance
Agency recorded eight months of user activities on their website. Our final result
was hence a set of 20 relevant publications.

3.2 Results

Some of the 20 relevant publications covered the same use case and data collec-
tion approach and were therefore treated as duplicates, resulting in 12 unique
approaches. The majority of papers cover RPA [2–5,7–9,20,22,24–27,35]. Four
publications [6,10,12,28] focus on software process mining [33]. The remaining
two are general approaches to analyzing low-level user interactions with broader
applications [11,29].
Commonalities. Although the reviewed UI logs were fairly heterogeneous, we
found a set of six core attributes that are recorded in more than half of them.
Table 2 indicates which of the 12 approaches include which attributes (•).

Table 2. UI log attributes as found in the literature review

Source Action type Target element UI Hierarchy Application Input value Timestamp

[2–5] • • • • • •
[6] • • Single • •
[9] • • • • • •
[10] • • Single •
[11] • • Single • •
[12] • Single •
[20] • • • • •
[8,22] • • • •
[7,24–27] • • • • • •
[28] • • • Single •
[29] • • • •
[35] • • • • •

1. An action type, which describes the action a user takes. Actions are most often
divided into mouse and keyboard inputs, but some logs further distinguish
between different mouse buttons, string inputs, and hotkeys. Only two logs
do not record action types: the BPIC 2016 clickstream log [11] and Urabe et
al. [35], who only record that an interaction has taken place.
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2. The atomic target UI element, on which the user action is executed. This
attribute is recorded in most UI logs, except for two: Dev et al. [12] only
record the usage of specific functions, such as crop in a graphics editor, and
Jimenez-Ramirez et al. [8,22] record click coordinates and screenshots, but
only use them to match similar user actions and do not map them to target
elements.

3. The software application that the user interacts with. This could be a web
browser, an ERP system, or an office application. This attribute is always
recorded when researchers track user actions across multiple applications,
but is not captured when the tracking is limited to a single application.

4. One or multiple attributes that specify the location of the target element
in the application’s UI hierarchy. For example, an Excel cell is located in a
worksheet (hierarchy level 1), which belongs to a workbook (hierarchy level
2) [27]. UI hierarchy attributes are included in about half the reviewed logs.

5. The input value that the user writes into a text field. Input values are included
in about half of the reviewed logs.

6. A timestamp, which records the exact date and time at which the action
occurred. This is recorded in all logs.

Differences. Most authors characterize user interactions through an action
type, i.e., what the user does, and a target element, i.e., where they do it. How-
ever, the set of possible values for the action type, and hence the level of detail at
which actions are recorded, differs considerably. For example, Agostinelli et al.
[3] record aggregated action types abstracted from raw hardware input (e.g.,
clickButton and clickTextField), whereas Jimenez-Ramirez et al. [22] make the
low-level differentiation between left, right, and middle mouse clicks. Which other
attributes are included in a UI log differs between approaches: whereas times-
tamps and the application in focus (where applicable) are recorded in all logs,
input values and information on the location of a target element within the appli-
cation’s UI hierarchy are included in about half of them. Examples for other,
less common attributes that are only recorded in few approaches include the cur-
rent value of a text field [5,9,27], user IDs [5,10,27,35], other resources involved
[6,11], and associations to higher-level process steps [20,29].

Another interesting finding was that most of the reviewed UI logs are initially
unlabeled, i.e., they do not have a concrete case notion [16]. In some publica-
tions, events in unlabelled logs are later grouped into cases based on different
attributes. These attributes include external session IDs created automatically
by a system [11] or manually by users [3,27,28], user IDs [10], or case IDs from
associated higher-level event logs [20].

4 Review of Industry Solutions

To ensure broad applicability of our reference data model, we also review
industry approaches for conceptualizing and capturing UI logs. Because those
approaches are core to the industry solutions’ functionality and business secrets,
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the available material for this review may be less specific than scientific papers.
Therefore, we conduct the industry review in this section as an addition to the
literature review, meant to confirm and complement the established findings.

4.1 Research Method

Selection Strategy. An initial analysis indicated that RPA tools are presently
the only industry solutions that collect UI logs on a large scale. Some vendors
also advertise task mining capabilities, but their primary focus is on recording
UI logs for the automation of routines. Because the RPA market is highly frac-
tured and fast-moving, we could not conduct a complete review. Instead, we
opted to analyze a sample of companies that can be seen as representative for
the market. Therefore, we selected the companies that the 2021 Gartner Magic
Quadrant RPA report1 attributes with a “high ability to execute” and/or a
“high completeness of vision”: UiPath, Automation Anywhere, Microsoft Power
Automate, Blue Prism, NICE, WorkFusion, Pegasystems, Appian, EdgeVerve
Systems, and Servicetrace. We also included Celonis Task Mining, which is the
only major product that uses UI logs primarily for low-level process mining.

Review Approach. In analyzing those eleven tools, we focused on finding the
commonalities and differences between the industry logs and the scientific logs.
Specifically, we wanted to know whether the industry logs capture the same set
of six core attributes found in the scientific logs (commonalities) and whether
the industry logs capture any other attributes that could be relevant for a widely
applicable reference data model (differences). To answer those questions, we col-
lected freely available material about the tools.2 This included trial or demo
versions, documentations, and promotional material, such as videos showcasing
the recording process. After collecting the material, we had to exclude two com-
panies from our list, Pegasystems and EdgeVerve Systems, because we could not
obtain sufficient information on the functionalities of their recording software.

4.2 Results

Commonalities. For each industry solution, we analyzed whether it also records
the six core attributes found in the literature review. The results are summarized
in Table 3. All reviewed tools record action types, target elements, input values,
applications, and timestamps. Similar to what we found in the literature review,
the recordable action types differ considerably between tools.

Differences. We also examined whether the industry solutions systematically
record any other attributes, but we did not find any. However, we did find a
significant difference between industry logs and scientific logs in how they capture

1 https://www.gartner.com/en/documents/3988021.
2 A full list of the material that we analyzed can be found at https://gitlab.uni-

mannheim.de/jpmac/ui-log-data-model/-/blob/46b363dc75b992a43398f501e3a4cb
0e755107d0/industry review sources.pdf.

https://www.gartner.com/en/documents/3988021
https://gitlab.uni-mannheim.de/jpmac/ui-log-data-model/-/blob/46b363dc75b992a43398f501e3a4cb0e755107d0/industry_review_sources.pdf
https://gitlab.uni-mannheim.de/jpmac/ui-log-data-model/-/blob/46b363dc75b992a43398f501e3a4cb0e755107d0/industry_review_sources.pdf
https://gitlab.uni-mannheim.de/jpmac/ui-log-data-model/-/blob/46b363dc75b992a43398f501e3a4cb0e755107d0/industry_review_sources.pdf
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Table 3. UI log attributes as found in the industry review

Company Action type Target element UI Hierarchy Application Input value Time-stamp

UiPath • • Screenshots • • •
MS power

automate

• • • • • •

Automation

anywhere

• • • • • •

Celonis • • Screenshots • • •
Blue prism • • Screenshots • • •
Workfusion • • Screenshots • • •
NICE • • Screenshots • • •
Appian • • Screenshots • • •
ServiceTrace • • Screenshots • • •

information on the location of elements within the UI hierarchy. In research,
this information is explicitly recorded in UI log attributes, but most industry
tools instead store it as screenshots outside of the log. Some tools also use the
UI hierarchy to construct selectors that uniquely identify an element within an
application’s GUI, similar to file paths. Another difference between industry logs
and scientific logs concerns the case notion. In the industry solutions, the case
ID is always a task or process label that is manually added to the log. Additional
business context attributes also need to be added by users and are not recorded
by the tool.

5 Reference Data Model

In this section, we introduce our reference data model for user interactions. We
consider a reference model to be a conceptual model that serves to be reused
for the design of other conceptual models [31]. Under such a reuse-oriented con-
ceptualization, (universal) applicability of the model is not a defining property.
However, maximizing the model’s application scope increases its reuse potential
and therefore its value to the community. Therefore, we designed the model in an
inductive or bottom-up fashion [31]: based on the commonalities and differences
between existing UI logs that we found in the literature and industry reviews,
we constructed a model that subsumes those commonalities, but remains flex-
ible with regard to their differences. In the following, we first elaborate on the
principles that guided our design process in Subsect. 5.1. The reference model is
presented in detail in Subsect. 5.2. In Subsect. 5.3, we provide a data interchange
format for UI log data as a supplement to the reference model.

5.1 Design Principles

In the literature and industry reviews, we found that the main commonality
between existing UI logs are the six core attributes. The main differences between
them concerned the scope, the level of abstraction, and the case notion. Based
on these findings, our data model follows four fundamental design principles:
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1. Minimal set of core components: The essential characteristics of user
interactions, as found in the reviews, are modeled as the components and
standard attributes of the data model. Because the model is intended to be
non-specific and universally applicable, we include no other elements, thus
keeping the number of components and standard attributes to a minimum.

2. Flexible scope: To ensure flexibility in scope, the data model can be
extended with any number of additional components and all components can
have an arbitrary number of attributes. Also, nearly all components and stan-
dard attributes are optional. The only non-optional component and attribute
that ensure the existence of a UI log are the activity and its name.

3. Flexible level of abstraction: To enable user interactions to be modeled in
various application contexts and at various levels of abstraction, the domain
of the standard attributes in the data model, such as the action type, is left
unspecified and can be determined at the point of instantiation. Furthermore,
all components are modeled as classes and can be subclassed. Explicit sub-
classes are only defined for the target object, because they are inherent to
the structure of user interfaces and the way they are embedded in ISs.

4. No explicit case notion: Whereas the case notion of a business processes
is tied to its instances, UI logs are not inherently structured along any data
dimension. The reviews have shown that they can have many possible case
identifiers. The data model therefore does not include an explicit case notion.
Instead, the case notion needs to be defined at the point of instantiation.

5.2 Reference Model Components

The reference data model is depicted as a UML diagram in Fig. 1. It consists
of nine components, modeled as classes, and their interrelations, modeled as
associations. Each class has an ID and can have any number of attributes. Some
components have standard attributes that have a particular significance for user
interactions. In the following, we define and explain the individual components.

Components that Define the User Interaction. In our model, user interac-
tions have two parts. First, the action component with its action type standard
attribute that describes what the user does. Common action types, as observed
in the reviews, correspond to the functionalities of standard peripheral input
devices, such as left or right mouse clicks, single keystrokes, or keystroke com-
binations for shortcuts. Higher-level distinctions are also possible. For exam-
ple, when collecting data in an ERP system, actions can be divided into input
actions, which make changes to a business object, and navigation actions, which
only serve to navigate the GUI.

The second part of an interaction is the target object that the action is exe-
cuted on. It is instantiated as one of four object types in the UI hierarchy, as
explained below. The action type and target object together determine the cen-
tral model component: the activity. It is uniquely defined as a combination of an
action and a target object and acts as the event label, like in a traditional event
log. An activity has three standard attributes: the activity name, an optional
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input value that denotes, e.g., the string that is entered into a text field, and a
timestamp to indicate its execution time. The activity name is determined as a
function of the action type of the corresponding action and the identifier of the
corresponding target object, for example, a concatenation. The timestamp is a
very common attribute in traditional event logs as well as UI logs. It is, however,
not a strictly required attribute in the data model, since there are alternative
ways to introduce a notion of order into an event log [36].

Components that Define the UI Hierarchy. The UI hierarchy integrates the
various types of UI element context data into a general structure. It consists of
four components, which form a tree-shaped composition hierarchy: UI element,
UI group, application, and system. The UI element and UI group levels mirror
the hierarchical structure of virtually all GUIs (e.g., the document object model
of a website). The application and system levels go beyond the actual GUI and
position it within an IS, which makes it possible to record application- and
system-level user interactions and allows the UI log to be compatible with cross-
application and even cross-system UI tracking.

UI hierarchy

performs
1

0..*

executed on

0..*

1..*

User

Action

 Action type

UI element

 Current state

UI group

Application

System

Task

Target object

1

0..*

1..*

Activity

 Activity name
Input value
 Timestamp

associated
with

Fig. 1. User interaction data model

Most actions are exe-
cuted on the atomic UI ele-
ments, which form the low-
est level. Examples include
buttons, text boxes, drop-
downs, checkboxes, or slid-
ers. Elements can be state-
ful, such as a non-empty
text box or a greyed-out
button. Capturing this state
is necessary, for example,
to track the effects of
copy/paste actions or to
differentiate between activ-
ity outcomes. The state of
a UI element is therefore
recorded in its current state
standard attribute.

UI elements are com-
bined into UI groups, which
can be nested within other
UI groups. In many cases,
these UI groups are explicit
design elements of the user
interface, but our model
does not impose group-
ing criteria and allows UI
groups to be formed from
arbitrary sets of UI ele-
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ments. A simple example that we saw in the literature review is an Excel cell
(UI element), which is part of a worksheet (UI group), which is again part of a
workbook (UI group). Modeling UI groups has two main advantages. First, it
allows to uniquely identify functionally identical UI elements. For the example
above, recording information about UI groups allows us to distinguish between
the cell A1 in separate Excel worksheets. This idea is used in many industry
solutions to generate element selectors from screen captures. Second, UI groups
can be useful for event abstraction, i.e., mapping user interactions to higher-
level conceptual tasks, if these tasks are closely tied to particular UI groups. For
example, all interactions with elements in a login mask (enter username, enter
password, click login) can directly be abstracted to the “login” task.

UI elements and UI groups belong to an application, i.e., a single program
instance. Some actions are directly executed on the application and are not tied
to lower-level elements, such as “undo” or application-specific hotkeys.

The root node of the UI hierarchy is the system, on which the applications run
and actions are recorded. Similar to application-level actions, it is also possible
to capture system-level actions, such as the Ctrl-Alt-Del key combination to
open the Task Manager on a Windows system.

Components that Define the Context. Finally, the data model includes two
components that put UIs in a conceptual context: user and task. These exist in
some form for all UI logs, which is why they are included in the model. In
contrast, other potential context components, such as organizational or resource
attributes, are use-case-specific and can be considered by extending the model.

The user is the entity that initiates any interaction. Each action is associated
with a single user. Because user IDs and attributes depend on the data collection
environment (e.g., device IDs in mobile applications or IP addresses on websites),
the model does not specify any attributes for users. This also means that the
user component is not necessarily restricted to humans and can model computer-
initiated interactions, for example when recording partially automated processes.

The task component associates the recorded user interactions with conceptual
tasks or routines, which makes it possible to map low-level GUI interactions to
higher-level user activities. This abstraction is an essential prerequisite for being
able to perform meaningful analysis on UI logs or to use them for automation.

5.3 Exchange Format

To further increase the applicability and reuse potential of our data model,
we implemented it as an extension to the XES standard for event logs.3 This
UIlog extension provides a standardized exchange format for UI logs as a supple-
ment to the data model. The implementation considers the activity equivalent
to the event label and does not include the activity name or timestamp standard
attributes because those are already provided by the concept and time exten-
sions. The other components and standard attributes are defined at event level,
3 The XML specification for the UILog extension is available at https://gitlab.uni-

mannheim.de/jpmac/ui-log-data-model/-/raw/main/UILog extension.

https://gitlab.uni-mannheim.de/jpmac/ui-log-data-model/-/raw/main/UILog_extension
https://gitlab.uni-mannheim.de/jpmac/ui-log-data-model/-/raw/main/UILog_extension
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i.e., as attributes of an activity instance. The generic target object is not directly
implemented, but can instead be specified through attributes that correspond to
its four UI hierarchy subclasses: the target object is the lowest-level UI hierarchy
component that exists for this event. For example, for an event with a UI ele-
ment attribute, the target object is always this UI element, whereas for an event
with no UI element or UI group attributes, the target object is the application.

6 Working Example

To demonstrate the practical utility of the reference data model, we describe
in this section how it can be instantiated in a real-life scenario. The scenario
is based on an RPA project, which we are currently conducting in cooperation
with an ERP system vendor. The project is set in the medical technology indus-
try, where companies are required to regularly validate their ISs to ensure that
they are in compliance with external quality regulations. The validation of an
IS involves manually executing a number of predefined workflows step-by-step
according to a rigid execution plan, checking the result of each step against a
set of acceptance criteria, and documenting the result. Manually executing a
well-defined validation workflow is a repetitive and time-consuming task. The
goal of our project is to automate this task using RPA. We want to record how
process experts interact with the UI of the ERP system during validation and
then train bots to emulate their actions.

In the following, we use the example of a keyword creation workflow to show
how an artificial UI log that captures one execution of this workflow may instan-
tiate the data model. The keyword creation workflow consists of five consecutive
steps, which are executed on the GUI parts shown in Fig. 2. The user (1) logs in
(a), (2) selects the right client and profile (b), (3) navigates through the dash-
board (c) to reach the explorer tree (d, left), (4) creates a new keyword (d,
right), and (5) logs out. The main acceptance criterion is that the newly created
keyword shows up in the explorer tree after refreshing.

Table 4 shows a UI log for one case, i.e., one execution of the keyword creation
workflow. It includes the action type, target UI element, and one level of UI
groups, plus input value and current state where applicable. The captured action
types are left and right clicks, text input, selected keyboard shortcuts, and none.
The activity label of an event (in most cases) consists of the concatenated action
type and target object identifier.

The first two events in the log do not correspond to single user interactions,
but instead take advantage of the UI group concept to directly abstract to higher-
level tasks. Instead of recording each event in the login and client selection masks
separately, the task is tracked only at completion and the content of the text
fields is read out when the user presses the “Login” and “Set Profile” buttons.
For these abstracted activities (marked with an “A ” prefix), the action type
is “none”; they are defined only through the target UI group, independent of
the performed actions. This approach can be used for simple tasks with the
same execution pattern in all workflows. Its main upside is that it reduces noise,
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a) Login b) Profile selection

c) Dashboard

d) Explorer tree with ”Create information object” form panel

Fig. 2. The user interface of the application described in the example

which is a common problem in UI logs [26]. In our scenario, activities like initially
entering a wrong password do not affect the outcome of the workflow and are
therefore not relevant for automating it. By abstracting during data collection,
those activities are automatically disregarded. Other advantages of abstraction
are reduced implementation effort and smaller UI logs.

For effective automation, various user inputs need to be tracked. Therefore,
the instantiation of the input value attribute in the log is flexible and depends
on the action type and target object: When a user writes into a textbox, the
input value is the entered string. When an item is selected from a dropdown, the
input value records the label of that item. For abstracted activities, the input
value captures the string values of all relevant UI group elements as a map.
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Table 4. UI log for one execution of the keyword creation workflow

Activity Action type UI element UI group Input value Current state

A Login none login mask {username: pren, password: dts123}
A Profile Selection none user select client {client: base, profile: author}
click content left click content dashboard ov

click masterdata left click masterdata explorer tree

click masterdata node expand left click masterdata node expand explorer tree

click keywords node expand left click keywords node expand explorer tree

rclick keywords right click keywords explorer tree

click ppanel new left click ppanel new explorer tree

click new information object left click new information object explorer tree

click name left click name fpanel keyword

input name input name fpanel keyword MyKeyword

click dd type left click dd type fpanel keyword [keyword, keywords folder]

click dd type left click dd type fpanel keyword keyword [keyword, keywords folder]

click dd linksto left click dd linksto fpanel keyword [linksto]

click dd linksto left click dd linksto fpanel keyword linksto [linksto]

click confirm left click confirm fpanel keyword

click keywords node expand left click keywords node expand explorer tree

KEY F5 explorer tree KEY F5 explorer tree

click logout left click logout explorer tree

click confirm left click confirm dialog logout

Most state information, however, is not required for automation. Therefore, the
current state attribute only records the values that can be selected from list
and dropdown elements, which is needed for some more complex workflows in
the validation process. For example, if a documents needs to be approved, the
validation must verify that a document’s author cannot be selected as approver.

This simple example demonstrates how some of the core components of the
reference model can be instantiated in a real-life scenario, and how the flexibility
in abstraction level can be leveraged to record attributes in a way that matches
the requirements of a particular use case. It also shows that, in practice, com-
ponents that are not relevant for a use case can simply be left out. The main
advantage of using the reference model here is that, unlike with an ad-hoc model
tailored to the use case, the attributes captured in the UI log follow a general
convention that also applies to other user interfaces. This makes recording UI
logs in the same format straightforward even in other applications, and makes
it possible to develop automation or task mining solutions that are independent
of the recording approach used.

7 Discussion and Conclusion

In this paper, we propose a reference data model for UI logs. Based on reviews
of scientific literature and industry solutions, it has a set of core components to
capture essential characteristics of user interactions and is flexible with regard
to scope, abstraction level, and case notion. We implement the model as an XES
extension and exemplarily show how it can be instantiated in a real-life RPA
scenario.

Contribution. Our main objective is to address the issues that arise from the
lack of standardization of UI logs. Therefore, we derive the reference from exist-
ing UI logs. Most of the components are directly adopted from the core attributes
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identified in our reviews. Our contribution is their integration into a unified
framework with well-defined relations. For example, we propose a rigid interpre-
tation of an activity by defining it as a combination of an action and a target
element. We also expand on the location context of UI elements and explicitly
define four distinct types of target objects in an unambiguous hierarchy.

To this unified framework, we add additional, less frequently collected com-
ponents and standard attributes that are particularly relevant for a complete
model of user interactions. For instance, the current state is an important prop-
erty of stateful UI elements when the log is intended to be used for automation.
In the UI hierarchy, we add the system on top of the commonly recorded appli-
cation to model system-level user interactions. We also introduce the user and
task context components to add (optional) generic business context to UI logs.

Limitations. One limitation of our work concerns its grounding in existing UI
logs. Despite following a methodical approach, we do not claim that our reviews
or the model are complete or exhaustive. There could be unidentified UI logs
or future UI logs in different use cases, which are not well represented by the
model. For instance, our data model is only intended to model user interactions
with graphical user interfaces, and we did not consider alternative input types,
for example from voice commands or eye-tracking devices. The model may also
be somewhat biased towards automation use cases because RPA solutions are
overrepresented in the two reviews that it is based on.

Another limitation is that the XES standard is not particularly well-suited for
UI logs. It does not support explicitly defining the relations between attributes,
so all components of the UI hierarchy have to be implemented at event level.
Therefore, even if many events involve the same target object, UI group, appli-
cation, system and their attributes need to be included each time, leading to
considerable redundancy. XES also assumes a single case notion, contrary to the
flexible case notion that we intend for the data model.

Conceptually, implementing the model as an extension to the Object-Centric
Event Log format OCEL [17] would be more appealing, because users, tasks, and
UI hierarchy elements could be modeled as objects, reducing the redundancy.
However, OCEL does not support extensions and has two main limitations with
regard to UI logs. First, it does not support dynamic object attributes that can
differ between events, such as the current value of a textbox that may change
between interactions. Second, object attributes cannot be tied to certain object
types, so for example the current state attribute cannot be limited to UI elements
only. Therefore, we decided to implement the model as an XES extension.

Future Work. Our reference model can contribute to the field by providing
a common, application-independent conceptual framework for user interactions.
However, like any reference model, it needs to prove its utility in practice. We
therefore want to encourage researchers and practitioners to adopt the model
for capturing UI logs in their projects, and to extend it both with regard to new
use cases and with regard to conceptual aspects, such as user privacy.
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Abstract. Robotic Process Automation (RPA) provides a means to
automate mundane and repetitive human tasks. Task Mining approaches
can be used to discover the actions that humans take to carry out a
particular task. A weakness of such approaches, however, is that they
cannot deal well with humans who carry out the same task differently
for different cases according to some hidden rule. The logs that are used
for Task Mining generally do not contain sufficient data to distinguish
the exact drivers behind this variability. In this paper, we propose a new
Task Mining framework that has been designed to support engineers who
wish to apply RPA to a task that is subject to variable human actions.
This framework extracts features from User Interface (UI) Logs that
are extended with a new source of data, namely screen captures. The
framework invokes Supervised Machine Learning algorithms to generate
decision models, which characterize the decisions behind variable human
actions in a machine-and-human-readable form. We evaluated the pro-
posed Task Mining framework with a set of synthetic UI Logs. Despite
the use of only relatively small logs, our results demonstrate that a high
accuracy is generally achieved.

Keywords: Robotic Process Automation · Process discovery · Task
mining · Decision model discovery

1 Introduction

Robotic Process Automation (RPA) is a software technology that facilitates the
automation of human tasks, especially when they are structured and repetitive.
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Fig. 1. Proposed framework for variability analysis through interpretable decisions
from UI Logs. The current paper focuses on steps 3 and 4.

In contrast to other automation approaches (i.e., API-based), RPA works by
closely mimicking the way humans interact with computer applications [2].

Some of the typical benefits are that the technology helps to save costs,
increases agility, and improves quality [9,18] while its level of intrusiveness is low
[33]. Due to these wide range of benefits, industry has adopted this technology
on a wide scale in recent years [10].

Most RPA projects start out by observing how human workers perform work
that is to be automated. To support this initial RPA analysis, approaches such as
Task Mining [1,31] and Robotic Process Mining [22] are highly suitable. What
all these techniques have in common is that they operate on UI Logs, i.e., a
series of timestamped events (e.g., mouse clicks and keystrokes), obtained by
monitoring and recording user interfaces.

An open issue concerning discovering the process model behind the UI Log is
to disclose the drivers behind the variations that are shown in a process model.
These variations indicate that human operators take different decisions for dif-
ferent cases, but it is generally not possible to find rules which explain how
these decisions were made. That, however, is crucial knowledge for the engineer
who aims to develop the RPA bot. A clear example occurs in the development
of a business process outsourcing operation, where it is necessary to work with
different systems that, in their turn, are virtualized. In this type of scenario, it
is difficult to understand certain operator decisions that depend specifically on
the context of the problem being addressed. Although efforts have been made to
overcome this problem, they rely on what is observable in the log [3,12,19,32].
This approach has inherent limitations since human work is sometimes based on
information that is simply not captured in the log, i.e., it only appears on the
screen. Therefore, human decision-making remains hidden in this respect and,
as a result, difficult to automate.

Against this backdrop, this paper proposes a framework to analyze the vari-
ability in human actions automatically. The framework leverages information
on the screen to detect factors that influence human decisions – an angle that
existing approaches have neglected so far.
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In previous work, we proposed (1) a tool to monitor the user behavior which
generates a UI Log, including one screen capture for each event (cf. step 1 in
Fig. 1) [25], and (2) a method to analyze such logs to discover the underlying
process model (cf. step 2 in Fig. 1) [15]. This paper significantly extends these
contributions by: (1) proposing a novel approach to systematically analyze the
screen captures to extract information which is, then, incorporated into the UI
Logs (cf. step 3 in Fig. 1) using image-processing techniques [26] (e.g., Optical
Character Recognition), (2) presenting a method to discover decision models
which explain the variability that is found in the UI Log (cf. step 4 in Fig. 1)
using a Machine Learning (ML) approach, and (3) evaluating the approach with
synthetics problems of different complexity to demonstrate the efficacy and effi-
ciency of the framework.

It should be noted that industrial RPA platforms often do incorporate sophis-
ticated task mining techniques, as well as features for image processing. The
point is that these capabilities are not integrated in approaches to analyze task
variability.

The rest of the paper is organized as follows. Section 2 provides the back-
ground in topics like behavior monitoring, ML, and image processing. Section 3
introduces a synthetic business case to motivate the proposal. Section 4 elabo-
rates on the novel method to discover the decision models. Section 5 reports the
empirical evaluation performed to validate the method. Sect. 6 presents a critical
discussion. Section 7 reviews similar approaches in the literature. Finally, Sect. 8
summarizes the work and describes future research lines.

2 Background

The approach that is presented in this paper builds on behavior monitoring
techniques, process discovery, Graphical User Interface (GUI) analysis, and ML.

For behavioral monitoring, there are several industrial solutions for keylog-
ging1 that capture the interaction of a human interacting with a system. In
addition, other approaches have been proposed in academia, taking a further
step in how to automate certain stages of robotization [3,11,20,24,25]. It should
be noted that there are different formats proposed for capturing events, although
the most representative for this work is the UI Log from [15] which defines it as an
extension of the XES format—standard for event logs in Process Mining—which
incorporate attributes like the app name (i.e., the name of the app), event type
(i.e., mouse click or keystroke), click type (i.e., left, right, or middle), click coords
(i.e., position of the mouse on the screen), the keystroke (i.e., the keys that are
typed), and the screenshot (i.e., the screen capture associated to this event path).

Using a UI Log, many proposals exist for process discovery, i.e., to automati-
cally or semi-automatically discover the underlying process model that is associ-
ated with human behavior [5,6,13,15,19,23]. Moreover, these proposals include
functionalities to clean the UI Log from irrelevant information, so that noise
in the resulting process model is filtered; and to select variants/cases/activities

1 Availabe at: www.spyrix.com and bestxsoftware.com/es/.

www.spyrix.com
https://bestxsoftware.com/es/
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according to the frequency, length, and other criteria that are useful to identify
process candidates to robotize. The resulting process model may contain decision
points and separate branches for different process variants.

In the field of GUI analysis, approaches exist than can identify the GUI com-
ponents within an image [28,34]. GUI components are atomic graphical elements
with predefined functionality, displayed within a GUI of a software application
[28]. Besides locating the element on the screen (i.e., calculating the bound-
ing boxes), they can classify them by the type of element, e.g., image, button,
or text. Nevertheless, when dealing with texts, Optical Character Recognition
(OCR) techniques are more appropriate. For instance, KerasOCR [17] allows
extracting words and their bounding boxes from screen captures. Such an image-
based technique allows for extracting the content and structure of an image in
a computer-readable way (cf. Fig. 2).

In the ML domain, supervised algorithms exist that focus on finding rules
to explain a given dataset, e.g., extracting a decision tree [27]. Datasets are
commonly represented in tabular form: each column is an input variable or a
label (i.e., what needs to be predicted or classified), and each row is a member
of the dataset. In a classification problem, the algorithm tries to find patterns in
the input variables that help to explain the labels. Decision trees are an example
of classification algorithms that, besides just providing a classification, do so in
a human-interpretable way [14].

3 Running Example

This section describes an artificial business case to explain and motivate the
problem addressed in this paper. Figure 3 depicts an excerpt of the elementary
user interfaces for registering a customer in the context of a telecom company.

(‘TextView[attached]’, array([
[ 40., 329.], [121., 329.], 
[121., 346.], [ 40., 346.]])

(‘ButtonView', array([
[ 30., 30.], [115., 30.], 
[115., 60.], [ 30., 60.]])

(‘ButtonView', array([
[ 30., 30.], [115., 30.], 
[115., 60.], [ 30., 60.]])

(‘ImageView', array([
[ 120., 330.], [190., 330.], 
[190., 360.], [ 120., 360.]])

Fig. 2. Example of GUI analysis applied to a sample screen capture. Extracted buttons
are in blue, images are in green, and texts are in red. To the sake of readability, some
extracted coordinate are not shown. (Color figure online)
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In this registration process, the human operator checks her email inbox and
reviews the pending emails regarding the registration tasks. After opening the
email, the operator has to validate that all provided information related to the
new customer is correct. More precisely, the customer ID card is expected to be
included as an attachment. If it is indeed included (cf. Fig. 3a), all the customer
data has to be registered into a CRM system (cf. Fig. 3b). Otherwise, in case the
ID card is missing (cf. Fig. 3c), an email has to be sent to the customer requesting
such data (cf. Fig. 3d). Regardless which of these two situations occurred (i.e.,
Variant 1 or Variant 2 of Fig. 3), the operator returns to their inbox to process
the next mail. This process must be repeated several times during the day to
process the entire queue of emails in the operator’s inbox.

Variant 1

Variant 2
a) Open email b) Register customer in CRM

c) Open email d) Reply to customer

Send

Fig. 3. Mockups of motivating example

Fig. 4. Excerpt of a UI Log obtained form a keylogger.
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Fig. 5. Process model discovered from the UI Log.

Task Mining techniques can be applied to discover the operator process model
[3,15,22]. In essence, these techniques start by monitoring the operator behavior
(e.g., with a key logger [25]) and, then, analyze it to extract the relevant activities
and cases using image-similarity comparison [15]. This results in a UI Log (cf.
Fig. 4) which includes, at a minimum, the time when each event is produced,
the activityId, the caseId, the type of event (i.e., mouse click or keystroke),
the text which is introduced, the name of the application where the event has
occurred, and a screen capture taken just before the event. The process model
discovered from such a log would be similar to the one shown in Fig. 5, which
correctly depicts that it contains a single decision point after activity “B” (i.e.,
after seeing the email), where the process branches off into two different variants.

Despite the simplicity of this process, disclosing the condition which rules the
decision point of this process is challenging, i.e., why is it that the operator choses
for decision Id1 or Id2? Existing techniques are unable to find a meaningful
correlation between the events and the decision since it is missing from the UI
Log – it only appears in the screen captures.

4 Decision Discovery Framework

It is clearly challenging to automatically identify the factors behind variable
human behavior on the basis of a UI Log that lacks certain key information.
The proposed framework includes a first step to enrich the UI Log with fea-
tures extracted from the screen captures, recorded along with the UI Log (cf.
Sect. 4.1). The second step that is carried out by the framework leverages this
new information, which is derived from the screen captures, to deliver a decision
model. In our opinion, it is crucial that such a model can be interpreted by a
machine and also be understood by a human (cf Sect. 4.2).

4.1 Feature Extraction

This step transforms the screen captures that are taken for each event in the
UI Log into structured information (i.e., features), which can be incorporated
back into the log. Since a variety of features can be extracted from a screen
capture, the current framework offers a common interface for these extractors (cf.
Definition 1) which can be implemented accordingly to the project necessities.
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Definition 1. A Feature Extractor is a tuple <Name, Function> that rep-
resents a software component named Name, with a Function that receives an
image and returns a list of pairs <key, value>, where the key is the name of a
feature that presents a value in the given image.

Once implemented, the framework applies these feature extractors to each
event in the UI Log, i.e., the Function of each extractor is applied to the screen
capture of each event. If the feature extracted is new in the UI Log (i.e., none
of the columns of the UI Log have the same name as the key), a new column
is appended to the log, and the value is assigned to this event. The rest of the
log events have an empty value for this new column. Otherwise, if the feature
already exists, the value is assigned to this event at the existing column key.

To illustrate this process, we will describe the UI Element Occurrence
extractor in more detail. It extracts the occurrences of UI elements in the sense
that the output of its Function contains as many keys as different UI elements
are found in the screen capture. The value associated with each key is a number
greater than 0, which expresses the number of occurrences of this key in the
screen capture. The extractor includes the detection and classification of each
component to determine which type of UI Element they belong to. For this
purpose, each screen capture is processed in three phases by the Function:

1. To detect the UI elements, image-processing techniques are applied to find
the elements within the image. In this phase, edge detection algorithms can
be used, such as Canny’s algorithm [7], which we applied. Each detected UI
element is then cropped to deal with these separately in the next phase.

2. To classify the detected UI elements according to the type of GUI component
they belong to, an ML model—previously trained for conducting such a task—
is used.2 Specifically, we adapted the convolutional neural network proposed
in Moran’s work [28], which is able to detect 14 different types of UI elements.

3. To return the number of occurrences for each type of UI element, the detected
UI elements in the first phase are first grouped, according to the class deter-
mined during the second phase, and then summed.

Consequently, after applying the UI Element Occurrence extractor, 14
columns—one for each type of UI element—are appended to the resulting UI
Log. They are then available, along with the additional columns from other
extractors.

Running Example. When considering the screen capture in Fig. 3.a, which relates
to our running example, 2 image buttons can be observed (i.e., the ‘envelope’
for returning to the email home page, and the ‘arrow’ for reply), as well as 3
texts. Therefore, the returning list of the Function of the UI Element Occur-
rence extractor is: {<# ImageButton, 2>,<# TextV iew, 3>}. This results in
an UI Log that includes the # ImageButton column, which gets value 2, and the
# TextView column, which gets value 3. The values are shown in Fig. 6 under
the header ‘Occurrence Extractor info’.
2 We trained the model with this dataset: https://doi.org/10.5281/zenodo.2530277.

https://doi.org/10.5281/zenodo.2530277
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Fig. 6. A sample UI Log including features (columns) extracted from the screen cap-
tures.

Fig. 7. Proposed algorithm for generating labeled datasets

4.2 Decision Model Discovery

Once the UI Log is enriched with the extracted features, the decision model
discovery takes place. To enable this, first a labeled dataset is generated for
each decision point in the process model. Secondly, a classification algorithm is
applied to disclose the rules existing in the dataset, which will help to explain
the decision in the process model. In the remainder of this section, each of these
steps will be explained.

Generating the Labeled Dataset. This step processes the enriched UI Log
to convert it into a labeled dataset usable by supervised ML algorithms (e.g.,
classification trees) in the next step. Specifically, one dataset is created for each
decision point that appears in the process model.

Given a decision point, the objective is to determine which branch is chosen,
providing a detailed explanation. Therefore, the label of the resulting dataset is
the branch of the decision point. With this aim, Fig. 7 illustrates, in an activity
diagram, the way of creating an appropriate dataset for each decision point that
appears in a process model.

First, it receives both the UI Log and the discovered process model and
returns a map where the keys are the IDs of the decision point in the process
model, and the values are the dataset extracted to each one. The algorithm starts
by flattening the UI Log (cf. step 1 in Fig. 7). This operation is done by putting
all UI Log events of each case in the same row of the dataset (i.e., the dataset will
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contain one row for each different case in the UI Log). In this way, the dataset
will include columns for an ID (i.e., auto-incremental number starting in 0), the
caseID, a TimeStampEnd (i.e., corresponding to the timestamp of the last event
of this case), and a TimeStampStart (i.e., corresponding to the timestamp of the
first event of this case), and the rest of the UI Log attributes for each activity of
this case (i.e., event type, click coordinates, each of the extracted features, etc.).
Regarding these latter attributes, the column names are the attribute names
prefixing its activityID. For instance, the EventType attribute of activity A
will be stored as: EventType A.

Then, for each decision point in the process model, the columns of the dataset
are filtered in such a way that only the columns related to the activities that
precede that decision point are kept (cf. step 2 in Fig. 7). Note that the columns
of the events after the decision point relate to events in the future, so they
should not be considered when discovering the decision model of that particular
decision. Aferwards, the label column is added to the dataset. For each row (i.e.,
each process case), its value is the branch which is taken for this decision point,
(cf. step 3 in Fig. 7).

Discovering the Decision Model with Classification Algorithms. As
we explained, the labeled dataset generated at this point will be used to train
a supervised ML model. This model will classify the label column based on
the rest of the dataset columns. There is a wide range of algorithms that can
be used for this purpose. For our framework, we use decision trees since both
humans and machines can easily interpret them. This kind of model expresses
the discovered rules of the classification in the form of a tree: the tree nodes are
a column of the dataset (i.e., UI Log attributes) while the tree edges are non-
overlapping conditions as evaluated over the node. Our framework implements
four common used algorithms to construct decision trees: CART [8], ID3 [29],
C4.5 [30] and CHAID [16]. Although these techniques are known to be similar,
they are implemented to explore their behavior in this context.

To make the tree even more understable for humans, the framework takes
the discovered features and rules to highlight them into the associated screen
captures, in this way linking them with their visual information.

Fig. 8. Dataset extracted from the UI Log of Fig. 4
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Fig. 9. Decision Tree for the decision point in the process model of Fig. 5

Running Example. In our running example, only one decision point is discovered
from the UI Log (cf. Fig. 5). Therefore, only one dataset is generated (cf. Fig. 8).
The dataset contains a series of columns that describe the attributes for each
case and a label column that indicates the decision which is made at the decision
point. The decision tree that is obtained when trained on this dataset is shown
in Fig. 9. As can be inferred from the framed columns in Fig. 8, the decision Id2
is made when there is nothing in column Attached B ; otherwise, the decision Id1
is taken. When looking at the screen capture of activity B (cf. Fig. 3a and 3c),
we can see that these actions correspond to the absence or presence of the word
“Attachment” in the email, respectively. Note that the classification algorithm
provides one tree, although other alternatives exist. For instance, the number of
ImageView UI elements in activity B explains the behavior too.

5 Empirical Evaluation

Purpose: This empirical evaluation aims to analyze our proposal to discover
the conditions that drive decisions from a UI Log. Particularly, it focuses on
situations where the conditions depend on information that does appear on the
screen but not in the log itself.

Objects: The evaluation is based on a set of synthetic problems, which resem-
ble realistic use cases in the administrative domain. More precisely, 3 different
processes (P ) are created, each of them with a different level of complexity. Com-
plexity is measured in terms of the number of activities, the number of variants
to execute the process, and the number of visual features that affect the decision
to choose between variants. The processes are:

P1 Client creation. A process with 5 activities and 2 variants. The single deci-
sion in this process is made based on the existence of an attachment in the
reception email.

P2 Client validation. A process with 7 activities and 2 variants. The decision is
made based on the user’s response to a query.

P3 Client deletion. A process with 7 activities and 4 variants. The decisions are
made based on two conditions: (1) the existence of pending invoices and (2)
the existence of an attachment to justify the payment of the invoices.

These processes all contain a single decision point, although the one in P3 is
rather complex. All processes include (1) synthetic screen captures for their
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activities and (2) a sample event log with a single instance for each variant. To
generate the objects for the evaluation, we generate event logs of different sizes
(|L|) for each of these processes by deriving events from the sample event log.
We consider log sizes in the range of {10, 25, 50, 100} events. Note that we
consider complete instances in the log and, thus, we remove the last instance if
it goes beyond |L|. Some of these logs are generated with a balanced number of
instances, while others are unbalanced (B?) in the sense that more than a 20%
frequency difference exists between the most frequent and less frequent variants.
To average the result over a collection of problems, 30 instances are randomly
generated for each tuple <P, |L|, B?>.3

Independent Variables: The independent variables of this empirical evalua-
tion are (1) the process (i.e., P ), (2) the log size (i.e., |L|), and (3) whether the
log is balanced or not (i.e., B?).

Response Variables: The efficiency and efficacy of the approach are evaluated
in terms of: (1) the average time spent on each of the framework phases, i.e.,
feature extraction (tFE) and decision model discovery (tDD), (2) the number
of columns included in the log after the feature extraction phase (#CL), (3) the
number of columns included in the dataset after the flattening phase (#CD),
and (4) the average accuracy of the discovered model (Ac).

Evaluation Design: For each of the 3 processes, 30 instances are randomly
generated by varying the graphical look&feel of the screen captures, includ-
ing/excluding some UI elements that do not affect the process, as well as replac-
ing texts. For each of these 90 instances, 8 different logs are generated consid-
ering the different values of |L| and B?. To do this, the instances of the sample
event log of the process are used as templates to create similar ones by applying
changes in the events while keeping their logic (e.g., a mouse click at a random
place inside the same button). The framework is then executed for each of the
720 objects and the response values are calculated considering the average values
for the 30 instances. To measure accuracy, we record 100% if the model correctly
identifies the condition and 0% otherwise.

Execution Environment: The evaluation was run on a machine with Windows
10, an Intel i9-7900X processor at 3.30 GHz, 64 Gb of RAM, and 10 cores.

Evaluation Results and Data Analysis: Table 1 shows the experiment
results. For each problem, identified by P , B?, and |L|, the average values for the
30 scenarios are shown for each response variable. Some of them are calculated
for the feature extraction phase (i.e., tFE and #CL,) and the others are calcu-
lated for the decision model discovery (i.e., tDD and Ac for each algorithm).

Regarding the feature extraction phase, we can observe that it is a time-
consuming task (i.e., tFE), which takes longer as the number of activities of the
process increase (i.e., P ) and the size of the log (i.e., |L|) grows. This behavior is
expected since the extraction algorithms need to be applied to each screen cap-
ture that exists in the log before the decision point. Nonetheless, the number of
3 The set of problems are available at: https://doi.org/10.5281/zenodo.5734323.

https://doi.org/10.5281/zenodo.5734323
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Table 1. Experiment results

P B? |L| tFEa #CL #CD tDDCARTb tDDID3b tDDC4.5b tDDCHAIDb AcCARTc AcID3c AcC4.5c AcCHAIDc

P1 Yes 10 108 25 39 323 339 330 335 12.9 12.9 12.9 12.9

25 258 25 39 332 361 356 350 83.9 83.9 83.9 83.9

50 497 25 39 352 394 393 379 100.0 100.0 100.0 100.0

100 1,029 25 39 334 360 358 352 100.0 100.0 100.0 100.0

No 10 112 25 39 324 340 329 334 12.9 12.9 12.9 12.9

25 273 25 39 330 354 351 344 83.9 83.9 83.9 83.9

50 501 25 39 350 390 388 376 96.8 96.8 96.8 96.8

100 977 25 39 331 359 358 349 100.0 100.0 100.0 100.0

P2 Yes 10 79 25 79 704 716 708 701 0.0 0.0 0.0 0.0

25 137 25 79 399 421 404 819 31.0 31.0 31.0 31.0

50 319 25 79 1,323 1,572 1,405 2,102 93.1 93.1 93.1 93.1

100 588 25 79 3,495 3,781 3,593 3,531 100.0 100.0 100.0 100.0

No 10 70 25 79 308 321 307 316 0.0 0.0 0.0 0.0

25 158 25 79 563 597 570 583 6.9 6.9 6.9 6.9

50 363 25 79 1,787 1,853 2,175 2,463 75.9 75.9 75.9 75.9

100 659 25 79 4,627 4,584 3,737 4,764 100.0 100.0 100.0 100.0

P3 Yes 10 51 25 79 1,086 1,090 1,096 1,090 0.0 0.0 0.0 0.0

25 189 25 79 1,155 1,101 1,058 1,014 0.0 0.0 0.0 0.0

50 333 25 79 1,818 2,200 1,981 2,748 32.3 48.4 32.3 48.4

100 724 25 79 2,848 3,039 3,008 5,950 100.0 100.0 96.8 100.0

No 10 51 25 79 1,085 1,102 1,088 1,087 0.0 0.0 0.0 0.0

25 219 25 79 1,378 1,094 1,489 1,082 0.0 0.0 0.0 0.0

50 394 25 79 1,735 2,359 1,893 2,284 19.4 45.2 19.4 45.2

100 737 25 79 5,473 5,626 3,762 5,908 77.4 100.0 93.6 100.0
aExpressed in seconds; bExpressed in milliseconds; cExpressed in %.

features that are extracted and included in the UI Log (i.e., #CL) only depends
on the extractor itself that, for this experiment, the UI Element Occurrence
extractor (cf. Sect. 4.1) obtains a fixed number of features for each screenshot,
i.e., 14—one for each UI element. The other 11 columns are the standard ones
defined for the UI Log.

Regarding the decision model discovery phase, the number of columns
included in the dataset for training the classification algorithm (i.e., #CD)
depends on the number of activities before the decision point. More precisely,
P1 has 2 activities, while P2 and P3 both have 4 activities. In this phase, it
can be observed that the time for decision model discovery, which is expressed
in ms (i.e., tDD), is negligible in comparison with tFE, which is expressed in s.
Moreover, tDD depends on both |L|, since the flattener algorithm needs to run
over all the events, and #CD, since the tree’s training runs over the entries in
the dataset. In turns, tDD seems not to be influenced by the algorithm. When
analyzing the accuracy of the classification tree (i.e., Ac), it is clear that the
framework has a better performance with higher values of |L| since there are
more entries in the dataset. However, as expected, the accuracy decreases when
the process becomes more complex (i.e., P ): more columns in the dataset are
not relevant for the decision, i.e., can be considered noise. In addition, for P3,
we observe more differences between the performance of the algorithms while
in P2 and P3 all the algorithms present the same behavior. This situation may
be caused since P3 decision depends on more than one feature. Furthermore,
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having more possible variants (i.e., 4) may affect the performance of the algo-
rithms because fewer rows are obtained for each variant to train the decision
models. Unlike the previous response variables, Ac is influenced by whether the
log is balanced or not (i.e., B?). This behavior can be expected since an unbal-
anced dataset offers fewer opportunities to distinguish between data and noise.
It is important to note that the accuracy is 100% for most cases with |L| = 100,
which is a reasonably small number for this kind of logs. This provides the insight
that the framework can generally explain the variability within these processes.
This result is very encouraging, particularly when considering the small log sizes
included in this experimental set-up.

6 Discussion

Discovering why decisions are made in a process is of utmost importance when
the aim is to analyze the variability or even to automate such decisions. The
framework proposed in this paper was motivated by the fact that existing Task
Mining approaches fail to leverage screen captures when mining UI Logs. In
general, alternatives exist to make a transparent analysis of the UI, e.g., navi-
gating the DOM tree or accessing Windows GUI API. Yet, we discovered that
considering screen captures is necessary for specific situations like in Business
Process Outsourcing scenarios [15], where access to the front-end of the informa-
tion systems is usually secured or virtualized by systems like Citrix. Although
combining both sources of information—transparent analysis of UIs and screen
captures—could bring benefits when they are available, this proposal focuses on
these situations based exclusively on screenshots proposing a framework that
can support a process analyst to (1) accelerate the analysis phase since the
automatically-generated decision models include rules linked to the screen cap-
tures, which are readable by the analyst, (2) accelerate the development phase
since the rules are in a computer-readable format too, and (3) unleash candidates
to automate that would be discarded otherwise because no rule could be found
to describe the human variability in UI Log. Our experimental evaluation, as
conducted with synthetic problems of a variety of complexities, showed positive
results. It is noteworthy that these problems use logs that includes one event
for each activity while, in practice, there might be more than one events for a
single activity, i.e., several events performed over the same screen. However, the
approach has not been tested on real UI Logs nor real screen captures; these are
clearly limitations to our work.

There are further limitations that can be observed. Specifically, the feature
extraction phase highly relies on the image-processing techniques (i.e., the OCR
and GUI analysis), which may occasionally present wrong classifications or detec-
tions. Moreover, several alternatives exist for these techniques, and they evolve
fast due to highly active communities. Nonetheless, the proposed framework is
not limited to any of these techniques. After all, it defines a high-level interface
to incorporate improved techniques easily. In addition, it is noteworthy that the
number of extracted features is directly related to the number of columns in the
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dataset to be used to train the classifier. Although the aim is to not overlook
any relevant feature from the screen captures, non-relevant features may just
produce noise that would negatively affect its performance unless more entries
are included in the dataset (i.e., longer UI Logs). Fortunately, if the number of
dataset columns increases, the evaluation has demonstrated that the framework
keeps a reasonably good performance if the size of the log increases as well.

Finally, the validation has intentionally considered problems that rely on the
screen captures’ content to make the decision. This was done to ensure that the
evaluation covers the two phases of the framework. However, the classification
algorithm may take into account all the information contained in the UI Log,
which makes it compatible with existing related approaches, e.g., SmartRPA [4],
which is very suitable when screen captures are not required.

7 Related Work

There exist other proposals in the literature that can be applied for decision
model discovery. Rozinat and Van der Aalst [32] use decision trees to analyze
choices made based on data dependencies that affect the routing of a case. How-
ever, this approach does not consider information on the screen nor provides the
possibility of showing graphically to a non-expert user why a decision was made.

Agostinelli et al. [3] and Leno et al. [22] cover the complete RPA lifecy-
cle, from event capture to the automatic generation of scripts. Data capture is
based on an Action Logger that captures the information through plugins [23] or
separately within the system [3]. Furthermore, although this capture is mainly
focused on the keyboard and mouse events, they capture the DOM tree in those
events which interact with the web browser. In contrast to these approaches, our
work focuses on screen captures as the primary information source.

Leno et al. [21] present an algorithm that generates a kind of “association
rules” between events and results. The information gathering is based on tailor-
made plugins. Their approach proposes similar solutions as is the case for our
framework. However, in their approach it is not possible to capture the informa-
tion that the user generates outside the context of these plugins. Finally, Gao
et al. [12] propose a solution based on the implementation of decision trees for
the algorithmic deduction of RPA rules, based on the captured user behavior.
Similar to [21], screen captures and their features are left out from this analysis.

8 Conclusion and Future Work

This paper proposes a framework for discovering decision models from event
logs that are extended with screen captures. The framework includes a phase
to extract features from such screen captures, as well as a phase to discover
decision models using these features. Furthermore, we illustrated our proposal
by means of a running example and provided an extensive empirical evaluation.
Our proposal advances the state-of-the-art on Task Mining for its application
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to RPA by providing insights into the drivers for variability in human behavior
that is targeted to be automated.

For future work, we plan: (1) to validate the current approach in a real-life
context with people with different profiles. So that both the feature extraction
algorithm and the decision discovery algorithm can be tested with industrial
data and scenarios; (2) to investigate the robustness of the proposal against
noise injected at the event level; (3) to investigate mechanisms to reduce noise
by filtering/selecting the appropriate features, e.g., by using eye-tracking tech-
nologies, which could focus the attention of the feature extraction algorithms on
those screen regions where human attention is devoted to; (4) to analyze further
classification algorithms to provide more alternatives to express the observed
variability; in this way, they can be compared in terms of usability and under-
standability; and (5) analyze other UI elements detection and classification tech-
niques to compare them with the accuracy of Canny’s algorithm and CNN.
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Abstract. Workarounds can give valuable insights into the work pro-
cesses that are carried out within organizations. To date, workarounds are
usually identified using qualitative methods, such as interviews. We pro-
pose the semi-automated WORkaround Detection (SWORD) framework,
which takes event logs as input. This extensible framework uses twenty-
two patterns to semi-automatically detect workarounds. The value of
the SWORD framework is that it can help to identify workarounds more
efficiently and more thoroughly than is possible by the use of a more
traditional, qualitative approach.

Through the use of real hospital data, we demonstrate the applicabil-
ity and effectiveness of the SWORD framework in practice. We focused
on the use of three patterns, which all turned out to be applicable to the
characteristics of the data set. The use of two of these patterns also led
to the identification of actual workarounds. Future work is geared to the
extension of the patterns within the framework and the enhancement of
techniques that can help to identify these in real-world data.

Keywords: Workarounds · Automated detection · Event data ·
Healthcare · Process mining · Business process analysis

1 Introduction

Many organizations use standard operating procedures to streamline their work.
When procedures are clear, people know what to do. Still, it often happens
that work is performed in a way that is different from the prescribed procedure.
When confronted with unexpected situations, limited time, or a lack of resources,
workers may be unable to follow a procedure and may feel compelled to perform
a workaround to solve a problem [13].

Some workarounds are beneficial and can be leveraged to improve organiza-
tional procedures [2,6]. In other cases, not following a procedure may be harmful
or outright dangerous. Workarounds can result in noncompliance, privacy issues,
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or negative effects in the process downstream [15,16]. Whatever the effect, it is
important that process owners are provided with insights into the occurrence
of workarounds. These insights can help to prevent workarounds from happen-
ing again or to improve the concerned procedure [6]. In addition, being able to
structurally and comprehensively identify workarounds would allow for the mon-
itoring of their emergence, diffusion, and evolution, potentially enabling process
analysts to detect and respond to new workarounds faster than with current
techniques. This motivates our focus on workaround detection.

To date, most studies in which workarounds were identified and analyzed
relied on qualitative methods, primarily through interviewing and observing
users during their work [6]. This approach has led to valuable insights related
to the mechanics and effects of workarounds, as well as the motivations of the
people using them [3,15,32]. However, the use of qualitative methods is labor-
intensive; furthermore, users may not disclose their normal behavior when they
are aware of being observed [33]. Similar to how process mining is used to solve
an otherwise time-consuming problem [1], our focus is on the use of event logs
and other quantitative analysis techniques.

In this paper, we introduce the Semi-automated WORkaround Detection
(SWORD) framework. The automated part of the SWORD framework uses 22
patterns to identify potential workarounds from an event log. Of these patterns,
16 are based on existing literature, while the remaining six patterns are new.
Whether any pattern can be used in a particular situation is dependent on the
characteristics of the data in the event log at hand. While the detection of poten-
tial workarounds can be performed in a highly automated fashion, the actual
confirmation of the occurrence of workarounds still needs to be done by domain
experts. This proposed approach can be expected to partly mitigate the change
in behavior that people might exhibit when they are aware of being observed
because the data is collected in a non-obtrusive way. Also, since the SWORD
framework automates the analysis of event data, it is less labor-intensive to use
than finding workarounds through interviews.

In earlier work, we already established that event logs from a Health Infor-
mation System (HIS) can be used to automatically detect and monitor known
workarounds [5]. We stay in line with our earlier focus on the healthcare domain
with this present work. Studies have shown that in hospital settings specifically
workarounds are a widespread phenomenon [28]: Nurses share each other’s pass-
words to save time, physicians send each other X-rays via WhatsApp to get
quick second opinions, and secretaries use shadow systems on paper to track
the department’s occupation. The principles behind the SWORD framework are
nonetheless transparent and we expect that many of the patterns can be trans-
ferred to other domains.

To show the potential of the SWORD framework, we apply three of the
patterns to real hospital data in the setting of an illustrative case study. The
data was obtained through our cooperation with the University Hospital Utrecht
(UMCU). Our evaluation shows that the proposed approach is feasible in the
sense that the patterns allow for an automated analysis of the data. Furthermore,
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the use of the SWORD framework was helpful to identify actual workarounds in
medical practice.

The structure of this paper is as follows. In Sect. 2, we will first clarify what
workarounds are and to what extent they can be detected, according to related
work. We will explain in more detail how we analyzed the literature as well as
the set-up of our case study in Sect. 3. The results of these steps are reported
upon in Sect. 4. Finally, we will discuss the implications of our work in Sect. 5.

2 Related Work

Workarounds occur when users intend to reach a goal but perceive a block to
do so using the official procedure [13]. Similar to the conformance-checking field
of process mining, we can look for differences between process variants to detect
them [23]. However, we see two important differences. First of all, a workaround
requires an intent to reach a business goal. So, fraud, deception, and errors
are not in scope. Secondly, the user is unable to achieve this goal by using the
intended procedure [13]. So, accidentally following a different route is not a
workaround.

In addition, while non-conformance usually supposes strict rules [18,22] or a
known process model to conform to [29], workarounds can occur without these.
Deviance mining also uses process mining but looks at smaller deviations between
processes [24], which may also be useful to mine for workarounds. Quite differ-
ent from a deviance, a workaround can be very common. If a workaround is
sufficiently effective, it may be shared throughout the organization, potentially
becoming more common than the official procedure [17].

One approach specifically used to automatically detect workarounds is to use
deep learning [33]. Neural networks are trained to recognize different workaround
types from event logs. These methods can be difficult to use in practice because
they require a large amount of labeled training and testing data. In addition,
even if neural networks reach a high classification accuracy, it is difficult to
explain why this is happening [26], which is often required if you want to use
the results in a healthcare environment.

Outside of the control-flow, the time, resource, and data perspectives are
valuable for conformance checking [23]. By investigating workarounds discovered
using qualitative methods, such as interviews and observations, previous studies
show that these perspectives can also be used to recognize different types of
workarounds [5]. We will continue this multi-perspective approach to investigate
if, in addition to recognizing workarounds, we can discover new workarounds
using event logs.

3 Research Method

Our research method consists of two phases: a phase in which we define a list
of workaround detection patterns and a phase in which we test them. The two
phases and their underlying activities are depicted in Fig. 1. We will describe the
phases in more detail in this section.
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Phase 1: Defining workaround 
detection patterns

Phase 2: Testing workaround 
detection patterns

1a: Literature 
review

1b: Workaround 
analysis

2a: Data 
exploration

2b: Illustrative 
case study

Fig. 1. The phases of our research method

3.1 Phase 1: Defining the Workaround Detection Patterns

As described in the previous section, detecting workarounds has similarities with
several approaches in process mining, such as conformance checking. Both focus
on differences between the intended and actual process. To investigate these
approaches, we carried out a literature review to collect an overview of process
mining approaches that can be applied to workaround detection.

After an initial literature search, we selected five (systematic) literature
reviews as the starting point of our own study. The reviews focused on sev-
eral (sometimes overlapping) process mining topics, namely conformance check-
ing [12], process variant analysis [31], predictive process monitoring [11], deviance
mining [24], and process mining in healthcare [4]. In the next step, we selected
relevant papers from these reviews. We used the following inclusion criteria:
(1) the described approach focuses on the differences between process variants,
from the control-flow, data, resource, or time perspective, and (2) the described
approach uses event data for their analysis.

For example, we did not include supervised learning methods because it is
not feasible to label all traces with a workaround or normative label. Note, also,
that we keep to the main pattern in situations where slightly differing variants
exist. For example, there are multiple version of trace alignment; we do not
distinguish between these here. Discovered papers were also searched for new
references using reverse snowballing until no new detection patterns came up.
Overall, we analyzed 37 papers in detail and included 12 papers in our final
analysis, covering 16 detection patterns. The result of this activity is presented
in Table 2.

Second, we carried out an analysis of 81 workarounds. These were gath-
ered in previous studies that have been carried out in five different healthcare
organizations [5]; a general hospital, two district hospitals, and two specialized
care centers. The authors were able to detect multiple discovered workarounds
using quantitative methods in a completely different top clinical hospital. This
shows that we can expect similar behavior in other healthcare organizations.
They are documented as ‘workaround snapshots’ and include a description of
(1) the setting in which the workaround was found, (2) the workaround com-
pared to the normative process, (3) a motivation, and (4) the expected effect
of the workaround on cost, time, quality, and flexibility. For an example, see
Table 1.
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Table 1. Example snapshot

Setting At a urology clinic. Before a nurse administers medication to a
patient, she checks with another nurse to see it is the correct
medicine/dosage

Workaround The nurses do not register the verification check in the HIS

Motivation Registering the check takes a lot of time, so the nurses only do this
check vocally

Effect This workaround saves time and thus costs, but the data quality is
lower. Since the information is not registered, it may lead to errors
at a later time

Using the comparison between the workaround and the normative process,
we determined if and how each workaround could be monitored using (event log)
data. Similar detection patterns were grouped together. This workaround anal-
ysis yielded another six patterns, which have been added to the list in Table 2.

3.2 Phase 2: Testing the Workaround Detection Patterns

In the second phase of our study, we evaluated the list of workaround detection
patterns. We followed a two-step approach for this. First, we wanted to establish
whether the data necessary to detect a pattern was stored in the HISs. Therefore,
we analyzed the data structure of the tables in which the event data of the
relevant processes and workarounds are stored. For each pattern, we searched
for a table containing the required data to identify it. At this point, we considered
if we could use that data to discover new workarounds, or if the pattern relied
on specific knowledge and could only be used to monitor known workarounds.

Second, we conducted an illustrative case study in which we took three of
the identified workaround detection patterns and tried to find them in real data.
We selected patterns that could be applied to the available data and with which
we expected to find meaningful differences. The goal of this step was to con-
firm whether our approach would work on real data. At the same time, the
IT department of the University Medical Center (UMC) Utrecht was exploring
to implement process mining techniques to better facilitate quality improvement
projects and consulted us for our expertise. We then performed a technical proof-
of-concept on deploying process mining techniques to detect workarounds using
the data from the UMC Utrecht. This academic hospital cares for more than
200,000 patients and has around 12,000 employees. SQL was used to capture
the event data that we used in our analyses from the HIS used by the UMC
Utrecht (HiX, ChipSoft, Amsterdam). We pseudonymized the data as early as
possible by assigning random unique values to all patient, resource, and hospi-
talization identifiers. After data extraction, we used R for further analysis and
visualization.
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Time Between Activities Out of Bounds. The first pattern covers one of
the most common workarounds: batching. When taking patient measurements,
hospital staff should register the results directly in the HIS, before doing anything
else. Instead, they often take measurements from multiple patients in a row, write
the results down on a note and register all patient data afterward. This behavior
can be detected using the “Time between activities” pattern.

All manually entered patient measurements in the hospital, except for data
from the intensive care unit and operating room, are stored in a single table.
We extracted the patient ID, resource ID, and registration timestamp of all
measurements between two defined moments. To ensure the right events are
captured, directly subsequent measurement registrations of the same patient
by one resource are removed. Not doing so could result in counting multiple
consecutive registrations for the same patient, which would obviously not be
batching.

We compared the three shifts of an average, regular Tuesday, which had
some overlap. The day shift ran from 7:00 h until 16:00 h, the evening shift from
15:00 h until 0:00 h, and the night shift from 23:00 h until 8:00 h. There were
1403 measurement events, covering 942 unique patients and 460 resources during
the day shift, 785 measurement events, 488 unique patients and 320 resources
during the evening shift, and 371 measurement events, 245 unique patients and
132 resources during the night shift.

Long Duration Between Time of Event and Time of Logging. The
second workaround covers the registration delay by comparing the difference
between the time of activity and the time of registration. This data is registered
in the same measurements table we used during the batching workaround. We
again used the patient ID and timestamps of the registration. We also extracted
the time of activity and the type of measurement, to see if there are differences
in delays between types. Note that the time of activity is generally registered
manually, so it is unlikely these are exact values.

We have checked this over the same day we used for the first pattern. This
time, we did not separate the three shifts, so we included all measurements that
occurred between 7:00 h on day one and 8:00 h on day two. A single measurement
registration could cover multiple measurement types. For example, a registration
could cover both a length and weight measurement at the same time. In those
cases, we counted these as a separate registration for each measurement type,
all using the same timestamps. In total, there were 10118 measurements by 638
resources, covering 1032 unique patients and 204 different measurement types.

Activities Executed by a Single Resource. The final workaround we inves-
tigated concerns resources that stay the same, while they should have differed
over the trace. During the triage process at the emergency department (ED),
both a nurse and a physician should see the patient. The main ED table in
the HIS logs both the “seen by nurse” and “seen by physician” activities. We
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also extracted the resource logging the activities and ED registration identifiers,
which is unique for every ED registration and makes for a good case ID.

We have used the data covering one year. This contained 5993 ED regis-
trations. Both the “seen by nurse” and the “seen by physician” activities were
logged 5508 times (92%). In 5460 cases (91%) both had seen the patient.

4 Results

4.1 Workaround Detection Patterns - Literature Review

Researchers in process mining fields other than workaround mining, such as con-
formance checking, deviance mining, predictive process monitoring, and process
performance analysis, have developed patterns to detect differences between sim-
ilar process variants. Since we can recognize different workarounds using varying
perspectives, we have structured our review the same way. We start with control-
flow and follow this with the data, resource, and time perspective.

The control-flow perspective is used in most fields, often by comparing
traces to process models [5,8,27]. Alternatively, some activities should never
co-occur [8] or should occur close to specific others [21]. Some events on their
own can already be interesting to monitor [7,9,24]. Repeated behavior can also
be an indication something is going wrong. We can look at how often activities
repeat [8,9,24,30] or if there are loops in a trace [9,20,24,30,34].

We find the most use of the data perspective in the conformance checking
field, where we can simply look at the values of data objects [5,8–10,19,31]. If
they deviate too much, this can show unintended behavior in the trace. Alterna-
tively, the exact value might not be important, but the value should not change
during the trace [8,10,19].

The resource perspective shows similar patterns. Some events should always
be executed by a specific resource or it needs to stay the same during (part of)
the trace [5,19]. For example, certain medications should only be prescribed by
a physician. While not a detection pattern in itself, earlier mentioned patterns
can also be used using a resource as case ID. In this way, we can investigate the
behavior of resources. For example, if we do so and notice a resource is repeating
the same activity often, something might be going wrong [30].

We can find deviating patterns using the time perspective in multiple fields.
From a conformance checking viewpoint, some activities may need to be executed
at a specific time [19]. Process performance analysis naturally takes time into
account too. We can use the time of activity since the start of the trace to
predict the performance of the entire trace [7]. Multiple fields distinguish between
process variants by looking at the time between activities [10,19,30,34], the
duration of a single activity [30,31,34], or the total time of a trace [31].

Table 2 shows an overview and description of all 22 detection patterns.
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Table 2. Workaround detection patterns

Detection pattern Explanation Reference

Control-flow Occurrence of an activity A specific activity occurs [7,9,24]

Occurrence of recurrent
activity sequence

A recurrent activity sequence occurs
within a trace

[9,20,24,30,34]

Frequent occurrence of
activity

An activity frequently occurs within a
trace

[8,9,24,30]

Occurrence of activities in
an order different from
process model

The order of activities in a trace is
other than in a predefined process
model

[8,27]

Occurrence of mutually
exclusive activities

Specific activities occur that are
mutually exclusive within a trace

[8]

Occurrence of unusual
neighboring activities

An activity is directly followed by an
activity other than usual

[21]

Occurrence of directly
repeating activity

An activity is immediately repeated
within a trace

Missing occurrence of
activity

A specific activity is missing in the
trace

Data Data object with value
outside boundary

The value of a data object deviates
from the usual values

[8–10,19,31]

Change in value between
events

Data values change unexpectedly
between events

[8,10,19]

Specific information in
free-text fields

Information is logged in free-text fields
instead of dedicated fields

Resource Activity executed by
unauthorized resource

An activity is executed by a resource
other than those authorized

[19]

Activities executed by
multiple resources

Activities within the same trace are
executed by multiple resources

[19]

Activities executed by a
single resource

Activities within the same trace are all
executed by the same resource

[30]

Frequent occurrence of
activity for a resource

An activity occurs more frequently for
one resource compared to other
resources

Frequent occurrence of
value for a resource

A data value occurs more frequently
for one resource compared to other
resources

Time Occurrence of activity
outside of time period

An activity occurs outside of the usual
time period

[19]

Delay between start of
trace and activity is out of
bounds

There is a deviation in the delay
between the start of the trace and the
time of an activity

[7]

Time between activities
out of bounds

There is a deviation in the time
between activities

[10,19,30,34]

Duration of activity out of
bounds

There is deviation in the duration of an
activity

[30,31,34]

Duration of trace out of
bounds

There is a deviation in the duration of
a trace

[31]

Delay between event and
logging is out of bounds

There is a deviation in the delay
between time of event and time of
logging
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4.2 Detection Pattern Analysis

To investigate what data is required to detect each workaround detection pattern,
we have used the data structure of HiX. Using this specific HIS, we explored
which columns in the data we would need to use to find each pattern.

To apply these patterns, it should always be clear to which trace an event
belongs. Depending on the available data, we can use timestamps (e.g., by group-
ing events that are temporally close), specific activities (e.g., a trace starts with
logging in and ends with logging out), or dedicated case IDs.

Table 3 shows an overview of the required data. We distinguish between four
data types that may be required: activity, time, data, and resource. Each detec-
tion pattern can require a different level of quality for these types.

– Some patterns need specific data. This data must be known beforehand. E.g.,
a data field may require a certain value. Because of the huge number of data
fields, it is not feasible to find these values automatically. We cannot find new
workarounds with these patterns, only monitor discovered ones.

– We generally require high-quality data. Activity names should be distinguish-
able from each other, timestamps need to determine when an event happened,
data needs to be complete, or we need to know which resource executed the
event. The exact requirements differ per process. E.g., for one case, “reg-
ister measurement” is a good activity name, but for another, we need the
measurement type.

– For time, low-quality data may be sufficient if high-quality is not available. In
that case, timestamps only need to be precise enough to determine a correct
event order.

– Some data types are not be needed to find a pattern. For example, if we
investigate if the right resource performed an activity, we do not require
timestamps.

Note that these patterns do not require a specific case ID focus. Patient IDs can
be useful to check if people do not repeat work that has already been done by
someone else. On the other hand, using resource IDs would show more informa-
tion about how a single person is working.

4.3 Illustrative Case Study

We selected three patterns to test if we could apply the SWORD framework:
“Time between activities out of bounds”, “Delay between event and logging out
of bounds”, and “Activities executed by a single resource”.

Time Between Activities Out of Bounds. We tested if we could find the
batching workaround in real data. While we are confident that this workaround
is likely to be used when measurements in a hospital setting are manually being
logged, we do not know where and when it is used in the UMC Utrecht. We
can detect this workaround by analyzing the time between events. Since we are
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Table 3. Workaround detection patterns with the required data. Those marked with
* can only be used to monitor known workarounds.

Detection patterns Activity Time Data Resource

Control-flow *Occurrence of activity Specific – – –

Occurrence of recurrent
activity sequence

High
quality

Low
quality

– –

Frequent occurrence of
activity

High
quality

– – –

*Occurrence of activities in
an order different from
process model

Specific+
Process
Model

Low
quality

– –

*Occurrence of mutually
exclusive activities

Specific – – –

*Occurrence of unusual
neighboring activities

Specific Low
quality

– –

Occurrence of directly
repeating activity

High
quality

Low
quality

– –

*Missing occurrence of
activity

Specific – – –

Data *Data object with value
outside boundary

– – Specific –

Change in value between
events

– Low
quality

High
quality

–

*Specific information in
free-text fields

– – Specific –

Resource Activity executed by
unauthorized resource

– – – High
quality

Activities executed by
multiple resources

High
quality

Low
quality

– High
quality

Activities executed by a
single resource

High
quality

Low
quality

– High
quality

*Frequent occurrence of
activity for a resource

High
quality

– – Specific

*Frequent occurrence of value
for a resource

– – High
quality

Specific

Time Occurrence of activity
outside of time period

High
quality

High
quality

– –

Delay between start of trace
and activity is out of bounds

High
quality

High
quality

– –

Time between activities out
of bounds

High
quality

High
quality

– –

Duration of activity out of
bounds

High
quality

High
quality

– –

Duration of trace out of
bounds

– High
quality

– –

Delay between event and
logging out of bounds

– High
quality

High
quality

–
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interested in resource behavior, we use resources as the case ID. We only need
to look at measurement registration events. If the time between the events is
very short, there cannot have been enough time to measure a patient, so the
employee is most likely practicing batching. This workaround is relatively easy
to recognize and does not require a field expert to do so, allowing us to test the
SWORD framework without requiring interviews with them.

Figure 2 shows graphs containing only manual measurement registration
events for the three different shifts in a single day. Every row contains the mea-
surements of a single resource. Since we removed directly subsequent measure-
ments of the same patient, horizontally close events show registrations where
there cannot have been enough time to do a new measurement and thus can be
considered batching, these are marked in red. We can see that batching occurs
more often at the start and end of shifts, which is especially clear during the day
shift in Fig. 2a.
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(a) Day shift
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(b) Evening shift

00:00 03:00 06:00
Timestamp

R
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(c) Night shift

Time Patient Measurements

8:58:07 1 "HR" "NIBP" "Resp" "SpO2" "Temp"

8:59:03 2 "HR" "NIBP" "Resp" "SpO2" "Temp"

8:59:50 3 "HR" "NIBP" "Resp" "SpO2" "Temp"

9:00:24 4 "HR" "NIBP" "Resp" "SpO2" "Temp"

9:00:53 5 "HR" "NIBP" "Resp" "SpO2" "Temp"

(d) Example batching during the day shift.
Note that patient IDs are pseudonymized.

Fig. 2. Measurement events per resource for three consecutive shifts. Grey dots are
normal measurements. Red dots are part of batching. (Color figure online)
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Delay Between Event and Logging Out of Bounds. We compared the
time of activity and the time of registration to determine the registration delay.
Since there were 204 different measurement types, we limit our results to the
most common ten: early warning score (EWS), heart rate (HR), length, non-
invasive blood pressure (NIBP), resting pulse (Resp), oxygen saturation (SpO2),
temperature (Temp), visual analog scales (VAS), numeric VAS during activity
(VASNRSact), and weight. To aid visibility, we filtered out delays of over an
hour.

Figure 3 shows the results. Every measurement type has a boxplot showing
the delays linked to it. Every type has its own distribution and thus every type
has its own time delays that are considered outliers. All outliers can be considered
to be different from the common process, but without an expert, we cannot
conclude these are workarounds, mistakes, or something else.
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Fig. 3. Boxplot showing the delay from measurement to registration per measurement
type

Activities Executed by a Single Resource. We compared the resource
linked to the “seen by nurse” and “seen by physician” activities within the same
ED registration, intending to find cases where both events were logged by one
person instead of two. Surprisingly, in all 5460 cases with both activities, the
resource was the same. This could indicate a structural difference between the
prescribed procedure and the process in practice. The official procedure could
also be different than what we expect, so this would require expert input.
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Conclusion. We have tested three of the detection patterns in our SWORD
framework to see if we could use them with real data. We were able to apply all
three patterns and found meaningful results in that they either clearly point to
workarounds or warrant further investigation.

5 Discussion and Conclusion

In this paper, we have introduced the SWORD framework. With our review,
we have discovered twenty-two patterns that are incorporated in this frame-
work. Sixteen of them are based on literature. We determined the remaining six
patterns based on previously discovered workarounds.

Our illustrative case study shows that we can detect workarounds using sim-
ple data. We successfully used the time between measurements to find batching
and we found clear differences in delays between measurements and their regis-
tration for different measurement types.

Our framework is based on the mixed methods approach that is used to
recognize various known workarounds in data [5]. We use the same perspectives
for detection; control-flow, data, resource, and time. The framework points to
specific patterns that can be used for each of these perspectives.

Compared to a neural network approach [33], the SWORD framework is
more focused. Instead of using a full event log, the patterns have simpler data
requirements. They also do not require data to be labeled as a workaround or
normative process beforehand. This saves time and effort from experts. Also, we
can find workarounds that are not similar to those in the data.

Note that we have only tested three of the twenty-two patterns with real
data. While the requirements for remaining patterns are determined using the
HIS structure, in practice, the actual data may not fit completely to it. Multiple
snapshots from [5] describe this behavior. While some data should be logged in
a certain field, users find it easier to log it in free-text fields instead. This can
make it difficult to find these patterns. In the future, we will investigate to what
extent these workarounds patterns can be detected with real data.

The SWORD framework uses the patterns as singular options to detect dif-
ferences, but some workarounds can be detected with multiple patterns [5]. To
improve detection, we could use machine learning methods, such as classifica-
tion [25] or clustering [14]. These can combine detection patterns, allowing us to
effectively consider processes from multiple angles at the same time.
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Abstract. For years, doubts have been raised about the usefulness of business
process maturity models (BPMMs). In addition to methodological shortcomings
and limited applicability of the models, another frequently voiced critique is a
weak theoretical foundation. This conceptual paper analyzes previously released
BPMMs and the related literature. It shows that the vast majority of articles do not
refer to any theory to clarify the general underlying assumptions of the models.
Instead, they resort to other existing models. In addition, the suitability of the
few theoretical approaches to which some authors have referred is highly ques-
tionable. A further comparison of the theories’ suitability issues with some of
the fundamental criticisms of BPMMs reveals remarkable parallels. Against this
background, the article at hand creates awareness of the need to consciously select
and document the theoretical foundations of future BPMMs. In addition, it con-
tributes to the epistemological discussion on BPMMs, how to evolve and improve
the development of maturity models.

Keywords: Business process · Business process management ·Maturity model ·
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1 Introduction

In recent years, numerous business process maturity models (BPMMs) have been devel-
oped and published in response to ever-expanding practical interest [54, 63]. Likewise,
doubts about the quality and usefulness of specific models have increased. The first
documented concern dates to 2007, when de Bruin and Rosemann [13, p. 644] critically
commented that “[…] a number of available models appear to be ‘power-point deep’
in that they are proprietary in nature, have not been rigorously developed and tested,
and are not supported by tools that enable them to be applied within a wide range of
organizations”. Subsequently, other authors, e.g., Pöppelbuß and Röglinger [54] and van
Looy [81], joined this critique and repeatedly pointed out the varying quality of specific
BPMMs. Tarhan et al. [76] conducted a comprehensive literature review and, in line
with previous observations, expressed doubts about the usefulness of several BPMMs.
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Felch and Asdecker [19] took note of the growing critique and examined whether this
perception can actually be substantiated. Their analysis followed the premise that, in
academia, the quality of the published model would be reflected in the quality of the
publication outlet. They considered BPMMs published between 1990 and 2019 and used
journal impact factors as a quality indicator. The results showed that “[…] articles about
BPMMs are published in less-recognized journals, which are of minor relevance in the
scientific community” [19, p. 373]. This finding was attributed to methodological short-
comings and the models’ limited usefulness and applicability. In addition, the authors
stressed that “[…] there may be other reasons for not publishing BPMMs in higher
quality journals” [19, p. 379].

This article focuses on the theoretical foundation of these BPMMs, another essential
criterion for high-quality publications [8, 71, 73]. We understand a theoretical foun-
dation as the perspective that establishes the common ground for the investigation and
provides the lens throughwhich researchers contribute to their research questions. Previ-
ous research has occasionally criticized the poor theoretical grounding of BPMMs (e.g.,
[44, 81]). However, a systematic analysis has not yet taken place. To (1) investigate
whether a lack of theoretical grounding corresponds to individual cases or is rather the
common rule and (2) propose ways of improving the current situation, we address the
following two research questions:

RQ1: Are the existing BPMMs theoretically grounded, and if so, how?
RQ2: Are the currently used theoretical approaches suitable?

Methodologically, this study systematically reviews the literature to show that the
vast majority of BPMM articles do not refer to any theory. Based on this surprising
observation, abductive reasoning leads to the conclusion that some of the fundamental
criticisms of those models can be attributed to the weaknesses of the few theoretical
lenses that have been employed. Over a decade ago, Becker et al. [4, p. 9] called for
more work that takes a “critical perspective on maturation”. Responding to this call for
research, the contribution of this paper is threefold: First, it creates awareness of the
need to deliberately choose and document the theoretical foundation of future BPMMs.
Second, it highlights the shortcomings of previous theoretical foundations and argues
that these may explain some of the fundamental criticisms of BPMMs. Third, it provides
ideas for alternative theoretical foundations and proposes potential avenues on how to
evolve BPMMs. Thus, this conceptual paper adds to the epistemological discussion on
how to evolve and improve BPMM design in particular and maturity model design in
general.

2 Why a Solid Theoretical Foundation is Necessary
and Useful – Even in Practitioner-Oriented Domains

While a theoretical foundation is widely considered necessary for empirical work, this is
less obvious for other studies – particularly if they have strong roots in business practice.
Therefore, it is necessary to demonstrate why a solid theoretical foundation is needed
even in practitioner-oriented domains such as BPMM research.

In general, a theory is an evidence-based “[…] system composed of two core con-
stituents: (1) constructs or concepts and (2) propositions as relationships between those
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constructs” [41, p. 4]. Theories either are the result of original research or form the basis
for new research [42]. In the latter case, this is usually referred to as the theoretical foun-
dation or theoretical grounding. The theoretical foundation serves multiple purposes.
Most notably, it provides scholars with (1) the explicit assumptions and boundaries of
the research and (2) the key variables and their interrelationships that describe the phe-
nomenon of interest [23, 42]. Inmetaphorical terms, the role of the theoretical foundation
is similar to the building’s bedrock or the body’s skeleton.

By combining the main goals of theories, Gregor [23] distinguished five types:
theories for (1) analysis, (2) explanation, (3) prediction, (4) explanation&prediction, and
(5) design& action. Types 1–4 provide well-grounded insights into a phenomenon under
investigation. In most cases, maturity models assume that organizations’ capabilities
mature in predefined stages and that progressing toward higher stages is better. However,
such assumptions are merely proposed hypotheses that require empirical evaluations to
be considered as theory (types 1–4). Type 5, in contrast, relates to method development
by providing explicit specifications for the construction of an artifact. For BPMMs,
which are considered an artifact, various procedure models and design guidelines exist
(e.g., [3, 14, 54]). These models and guidelines can be categorized as type 5. However,
the study at hand focuses on types 1–4, which provide the basic assumptions about how
organizations and processes evolve and how BPMMs actually work.

Counterintuitive to the term, theories always contain a practical side, suggesting how
something should be done. Gregor [23, p. 613] summarized that theories “[…] are prac-
tical because they allow knowledge to be accumulated in a systematic manner and this
accumulated knowledge enlightens professional practice”. The application of theories
is helpful to researchers and practitioners alike [23, 42]. Through theory, researchers
can better describe, explain, or predict the phenomena under study [42]. Especially in
practitioner-oriented domains, theories serve as a guide to determine which assump-
tions and variables should be considered when structuring and designing management
tools, such as BPMMs, to reach more informed and efficient decisions [11, 12, 22, 36,
42]. Consequently, top-tier outlets require a theoretical foundation in articles [8, 11, 66,
71]. Straub [72, p. viii] strongly supported this approach and therefore recommended to
practice: “Rather than prescribing ‘snake oil,’ and ‘untested management miracle-cures’
(Pfeffer and Sutton 2006a, p. 1), practitioners should judiciously adopt only evidence-
based management prescriptions derived from scientifically based evidence culled from
carefully conducted social science and organizational research”.

Regarding BPMMs, Niehaves et al. [44] and van Looy [81] have noted a weak
theoretical foundation. This is surprising since the common basis of all maturity models
is the assumption of predictable patterns in terms of organizational change, which in all
circumstances requires some kind of theory. The question of if and how this has been
done is the core of a systematic literature review presented in the following section.

3 Current Theoretical Foundations of BPMMs

Several systematic reviews have analyzed the research on BPMMs, of which the most
comprehensive one is by Tarhan et al. [76]. Their review focused on academic journals,
conference proceedings, and books published between 1990 and 2014. This study was
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recently expandedbyFelch andAsdecker [19], using the same search terms anddatabases
to address the latest BPMM developments (2015–2019). Together, both reviews iden-
tified 130 relevant BPMM references, of which 25 were released models. While inves-
tigating the theoretical foundation of those BPMMs (Sect. 3.1), we found only a few
that referred to an actual theory, which motivated a broader systematic literature review
(Sect. 3.2). Before presenting the literature search results, it is necessary to point out
that few scholars have considered BPMMs as theory. For instance, Röglinger et al. [58,
p. 330] noted that such models “[…] typically represent theories about how an orga-
nization’s capabilities evolve in a stage-by-stage manner along an anticipated, desired,
or logical path”. Referring to another BPMM could thus be considered an appropriate
theoretical foundation. While acknowledging this perspective, we still disagree. Most
notably, such an implicit approach would require a backward search that would contra-
dict the basic scientific principles of clarity, transparency, and reproducibility. Moreover,
many maturity models lack sufficient evidence, especially when newly designed. Thus,
an essential component of a scientific theory is missing.

3.1 Review of Theories Serving as Base for Released BPMMs

To investigate the theoretical grounding, we analyzed 25 BPMMs classified as ‘release’
according to the literature reviews by Tarhan et al. [76] and Felch and Asdecker [19]
(see supplementary material A). Both initial model developments and refinements were
among the 25 articles. In this case, each paper was analyzed separately (cf. [25, 27, 64,
65]). In the case of almost complete textual consistency (cf. [59–62]), only the most
detailed article ([62] incl. supplementary electronic material) was included in the anal-
ysis. We examined the sections of the remaining contributions preceding the BPMM
design. The analysis shows that previous articles paid little attention to the theoretical
foundation prior to model development (see supplementary material B). Instead, var-
ious papers compared outstanding or thematically appropriate models (e.g., [10, 34]),
described the model purpose (e.g., [40, 86]), and/or presented definitions for the terms
‘maturity’ or ‘maturity model’ (e.g., [26, 27]). Only one article, Chaghooshi et al. [10],
referred to Nolan’s stage theory [47].

Overall, the results provide a strong indication that existing BPMMs are rarely
embedded in theories. Instead, the vast majority of scholars simply reviewed the lit-
erature to identify thematically related models while highlighting their weaknesses,
which – in turn – were then used to justify the newly developed model (cf. [13, 44]).
While this step is explicitly required by various proceduremodels (cf. [3, 14]), it does not
constitute a theoretical foundation as such. The analysis confirms the views by Niehaves
et al. [44], van Looy [81], and Pöppelbuß et al. [55, p. 511], who stated that “[…] the
design of maturity models has been too often informed by existing models (e.g., the
CMM and CMMI) instead of applying these meaningful theoretical approaches”. This
preliminary finding motivated a more comprehensive analysis of the existing BPMM
literature presented in the following section.
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3.2 Search of Potential Theories for BPMMs

To identify relevant articles, the search string (“BPMM” OR (“business process” AND
“maturity model”)) AND (“theory” OR “theories” OR “theoretical” OR “foundation”)
was used in the title, abstract, and keywords within four scientific databases: Business
Source Ultimate via EBSCO, ScienceDirect, Scopus, and Web of Science. The initial
search results were screened by applying the following selection criteria. First, only
English publications were considered. Second, the results were limited to articles in
journals, conference proceedings, and books. A total of 160 references were retrieved
(see Table 1).

Table 1. Search string results and selection process

Digital library EBSCO Science Direct Scopus Web of Science

Initially retrieved 8 5 61 86

Initially selected 7 4 30 34

Duplicates removed 49

Finally selected 5

After reviewing the title, abstract, and keywords, 85 studies were excluded. These
include articles that were not within the scope of this study, e.g., that dealt with BPMMs
only incidentally or in which the abbreviation BPMM referred to another term. Subse-
quently, 26 duplicate studies were removed, and the remaining 49 articles were screened
based on their full text (see supplementary material C). Papers that did not address the
model grounding or potential theoretical approaches were excluded from further analy-
sis. Despite this comprehensive search, the results were again surprisingly sparse. Only
five articles referred to any theory: (1) Niehaves et al. [44], (2) Niehaves et al. [45], (3)
Pöppelbuß et al. [56], (4) Tapia et al. [75], and (5) van Looy et al. [82]. Among those five
papers, four used process life-cycle theory, and two considered convergence theory (see
Table 2). Along with the article by Chaghooshi et al. [10] identified during the review of
the released BPMMs (Sect. 3.1), it leads to three theoretical approaches that have been
referred to. Table 2 summarizes the results.

Overall, the findings of this additional literature search reinforce the impression that
the theoretical foundation of BPMMs can be considered weak thus far. None of the
publications explicitly addressed the underlying assumptions of the models. Instead,
scholars usually resorted to other existing models. This presses the question of how
appropriate the few theories mentioned are, which is addressed in the next section.

4 A Closer Look at the Theoretical Approaches Identified

Before evaluating the theoretical approaches, they are briefly introduced in the following.
The discussion is limited to the key propositions due to page limitations.
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Table 2. Overview of the theories identified

Article by Convergence theory [38] Process life-cycle theory
[80]

Stage theory [47]

Chaghooshi et al. [10] •
Niehaves et al. [44] •
Niehaves et al. [45] •
Pöppelbuß et al. [56] • •
Tapia et al. [75] •
van Looy et al. [82] •

4.1 Introduction to the Theories

Convergence theory, process life-cycle theory, and stage theory suggest that change is
imminent and occurs along a predefined path. This commonality becomes apparentwhen
the core statements of the theories are juxtaposed.

Convergence Theory. The theoryposits that the social structures of nations tend to align
increasingly as industrialization progresses [85]. Initial differences can be attributed to
cultural, political, or economic aspects [39], which later converge due to technologi-
cal and economic constraints during industrialization. In general, convergence theory
assumes that all entities of the same class move toward a general model or an ideal state
[56, 69].

Process Life-Cycle Theory. Not to be confused with the homonymous theory from
economics that describes people’s spending and saving habits over a lifetime, the process
life-cycle theory explains how entities develop and evolve [80]. The theory assumes that
entities develop linearly and irreversibly along a predefined sequence of phases (or
stages) toward an optimal final state [45, 46, 68, 80]. The driving mechanism is “[…] a
prefigured program/rule regulated by nature, logic, or institutions” [80, p. 514].

Stage Theory. The theory originates from the model developed by Nolan [47] in the
1970s, which describes the development of IT in organizations in four, later six [48],
stages [70]. Stage theory generally proposes a stepwise development of an entity along
a predefined and logical path [47]. The stages to be passed through are described by
a distinctive set of attributes and the relationships among those attributes. Each stage
builds on the previous one [47].

In summary, there are considerable overlaps between the theories. Unlike the other
two, convergence theory has its roots in sociology and does not specifically refer to
organizations or processes [85]. This is also supported by Niehaves et al. [44, p. 224],
who stated that “[…] this perspective is not suitable for the development of BPM and
dynamic capabilities in general”. Therefore, the convergence theory is excluded from
further consideration. The core statements of the process life-cycle theory and stage
theory tend to be quite similar, enhanced by several researchers who characterize stage



Back to the Roots – Investigating the Theoretical Foundations 115

theory as life-cycle theory [46, 68]. However, the question of whether these theories are a
suitable theoretical foundation for the development of BPMMs remains open. Therefore,
the following section pursues an evaluation.

4.2 Evaluation of the Theories

To date, there is no generally accepted procedure for evaluating the suitability of theo-
ries. However, Gieseler et al. [20] suggest six criteria to assess the quality of a theory:
(1) consistency, (2) precision, (3) parsimony, (4) generality, (5) falsifiability, and (6)
progress. Nonetheless, quality is not synonymous with suitability. Rather, quality is a
superordinate concept of which suitability is a partial aspect. The Oxford dictionary [49]
defines suitability as “the quality of being right or appropriate for a particular purpose
[…]”. This refers to the first two quality criteria of consistency and precision. Consis-
tency refers to “correspondence to empirical observations in the laboratory and/or the
real world” [20, p. 7]. However, precision requires “clearly defined concepts and opera-
tionalizations that allow for little stretching” [20, p. 7]. In case these are not fulfilled, an
application of the theory should be questioned (cf. [20]). Therefore, those two criteria
were used to assess the suitability of the two remaining theoretical approaches – process
life-cycle theory and stage theory.

To identify articles addressing these criteria, a forward search [83] was performed
based on the works of the theory’s leading proponents, e.g., van de Ven and Poole’s work
[80] for process life-cycle theory and Nolan’s paper [47] for stage theory. The searches
were conducted in the databases Web of Science and Google Scholar. We considered
only academic literature, i.e., articles published in journals, conference proceedings, or
books. Relevant aspects were extracted and assigned to the corresponding criterion, i.e.,
either consistency or precision. Table 3 summarizes the results.

Interestingly, the authors who draw on these theoretical approaches are at least par-
tially aware of these suitability issues. As an example, Chaghooshi et al. [10, p. 561]
stated: “Nolan’s stage hypothesis, for instance, stimulated much research that resulted
in conflicting findings as regards its empirical validity”. Other critical statements can be
found in Pöppelbuß et al. [56] and Niehaves et al. [45, pp. 100–101], who concluded
that “[…] developmental models for BPM should not adopt a pure life cycle perspec-
tive (Van de Ven and Poole, 1995), but should also consider environmental aspects and
organizational traits”. The various criticisms of the stage theory (see Table 3) lead to
doubts about its suitability as a foundation for BPMMs. Process life-cycle theory appears
to be a more viable basis for BPMMs. However, some of the theory’s core statements
and assumptions may prompt some fundamental criticisms of BPMMs elaborated in the
following section.

5 Drawing Parallels to Highlight the Necessity to Rethink
the Theoretical Foundations of BPMMs

After juxtaposing the theories’ assumptions and the fundamental criticisms of BPMMs
(Sect. 5.1), the relevance of this paper is addressed and an outlook is provided (Sect. 5.2).
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Table 3. Evaluation of the theories’ suitability

Consistency Precision

Process life-cycle theory Studies by various researchers
have supported the validity of the
theory. In many cases, the theory
can be found in combination
with other process theories (e.g.,
[2, 18, 28, 46])

The theory is characterized as
simple but nevertheless provides
precise explanations (e.g., [53,
74]). Scholars refer to the theory
and its assumptions as detailed
and testable (e.g., [24, 46, 84])

Stage theory The validity of the theory has
been both confirmed and refuted
by many empirical studies (e.g.,
[6, 31]). For example, the
S-shaped curve has not been
supported (e.g., [35]). Criticisms
have been voiced regarding
validation studies in terms of
their reliability and validity tests
of the measurement procedures
(e.g., [37]). The stage theory was
adapted based on further
empirical evidence by Nolan in
subsequent years (e.g., [48])

The theory is sometimes
described as comprehensive
(e.g., [67]). However, the
operationalization of the stage
model is not publicly available
(e.g., [6, 30]). The theory does
not adequately define individual
terms, such as “technical skills”
(e.g., [5]), nor does it explicitly
describe the measurement of
organizational maturity (e.g.,
[37]). The theory addresses a
fairly complex phenomenon
“[…] in a straightforward and
clever manner” [30, p. 474].
Researchers have criticized its
minimalist approach and
described its assumptions as too
simplified to be useful (e.g., [21,
30])

5.1 Can the Fundamental Criticisms of BPMMs Be Traced Back to Its Weak
Theoretical Foundation?

As already highlighted in the introduction to this paper, some scholars have objected
to the models’ quality. Accordingly, many BPMMs provide insufficient documentation,
which makes their application difficult. Moreover, some strong criticism has questioned
the overall usefulness of such models. This refers to their linear, static, absolute nature
that reflects a positivist approach to deriving highly accurate predictionmodels.However,
it also oversimplifies reality and gives rise to the problems described inmore detail below.

Linear. The central premise of most maturity models is that development proceeds
along a predefined, cumulative path, which is well reflected by the numbering ofmaturity
stages [1]. However, empirical evidence for the existence of such a pattern is lacking.
Instead, it is reasonable to conclude that the proposed path depends on the subjective,
individual perception of the model designers. Such a linear path further contradicts
the fact that competitive advantages result from uniqueness and heterogeneity [52].
If all companies follow the same homogenous one-size-fits-all concept while relying
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on widely acknowledged best practices, it must be considered impossible to outperform
competitors. In addition,mostmaturitymodels neglect the potential existence ofmultiple
equally advantageous paths [31].

Static. Everymodel is developed at a certain point in time. Consequently, they represent
a specific state of knowledge that is locked into the model, while the conditions, i.e.,
competitors, customers, and technology, are constantly evolving. If the environment
changes, themodel’s units of analysis have to continually reflect those changes.However,
most maturity models do not provide for such permanent, constant change. Applying a
static model to a continuously dynamic context will, therefore, most likely not lead to
satisfactory results.

Absolute. The basic concept of maturity with a predefined desirable end state to reach
is absolute [1]. However, many goals, such as competitiveness, are relative concepts.
They depend on the respective context. For instance, businesses do not have to deliver
the highest quality possible to be successful. Instead, they only have to be better than
competitors. In addition, traditional overarching organizational goals of increased per-
formance and growth do not know an upper limit. Consequently, the normative final stage
of the model must be viewed critically since organizational development is continuous
and could never be ‘complete’ as long as a company operates in the market.

While these criticisms are valid for many BPMMs, they do not apply to all of them.
Few approaches successfully counteract the aforementioned issues. For instance, some
models prescribe a path for a specific capability (e.g., BPM-CF by [64]) and have been
updated (e.g., BPM-CF adjusted by [29]). Nevertheless, it is still notable that the three
points of criticism are largely similar to the shortcomings of the theoretical foundations
derived in the previous section. Both process life-cycle theory and stage theory assume
linear relationships, are static, and point to an absolute end state. Such assumptions,
however, do not adequately reflect reality. Figuratively speaking, it seems as if the foun-
dation on which the maturity models are based is weak and unstable. As a result of the
abductive reasoning process, we, therefore, hypothesize that the highlighted theoretical
shortcomings most likely cause some of the BPMMs’ fundamental weaknesses. There-
fore, it appears not only promising but also necessary to return to the roots, rethink the
theoretical basis of maturity models, and look for more suitable alternatives.

5.2 What is the Relevance of This Research and What Are Possible Next Steps
Moving Forward?

Compared to other streams of BPMM research, epistemological studies have received
comparatively little attention despite their relevance to the longevity of maturity models.
The previously published articles by Niehaves et al. [44], Niehaves et al. [45], and Pöp-
pelbuß et al. [56] used case study data to highlight that the theories underlying maturity
models do not correspond to the development of organizational capabilities. More than
five years have passed since publication. The paper at hand reinforces the results of the
previously published article, yet the findings also imply that the few previous contribu-
tions have not led to reconsideration in the maturity model domain. BPMMs published
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in recent years continue to have no or inadequate theoretical foundations. Regardless of
such omissions, a strong foundation improves the explanatory power of such artifacts
and supports the causal effects of BPMmaturity on business performance.Moreover, the
lack of theoretical grounding is not limited to BPMMs but also applies to maturity mod-
els in general (e.g., [9, 51, 78]). Lasrado et al. [32, p. 5] noted that some model designers
do “[…] not conceptually grounding the maturity model characteristics in theory”. In
addition, they questioned whether those procedure models are adequately supported by
theory and provided a new perspective. They suggested set-theoretic methods such as
the qualitative comparative analysis (QCA) and the necessary condition analysis (NCA)
to conceptualize maturity stages and stage configuration. The novel analytic approach
is a counterposition to generic, absolute designs and takes a relative perspective on each
case, which reduces the arbitrariness in the model structure. Furthermore, it overcomes
the linear structure of BPMMs by allowing for multiple paths toward maturity. Bley
[7] showed the approach’s applicability, which can be understood as the first step of a
paradigm shift. This paper complements their effort for the advancement of maturity
models and shows that the increasing complexity of reality requires a refinement of the
models’ theoretical foundation. Such necessity raises numerous elementary questions
about the future of BPMMs, three of which are broached in the following.

First, the set-theoretic approach changes the way maturity levels are derived. Never-
theless, it remains to be seen to what extent maturity levels make any sense at all. Higher
maturity levels are not always automatically better, the existence of a single linear path is
questionable, and the capabilities associatedwith amaturity level are constantly changing
[15, 45, 56]. A viable alternative might be to consider maturity gaps instead of maturity
levels. These maturity gaps arise from the market and customer-specific requirements
for processes on the one hand and the status quo on the other.

Second, maturitymodels lack a time dimension that does justice to dynamic changes.
Because of this, developed models are actually already outdated at the time of publica-
tion. Furthermore, so-called best practices from today may already be obsolete tomor-
row. To account for continuous change, the models would need to have a circular, self-
perpetuating component that gives them an evolutionary capability and ensures that the
maturity itself can mature.

Third, the current consensus is that models should be descriptive, prescriptive, and
comparative. The prescriptive component, i.e., guidance on how to follow the proposed
development path, is even emphasized by many authors or criticized if it is missing [54,
76]. However, can there be a satisfactory prescriptive model component when competi-
tive advantage cannot be derived fromwidely used best practices, and most effective and
efficient solutions depend on the individual case? Perhaps it must be admitted that the
prescriptive purpose, while desirable, is beyond what a maturity model can accomplish.

To conclude, this section,weprovide a brief outlook. First, the results obtained should
be validated by considering other domains. Currently, anecdotal evidence indicates that
the phenomenon under investigation can also be identified in other domains (e.g., [9,
51, 78]). Accordingly, it may be advantageous not to recommend theories as suitable for
one specific domain but to address this issue for maturity models in general. Second, the
requirements of the models should be defined to propose suitable theories that can guide
their development. There seem to be theories with the potential to meet the requirements
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better and simplify reality less, such as structural contingency theory [16, 33], diffusion
of innovation theory [57], dynamic capability theory [77], and evolutionary theory [17,
43]. The latter seems particularly suitable since it “[…] helps uncover processes through
which change happens as well as untangle key relationships among the key factors (e.g.,
internal, environmental, technological) that affect processes” [79, p. 2]. The answer to
the obvious question of which theoretical foundation is best suited goes beyond the
purpose of this paper and needs to be answered in a dedicated future effort. It is possible
that a combination in the sense of a theoretical multiplicity is most feasible [50].

6 Conclusion

This conceptual work analyzed the literature to show that existing BPMMs in particular
and maturity models in general often lack a theoretical foundation. In other words, many
researchers blindly adopt the structure of popular existing models without theoretically
justifying the fundamental model properties and mechanisms. Moreover, the few theo-
ries used need to be critically reflected upon. There are striking analogies between the
suitability issues of the theoretical approaches on which previous research has relied
and the shortcomings of BPMMs. Abductive reasoning highlighted that a different the-
oretical foundation appears to be necessary, one that provides a more stable bedrock
for developing these models. Economic realities are nonlinear, dynamic, and relative
because they depend on the context of the particular object of study. The concept of
maturity should therefore reflect this.

A limitation of the paper is that only the 25 BPMMs identified by Tarhan et al.
[76] and Felch and Asdecker [19] were analyzed. Despite the limited number of mod-
els examined, the results are conclusive considering the lack of theoretical foundation.
Furthermore, the literature review for potential theories was limited to BPMM articles.
Indications suggest that other domains likewise suffer from a similarly weak theoretical
foundation of maturity models. The approach described in the article can be adopted for
different domains. Two theories were assessed for their suitability. Although a compre-
hensive literature review was conducted, Table 3 does not represent an exhaustive list of
agreements and criticisms for each theory. Rather, it highlights frequently mentioned,
relevant aspects.

Despite the aforementioned limitations, this paper provides several important contri-
butions: First, it raises and reinforces theoretical concerns. Continued critical reflection
on the broader theoretical antecedents of BPMMs is essential to avoid “reinventing the
wheel” and instead encourage innovative disruption. Second, this research raises ele-
mentary questions about the future of BPMMs, which can serve as the fruitful basis of
a research agenda for a so far rarely considered literature stream. Third, the article at
hand also contributes to the question of how to potentially improve the identified issues.
Whether this is a matter of selected separate aspects of maturity models (e.g., a more
dynamic model environment with frequent updates) or an actual paradigm shift in the
development process remains to be seen and must be the result of future research.
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Abstract. Process mining gets more and more attention even outside large enter-
prises and can be a major benefit for small and medium sized enterprises (SMEs)
to gain competitive advantages. Applying process mining is challenging, particu-
larly for SMEs because they have less resources and process maturity. So far, IS
researchers analyzed process mining challenges with a focus on larger companies.
This paper investigates the application of process mining by means of a case study
and sheds light into the particular challenges of an IT SME. The results reveal
13 SME process mining challenges and seven guidelines to address them. In this
way, the paper contributes to the understanding of process mining application in
SME and shows similarities and differences to larger companies.

Keywords: Process mining · Challenges · Guidelines · SME · Case Study

1 Introduction

Processmining aims to discover, monitor, and improve real processes by extracting event
logs from information systems [49]. Process Mining includes process discovery, confor-
mance checking, enhancement, social networkmining, case prediction and history-based
recommendations [50]. Meanwhile, the application of process mining is widespread and
appears in domains, such as healthcare [40], multiple industry sectors (e.g. shipbuilding)
[10], retail [22], government agencies [29], even web analytics [36].

So far, the focus of investigating the application of process mining and the deriva-
tion of challenges and practical guidelines addressing them lays on large enterprises (e.g.
[31, 41, 43]). Small- and medium-sized enterprises (SMEs) differ from large companies
regarding thematurity of their processes [15] and their resources, which aremore limited
[20]. Particularly, IT SMEs have other entrepreneurial opportunities and risks than SMEs
in other domains [18]. For example, small IT companies are often managed by highly
educated personnel with a high degree of internationalization [18]. Furthermore, small
IT companies are confronted with cost pressures, tight delivery schedules and a high per-
sonnel attrition [17]. Generally, the IT sector is characterized by significant competitive
pressure due to the high degree of internationalization [28]. Therefore, IT SMEs need to
adapt even more to a dynamically changing business environment [18, 26]. We hypoth-
esize that these differences might also lead to other challenges and experiences when

© Springer Nature Switzerland AG 2022
C. Di Ciccio et al. (Eds.): BPM 2022, LNCS 13420, pp. 125–142, 2022.
https://doi.org/10.1007/978-3-031-16103-2_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16103-2_11&domain=pdf
http://orcid.org/0000-0002-3340-7873
https://doi.org/10.1007/978-3-031-16103-2_11


126 M. Eggert and J. Dyong

applying process mining in an SME context. Focusing on the special characteristics of
SMEs is quite common in information systems (IS) research [27, 35, 54]. Surprisingly,
literature on experiences during the integration and application of process mining in
SMEs is limited. So far, solely two recently conducted case studies regarding process
mining in SMEs are available [44, 58].

The application of process mining in organizations suffers from unclear success fac-
tors [33] and missing implementation guidance in different organizations and domains
[33]. So far, solely Stertz et al. [44] discussed challenges for the application and imple-
mentation of process mining in SME organizations. However, analyzing challenges of
IT SMEs when applying process mining was not a focus of information systems (IS)
research, yet. Against this background, the paper at hand answers two research questions:

RQ1: What challenges exist when applying process mining at an IT SME?
RQ2: How can an IT SME be guided to properly address these challenges?

To answer these questions, we conducted a case study at an SME IT vendor of
ERP systems in Germany, where we setup three projects to evaluate the applicability
of process mining. The results contribute to research in three ways: First, we shed light
on SME experiences when applying process mining techniques. Second, based on our
observations, we derive major challenges when applying process mining in SMEs and
discuss them with the body of knowledge. Third, we provide practical guidelines to
master these challenges.

The remainder of this paper is structured as follows. After presenting the foundations
and clearly identify the research gap, we describe our research design and the case study
setting. Afterwards, we present the project observations and the identified challenges
and guidelines. The paper ends with a result discussion and concluding remarks.

2 Foundations

2.1 Process Mining

Process mining is defined as an analysis approach that “aims to discover, monitor, and
improve real processes by extracting knowledge from event logs readily available in
today’s information systems” [49]. To conduct process mining, one needs an event log
[50]. Event logs are often gathered from information systems, which manage business
processes and the occurrence of events [52]. An event log stores events, which belong
to specific instances of a single process [1]. Typically, a process instance is also called
case or trace. Each event belongs to a single case and resembles an activity or a task [1].

Three different types of process mining exist: discovery, conformance checking and
enhancement. Process discovery focuses on the construction of a process model from
an event log by using algorithms that accurately describe the real-life process [53].
Conformance checking describes the case of comparing an existing process model with
an event log of the same process [51]. The comparison shows where the real process
differs from the modeled process [51]. Enhancement takes an event log and a process
model to extend the model using the observed events [51]. It might be used to extend
the models with times to show bottlenecks, throughput times, and frequencies [50].
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2.2 Small and Medium Sized Enterprises

SMEs differ from large organizationsmostly by their size. The Institute for SME research
in Bonn, Germany defines SMEs as companies that have less than 500 employees or
have a revenue less than 50 million Euro per year [23].

SMEs are described by organizational and leadership characteristics. From an orga-
nizational perspective, SMEs are characterized by limited resources [2, 47], a small
asset base [4], a low formalization level [20], an ingrained culture [6], and geographical
insularity [20]. From a leadership perspective, SMEs are characterized by low man-
agerial skills [20], but deeper IS/IT knowledge [3]. Their attitude and values describe
howmanagers personally view technology [20]. The strategic outlook refers to long-term
planning,which is especially constrained in SMEs because its planning is typically short-
term oriented [6]. Against these differences, results from research on large enterprises
cannot necessarily be generalized to SMEs [38].

Small IT companies differ from small enterprises in other domains regarding
entrepreneurial opportunities and risks [18]. For example, small IT companies often
have owners with a high level of education, a high degree of internationalization [18]
and rely on industry collaboration [17]. Moreover, the IT sector is characterized by sig-
nificant competitive pressure due to the high degree of internationalization in the IT
sector [28]. Therefore, IT companies in general have to adapt to the dynamically chang-
ing business environment [18, 26]. Further challenges for small IT companies are cost
pressures, tight delivery schedules and a high personnel attrition [17]. Process Mining
can help to overcome these challenges. According to Martin et al. [33] process min-
ing can support the digital transformation, enable inter-organizational value creation,
facilitate the strategic decision-making and empower organizations to identify business
process waste. We argue that small IT companies may benefit from these opportunities
when we take into account the before mentioned challenges. Therefore, we hypothesize
that a flawless implementation, adoption, and use of process mining is very important for
IT SMEs to gain a competitive advantage against other IT companies, which motivates
our research.

2.3 Challenges of Process Mining

In order to clarify the research gap, we reviewed relevant process mining literature
and searched in particular for case studies that investigate the application of process
mining. The literature is analyzed by three characteristics: case study, which comprises
case study articles, challenges, which comprise papers that investigate challenges for
applying process mining in organizations, and the characteristic IT sector, indicating an
IT industry specific focus of the study. In total, we reviewed 19 papers and visualized
the results in a Venn diagram (see Fig. 1).

For a rough guidance to structure our literature reviewwe followed vomBrocke et al.
[56]. We sourced our literature from Google Scholar, AIS Library and Science Direct
and only included journal and conference articles. To search the different databases on
challenges, we used the following keywords of which all included the term ‘process
mining’, concatenated with one of the following keywords: (1) adoption, (2) challenges,
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(3) implementation, (4) use, (5) ‘success factors’, (6) experiences, (7) success + ‘IT
organization’, (8) challenges + ‘IT organization’, (9) adoption + ‘IT organization’. To
search for exemplary literature on case studies and process mining in the IT sector, we
used the following keywords: (I) industry (II) healthcare (III) production (IV) software
development (V) incident management. For the aspect ‘IT sector’ and ‘Case Study’ we
used the representative approach [5]. For literature on challenges of the process mining
use in businesses we used the exhaustive approach [5] to gather all possible articles
covering this topic. Furthermore, we followed an iterative procedure. The first step com-
prises the usage of each keyword on one of the three databases. The results yielded by the
search were reviewed whether they contained one of the keywords in its title. In special
cases, we also incorporated publications where we hypothesized that they might also
be relevant for our literature review although they do not contain one of the keywords.
We then checked the abstract and the tags of each article to get an understanding of its
research goal and determine whether it is relevant for us (e.g. addressing or investigat-
ing business related challenges). If the publication did not primarily investigate the use,
adoption, or challenges of process mining, we discarded it. If the abstract left us incon-
clusive, we skimmed the full text of the publication, checked the research goals, and
then decided about its inclusion. Articles focusing on research challenges were left out
because they do not address business related challenges of process mining. In addition,
we solely considered articles from the last ten years as relevant until 2021. Duplicates
were omitted.

We identified twelve case studies, in which process mining was applied. Two of
them were performed in the IT sector. Lemos et al. [30] used process mining to examine
whether the real software development process conforms to the formal specification.
They could show that process mining is capable of improving the maturity level of
software engineering organizations. Ferreira and Da Silva [16] conducted a case study
at an IT vendor to check the processes on conformance with the ITIL guidelines and
confirm that process mining may simplify process assessments.

Label Article
A [39]
B [31]
C [43]
D [30]
E [16]
F [8]
G [37]
H [19]
I [21]
J [14]
K [42]
L [33]
M [32]
N [46]
O [41]
P [44]
Q [12]
R [24]
S [11]

Round brackets (): SME focus
Square brackets []: Focus on large companies
Curved brackets {}: No size information available
No brackets: No focus on specific organization(s)

Fig. 1. Literature search result classification
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The only two articleswhich covered processmining in an IT contextwithout applying
a case study research method, were Rubin et al. [42] and Kato et al. [24]. Rubin et al.
[42] developed a framework for mining software processes and Kato et al. [24] used
process mining techniques to optimize the maintenance of source code. We identified
in total ten articles that explicitly identify process mining challenges. Among these ten
papers, solely one contains a case study in an SME context [44]. A table containing all
our found challenges can be accessed via this Zenodo link: https://doi.org/10.5281/zen
odo.6607694. Against this background, we aim at investigatingwhether these challenges
are transferable to an IT SME and whether additional challenges need to be regarded
when applying process mining.

3 Research Design

We answer the two research questions by conducting a case study and follow the proce-
dure of Eisenhardt [13]. Figure 2 summarizes the process of preparing and conducting the
case study. To increase transparency and validity of the case study results, we followed
Dubé and Paré [9] and Keutel et al. [25] as a reference.

Adapted from Eisenhardt [13]. 
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Fig. 2. Procedure of the research method

Getting Started and Selecting Cases
By conducting a case study, we aim at shedding light into the implementation and
application of process mining at an IT SME. We followed the proposal of Dubé and
Paré [9] to state the initial research questions (cp. Sect. 1). After defining the research
question, we conducted a literature review to capture the status quo of literature on
success factors and challenges when implementing and applying process mining (cp.
Sect. 2.3). Both, Dubé and Paré [9] aswell asKeutel et al. [25] propose a clear description
of the selection process of the chosen case. For a suitable case, we setup three core
criteria. First, the organization to investigate must belong to the class of SME. Second,
the business model must contain the development and integration of software. Third,
a suitable case organization needs to have no experiences in applying process mining
software so far.

https://doi.org/10.5281/zenodo.6607694
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Crafting Instruments and Protocols
We used multiple data sources, because different sources are one of the intrinsic advan-
tages a case study offers [9]. Observations and interviews are the main instrument of the
case study at hand. To conduct semi structured interviews, we created an interview guide-
line based on the results of the literature review in Sect. 2.3.We used the videoconference
software Zoom and GoToMeeting which are able to record the interviews. Afterwards,
we used Amazon Transcribe to support the transcription process. The language used for
the interviews were in seven cases German and in two cases English.

The use of data sources other than interviews is recommended for case studies [25].
In addition to observations and interviews, we also used process documentations to bet-
ter understand the processes and get an understanding of the process complexity. We
exported them as JPEGs and PDFs from the workflowmanagement system and a quality
information system. The usage of both observational data and semi-structured interviews
is important: Some identified factors cannot be checked properly by observation, e.g.,
data protection. Others can hardly be captured by interviews, e.g., data quality. Obser-
vational data was gathered through protocolling the conduction of three process mining
projects performed by the authors.

Entering the Field and Analyzing Data
Dubé and Paré [9] propose to mention the context of the case study and to describe
the nature of the collected data, which we thoroughly do in Sect. 4. We spent roughly
three months at the IT case company and collected qualitative data in form of nine semi-
structured interviews, observations, documents, and e-mails. Demographic interviewee
details are provided in Table 1. All interviews were transcribed, and our observations
were protocolled. IntervieweeB and Ewere interviewed in the context of the first project,
interviewee C, D and E in the context of the second project and interviewee G in the con-
text of the third project. Interviewee Awas interviewed independently from the projects.
Although two interviews were relatively short, they still provided usable information.

To analyze the transcribed interviews, we applied a qualitative content analysis app-
roach and followed a structured and inductive coding procedure [34]. By ‘structured’
Mayring [34] means that categories are defined either deductive or inductive. Inductive
means that the categories are defined after the screening of the transcribed interviews
[34]. Afterwards, so-called ‘anchor-examples’ are created for every category, which are
statements in the analyzed text that exactly fits to one category. Finally, coding rules are
defined for each category and form the coding guide. Statements, which fulfill a coding
rule are assigned to a certain category.

Enfolding Literature and Reaching Closure
As suggested by Dubé and Paré [9], we frequently use quotes when presenting the
results to ensure traceability andobjectivity.Wededucted challenges and implementation
guidelines from both the observations and interviews. In the discussion part, we compare
the case study results with the findings from literature, as proposed by Dubé and Paré
[9] to increase the confidence of the case findings.



Applying Process Mining in Small and Medium Sized IT Enterprises 131

Table 1. Interviewee demographics

Interviewed Position Working experience Gender Age Interview
duration

A ERP consultant 10.5 years Male 25–30 20 min

B Manager of
consulting
department

16 years Male 40–45 8 & 30 min

C Manager of
automation
department

25 years Male 50–55 40 min

D Project management
(automation)

31 years Male 50–55 13 min

E Employee at the prj.
Mgmt. Office

9 years Female 35–40 35 min

F Employee at the
concept department

9 years Female 45–50 30 min

G Project manager and
consultant

11 years Male 30–35 25 & 35 min

4 Observed Challenges of Applying Process Mining

The IT case company is a medium-sized IT vendor of ERP systems in Germany. The
company currently employs round about 480 full time employees with small subsidiaries
in other countries. The company runs a distributed ERP system, containing a workflow
management system (WFMS), in which several internal processes are implemented.
In total, the authors setup three process mining projects, to mine three processes. All
projects used the L*-Lifecycle-Model by van der Aalst [48] and used the process mining
tool ProM [55] in the version 6.10. Table 2 provides an overview on all challenges we
observed during the case study. In the following sub sections, we refer to each challenge
and describe its occurrence during the projects.

4.1 Mining the Consulting Request Process

The consulting request process comprises the whole consulting activities from the entry
of support or order requests, its processing until its closing. Themain goal for the process
owner to setup a mining project is to reveal bottlenecks in the process, to optimize it
and digitalize these activities. In addition, the process owner wanted to integrate process
mining into his digitalization strategy of the process. To address this goal, a shift of
manpower is needed (A12): “Then it’s also a question of shifting the manpower […]
you haven’t gained anything by mining alone, but what you then make out of it. […]
This controlling and thus recording and correcting of these processes, that also has to
be done by someone” (Interviewee B). Furthermore, the topic of awareness on process
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Table 2. Challenges of applying process mining at an IT SME

ID Challenge Description

A1 Data privacy concerns Concerns regarding the regulatory
compliance when storing and deleting event
data and process mining results

A2 Outdated workflow/event data Cases in the event log refer to process
versions that are no longer in use

A3 Preparation of event log data Preprocessing of the data and clearing of
errors to prepare the event data for applying
process mining

A4 Knowledge gathering (domain) Gathering of domain and process knowledge
in order to interpret the mining results

A5 Computational complexity The time algorithms need to compute the
results and the ability to provide a suitable
result

A6 Poor documentation quality The documentation to create models for
conformance checking is unreadable or too
high level for conformance checking

A7 Communicating the results The process mining results are not
understandable by the process owner and
other stakeholders

A8 Doubting the results of the analysis Process owners and stakeholders doubt at
least a part of the mining results

A9 Selection of the right algorithm The outputs of many algorithms are not
practical and varying the parameters every
time is a tedious task

A10 Complexity of the processes The number of activities, loops, decisions,
and arcs in the process to mine increases the
confusion with the mining result

A11 Awareness Creation of the awareness in the organization
for process mining, its benefits, and costs

A12 Shifting manpower The shift of manpower within an organization
in order to fulfill process mining tasks

A13 Added value The missing evidence of the added value by
process mining

mining was important (A11): “The challenge is first of all the ‘awareness’ to really get
to grips with the topic; that you really create an understanding for it” (Interviewee B).

When it came to sourcing the event data, the internal administration of the IT case
company arose data privacy concerns (A1). “What is always a problem is any kind of
deletion periods […] you dowhatever youwant to dowith it, you analyze it, you generate
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process models from it, but at some point […] someone must ask: ‘Do I still need this
data?’ and ‘Is there a legal basis for me to have this data?’” (Interviewee A).

Roughly one third of all cases had an outdated version of the process as it was
implemented previously (A2). This skewed the output of the discovered model because
activities and connections are continuously added to the process. For discovering the
process models, the algorithms Inductive Miner, ETMd, HeuristicsMiner, Fuzzy Miner,
and the DFG miner were applied. The Inductive Miner provided a suitable petri net of
the process. The other algorithms also provided good results but not on the same scale
as the Inductive Miner.

4.2 CIM Project Lifecycle

The IT case company uses the CIM project lifecycle process to organize all activities
from getting a sales request, create a conceptualization and an individual offer until
the ERP system is completely integrated. The process owner was mainly interested in
analyzing the process duration in order to optimize the process flow. Again, the event
log showed only minor quality issues (A2).

The same five algorithms for analyzing the consulting process were applied. After-
wards, the process is checked for conformance. In this project, the documentation was
even more unreadable and the creation of a BPMNmodel was very time consuming, too
(A6). A lot of domain knowledge was necessary to understand the process (A4).

When discussing the results, the activities executed by the sales department were
hard to understand for the process owner (A7). “The entire upper [process] branch,
which includes recording customer requests, forwarding the product sheet, creating
order confirmation […] is absolutely not clear to me” (Interviewee C). The use of the
‘Inductive Visual Miner’, provided the relative paths, which were interesting for the
process owner. Solely about 7% of all cases in the event log entered the implementation
phase or in absolute numbers: Only 12 projects were conducted. The rest was aborted
after checking whether the customer offer was signed or not. To some extent, the process
owner doubts these results of the mined process (A8).

Interviewee C also doubts the general availability of (suitable) event data to perform
processmining. The organization is then challenged to define events in a process with the
right abstraction and precision of events (A3): “The challenge is, when I have a process
that I want to analyze, to define distinctivemeasuring points in the process, what I want to
look at, for example your events. I have to define and create these events in my process if
they are not yet there. […] If I have far too many events, I don’t see anything afterwards,
if I have too few events, I see a lot, but I can’t optimize anything, and finding that middle
ground when I want to analyze a process, I think that’s the challenge” (Interviewee C).

Furthermore, we discovered that the IT case company need evidence regarding the
added value of process mining (A13): “So, bringing this tool to the people without any
concrete information about the chances of success, is the problem or the challenge”
(Interviewee C). Creating awareness (A11) for this added value was also considered as
challenging: “It is first of all an investment that a company has to make and to get these
investments in a medium-sized company, to get people to do that, will be a challenge.
So, to invest time, and money for this tool […]” (Interviewee C).
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4.3 Circulation Checklist

The circulation checklist process comprises the migration of a customer ERP system
from an older version to a newer version. The goals defined were similar as for the two
processes described above: The bottlenecks should be shown in the process model, so
the process can be improved later. The analysis reveals that every workflow takes longer
than wished by the process owner.

To mine a proper process model was challenging for this process because of its
complexity. Thus, the models had to be manually evaluated because every petri net was
too large, or the algorithms provided no results after several minutes (A5). The model
from the ‘Inductive Miner’ (default settings) is used, although the model was imprecise
and too general. The ‘Fuzzy Miner’ also produced a result graph, but the ordering of the
activities seemed to be wrong in many cases. The DFG-based algorithm produced only
a result, when setting the noise threshold to 0.2. Against this background, we conclude
that the selection of the optimal mining algorithm is challenging (A9).

During the conformance checking of the process we observed the same difficulties
as before. In particular, the retrieval of a reference model was not possible due to its poor
as-is documentation (A6). So, we weren’t able to check this process on conformance.
After enhancing the model with times, no obvious bottlenecks in the process model
could be observed.

When presenting the results to the stakeholders, the process owner had many ques-
tions regarding the outcomes. He was not able to properly interpret the results, and he
did not understand what the mined model was telling and showing him: “Okay based on
this analysis, CIM process takes more than the regular so that’s the bottleneck.’ Maybe
there can be a suggestion part […]” (Interviewee G). The interpretation of the enhanced
model was also very difficult and confused the process owner: “Which process is the
slowest one? Is it the CIM checking? How do I see which processes take the most time?”
(Interviewee G). He criticized the result presentation as too focused on explaining the
analysis and not focusing on the results. He was more interested in the outcomes and
expected some key factors for optimization and not really on the process of mining itself
(A7).

The challenge of creating an awareness for process mining (A11) was also faced in
this project. Interviewee G thinks that “the bottleneck is the management; you have to
convince them […]”. In addition, we could observe the problem of shifting manpower
when performing process mining (A12): “the challenge would be to assign someone and
give him this task and let him focusing on to this task” (Interviewee G). Finally, the need
for evidence on the added value of process mining was mentioned again (A13): “You
know that once you make this process a little bit faster no one will see a difference in
revenue. Do you understand my point? No one will see the benefit directly. Of course,
we will start processing them faster” (Interviewee G).

5 Guidelines

Besides the identification of process mining challenges for an IT SME, the second
research objective of the conducted case study is to deduct guidelines for practition-
ers. These guidelines are based on the discovered challenges and on statements made
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by the interviewees. The development of our guidelines followed two steps. First, we
checkedwhether some of the intervieweesmade a statement, which is useful to formulate
guidelines. In some cases, interviewees suggested steps to consider, when implementing,
adopting, or using process mining, which were then checked for applicability and mean-
ingfulness. Not every challenge is referenced within our guidelines because we focus
on the most relevant ones. We only selected challenges, which were mentioned at least
five times across all conducted interviews. Furthermore, if we observed and protocolled
a challenge in all three projects, we considered it as important for our guidelines and
proposed a possible solution for this.

Second, we decided how to group certain challenges and statements together and
how we label each guideline. We tried to convey as much meaning as possible for each
guideline. We grouped challenges and/or interview statements according to their main
idea if possible. In this way, we aim at covering all main ideas of the challenges from
literature and our case study. Based on our observations as well as the interviews, we
deduced seven guidelines, which we outline in the following. Thereby, we also refer to
the addressed challenges in Table 2.

Begin with Simple Processes: The complexity of the processes regarding the number
of activities, loops, parallel executions, and decisions (A10) should be addressed by
focusing on simple processes first to get a feeling for process mining. The complexity
were a great challenge during our projects.

Focus on Core Functionalities of a Process Mining Software: Interviewee B, C and G
elaborated on a potential process mining software and the three classical types of process
mining: discovery, conformance checking and enhancement. Topics like prediction or
online process mining are not important for practitioners of medium-sized IT organiza-
tions. Furthermore, the output of the mining system must be understandable and easy to
use (A7). Thus, we recommend choosing a software, which does not use the petri net
notation. Rather a software with a simple graph notation should be taken into account.

Create a Comprehensive Knowledge Base: In order to address the available domain
knowledge (A4), which was necessary in all observed projects, organizations could
use a centralized knowledge platform [43], such as an internal wiki, to bundle relevant
information on the reference process and/or existent KPIs. To gather domain knowledge,
process participants need to be includedwithin theminingproject. Processmodels should
be prepared for an import into a process mining tool. This would be a solution for the
challenge of poor-quality process documentations (A7).

Involve Data Protection Stakeholders from the Beginning: Although the awareness on
data protection (A1) is rather low in the investigated IT SME, practitioners should not
underestimate the value of data protection. The workers council needs to be informed
when a process mining software is acquired, the data protection officer to establish rules
for process mining, the information security officer to determine where the event data is
stored safely, and the process participants need to be asked for approval.

Consider Process Versions When Evaluating Event Data: We observed in all projects
that it is challenging to deal with rapidly changing process versions (A2). It is important
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to consider that challenge because this anomaly in event logs can skew the output of a
processmining software. However, practitioners should not do themistake to simply skip
this data.Moreover, transformation rules between process versions need to be developed.
The simple deletion of historical event data might hinder valuable results.

Find the Right Balance Between Precision and Abstraction When Creating a Data Set:
Not every process in an organization generates event data suitable for process mining.
They even might be not digitized yet (A3). If too many events are implemented for a
process, one cannot see the relevant parts, if too few events are implemented than one
cannot derive measures from the output. To address this challenge, practitioners in IT
SMEs can define measuring points, which represent the events later in the log. These
measuring points can be implemented in IS, such as ERP systems.

Ensure TopManagement Support for ProcessMining: Themanagement needs to anchor
process mining in the organizational structure and must be willing to shift manpower
(A12) or hire experts to conduct process mining. We suggest making that clear before
beginning with mining projects. To convince the top management and to show the busi-
ness value of process mining (A13), practitioners might use success stories of process
mining on example processes. The top management is also an integral part in creating
awareness for process mining in the organization (A11).

6 Discussion and Conclusion

The paper at hand presents the results of a case study about the application of process
mining at an IT SME in Germany. We aim at identifying challenges that arise, when
implementing processmining. In total, 13 challenges could be retrieved trough observing
three process mining projects. Furthermore, we present guidelines for practitioners to
address some of these challenges. The results of the conducted case study share some
similarities with already identified challenges, such as data protection [33], inclusion of
stakeholders [33, 46], or the availability of event logs [33]. In the following, we discuss
the discovered challenges and argue for or against its SME and if possible, IT SME
specific causes.

The challenge of data privacy concerns (A1) have been partially discussed in litera-
ture [33, 44]. The IT case company seems to have a general distrust regarding event data
used by other departments. This can be seen as a so-called “constraining data access
barrier” [33], which negatively affects the availability of event logs. Stertz et al. [44]
and Martin et al. [33] state that employees respectively workers might have data privacy
concerns regarding process mining. Particularly, Interviewee E was concerned about a
potential work monitoring but still on a low level. During the interview with a member
from the workers council, the aspect regarding a possible rating of employee perfor-
mance based on process mining results played a big role. Martin et al. [33] call this
aspect ‘invasive work monitoring’. Although Stertz et al. [44] conducted a focus group
study with two SMEs and also discovered the problem of work monitoring, this chal-
lenge is probably not SME-specific because many other practitioners mentioned this
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requirement as Martin et al. [33], Grisold et al. [19] and Eggers and Hein [12] show. No
reviewed literature on (IT) SMEs explicitly elaborates on data protection.

Literature on the challenge of outdated workflow event data (A2) is scarce. Solely
Homayounfar [21] reported on this challenge based on process mining experiences in
hospitals, calling it ‘Ad hoc actions and process changes’. We do not perceive this
challenge as (IT) SME-specific because processes may change in each organization.

The challenge of the preparation of event log data (A3) is rather less important
in both literature and the case study. In the observed case, it was possible to easily
download the event data, but we did not see the challenges related to the availability
of event logs as mentioned by Smit and Mens [43], Eden et al. [11] as well as Eggers
and Hein [12]. We suppose a technical background because all three analyzed processes
within our case study are implemented in a workflow management system and therefore
the event data is not scattered across several IS. In order to argue for an SME-specific
challenge, particularly the contribution by Stertz et al. [44] is of relevance. Stertz et al.
[44] discovered that two analyzed SMEs consider the creation of a suitable data basis
for process mining as a challenge.

The existence of suitable domain knowledge and its gathering (A4) was discussed by
Homayounfar [21], who reported difficulties regarding the understanding of the logged
data. While Mans et al. [32] state that the expertise of the process miner is a success
factor, Smit and Mens [43] focus more on the challenge of knowledge building and
sharing. We perceive the missing of domain knowledge not as (IT) SME specific.

The challenge regarding the computational complexity of some algorithms (A5) was
not addressed in any of the reviewed literature. This challenge is closely linked to the
selection of suitable algorithms (A9). While no case study reported on this issue, Wang
[57]mentioned that one algorithm needed so long that the computation had to be aborted.
In our case, evolutionary algorithms needed a very long time to compute. However, we
rate this challenge as (IT) SME independent.

The poor quality of the reference models was also considered as challenging (A6).
None of the literature fromSect. 2.3mentions this challenge. The only article elaborating
on the possibility of low quality of handmade models is van der Aalst [48]. However,
this was just an assumption without concrete consequences. We consider this challenge
as SME-specific because the maturity of processes and its documentation in SMEs is
typically lower than in large companies [15]. Furthermore, we argue that it could even
be specific for IT SMEs. Feldbacher et al. [16] mention that the process maturity of IT
SMEs is typically a bit higher than in SMEs of other domains, in which the processes
are often not documented at all. This corresponds to our case observations regarding the
process documentation, which is already advanced but still too underdeveloped to use it
in a process mining context.

Communicating the results of process mining (A7) to people in the organization and
the problem of doubting the mining results (A8) were also observed by Martin et al.
[33], who call it ‘lack of trust in insights’. For the moment, we cannot rate the SME
specificity and encourage further investigations of this challenge.

The selection of the right algorithm (A9) is interrelated with the complexity of some
algorithms (A5). Wang et al. [57] discuss the efficient selection of discovery algorithms.
However, in an SME context, this issue was not discussed yet.
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Although the process structure and thus its complexity (A10) was not mentioned
very often in related articles, it played a bigger role in our case study. The processes
we analyzed are too unstructured to easily interpret them but still maintain a structure
that does not allow a usage of declarative process models. We observed that the more
complicated a process is, the more difficult it is to mine this process and to interpret the
results, which confirms the results of Homayounfar [21]. However, articles that focus
on process mining in SMEs did not mention that factor, yet.

The challenge of getting awareness for process mining from the top management
(A11) is discussed many times in literature and plays a role in our case study as well.
Martin et al. [33] discovered in their Delphi study that a lack of management support is
a challenge for organizations when applying process mining. Since SMEs but also IT
SMEs usually have limited resources [2, 17, 47], the management must be convinced
harder for getting a budget for process mining projects. Thus, we assume a more (IT)
SME specific challenge.

Although, the challenge of continuous usage of process mining was also mentioned
by Martin et al. [33] and by Grisold et al. [19], the shift of manpower (A12) was not
covered yet in the reviewed literature on process mining. We assume an SME specific
problem because limited resources are a typical organizational characteristic of SMEs
[2, 47]. In addition, Cragg et al. [7] discovered that SMEs rely on external expertise to
support their IT function, which additionally indicates an SME-specific process mining
challenge. We even consider a shortage in workforce as IT SME specific because IT
services are very knowledge-intensive businesses [18] and the acquisition of the newest
technical knowledge is also challenging (e.g. by hiring qualified employees) for small IT
companies [45]. On top of that, IT SMEs suffer from personnel attrition in general [17].
Companies, which struggle to hire and keep qualified employees, will rather use these
employees to gain money instead of using these valuable resources to conduct internal
projects, such as a process mining project, which solely yield revenue indirectly. Finally,
the challenge of proving added value (A13) was mentioned by Martin [33] as ‘elusive
business value’. Grisold et al. [19] discovered that process managers need evidence that
process mining provides a concrete value, which is in line with our observations. Thus,
we perceive that challenge as (IT) SME independent.

We worked as rigorous as possible to reveal valid insights into the application of
process mining in SMEs. However, the expressive power of the results is limited. The IT
case company we observed belongs to the group of SMEs but with about 480 employees
it is at the border to a large company. Furthermore, the interview guideline is grounded
on our literature review, which might shrink the room for collecting additional chal-
lenges and we could not evaluate the suggested process mining guidelines elsewhere.
We encourage researchers to conduct additional case studies in the field of SMEs to
extend the knowledge of process mining application in SMEs.
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Abstract. Processmining– a suite of techniques for extracting insights fromevent
logs of Information Systems (IS) – is increasingly being used by a wide range of
organisations to improveoperational efficiency.However, despite extensive studies
of Critical Success Factors (CSF) in related domains, CSF studies of process
mining are limited. Moreover, these studies merely identify factors, and do not
provide essential details such as a clear conceptual understandingof success factors
and their interrelationships. Using a process mining success model published in
2013 as a conceptual foundation, we derive an empirically supported, enhanced
process mining critical success factors model. Applying a hybrid approach, we
qualitatively analyse 62 processmining case reports covering diverse perspectives.
We identify nine process mining critical success factors, explain how these factors
relate to the processmining context and analyse their interrelationshipswith regard
to process mining success. Our findings will guide organisations to invest in the
rightmix of critical success factors for value realisation in processmining practice.

Keywords: Process mining · Success factors · Process mining success · Process
mining impact · Case reports

1 Introduction

Processmining (PM) is a research discipline focused on extracting knowledge fromevent
logs readily available in today’s business systems to discover, monitor, and improve real
processes [1]. Organisations can utilise PM techniques to achieve operational excellence
and organisational resilience1. In the past decade, the adoption of process mining has
expanded considerably [2], evidenced by many use cases reported in industry (e.g. [3])
and academia (e.g. [4]), especially in sectors such as auditing [5], insurance [6], and
healthcare [7]. The field has also significantly matured with enhanced capabilities in
tools and techniques [8].

According to Gartner2, the global process analytics market size will grow at a Com-
pound Annual Growth Rate of 50% from US$185 million to US$1.42 billion between

1 https://www.processexcellencenetwork.com/process-mining/articles/why-the-real-value-of-
process-mining-lies-in-simulation. Accessed 10th June 2021.

2 https://www.gartner.com/en/documents/3991229. Accessed 5th June 2021.
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2018 and 2023. Deloitte’s3 Global Process Mining Survey indicated that 67% of the
respondents had started implementing process mining. 87% of non-adopters were con-
sidering pilot runs, 83% of “global scale users” intended to expand process mining use,
and 84% believed that process mining delivered value to their organisation.

The ongoing growth in PM adoption necessitates further investigation of process
mining success, particularly to uncover the complexity and diversity of factors that
influence successful project implementation [9]. In this study, a PM initiative is consid-
ered a success if it is effective (fulfils its objectives) and efficient (the relevant activities
are completed with the allocated resources such as time, effort and budget). Tradition-
ally, PM research has given more attention to developing tools and techniques [10, 11],
with minimal attention to the organisational aspects of PM. This has left areas such as
process mining success largely unexplored. Academic discourse on the organisational
benefits of process mining is emerging; for example, vom Brocke, Jans, Mendling and
Reijers [11] call for research to identify considerations for the adoption, use, and effects
of process mining.

One widely used approach in understanding what factors are necessary for success
is the study of Critical Success Factors (CSF), originally introduced by Rockart [12].
While many CSF studies exist in related domains, there are very few in the process
mining field. These process mining CSF studies identify success factors (e.g., [4]) but
provide very little or no contextual interpretation of these factors, their interrelationships,
or insights into their level of criticality for organisational success. It has been argued
that mere identification of factors, variables and practices without a context-specific
understanding of the application of these factors or their interrelationships is ineffective
for enabling project success [13]. A better understanding of how CSFs interrelate to
directly or indirectly influence success and in what manner they vary in importance over
time is argued as essential [14].

This study aims to provide a rich understanding of process mining CSFs in practice.
We analysed 62 published case reports to identify and describe CSFs pertinent to the
process mining context. To avoid the criticism often received by CSF studies, we sought
to derive a PMCSFmodel that goes beyond a mere list of factors and provides evidence-
based interrelationships between these success factors. Such a model provides deeper
insights into the combined and integrated influence these CSFs have on attaining PM
success.

The subsequent sections of our paper are structured as follows: Sect. 2 discusses the
related work on critical success factors in process mining and related domains. Section 3
summarises our study methodology. Section 4 provides the re-specified process mining
success factors and contextual explanations. Section 5 presents an enhanced PM success
factorsmodel and discusses identified interrelationships, and Sect. 6 concludes the paper.
The URL and details of Supplementary Material (an overview of the case reports (A),
example quotes from case reports (B) and supporting case evidence for interrelationships
(C)) are provided in the Appendix.

3 https://www2.deloitte.com/de/de/pages/finance/articles/global-process-mining-survey-2021.
html. Accessed 15th June 2021.

https://www2.deloitte.com/de/de/pages/finance/articles/global-process-mining-survey-2021.html
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2 Related Work

CSF studies initially gained significant attention after Rockart [12] highlighted their
relevance in influencing the information needs of top executives [15]. CSFs are defined
as “the limited number of areas in which results, if they are satisfactory, will ensure
successful competitive performance for the organisation” [12]. Since then, this concept
has been adopted in diverse project-related contexts.

Despite the proliferation of CSF studies, they have been criticised [14] for providing
mere lists of factors and lacking a deeper contextual understanding of how these factors
may vary in importance over time [13]. Without a contextual understanding, a mere
list of factors is ineffective in predicting success or designing interventions that enable
success [13]. Fortune and White [14] also argue that CSF studies often do not account
for factor interrelationships, although these are “at least as important as the individual
factors” [14]. Thus, there is a clear push for CSFs to go beyond lists of factors and
provide deeper insights.

CSF studies have been conducted in related domains such as BPM and data mining
(e.g., [16] and [17]). Alibabaei, Bandara and Aghdasi [16] propose a holistic BPM suc-
cess factors framework with nine CSF and related sub-constructs and how they achieve
success. The Big Data Analytics (BDA) framework byGrover, Chiang, Liang and Zhang
[18] provides a detailed analysis ofmoderating factors, capabilities, and value realisation
potentials for transforming BDA investments into value. Most CSF studies in BPM and
data mining hardly explore CSF interrelationships, though this is a commonly criticised
aspect of CSF studies [13]. While insights from related domains are valuable, context
specificity is essential for a CSF study to be beneficial [13], which points our attention
to PM CSF studies.

In the process mining domain, there is recent work highlighting the need to carefully
examine the value proposition of process mining (e.g. [11]). However, to the best of our
knowledge, very few research studies (e.g., [4] and [19]) explore process mining CSF.
The business process mining success model by Mans, Reijers, Berends, Bandara and
Prince [19] is the first study on process mining success factors. Published in 2013, it
identifies three success measures (model quality, process impact and project efficiency)
and six success factors (project management, management support, structured process
mining approach, data and event log quality, resource availability and process miner
expertise), empirically supported via four case studies. However, the Mans, Reijers,
Berends, Bandara and Prince [19] model does not explore CSF interrelationships or their
criticality. Syed, Leemans, Eden and Buijs [4] identify four enabling factors for process
mining success at the early stages of PM adoption within an organisation: actionable
insights, confidence in processmining, perceived benefits, and training and development.
However, this study is based on a single case organisation and is specifically focused on
the PM adoption stage, thus questioning its generalisability and broader applicability.

The Deloitte Global IT and business executives survey identified 19 PM success
factors. The five key factors reported were the need for a cross-departmental alignment
between IT and business, good data quality and transformation, clear targets and the
value hypothesis, the availability of dedicated resources towards process mining, and the
need for leadership commitment. However, as the respondents were all IT and business
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executives, the results only explain CSF from a high-level organisational perspective
with little insight into specific process mining project contexts.

In summary, existing CSF literature in process mining, at best, provides a list of
factors. While some try to contextualise, they focus on a single case study organisation
at the PM adoption stage; others explain these factors only from a high-level perspective.
Potential interrelationships or the level of criticality of the factors are never explored.
We aim to address this gap with our re-specified PM CSF model.

3 Study Method

Our study applies a hybrid approach to thematic analysis (i.e. using both inductive and
deductive coding) of publicly available process mining case reports, conducted across
three phases as outlined below:

Phase 1 focused on deriving a preliminary conceptual base. Given that the Mans,
Reijers, Berends, Bandara and Prince [19] model is the most widely known model for
process mining, we adopted its CSFs as our a-priori base, as summarised in Table 1.

Table 1. PM success factors from Mans, Reijers, Berends, Bandara and Prince [19]

Construct Definition

Management Support The involvement and participation of senior management, and
their ongoing commitment and willingness to devote necessary
resources and time of senior managers to oversee the process
mining efforts

Project Management The management of activities and resources throughout all phases
of the process mining project to obtain the defined project
outcomes

Resource Availability The degree of information available from the project stakeholders
during the entire process mining analysis

Process Miner Expertise The experiences of the person conducting the mining, in terms of
event log construction, doing process mining analysis and
knowledge of the business processes being mined

Structured Process Mining
Approach

The extent to which a process miner uses a structured approach
during the entire process mining analysis

Data and Event Log
Quality

The characteristics of the raw data and subsequently constructed
event logs

Phase 2 tackled re-specifying the model using case reports as the empirical base.We
performed a hybrid (inductive and deductive) qualitative analysis of 62 process mining
case reports written from the user, tool vendor and practitioner perspectives outlining
the success stories, tangible benefits and lessons learnt from over 50 organisations.
Since process mining cases focus on applying PM tools within a given context, they
are noted for providing detailed insights into PM use and outcomes [20]. Qualitatively
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analysing the insights from these cases provides a detailed understanding of PM success
factors from a multi-case perspective. Case reports were sourced from “Process Mining
in Action” by Reinkemeyer [3], Task Force for Process Mining (TF-PM) online case
repository4 and Business Process Management Cases Vol. 1 and 2 [21, 22]. To the best
of our knowledge, these sources constituted the most recent collection as of 5th June
2021. While we do not claim this collection to be the only existing source of PM case
reports, we do believe them to be representative. An overview of these 62 case reports
is provided in Part A of the Supplementary Material (URL in Appendix).

Coding and analysis occurred in multiple rounds. First (Round 1), using an open-
coding approach [23], we inductively extracted all direct and indirect content pertaining
to elements that contributed to the project’s success by analysing each case report text
line-by-line. 453first-level codeswere extracted. Thesewere further analysed in a second
coding round (Round 2), moving between deductive and inductive (a hybrid approach)
coding [24]. The a-priori model from Phase 1 was used as the initial coding classification
schemewhere relevant open-codes fromRound 1were re-coded under the a-priori CSFs.
Those open-codes that did not fit within the a-priori model were inductively grouped
to form new themes. The results from here were exposed to another detailed analysis
(Round 3). The resulting (sub-) themes from above were critically analysed and refined
to obtain conceptual clarity and parsimony of the identified CSFs. This resulted in our
final set of CSFs containing nine themes and 23 related sub-themes, outlined in Table 2
and further explained in Sect. 4.

A coding rulebook was developed to ensure a formalised approach was followed
during code extraction [25]. NVivo was used as a qualitative analysis tool to support
the coding process. Coder corroborations played a critical role across all rounds of
coding. They were essential in forming a unified understanding of identified low-level
code groupings, (sub-) themes and descriptions. They also ensured that a credible and
high-quality coding process was followed. After the inductive extraction of low-level
codes by a primary coder in Round 1, open-codes were discussed and critically reviewed
with three secondary coders for alignment to the area of interest (i.e. PM CSFs). The
second round of review was conducted after the (sub-) theme extraction phase. Here,
coder corroboration aimed to derive consensus on the mapping of lower-level themes
to resulting higher-level themes. The third round of corroboration reviewed the forming
CSF model as a whole. This focused on ensuring conceptual clarity and parsimony of
the nine themes, 23 related sub-themes and their descriptions.

Phase 3 focused on enhancing the re-specified set of PM CSFs. To avoid the cri-
tique that CSF studies often provide mere lists of factors without a deeper contextual
understanding of how these factors vary in importance over time [13], we identified
evidence-based interrelationships between the CSFs and investigated the criticality of
these factors, as discussed in Sect. 5.

We identified potential CSF interrelationships in two ways: (a) by noting and sepa-
rately capturing any identified interrelationships from the case reports during Round 1
coding as ‘Relationship nodes’5 in NVivo and (b) complementing this method with

4 Retrieved from: https://www.tf-pm.org/resources/casestudy. Date: 5th June 2021.
5 Relationship nodes are special types of nodes that define the connection between two project
items.

https://www.tf-pm.org/resources/casestudy
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NVivo’s matrix intersection6 and “near” search queries. Explanations for identified
relationships were captured in Memos7 during the coding process.

Using the case narrative of the identified CSFs, direct, indirect and bilateral rela-
tionships were extracted (see Fig. 1 in Sect. 5.1). The identified interrelationships were
further contextualised for PM, applying evidence from the case reports (see Part C of
Supplementary Material). A final coder corroboration critically reviewed the evidence
supporting each relationship to confirm (a) the existence of each relationship and (b) the
nature of the relationship.

4 Re-specified Process Mining Success Factors

While qualitative coding began with the Mans, Reijers, Berends, Bandara and Prince
[19] model as a base, our analysis resulted in an extended set of CSF and a re-specified
process mining success factors model (see Fig. 1). Key differences between our model
and prior work (specifically [19]) are outlined in Sect. 5.

Overall, nine meta-themes (each pertaining to a CSF), with their respective sub-
themes, were extracted from our analysis of the 62 reports. These are summarised in
Table 2, with a brief description and supporting case-based evidence (i.e., the number
of coding references, from how many reports). Example quotes from the case reports
are presented in Part B of the Supplementary Material. A detailed explanation of each
success factor based on the process mining context, is provided next.

Table 2. Re-specified success factors for process mining

Success factor Description Case evidence
summary

a. Stakeholder Support
and Involvement

Organisational stakeholders’ support or
involvement in process mining initiatives

61 codes from 29
cases

a.1. Management
support

Top-Level Management/Senior Executives
support

14 codes from 8
cases

a.2. External
stakeholder support

Engagement with external collaborators or
industry partners (such as suppliers) who
influence an organisation’s business process and
how they are executed

5 codes from 5
cases

a.3. Subject matter
experts (SMEs)

SMEs of a particular business domain who
contribute to process mining efforts

26 codes from 17
cases

a.4. User groups The contribution of ultimate users (such as
first-line personnel) to process mining outcomes

6 codes from 5
cases

(continued)

6 Matrix intersection is a 2-dimensional table that displays coded content from rows and columns.
7 Memos allow researchers to capture thoughts and reflections during coding to justify coding
choices.
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Table 2. (continued)

Success factor Description Case evidence
summary

b. Information
Availability

The availability of historical event data and
supporting documentation for a process mining
initiative

26 codes from 18
cases

b.1. Event data
availability

The extent to which historical event data is
available for process mining analysis

12 codes from 9
cases

b.2. Availability of
contextual information

Access to contextual information such as
process models, business rules, policy
documents, legal and regulatory requirements
that can aid process mining

14 codes from 11
cases

c. Technical Expertise The various forms of technical skills and
experience required to execute process mining
projects. Four types of technical expertise were
identified:

42 codes from 19
cases

c.1. Process mining
expertise

The required know-how needed to execute
process mining initiatives and interpret
outcomes

6 codes from 5
cases

c.2. Data extraction
expertise

The required data analytics expertise for the
extraction and integration of event data for
process mining

5 codes from 4
cases

c.3. Process analyst
expertise

The required expertise for designing,
streamlining, and re-engineering business
processes

2 codes from 2
cases

c.4. Team
configuration

The composition of teams and expert groups
involved in process mining projects. Two main
configurations namely:
Established units: An internal team dedicated
to executing process mining initiatives. E.g., a
Centre of Excellence (CoE) (21 codes from 11
cases)
Ad-hoc units: A group of experts assembled
from different departments within the
organisation to execute process mining projects
as and when required (8 codes from 5 cases)

29 codes from 14
cases

d. Structured Process
Mining Approach

The extent to which an organisation follows a
structured approach or technique to execute
process mining initiatives

135 codes from 49
cases

d.1. Planning Identifying questions or project goal(s),
selecting business processes to be mined and
composing the project team to execute process
mining initiatives

32 codes from 21
cases

(continued)
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Table 2. (continued)

Success factor Description Case evidence
summary

d.2. Extraction Determining the data extraction scope,
extracting event data, and transferring process
knowledge between business experts and
process analysts

47 codes from 28
cases

d.3. Data processing Using process mining tools to create views,
aggregate events, enrich or filter logs to
generate the required insights from event logs

21 codes from 15
cases

d.4. Mining and
Analysis

Applying process mining techniques to answer
questions and gain insights

23 codes from 18
cases

d.5. Evaluation Relating analysis results to improvement ideas
to achieve project goals

6 codes from 6
cases

d.6. Process
improvement and
support

Using gained insights to modify the actual
process execution

6 codes from 5
cases

e. Data and Event Log
Quality

Provisions made for the extraction, preparation,
analysis, and data quality considerations of
event data for process mining initiatives

84 codes from 45
cases

e.1. Data
pre-processing

Provisions for the extraction and preparation of
event data from single or multiple sources for
process mining based on lessons learnt

61 codes from 40
cases

e.2. Event log quality
considerations

The data quality considerations and minimum
requirements to be met by event logs for
process mining

23 codes from 17
cases

f. Tool Capabilities The functionalities and features of process
mining tools that organisations can use for
process mining

67 codes from 35
cases

f.1. Process discovery Automated process model discovery and
process visualisation from event data

27 codes from 20
cases

f.2. Process
Benchmarking

Using event data for comparison of process
behaviours and process performance

6 codes from 6
cases

f.3. Conformance
checking/Compliance

Detection of deviations from process norms
using event data

16 codes from 15
cases

f.4. Integration
capabilities

Integration of process mining capabilities with
other data analytics capabilities

7 codes from 5
cases

f.5. Analytical
Scalability

The tool’s ability to analyse data for insights
into single, multiple and e2e processes

11 codes from 10
cases

(continued)
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Table 2. (continued)

Success factor Description Case evidence
summary

g. Change
Management

The series of activities that ensure that the
needed change emanating from process mining
results is implemented in the organisation

11 codes from 7
cases

h. Project Management The management of activities and resources,
such as time and cost throughout all phases of
the process mining project to obtain the defined
project outcomes

9 codes from 8
cases

i. Training The education and sensitisation of stakeholders
on the appropriate execution of process mining
initiatives for the intended results

18 codes from 12
cases

a. Stakeholder Support and Involvement
Deep involvement of key stakeholders early on and throughout a process mining project
was an important success factor. Such involvement ensured awareness of stakeholder
roles and responsibilities in a process mining initiative. It was also instrumental for
“coordinative effort and diverse interaction with respective participants” (Case 8) and
addressing challenges encountered during process mining. Four stakeholder groups’
involvement were identified. First, management support – for some organisations,
a top-management driven approach to process mining and the right level of manage-
ment attention proved strategic in systematising processes within the organisation. Also,
establishing roles such as Chief Process Officer could focus more on achieving pro-
cess excellence goals (e.g., Case 9). Close collaboration with external stakeholders
such as suppliers and other industry partners could facilitate the transfer of process
knowledge from one organisation to the other and influence the ability to execute an
e2e process mining approach. Contributions from subject matter experts (SMEs) such
as process owners, process stakeholders, and managers were instrumental for process
mining success. Their expertise provides crucial insights (such as business knowledge,
deep contextual understanding of the process being mined, and communicating process
changes and guidelines) to other stakeholders, which influences the value of processmin-
ing outcomes. Furthermore, user groups were instrumental as they provided feedback
for verifying process mining results and suggesting process improvements. First-line
users were also helpful to “uncover additional factors that influence the process, which
are often not visible in the data” (Case 13) and identify the exact trouble spots within a
process.

b. Information Availability
The availability of information resources such as event data from business systems,
detailed workflows, benchmarking and KPI information, and privacy regulations were
considered essential. Event data availability for process mining was seen to be of
utmost importance. While some organisations had teams to ensure that data was “prop-
erly prepared and available in the right place at the right time” (Case 25), the availability
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of such data in other organisations was a hurdle to overcome because there were “con-
straints in obtaining “accurate” data since this capability was limited to specialised
analytics teams” (Case 2). The availability of contextual information such as process
models documentation, benchmarking information, and other regulatory and compli-
ance requirements enables a clear understanding of the process and ensures that process
mining is appropriately done, understanding contextual factors (e.g., Case 11).

c. Technical Expertise
Technical expertise was crucial for executing process mining projects effectively.
Whether such expertise was provided in-house (e.g., CoE) or externally (e.g., consul-
tants), these experts were solely responsible for extracting, preparing, analysing, and
interpreting analysis results to provide process insights to relevant stakeholders. Four
categories of technical expertise were identified. First, process mining expertise –the
competence of applying process mining tools was an important skill set. Such exper-
tise was essential for applying analytics techniques to extract data insights. When such
skills were lacking, some organisations were forced to limit the use of process mining
to specific areas (e.g., Case 11). For data extraction expertise, initial data engineering
expertise facilitated a successful process mining implementation. To maintain daily use
of process mining, some organisations sought to “build data engineering and data sci-
ence expertise from the early beginning during the implementation. This helped us learn
during the project phase and to implement new use cases in short time frames without
external support later.” (Case 12). Also, data scientists knowledgeable in the data source
structure and capable of setting up the required project schema for event data extraction
enhanced the quality of process mining insights. Process analyst expertise - extensive
knowledge in traditional process modelling techniques was critical, as it provided the
competence to build new process models in-house (e.g., Case 12). Organisations usually
relied on a team-based approach when combining expertise for process mining. A sound
team configurationwas crucial and came in two forms: (i)Established units –multidis-
ciplinary teams of experts such as business process managers, process analysts and data
experts dedicated to undertaking process mining projects. They enable process owners
to refine their operations to minimise process variations and implement future process
changes. These teams were referred to as; the Centre of Excellence (CoE), Process
Excellence Centre (PEC), Process Mining Insights (PMI), Business Process Leadership
(BPL) or Process Mining Consulting (PMC) team (e.g., Cases 2, 5 and 12). (ii) Ad-hoc
units are a temporary group of experts assembled from other departments who possess
the needed knowledge and expertise to execute process mining initiatives (e.g., Case
31).

d. Structured Process Mining Approach
As the case reports captured diverse approaches to executing PM initiatives, we adopted
the PM2 framework [26] as a unifying and guiding framework to further analyse meta-
themes under (d): Structured Process Mining Approach.

Most organisations followed some approach or plan for executing process mining
projects. A PM project usually begins with planning i.e., specifying a goal or an objec-
tive, extracting and analysing event data, interpreting insights, and implementing process
improvements. Most process mining projects within organisations are motivated either
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by a process-related goal, problem or an opportunity that needs attention. Planning also
involves considerations about executing process mining projects in tandem with organ-
isational objectives (e.g., Cases 7 and 12). A total of 30 cases reported having engaged
in some form of planning. Extraction involved taking specific actions with regards to
identifying data sources and the mode of extraction. 28 cases reported having engaged in
some form of data extraction. Steps taken regarding data processing indicated that the
nature of the process to be mined influenced the form of logs generated for process min-
ing. 15 cases reported activities related to data processing.Mining and analysis usually
began with the automated discovery of as-is process models to exploring bottlenecks
and process inefficiencies. 56 cases reported having engaged in some form of mining
and analysis. Evaluation focused on comparing analysis results to improvement ideas
to achieve project goals. Six cases reported some form of evaluation. Process improve-
ment and support were the actions taken to adjust business processes based on newly
gained insights. 26 cases reported some form of process improvement and support such
as modifying existing KPIs and changing how processes are optimised (e.g., Case 12).

e. Data and Event Log Quality
Organisations acknowledged the significance of data and event log quality as pre-
requisites for PM success. Deliberate steps were taken to ensure that event data was
of reliable quality. During data pre-processing, organisations where data was “struc-
tured in a way that closely resembled an event log” minimised “the effort needed to
consolidate data” (Case 5). Others with complex data models needed to rely heavily on
cross-team collaborations and different technologies to successfully extract event logs
for process mining (e.g., Case 5). Organisations also learnt the relationship between
data accessibility and valuable insights. Limited data access impaired understanding
of the complete flow of activities. For event log quality considerations, organisations
confirmed high-quality event logs a pre-requisite for obtaining valuable insights into pro-
cesses. However, there were significant data quality challenges in “pre-processing the
data from multiple systems to create high-quality logs” (Case 57). Quality assessment
revealed data quality issues such as missing, irrelevant, and misplaced events, granular-
ity and correlation issues, events representing case attributes and diverse activities with
the same timestamp (e.g., Cases 3, 15 and 58).

f. Tool Capabilities
Organisations identified key features and capabilities of process mining tools essential
for executing process mining projects. Users were keen about the extent to which inte-
gration capabilities of process mining tools could support existing IT landscapes and
other technology such as AI or machine learning techniques (e.g., Case 8). The ability to
provide automated process discovery and visualisation or process models was a popular
feature (in 20 cases), process benchmarking (in six cases) and conformance checking
(in 15 cases) were also highlighted as key capabilities for process mining success. Case
12 also confirmed that “having a realistic view and expectation management of what the
tool is capable of” was essential. With analytical scalability, organisations were able to



154 A. Mamudu et al.

analyse a single process or e2e process at various levels of detail and even at high data
frequencies (e.g., Case 35).

g. Change Management
Having a well-defined and highly efficient change management approach was critical to
accommodate the high rate of continuous change that process mining brings. A change
management system was essential for dealing with change across multiple departments,
especially in e2e processes (e.g., Case 9). Some organisations (e.g., Case 26) confirmed
that the presence of a dedicated individual or team of experts (e.g., a CoE) to lead change
management initiatives proved beneficial as they had extensive know-how about digital
solutions and organisational processes and could convince end users of the value of
process mining.

h. Project Management
Organisations considered the scope, time, and infrastructure resources to support process
mining. Organisations that properly managed the implementation of required infrastruc-
tural support for PM within reasonable timelines found it essential for its success (e.g.,
Cases 2, 7 and 10). As the process mining scope widened to an enterprise or global
scale, organisations faced further complexities with deployment (e.g., Case 7). It was
also discovered that to deploy process mining on a global scale, having a clear gover-
nance structure was crucial as it supported the goals, direction, and objectives of the
organisation.

i. Training
The case reports indicated that to fully enjoy the benefit of process mining analytical
capabilities, end users needed to be trained on how to use the tool. Training occurred
either internally (e.g., Case 5) or by external consultants (e.g., Cases 22 and 37). Aside
fromcreating awareness of the usefulness andpower of processmining, these educational
sessions aimed “to fully engage the true end users and immerse them in the world of
Process Mining” (Case 5). They also provided the needed upskilling for technical staff
on using PM tools.

5 Discussions

5.1 An Enhanced PM CFS Model

From the re-specified PM success factors in Sect. 4, we present an enhanced PM CSF
model. This differentiates our work from existing PM CSF studies (e.g., [19]) in that,
not only do we present a more comprehensive set of CSFs from a broad and contempo-
rary case base, but we also identify inherent relationships between the factors to better
understand which CSFs to prioritise. Table 3 describes the types of factor relationships
identified from the case evidence in Sect. 3.
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Table 3. Types of factor relationships identified

Type of relationship Description

Direct
relationship

Capture how one factor can influence another (implying a causal
relationship between one CSF and another)

Indirect
relationship

Relationships whose outcomes are influenced by either moderating or
mediating variables. A moderating variable alters the direction or
strength of the relationship between a predictor and an outcome, i.e.; it
addresses the “when” or “for whom” a variable most strongly predicts or
causes an outcome. A mediating variable is the mechanism through
which a predictor influences an outcome, i.e., it establishes the “how” or
“why” one variable predicts or causes an outcome variable [27]

Bilateral
relationship

A two-way relationship between two CSFs, indicating that they can
concurrently influence each other reciprocally

Figure 1 summarises the results, representing a new process mining critical success
factors model. Part C of the Supplementary Material provides supporting evidence for
each relationship. Overall, 14 relationships were identified, each outlined below.

Fig. 1. An enhanced PM CFS model with factor relationships based on case data

Multiple cases indicated how Training contributes to Stakeholder support and
involvement [P1]. Diverse forms of training such as customised classroom training, on-
the-job training, online webcasts for specific topics, and open sessions, were conducted
across several cases (e.g., Cases 5, 6 and 12). However, all case observations on P1
related to the training of end users. If and how training may influence other stakeholder
groups such as managers, external parties or SMEs was not evidenced from the data.
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Furthermore, the case data depicted how Technical expertise contributed to Train-
ing [P2]. Case 2 describes how a small team of data scientists [Technical Expertise]
ensured that “the end users were trained with the required skills to process mine.” These
same data scientists also served as “points of contact for other business departments to
help them scale out the capability locally” (Case 2). At times (e.g., Case 22), this training
was extended to different staff groups (beyond the end users) and embedded with the
steps of the Structured Process Mining Approach [P2a]. Thus, Structured Process
Mining Approach could moderate the relationship between Technical expertise and
Training.

A bilateral relationshipwas observed betweenTechnical expertise and Stakeholder
support and involvement, in particular with the SMEs [P3], where the cases vividly
explained how the SMEs and the technical teams were “working in parallel” (e.g., Case
26) and how at times the SMEs “set the directions of analysis and conduct” for process
mining (e.g., Case 28). P3 was facilitated in a moderating manner by the Structured
process mining approach [P3a], where the SMEs were contacted to verify the data
and results from process discovery (e.g., Case 50) or while analysing logs together (e.g.,
Case 41).

Technical expertise enables the overall Project management [P4] of process min-
ing initiatives. For example, Case 2 attributes its success to the “huge efficiency gains”
obtained from a small, well configured technical team. And Case 12 describes how
building the technical expertise enhanced the project management efforts and outcomes,
particularly helping them “learn during the project phases and to implement new use
cases in short time frames without external support later”. Similarly, Technical exper-
tise enables the overall Change management [P5] of process mining initiatives. For
example, Case 14 describes how business and process analysts’ technical expertise, par-
ticularly their “know-how of the digital solutions in use” (i.e., the configurations and
underlying processes), were integrated into change management plans.

Technical expertise influenced the impact of Data and event log quality [P6]. Data
quality issues could quickly be resolved when Technical expertise was high (e.g., Case
10). On the contrary, when the required competency was lacking, data quality issues
were very difficult to resolve (e.g., Case 11). Similarly, case studies such as Case 2
illustrate the critical role that Technical expertise plays to maximise Tool capabilities
[P7] to “ensure the tool performed as needed”.

Tool capabilities influence (in a mediating manner) how the different stakeholders
get involved and supportChangemanagement [P8]. Case 6 describes how tool features
such as “benchmarking inside the same process using different context” are “useful to
understand how the process owner could make some process improvements to increase
the entire process performance”, thus increasing the overall interest and acceptance of
process mining. Case 10 explains how the tool’s seamless integration into the analytics
platform helped the users to accept process mining solutions quickly. Tool capabilities
also played a mediating role between the Structured process mining approach [P9a]
and the overall Project management [P9b]. For example, Case 51 describes how Tool
capabilities such as automatic process discovery allowed the team (i.e., Project Man-
agement) to efficiently execute core steps within the planned process mining approach
and “identify improvement opportunities, prioritise them, and achieve benefits.”
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Information availability can enhance or inhibit Data and event log quality [P10].
For example, Case 25 articulates the need for themaster data to be “properly prepared and
available in the right place at the right time” to enable process mining. Case 43 describes
the crippling effect that poor IT controls has on accessing essential data for effective
process mining. Case 2 elaborates on similar challenges when access to “accurate data”
is limited to only specialised teams.

Structured process mining approach influences Data and event log quality con-
siderations [P11]. It was seen that the data architecture, data extraction techniques and
software tools used by the organisation for process mining influenced future consid-
erations for data and event log quality (e.g., Cases 3 and 4). Once these stages were
well-outlined, future efforts were easier. Case 13 states: “given that the data preparation
steps are now in place and can be easily repeated on new data, we can now continue to
analyse and quantify this process to continuously improve it”. Organisations also learnt
that 80% of all process mining efforts were focused on data extraction, data preparation
and dealing with data quality issues (e.g., Case 15).

Overall, the analysis depicted how some factors are at the core, influencing several
other factors. For example, Technical expertise influences six other factors, namely
Stakeholder support and involvement, Training,Data and event log quality,Change
management, Tool capabilities and Project management. Williams and Ramaprasad
[15] describe the value in recognising these direct/indirect relationships, for they assist in
determining the order inwhich the success factors need to be addressed. For example, the
findings show that investing in technical expertise will influence many other factors and,
hence, be better than investing in other factors such as Project or Change Management
efforts.

5.2 Limitations

Our study relies on insights from 62 published case reports to derive our enhanced PM
CSF model. Though the 62 cases cover a wide range of PM contexts, we acknowledge
that our findings are limited to the information documented in these case reports and are
bounded by the scope, bias, and limitations of these reports.Our findings are also exposed
to other limitations of secondary data analysis and qualitative research in general, such
as possible selection and researcher bias in the case/code selection and overall analysis.

5.3 Contributions

Our theoretical contributions are three-fold. (i) Using state of the art evidence from a
wide range of PM success stories, we provide amore comprehensive and in-depth under-
standing of success factors that extends prior PMCSF research. (ii)We also identify CSF
interrelationships and explain which factors have direct, indirect or bilateral influences
on attaining process mining success. Finally, (iii) this work provides a sound basis for
future research (see Sect. 5.4).

Our PM CSF model is of practical value. The comprehensive details of PM CSF
derived from practice enables PM stakeholders to focus on the essential antecedents for
PMsuccess and plan accordingly. The summary analysis presented (e.g., the frequency of
case data supporting each factor as outlined in Table 2) indicates the different degrees of
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importance of the factors. The identified interrelationships enable PM project managers
and sponsors to determine which CSFs to prioritise when addressing CSFs. Knowledge
about which factors have direct, moderating, mediating or bilateral influences on PM
project success will also be key when planning PM CSF investments.

5.4 Future Research

Our findings are initial outcomes of an ongoing PhD research. The derived outcomes
presented herein are bound by the scope of the analysed case report data. Future work
will validate our success factors model using primary data collected from in-depth case
studies, specifically to confirm the factor configuration and validate the factor interrela-
tionships. These in-depth studies would also be used to further explore how these factors
may vary in importance during PM projects and to identify mechanisms for actualising
these CSFs across diverse contexts. Our model could also be extended to integrate suc-
cess measures and provide deeper insights into a complete nomological net explaining
howCSFs create impact in a process mining context. These proposed in-depth case stud-
ies can be followed by a quantitative survey (with data from global PM initiatives) to
statistically test the success factors and proposed relationships to ascertain their degree
of influence on the success of PM initiatives. It is also recommended that, where feasible,
an investigation into the extent to which the identified CSFs contributed to failed process
mining projects be considered. This would guarantee the presence of these factors as
“sufficient conditions” for achieving successful process mining initiatives and provide
deeper insights on what constitutes and may influence PM project failure.

6 Conclusion

This study explored critical success factors within the process mining domain. Existing
processmining CSF studies (e.g., [19]) do not explore factor interrelationships which is a
major criticism in CSF literature [14]. Following a hybrid qualitative analysis approach,
our work extends the Mans, Reijers, Berends, Bandara and Prince [19] model by qual-
itatively analysing evidence from 62 recent case reports from diverse industry settings.
Our model presents nine PM Critical Success Factors. In addition to the six CSF from
Mans, Reijers, Berends, Bandara and Prince [20], which formed our a-priori model, we
identified three new factors: Change management, Tool capabilities and Training.
Our analysis confirms that three of the six success factors from Mans, Reijers, Berends,
Bandara and Prince [19] still hold true, namely Structured process mining approach,
Data and event log quality and Project management. However, we re-specified the
scope of the other three: Management support, Resource availability and Process miner
expertise, which we now term Stakeholder support and involvement, Information
availability and Technical expertise. We presented clear descriptions for each factor,
identified sub-factors where necessary and explained how they pertain to the current pro-
cess mining context. We explore factor interrelationships where we found nine direct,
five indirect (two moderating, three mediating) and one bilateral relationship between
the CSFs.
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Appendix: Supplementary Material

Supplementary material for this article is available online at https://bit.ly/3qrtrOE. It
contains three parts: Part A provides an overview of 62 published case reports, Part B
provides example quotes that support success factor explanations, and Part C presents
case evidence supporting the identified CSF relationships.
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Abstract. Process mining enables extracting insights into human
resources working in business processes and supports employee manage-
ment and process improvement. Often, resources from the same organi-
zational group exhibit similar characteristics in process execution, e.g.,
executing the same set of process activities or participating in the same
types of cases. This is a natural consequence of division of labor in orga-
nizations. These characteristics can be organized along various process
dimensions, e.g., case, activity, and time, which ideally are all consid-
ered in the application of resource-oriented process mining, especially
analytics of resource groups and their behavior. In this paper, we use
the concept of execution context to classify cases, activities, and times
to enable a precise characterization of resource groups. We propose an
approach to automatically learning execution contexts from process exe-
cution data recorded in event logs, incorporating domain knowledge and
discriminative information embedded in data. Evaluation using real-life
event log data demonstrates the usefulness of our approach.

Keywords: Execution context · Resource group · Event log · Process
mining · Workforce analytics

1 Introduction

The success of an organization depends on how well its workforce is mobilized
and managed [4]. Modern organizations deploy their employees in business pro-
cesses [5] to deliver on products and services. In order to streamline business
processes and to improve employee satisfaction of work [5], process managers
need to be able to analyze and understand employee behavior and performance
in process execution [8].

Process mining can discover employee-related insights from event log data [14]
to support workforce analytics in the context of business processes. Often,
employees (human resources) from the same organizational group (such as role,
team, department, etc.) share similar characteristics in process execution [12],
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e.g., resources of the same role are in charge of a subset of process activities.
These characteristics may transcend the clustering of activities and manifest in
other dimensions including case and time, e.g., resource group taking part in a
specific type of cases, working on time shifts, or being in different locations. The
connection between resource groupings and groups’ characteristics in process
execution is a natural consequence of the specialization of work, i.e., division
of labor in an organization [4]. Some existing work on resource-oriented process
mining considers such characteristics [8,9,12] but treats different dimensions sep-
arately. Only few [15,17] has considered the characterization of resource groups
across various process dimensions holistically.

Execution context [17] is a concept proposed to enable a precise characteri-
zation of resource groups, considering various process dimensions. A set of exe-
cution contexts is defined by classifying and combining case types, activity types,
and time types. Given an event log, applying execution contexts creates a mul-
tidimensional view on event data, where subsets of the log can be linked to the
signature behavior of resource groups for analyses [16,17]. Figure 1 illustrates
the idea. In an insurance company, there are investigators specialized in differ-
ent types of insurance claims, such as vehicles, business, and health insurance.
While these investigators may perform the same field investigation activities in
a claim handling process, they are likely to participate in only the type of cases
where their expertise fits. If we use merely the activity dimension to characterize
resources (Fig. 1a), we will not be able to discover or analyze investigators with
specialty that manifests on other process dimensions. But, when we apply exe-
cution contexts to view events from multiple dimensions (Fig. 1b), more precise
characterization and more dedicated analyses on investigators can be performed.

activities investigators

Insurance claim investigation activities

(a) link group(s) to activities only

time 
types

activity types investigators

case
types

Insurance claim investigation activities

Vehicle 
insurance 

Business 
insurance

Health 
insurance

(b) link group(s) to execution contexts

Fig. 1. Subsets of events (dots) in a log can be linked to groups of resources as a natural
consequence of the specialization of work

Our previous work [17] has shown how to manually define execution contexts
using prior knowledge about an event log. However, it assumes the availabil-
ity of relevant domain knowledge. In this paper, we propose an approach that
supports learning execution contexts from an event log, by exploiting the dis-
criminative information of events embedded in the data rather than relying on
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domain knowledge. Our approach is built on a customized decision learning algo-
rithm and is capable of deriving categorization rules that can be used to dice
event log data to obtain execution contexts. We demonstrate the usefulness of
our approach through experiments conducted on real-life event logs.

Our research contributes a solution to the problem of learning execution
contexts, thus enhances resource-oriented process mining techniques that focus
on analyzing human resources [8] and their groups [12,16,17]. Our work also
contributes a method to derive process cube views in multidimensional process
mining research [2,13]. Process mining techniques can then be applied to selected
sublogs to analyze process variants concerned with certain groups of resources.

2 Related Work

Process mining can be applied on event logs to extract insights about human
resources participating in process execution. For many resource-oriented process
mining topics, an essential step is to identify the behavioral characteristics spe-
cific to resources or groups of resources in process execution. Then, analytics
can be conducted on resources for different purposes, e.g., mining resource pro-
files [8] and mining organizational models [1,12,17]. To achieve that characteri-
zation, it is common to consider many process dimensions, e.g., activity [1,8,12],
case [8,12], time [8], and location [9].

However, for organizational model mining, much of the literature has not
yet employed a holistic view on those various dimensions. Instead, existing work
exploits each dimension separately by modeling how resources perform differ-
ent activities (e.g., [1]), how they hand over between activities (e.g., [3]), or
how they participate in the same cases (e.g., [12]). This poses a challenge of
mining complex resource groupings where resource characteristics are concerned
with multiple dimensions, e.g., employees with the same business role but work-
ing different shifts. To address the challenge, we need an approach that jointly
exploits multidimensional event log information.

Some recent research on organizational model mining [15,17] has contributed
to addressing that literature gap. Van Hulzen et al. [15] propose the notion
of “activity instance archetype” to capture contextual factors impacting how
activity instances were executed. Activity instance archetypes can be dis-
covered by applying model-based clustering on events enriched with selected
attributes. Then, resources are characterized by their execution of activity
instance archetypes, and resource groupings concerned with contextual factors
can be discovered. In our previous work [17], we propose the notion of “execution
context”. Execution contexts are built upon categorizing cases, process activities,
and time periods. Different from activity instance archetypes [15] (which focus
on the homogeneity of activity instances), execution contexts aim at finding a
structured, multidimensional way to organize event log data.

Execution contexts can be derived from an event log based on domain knowl-
edge about existing categorization. Resources are characterized by their partic-
ipation in execution contexts. Then, resource groupings can be discovered and
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analyzed using event logs, and their conformance can be checked with respect
to the logs. However, it remains a problem how such execution contexts can
be derived from event log data without relying on available domain knowledge
about a process and the event data.

In this paper, we extend our previous work [17] and explore how to automat-
ically learn execution contexts from a given event log. Outside resource-oriented
process mining, our work is relevant to the research on multidimensional process
mining. A multidimensional data model named event cube was proposed [10] to
allow exploiting and integrating different aspects of business process and pro-
viding various levels of abstraction on process data to improve business analysis.
The notion of process cube [2,13] was later proposed, which provides a more
comprehensive view to organize both process models and their data using differ-
ent dimensions. Process cubes support OLAP (Online Analytical Processing)-like
operations dedicated to process mining, therefore enable decomposing large event
logs into smaller sublogs to enhance process mining performance and scalability.
Our idea of execution contexts resembles that of process cubes regarding the
consideration of multidimensionality. As such, our approach to learning execu-
tion contexts can be seen as a way to constructing process cube views dedicated
to resource-oriented process mining.

3 Preliminaries

A business process consists of tasks conducted in an organization to achieve a
business goal [5]. An instance of executing a process is a case [14]. An event log
(Definition 1) is a set of timestamped events recording how (human) resources
performed those tasks (i.e., process activities) within different cases.

Definition 1 (Event Log). Let E be the universe of event identifiers, UAtt

be the universe of possible attribute names, and UVal be the universe of possible
attribute values. EL = (E,Att , π) with E ⊆ E, E �= ∅, Att ⊆ UAtt , and π : E →
(Att �→ UVal) is an event log. Event e ∈ E has attributes dom(π(e)). For an
attribute x ∈ dom(π(e)), πx(e) = π(e)(x) is the attribute value of x for event e.

Events carry multiple data attributes, i.e., event attributes (Definition 2),
which can be either categorical or numeric, depending on features of the pro-
cess and the recording information systems. In this paper, we consider that any
event log records at least four standard event attributes: case identifier (case),
activity label (act), timestamp (time), and resource identifier (resource). Each
case identifier corresponds to a unique process execution instance. Specifically,
an event attribute is a case attribute if events belonged to the same case share
an identical value on that attribute. Case identifier is a case attribute.

Definition 2 (Event Attributes). Let C ⊆ UVal , A ⊆ UVal , T ⊆ UVal and
R ⊆ UVal denote the universe of case identifiers, the universe of activity names,
the universe of timestamps, and the universe of resource identifiers, respectively.
Any event log EL = (E,Att , π) has three special attributes from the set D =
{case, act , time}, referred to as the core event attributes, and a special attribute
res, i.e., D ∪ {res} ⊆ Att , such that for any e ∈ E:
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– D ⊆ dom(π(e)),
– πcase(e) ∈ C is the case to which e belongs,
– πact(e) ∈ A is the activity e refers to,
– πtime(e) ∈ T is the time at which e occurred, and
– πres(e) ∈ R is the resource that executed e if res ∈ dom(π(e)).

Given a resource r ∈ R, let [E]r = { e ∈ E | res ∈ dom(π(e)) ∧ πres(e) = r }
denote the set of events in the log execution by that resource. [E]R =

⋃
r∈R [E]r

is the set of all events in the log that have resource information.

Types describe the categorization of events. We consider case types, activ-
ity types, and time types (Definition 3) related to the three core dimensions
of process execution. Case types describe the categories of cases, for example,
insurance claims can be classified by the type of insurance (e.g., health insurance
vs. car insurance). Similarly, activity types categorize activity labels into groups
of relevant activities (e.g., claim investigation vs. customer support), and time
types categorize timestamps into periods (e.g., weekdays vs. weekends).

Definition 3 (Case Types, Activity Types, and Time Types). Let CT ,
AT , and T T denote the sets of names of case types, activity types, and time
types, respectively. The functions ϕcase : CT → P(C), ϕact : AT → P(A), and
ϕtime : T T → P(T ) define partitions over C, A, and T , respectively.

Given an event log EL = (E,Att , π), a set of types for one of the process
execution dimensions (i.e., case, activity, and time) can be derived based on a set
of event attributes, if those attributes are a set of type-defining attributes for that
dimension (Definition 4). This notion supports deriving types via partitioning
the values of some selected event attributes that are related to the categorization
of cases, activities, or times. For example, in an insurance claim process event
log, we may use case attributes “customer type” and “insurance type” as the
type-defining attributes for case types—cases can be categorized into disjoint
groups such as (“gold customer”, “health insurance”) vs. (“silver customer”, “car
insurance”, “boat insurance”).

Definition 4 (Type-Defining Attributes). Let d ∈ D be a core event
attribute. Given an event log EL = (E,Att , π), for any e ∈ E, let X ⊆ dom(π(e))
be some event attributes recorded in the log, π(e)�X the restriction of π(e) on X,
V = { π(e)�X | e ∈ E } the mappings of the attributes in X recorded in EL.

X is a set of type-defining attributes for d in EL, if there exists a partition
P of V , such that for all p, q ∈ P ,

p �= q ⇒ { πd(e) | e ∈ E ∧ π(e) �X ∈ p } ∩ {πd(e) | e ∈ E ∧ π(e)�X ∈ q } = ∅,

i.e., the partition P corresponds to a partition of the set of distinct values of d
recorded in EL.

4 Problem Modeling

In this section, we introduce how we model the problem of learning execution
contexts from an event log. We first present the idea of categorization rules for



168 J. Yang et al.

defining the classification of case types, activity types, and time types (Sect. 4.1).
Then, we discuss how to measure the quality of execution contexts with regard
to an event log (Sect. 4.2). Finally, we formulate the execution context learning
problem based on the notion of categorization rules and the quality measures.

4.1 Categorization Rules

A set of execution contexts specifies a way of partitioning events by defining case
types, activity types, and time types. Hence, to learn execution contexts from an
event log requires learning those types, i.e., the classification of cases, activities,
and times. To this end, we propose to use categorization rules to represent types
and execution contexts.

A categorization rule is a conjunctive boolean formula (Definition 5) consist-
ing of one or more clauses. Each clause can evaluate an event by its value of
some event attribute. For instance, σ = customer_type ∈ {gold} ∧ amount ∈
[10, 000,∞) is a categorization rule evaluating a categorical (case) attribute “cus-
tomer type” and a numeric attribute “amount”. Given a set of events, evaluat-
ing this rule filters events that record gold customers and amount greater than
10,000.

Definition 5 (Categorization Rule). Given an event log EL = (E,Att , π),
let d ∈ D be a core event attribute, let X ⊆ Att be a set of type-defining attributes
for d. σ =

∧
x∈X x ∈ Ux is a categorization rule, where e ∈ E and Ux ∈ P(UVal)

is a set of attribute values for x ∈ X. For any e ∈ E, σ can be evaluated as
follows: �σ�(e) = true if and only if πx(e) ∈ Ux for all x ∈ X.

– [E]σ = { e ∈ E | �σ�(e) } is the set of events in the log satisfying the catego-
rization rule σ.

– We introduce a default rule σtrue such that �σtrue�(e) = true for all e ∈ E. It
follows that [E]σtrue = E.

– Any two categorization rules σ1 and σ2 are equivalent, i.e., σ1
∼= σ2, if and

only if [E]σ1 = [E]σ2 for any E ⊆ E. Otherwise, we write σ1 � σ2.

A set of categorization rules can be used to define a set of types on an
event log (Definition 6). Consider the example of defining case types. Assume an
event log of the insurance claim process has “customer type” as a case attribute.
Then the set of rules Σ1 = {customer_type ∈ {gold}, customer_type ∈
{silver}, customer_type ∈ {bronze}} can define three case types for this event log,
as long as a customer can only be either gold, silver, or bronze. But, for example,
another set with two rules, Σ2 = {customer_type ∈ {gold}, customer_type ∈
{silver, bronze}}, would also define case types.

Definition 6 (Define Types by Categorization Rules). Given an event log
EL = (E,Att , π), let d ∈ D be a core event attribute. Σ is a set of categorization
rules that define a set of types on d, if and only if:

1. for any σ1, σ2 ∈ Σ, { πd(e) | e ∈ [E]σ1 } ∩ { πd(e) | e ∈ [E]σ2 } = ∅; and
2.

⋃
σ∈Σ { πd(e) | e ∈ [E]σ } =

⋃
e∈E{πd(e)},
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i.e., the subsets of events satisfying categorization rules in Σ induce a partition
of all values of d recorded in EL.

Execution contexts can be defined by three sets of categorization rules that
define case types, activity types, and time types, respectively (Definition 7).
Given an event log, a set of execution contexts enables (i) projecting the events
as data points onto a three-dimensional data space and (ii) partitioning them
into sub-logs that can be selected and linked with resources for analyses [16,17].

Definition 7 (Execution Context). Given an event log EL = (E,Att , π),
let Σcase , Σact , and Σtime be three sets of categorization rules that define case
types, activity types, and time types, respectively. CO = Σcase × Σact × Σtime is
a set of execution contexts defined by the three sets of categorization rules.

CO specifies a way of partitioning EL. Given an execution context co =
(σc , σa , σt) ∈ CO , [E]co = [E]σc

∩ [E]σa
∩ [E]σt

is the set of events in the log
having that execution context.

4.2 Quality Measures for Execution Contexts

Given an event log, any categorization rules—as long as they fulfill the require-
ment (Definition 6)—can be proposed for defining types, resulting in many can-
didate sets of execution contexts. In this section, we discuss how to measure the
quality of execution contexts learned from event logs.

Execution contexts can be applied to characterize resource behavior that
concern certain process execution features determined by the specialization of
work, a.k.a, division of labor [4]. On the one hand, when specialization is low
in a process, resources tend to be interchangeable when performing in process
execution, and events they originated are mostly similar. On the other hand,
when specialization is high, resources are limited to undertaking specific kinds
of tasks, as exhibited by the differences among their originated events. This
idea motivates us to consider the following criteria for a set of good execution
contexts: (i) events originated by the same resource should be partitioned into
few execution contexts; and (ii) events in the same execution contexts should be
originated by few resources.

Figure 2 illustrates the idea. When resources are considered generalized due
to low specialization of work, a small number of execution contexts should be
sufficient. When (a group of) resources are highly specialized, it is desired to
have dedicated execution contexts for each of them to capture their specific
characteristics. We define two quality measures, namely dispersal and impurity.

Dispersal. Dispersal measures the extent to which events originated by the same
resource disperse across different execution contexts (Eq. 1), and yields values
in [0, 1]. High quality execution contexts have low dispersal, i.e., characterizing
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Fig. 2. Execution context quality: It is desired to use few dedicated execution contexts
(cells) to characterize resource behavior recorded in events

the behavior of each individual resource with few execution contexts. Given an
event log EL and a set of execution contexts CO ,

Dis(EL,CO) =
∑

r∈R

(
|[E]r|
|[E]R| ×

∑
e1,e2∈[E]r

dCO(e1, e2)
(|[E]r|

2

)

)

, (1)

is the dispersal of CO with regard to EL. In the context of the given execution
contexts CO , any event e ∈ E corresponds to a unique execution context coe =
(cte, ate, tte) ∈ CO , for which e ∈ [E]coe . Then, for any two events e1, e2 ∈ E, we
define the distance between them using their corresponding execution contexts
coe1 = (cte1 , ate1 , tte1) and coe2 = (cte2 , ate2 , tte2), that is,

dCO(e1, e2) =
[cte1 � cte2 ] + [ate1 � ate2 ] + [tte1 � tte2 ]

ndim
, (2)

where [ϕ] is the Iverson bracket that returns 1 if a boolean formula ϕ holds and 0
otherwise, and ndim ∈ {1, 2, 3} is the number of process dimensions considered
in a set of execution contexts. By default, we let ndim = 3. However, it is
possible that there are not any types defined on a dimension. For example, the
case dimension can be omitted if, for any (ct , at , tt) ∈ CO , ct = σtrue, and thus
we have ndim = 2. Specifically, if there is only one execution context for all
events in a log, then Dis(EL,CO) = 0.

Impurity. Impurity measures the extent to which the same execution context
contains events originated by different resources. A set of execution contexts is
good when most of them contain only events originated by few resources, i.e.,
characterizing the behavior specific to each individual resource. This is built
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upon the existing measure of entropy in data mining. Given an event log EL and
a set of execution contexts CO ,

Imp(EL,CO) =
1

∑
r∈R pr log2 pr

∑

co∈CO

(
|[E]R ∩ [E]co |

|[E]R| ×
∑

r∈R
pr,co log2 pr,co

)

,

(3)
is the impurity of CO with regard to EL, where

pr =
|[E]r|
|[E]R| , pr,co =

|[E]r ∩ [E]co |
|[E]R ∩ [E]co | (4)

are the relative frequency of events originated by a resource r in terms of the
entire log and an execution context co, respectively. Impurity yields a value
in [0, 1]. If there is only one execution context for all events in a log, then
Imp(EL,CO) = 1.

Problem Statement. Learning execution contexts is to derive from an event
log three sets of categorization rules that define case types, activity types, and
time types, respectively, such that the resulting execution contexts have low
dispersal and low impurity with respect to the input log.

5 Problem Solution

We propose an approach based on decision trees to solve the problem of deriving
categorization rules (see Fig. 3). Below, we elaborate on the approach.

User-
specified 

Rules
Decision 

Tree

Derive 
A ribute

Specifica on

User domain knowledgeUser domain knowledge

Learn 
Decision Tree

Parse 
Categoriza on Rules

Type-
Defining 

A ributes

Event logEvent logEvent log

Execu on 
Contexts

Fig. 3. Approach to deriving categorization rules from an event log to learn execution
contexts

5.1 Derive Attribute Specification

Inputs to the approach include an event log and domain knowledge from the user.
First, an attribute specification (Definition 8) is derived to capture user domain
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knowledge about the events attributes in the log. An attribute specification com-
prises (1) XEL

case , XEL
act , XEL

time , which are three sets of type-defining attributes (see
Definition 4) regarding case types, activity types, and time types; and optionally,
(2) Λ, which is a set of user-specified categorization rules capturing any existing
categorization of values for those event attributes. If user-specified categorization
rules are unavailable for any event attribute x, we let Λ(x) = ∅.

Definition 8 (Attribute Specification). Let EL = (E,Att , π) be an event
log and Σ be the set of all possible categorization rules defined on Att . S =
(XEL

case ,X
EL
act ,X

EL
time , Λ) is an attribute specification on EL for learning catego-

rization rules. XEL
case ⊆ Att , XEL

act ⊆ Att , and XEL
time ⊆ Att are three disjoint,

non-empty sets of type-defining attributes. Λ : Att �→ P(Σ) defines a set of
categorization rules for the event attributes in XEL

case

⋃
XEL

act

⋃
XEL

time .

An attribute specification informs how attributes values should be handled in the
following step of decision tree learning, and subsequently how the categorization
rules extracted from a decision tree specify case types, activity types, and time
types.

5.2 Learn Decision Tree

We apply a decision tree induction framework to extract categorization rules
from an event log. In decision tree learning, a dataset of multivariate data tuples
is iteratively partitioned into smaller subsets by deriving splitting rules on data
attributes. The output is represented in a tree structure, where tree nodes hold
the subsets of the input data and branches record the disjunctive splitting rules
used to obtain the subsets. Decision tree learning is a common solution for
classification tasks. For that purpose, splitting rules are often derived following
a greedy heuristic that minimizes the information needed to classify data tuples.

We decide to apply decision tree learning since it resembles how we expect
to develop execution contexts defined by categorization rules—deriving rules to
partition a dataset based on data attributes. In addition, the tree representation
provides an intuitive way to understand how execution contexts are derived incre-
mentally. However, compared to the conventional decision tree learning problem,
learning rules for execution contexts imposes two challenges: (i) we require split-
ting rules extracted from a decision tree to be categorization rules which can
be used for defining types (see Definition 6); and (ii) the goal of learning is to
derive execution contexts instead of building a predictive model for classification
or regression.

To address the first issue regarding categorization rules, we choose to con-
struct Oblivious Decision Trees (ODT) [7]. An ODT is different from a conven-
tional decision tree in such a way that an ODT’s nodes at the same level are
constructed by splitting rules based on the same data attribute. For any two leaf
nodes on an ODT, if we project their data subsets onto a split attribute, then
the two projected sets are either disjoint or identical. This feature ensures that
a learned ODT can be used to produce categorization rules for defining types.
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To address the second issue regarding the learning goal, we use harmonic
mean to combine dispersal and impurity and apply a greedy heuristic—whenever
there exist several sets of categorization rules as candidates, choose the set that
leads to the lowest harmonic mean.

Algorithm 1 describes the customized decision tree learning algorithm. It
begins with an empty root node which holds all events in a given log (Line 1).
At each iteration, the best split will be found, i.e., finding the best type-defining
attribute and its corresponding categorization rules to be applied (Line 3). This
selection (FindBestSplit) is based on calculating the harmonic mean of dis-
persal and impurity. We elaborate on this step later. If that best attribute for
splitting can be found, the decision tree is expanded by applying the catego-
rization rules to every leaf node and growing a subtree there. This ensures that
the tree is grown as an ODT (Line 5). The decision tree keeps growing either
until the next best split cannot be found (Line 6–7) or until the height of the
decision tree exceeds a preset maximum value (Line 2). After the iterative tree
growth stops, we traverse every level of the current tree and select a subtree to
be returned for the subsequent step of parsing categorization rules (Line 10).

Below, we explain the two key operations in the procedure, FindBestSplit
(Line 3) and SelectSubTree (Line 10).

FindBestSplit is a sub-procedure for selecting a type-defining attribute and
its corresponding categorization rules, i.e., the best split. First, for all type-
defining attribute given in the attribute specification (x ∈ XEL

case ∪XEL
act ∪XEL

time),
we generate the corresponding categorization rules as candidate splits. When
Λ(x) �= ∅, i.e., there exist user-specified categorization rules for x, we use those
rules. Otherwise, we consider x a generic data attribute and apply methods in
conventional decision tree learning [6] to infer possible ways to split on x: if
x is numeric, apply a histogram-based algorithm; if x is categorical, compute
the possible two-subset partitions over its values and sample from all partitions.
Note that the attributes are used with replacement, i.e., x can be split more
than once in the iterative procedure.

After the candidate splits are generated for every type-defining attribute, we
need to evaluate and select one of them to expand the tree. To do this, test how
the current tree would be expanded if a candidate split applied. Then, parse the

Algorithm 1: The customized decision tree learning algorithm
input : EL = (E ,Att, π), an event log; S, an attribute specification;

H, a constant specifying the maximum height of the tree
output: a decision tree

1 root ← CreateTreeNode(E)
2 for h ← 1 to H do
3 attr , rules ← FindBestSplit(root,EL, S)
4 if attr �= ∅ then
5 ExpandTreeOnEveryLeafNode(root, attr , rules)
6 else
7 break
8 end
9 end

10 return SelectSubTree(root)
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full set of categorization rules from the “test tree” to determine the execution
contexts (see Sect. 5.3). This way, we can obtain COx for every candidate split.
Finally, the best split can be decided by choosing the candidate whose COx

would lead to the lowest harmonic mean of dispersal and impurity.
SelectSubTree is a sub-procedure for deciding the subtree to be returned.

Here, a subtree refers to a subtree sharing the same root node as the entire
decision tree, i.e., any intermediate result obtained during the iterative tree
growth process or the complete decision tree. To make the selection, we first
apply the elbow method to identify turning points where dispersal and impurity
changed significantly. Then, a single subtree can be decided by selecting from
the identified turning points.

The values of dispersal and impurity are expected to show opposite trends as
a decision tree grows. Initially, all events are placed together (held by the root
node), and hence dispersal is 0 while impurity is 1. As the decision tree grows, the
number of leaf nodes increases (so is the number of their corresponding execution
contexts), which leads to the increase in dispersal and decrease in impurity.

5.3 Parse Categorization Rules

The parsing of categorization rules is to transform the rules recorded on a deci-
sion tree into execution contexts that we need (Definition 7). This transformation
happens both when we need to evaluate intermediate results (FindBestSplit)
and also when we need to obtain the final execution contexts after the decision
tree learning stops.

To parse categorization rules, we first follow the conventional way of rule
extraction from a decision tree. That is, for each path from the root to a leaf
node, a decision rule is formed by conjoining all the rules recorded along the
path. Then, for every decision rule obtained, we use the attribute specification
as a reference to determine which part of the decision rule is related to case
types, activity types, or time types, respectively. Formally, every such decision
rule σ can be written as a conjunction (σc ∧ σa ∧ σt), where any of σc, σa, σt

can be a default rule (σtrue) if no type-defining attributes are included for any
of the core event attributes.

As such, we will be able to transform a decision rule related a leaf node of
a decision tree into an execution context co = (σc, σa, σt). A set of execution
context CO is obtained by parsing the categorization rules for all leaf nodes.

6 Experiments

We implemented the approach and evaluated it through an experiment. The aim
is two-fold: (i) to test the feasibility of using our approach to learn execution
contexts, and (ii) to demonstrate how the learned execution contexts can be
applied for resource-oriented analyses. We share our implementation and the
experiment details in an open repository online1.
1 Implementation and experiment details: https://royjy.me/to/learn-co.

https://royjy.me/to/learn-co
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6.1 Experiment Setup

We evaluated our approach on a publicly available, real-life event log dataset,
BPIC-152, which consists of five event logs that record how five Dutch munici-
palities performed in a building permit application handling process. We merged
them into a single log for the experiment.

Some event attributes were used as type-defining attributes for case types and
activity types: phase is an event attribute indicating the phase of the process
where activities belong to; and case_parts is a case attribute indicating the type
of project related to the building permit applications. For time types, we derived
two type-defining attributes from the original timestamps and appended them
to the event logs, i.e., weekday and am/pm (AM time vs. PM time).

Table 1 describes the experiment dataset and the attribute specification used
for learning execution contexts. Specifically, for attribute case_parts, we defined
the following user-specified categorization rules based on the original descrip-
tion of the data—two rules partition the values of case_parts into two subsets,
depending on whether a value contains the string ‘Bouw’ (indicating the case is
related to construction) or not.

Table 1. The event log dataset and the attribute specification used for learning exe-
cution contexts

Log statistics Attribute specification

#events #cases #activities #resources Attcase Attact Atttime

193453 5599 154 71 {case_parts} {phase} {weekday, am/pm}

6.2 Learning Execution Contexts

We applied our approach with the maximum tree height H set to 10 and selected
the subtree corresponded to the point where the harmonic mean changed most
significantly. Figure 4 illustrates the values of dispersal and impurity per iteration
when learning a decision tree and the of changes of their harmonic mean. From
Fig. 4a and Fig. 4b, we can observe a clear upward trend of dispersal values and a
downward trend of impurity values. This confirms our discussion on the feature
of decision tree learning as mentioned before (see Sect. 5.2). There are obvious
changes to dispersal and impurity from iteration 5 onwards, which align with
the changes of their harmonic mean illustrated in Fig. 4c. We selected iteration 7
as the “elbow” point, where the increase of harmonic mean starts to slow down.
We used its corresponding subtree to parse categorization rules and obtained a
set of 12 execution contexts.

2 BPIC-15 dataset: https://doi.org/10.4121/uuid:31a308ef-c844-48da-948c-
305d167a0ec1.

https://doi.org/10.4121/uuid:31a308ef-c844-48da-948c-305d167a0ec1
https://doi.org/10.4121/uuid:31a308ef-c844-48da-948c-305d167a0ec1
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(a) dispersal (b) impurity (c) Δharmonic mean

Fig. 4. Dispersal, impurity, and changes of their harmonic mean per iteration

Table 2 shows the learned execution contexts. They are sorted by the num-
ber of events they contain. We can see that case type remains the default rule
(σtrue), which means that attribute case_parts was not selected to derive catego-
rization rules. A possible reason is that resources are similar in terms of handling
applications concerned with different types of projects. For the activity types,
we find the cluster of phases ‘0’, ‘1’, ‘4’, ‘5’ as a single type. These phases are
related to the frequently executed activities in the process, where most resources
participated in. Finally, the derived time types are only based on partitioning
weekdays, which show a clear pattern that aligns with common working hours.
The other type defining attribute am/pm was not used, implying similarities of
resource workload in the morning vs. afternoon. These findings about types are
consistent with our visual analyses on the behavior of the five municipalities,
reported in our previous work [16].

Table 2. The 12 execution contexts learned from log BPIC-15

id Case type Activity type Time type #events #res.

1 σtrue (phase ∈ {‘0’, ‘1’, ‘4’, ‘5’}) (weekday ∈ {‘Mon’, ‘Tue’, ‘Wed’, ‘Thu’, ‘Fri’}) 150666 70
2 (phase ∈ {‘3’}) (weekday ∈ {‘Mon’, ‘Tue’, ‘Wed’, ‘Thu’, ‘Fri’}) 17836 53
3 (phase ∈ {‘2’}) (weekday ∈ {‘Mon’, ‘Tue’, ‘Wed’, ‘Thu’, ‘Fri’}) 16451 57
4 (phase ∈ {‘8’}) (weekday ∈ {‘Mon’, ‘Tue’, ‘Wed’, ‘Thu’, ‘Fri’}) 6871 47
5 (phase ∈ {‘0’, ‘1’, ‘4’, ‘5’}) (weekday ∈ {‘Sat’}) 778 35
6 (phase ∈ {‘7’}) (weekday ∈ {‘Mon’, ‘Tue’, ‘Wed’, ‘Thu’, ‘Fri’}) 585 32
7 (phase ∈ {‘0’, ‘1’, ‘4’, ‘5’}) (weekday ∈ {‘Sun’}) 149 22
8 (phase ∈ {‘3’}) (weekday ∈ {‘Sat’}) 49 6
9 (phase ∈ {‘2’}) (weekday ∈ {‘Sat’}) 41 6
10 (phase ∈ {‘6’}) (weekday ∈ {‘Mon’, ‘Tue’, ‘Wed’, ‘Thu’, ‘Fri’}) 15 5
11 (phase ∈ {‘8’}) (weekday ∈ {‘Sat’}) 10 1
12 (phase ∈ {‘7’}) (weekday ∈ {‘Sat’}) 2 2

Total 193453 71
#res.: number of unique resources performed in an execution context
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6.3 Applying Execution Contexts

This section reports how the learned execution contexts can be applied to (i)
the analysis of resource profiles [8], i.e., describing the behavior of resources
in process execution, and (ii) the discovery of organizational models [12], i.e.,
finding groups of resources having similar characteristics.

Resource Profile Analysis. For an illustration purpose, we selected the 31
resources who performed in the last 6 execution contexts (i.e., id 7–12) and
calculated their activity frequency [8] with regard to those execution contexts.

Figure 5 shows a heatmap that visualizes the results. Darker colors indi-
cate larger values. We can see that resources exhibit clear differences. Most of
them only worked in execution context 7, which is the overtime work (‘Sun’)
on the main phases (‘0’, ‘1’, ‘4’, ‘5’). Another distinct pattern is concerned with
resources working only in execution contexts 8 and 9. They showed balanced
activity frequency regarding the two activity types (phase ‘3’ and ‘2’). Execu-
tion context 11 is specific to a single resource ‘560519’. This is an interesting
observation compared to execution context 4, where the same set of activities
performed on weekdays were covered by much more resources (47 of them).

Fig. 5. Visualizing resources’ activity frequency given execution contexts 7–12

Organizational Model Discovery. The original AHC method [12] derives an
“originator (resource) by activity” matrix, feeds it to agglomerative hierarchical
clustering, and gets resource clusters as the output. In our demonstration, we
use a “resource by execution context” matrix instead, i.e., count how frequently
resource conducted events having specific execution contexts. We keep identical
settings on all other steps and apply the silhouette score [11] to evaluate the
quality of the outputs. We varied the desired cluster number between 2 and 70.

Figure 6 shows the quality of discovery results, comparing between the use
of activity labels vs. execution contexts. The X-axis corresponds to the desired
number of resource clusters specified as a parameter, and the Y-axis corresponds
to the quality (silhouette score) of the discovery result. We can observe that using
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execution contexts, compared to the original method, led to better output qual-
ity in most situations. This indicates that using the learned execution contexts
contributed to uncover resource groups having more distinct characteristics.

Fig. 6. Quality of discovery results measured by their silhouette scores, per selected
number of clusters

Summary. The above applications of our approach show that it can be applied
before conducting resource-oriented process mining. The use of attribute spec-
ifications allows directly encoding user knowledge about the input event log,
making the approach configurable with regard to event logs with different fea-
tures. Learned execution contexts provide a multidimensional view on the input
log, where sublogs may be related to behavior of specific resources. This can be
a starting point to decompose large and complex event logs, so that resource-
oriented process mining can be applied to analyze dedicated sublogs.

7 Conclusion

In this paper, we discussed the problem of learning execution contexts, which is
concerned with characterization of resource groupings in process execution, con-
sidering three core process dimensions. We proposed an approach to automat-
ically learn execution contexts using a dedicated decision-tree-based algorithm
and tested it on real-life event log data.

Our current work has certain limitations. For one, learned execution contexts
are local optimal due to the greedy heuristic and that tree induction is sequential-
forward. A possible future direction is to explore searching methods with other
heuristics, e.g., simulated annealing, to produce better near-optimal solutions.
Second, the experiment used event log data from one process to demonstrate
the usefulness of the approach. Future work can look into a more comprehensive
evaluation using event logs recording different processes and containing more
attributes. Furthermore, the proposed approach can be compared with methods
that support the discovery of multidimensional resource characteristics related
to resource groupings.
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Abstract. Process mining is a prominent discipline that collects a vari-
ety of techniques fulfilling different mining purposes by gathering infor-
mation from event logs. This involves the continuous necessity of event
logs suitable for testing mining techniques with respect to different pur-
poses. Unfortunately, event logs are hard to find and usually contain
noise that can influence the results of a mining technique. In this paper,
we propose a framework for generating event logs tailored for differ-
ent mining purposes, e.g., process discovery and conformance checking.
Event logs generation and tuning are made out through business model
simulations guided by the mining purpose under consideration. Beyond
defining the framework, we implemented it as a tool, which has been also
used for the validation of the approach we propose.

Keywords: Process mining · Event log · Log generation · Simulation

1 Introduction

Nowadays, process mining is recognized as an important discipline in extracting
non-trivial information from the execution of business processes, thanks to the
increasing usage of information systems that record event logs of the deployed
processes [2]. The importance of process mining is well recognized also by com-
panies, which appreciate the possibility to gather knowledge from their processes
from actual execution data [24].

Process mining is a family of techniques and algorithms that enables to auto-
matically extract information out of event logs recorded during the execution of
business processes. The effectiveness and the precision of process mining tech-
niques are strictly related to the reliability of their mining algorithms, whose
development requires testing them against different event logs [17], usually cou-
pled with the models that generated them [9]. Mining algorithms extract different
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types of information according to the mining purpose they have to accomplish,
e.g., process discovery and conformance checking. Therefore, to test a process
mining algorithm it is important to use event logs that suit the purpose for
which the algorithm has been devised [22]. For instance, given a family of dis-
covery algorithms that leverages the same set of properties on the logs (e.g., the
coverage of the direct following relations for the Alpha miner family [3]), then
a fair comparison of the algorithms would require logs where such properties
are indeed satisfied. As stated in the literature [7,17,21], each of those purposes
heavily relies on the quality, with respect to specific properties, of the event logs
given as input to the related mining algorithms.

Obtaining event logs fitting for a purpose is a complex, yet necessary, achieve-
ment [6]. Specifically, [7] claims that bad quality logs hamper the use of pro-
cess mining techniques, thus researchers are encouraged to develop log gener-
ators that focus on a specific and explicit mining purpose. Event logs are dif-
ficult to find, in particular those directly extracted from deployed IT systems
that refer to real-world installations [8]. In this regard, several approaches, e.g.,
[8,12,15,17,19], propose the automated generation of artificial event logs via
the simulation of models in a predetermined language, e.g., BPMN or Petri Net.
However, these are purpose-agnostic, thus not meant to produce event logs fulfill-
ing properties required for a specific purpose. Instead, they simulate random exe-
cution traces, producing every time a different event log. The above-mentioned
issue paves the way to the need of answering the following research questions:

RQ1: Is it possible to define an approach for the automated generation of event
logs tailored to different mining purposes?
RQ2: Can model simulation be guided to produce event logs that fulfill a mining
purpose better than the ones generated with purpose-agnostic simulations?

To address these research questions, we propose the PURpose-Guided Log
gEneration (purple) framework. The main advantages of the purple frame-
work with respect to existing simulators are as follows. purple generates event
logs specifically tailored to the purpose of the mining technique under investi-
gation. To shape out an event log, the framework performs a guided simulation
of the input model that incrementally generates specific execution traces, until
the desired purpose is satisfied. The simulation is guided by hints, produced at
each step on the basis of the partial log generated up to that moment and the
properties required by the mining purpose. Additionally, the framework is meant
to simulate many kinds of business process models (e.g., BPMN, Petri Net, WF-
net). Besides the framework, we provide the purple tool, which implements a
BPMN and a Petri-net semantic engine, and addresses mining purposes concern-
ing process discovery and conformance checking. To validate the advancements
of our proposal to the state of the art on log generation, we carried out exper-
iments measuring the quality of logs generated by purple for the purposes it
supports, and we compared these results with the ones of other log generators.
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The rest of the paper is structured as follows. Section 2 provides notions on
event logs and Labeled Transition Systems. Section 3 introduces the purple
framework. Section 4 presents the purple tool and several instantiations of
the framework, while Sect. 5 reports the results of the conducted experiments.
Section 6 compares our approach with related works. Finally, Sect. 7 closes the
paper discussing assumptions, limitations, and opportunities for future works.

2 Background Notions

This section provides notions we use in the rest of the paper. An event log
consists of a set of cases, each of which refers to some events that can be
seen as one possible run of the process. An event refers to the execution of a
system activity, and it is described by a set of attributes. The most common
attributes for a recorded event are the activity name and the timestamp, but
also other information can be captured, such as the resource involved in the
activity execution, or the monetary cost associated with it. The sequence of
events related to a given case is called trace.

Figure 1(a) depicts a system modeled using the BPMN notation [20],
Fig. 1(b) shows a table containing an event log fragment with three cases gener-
ated by the BPMN model, while Fig. 1(c) reports a simple event log [2, Ch. 5],
which focuses only on the names of the executed activities. In this situation, an
event log can be thought of as a multiset of traces, where a trace is a sequence
of activity names [2]. The multiplicity of a trace is denoted in the simple event
log by a positive integer (omitted when it is equal to 1). A way of generating
event logs is through the simulation of a business process model [8]. The main
idea is to repeatedly “execute” a model and to record, in a log file, all events
observed during the execution. Simulators use the so-called play-out engines, like
in [4,10], to execute models [2, Ch. 2]. An engine provides the moves a model can
perform according to the semantics of the considered modeling language (e.g.,
the firing rule of Petri Nets [18] or the transition rules of BPMN operational
semantics [11]) usually defined by means of Labeled Transition Systems (LTSs).

An LTS consists of: states, representing the possible system configurations
(i.e., the execution states of the model), and labeled transitions, corresponding
to directed edges connecting states (representing moves in the model execution).
Formally, a transition system is a triple (S,L,→) where: S, ranged over by s, is
a set of states; L = A ∪ {τ}, ranged over by l, is the union of a set of (visible)
activity labels A, ranged over by a, and a special label τ denoting an invisible
activity; and →⊆ S × L × S is a transition relation. The τ action is used to
decorate those transitions of the LTS that do not refer to the performing of an
activity included in the model, but refer to the control of the execution flow, e.g.,
the execution of decisions, that can be neglected in the log generation. In an LTS,
we call a state initial (resp. final) if it does not have incoming (resp. outgoing)
transitions. The initial state, labeled si, corresponds to the initial configuration of
the model, where its execution starts, while a final state, labeled sf , is an ending
configuration, which corresponds to a proper or an improper termination.
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Fig. 1. From process model to event log.

Finally, for a given LTS, (S,L,→) with L = A ∪ {τ}, it is possible to char-
acterize: sub-traces as sequences of visible labels; traces as sequences of visible
labels from the initial to a final state; and logs as multisets of traces. Formally,
the sequence of labels 〈a1, a2, . . . , an〉 with a1, a2, . . . , an ∈ A is a sub-trace if
there exists 〈l1, l2, . . . , lm〉 with l1, l2 . . . , lm ∈ L such that: (i) 〈a1, a2, . . . , an〉
coincides with 〈l1, l2, . . . , lm〉 up to occurrences of τ ; and (ii) (s1, l1, s2) ∈→,
(s2, l2, s3) ∈→, . . . , (sm, lm, sm+1) ∈→ for some s1, s2, . . . , sm+1 ∈ S. If s1 is the
initial state and sm+1 is a final state, the sub-trace is called trace. Figure 1(d)
reports the LTS representing the behavior of the model in Fig. 1(a) produced
by the BPMN formalization described in [11]. Each configuration of the model,
i.e. each marking of tokens, corresponds to a state of the LTS. For example, the
initial marking, where there is only one token placed on the start event, corre-
sponds to the state si, while the marking obtained by one step of execution from
the initial marking, where the token is moved to the sequence edge incoming
into the activity A, corresponds to the state s1. The execution of an activity
of the model is rendered in the LTS through a transition labeled by the name
of the activity. Traversing the LTS from state si to sf , the sequences of visible
labels associated to the transitions represent the execution traces that can be
generated from the BPMN model in Fig. 1(a).

3 PURPose-Guided Log gEneration Framework

In this section, we introduce the PURPose-Guided Log gEneration (purple)
framework. It is meant to produce, by simulating models, event logs with dif-
ferent properties for targeting different mining purposes. purple supports the
simulation of models specified with different languages, by projecting their exe-
cution onto a common behavioral model, i.e., an LTS. Figure 2 depicts the com-
ponents of the purple framework: a semantic engine, an evaluator, and a
guided simulator. Except for the simulator that is fixed, the other components
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can be instantiated with different semantic engines, each one supporting a given
modeling language (e.g., BPMN, Petri Net), and with different evaluators, each
one tailored to a mining purpose (e.g., process discovery, compliance checking).

Fig. 2. purple framework components.

Before presenting in detail the purple components, we introduce here the
concept of context in which the purple components act. The context collects
and keeps updated the (even partial) LTS and a log of the model under con-
sideration. It acts as a sort of global variable that the purple components can
access/modify during the simulation like in a side-effect function. Notably, at
the beginning of a simulation, the context is set to an initial configuration where
the log is empty and an LTS contains only the initial state si.

We can now define the purple components starting from the semantic
engine. Being aware of its formal semantics, this component enacts the input
model. Given a state of the corresponding LTS (i.e., a model configuration), the
semantic engine returns the next reachable states (i.e., the model configurations
reachable by one move), and the labels of the transitions leading to them (i.e.,
the names of the performed activities). For example, considering the LTS in
Fig. 1(d) and its state s4, the semantic engine returns the next reachable states
coupled with the labels of the connecting transitions: {(B, s5), (C, s6)}. Relying
on different semantic engines, purple can obtain from each business process
model with an executable semantics the corresponding LTS [2, Ch. 3], thus
gaining in terms of generalizability.

The second component is the simulator that is devoted to produce traces
from the execution of the input model. By invoking the semantic engine, the
simulator component incrementally adds states and transitions to an LTS, then
traverses it to produce new traces to be added in the log. Notably, the simulator
acts on the LTS and on the log maintained by the context, starting from the
initial context. While building the LTS, the simulator generates a partial view
of the entire LTS and, at any time it reaches a final state, it stores the visited
trace in the log. The peculiarity of this component lies in a guided traversal of
the LTS to guarantee the production of traces, and hence a log, that satisfy the
desired mining purpose. Indeed, differently from a purely-random simulation,
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what the framework proposes is a guided simulation that takes as input a
guide suggesting an execution path, or part of it, to follow in the LTS traversal.

Lastly, the evaluator component is responsible to evaluate an event log in
relation to the peculiarities of the desired mining purpose. More practically, by
checking ‘how much’ the event log stored in the context satisfies the properties
needed for the purpose under consideration, the evaluator produces a delta, i.e.,
the guide that drives the simulator. A delta consists of sub-traces of the LTS
that have to be added in the log to increase its suitability for the purpose. These
sub-traces act as a bias for the simulation indicating the parts of the LTS to be
traversed, thus influencing the produced traces. As each evaluator is defined to
deal with a specific mining purpose, the generated delta is defined to achieve in
the final event log the properties required by that purpose. We clarify this point
with a simplistic example, used just for the sake of presentation: considering a
mining purpose that requires a log in which model activities appear at least once,
the evaluator will select the activities not yet in the log, and will produce a delta
containing sub-traces of length one with the labels of the missing activities.

By fixing a modeling language and a mining purpose (hence, a semantic
engine and an evaluator, respectively), we get an instantiation of purple ready
for producing logs. Providing a model as input, the purple instantiation starts
performing the looping four steps routine depicted in Fig. 3. Step (1) loads the
input model and sets the initial context. Then, the framework’s routine loops
between Steps (2) and (3) before producing the final log in Step (4).

model(1)
LOAD MODEL &

CHOOSE PURPOSE

current log(2)
SIMULATE

final log(3)
EVALUATE

delta

(4)
RETURN LOG

Fig. 3. purple routine.

1 simulate(st) :
2 i f st = 〈〉
3 return randomSim()
4 States := find(lts, st[1])
5 st := st \ st[1]
6 f o r s in States
7 stp := getPrefix(lts, s)
8 t := guidedSim(stp, s, st)
9 i f t �= 〈〉

10 return t
11 return 〈〉

Listing 1.1. Simulation function
for a given context 〈lts, log〉.

1 guidedSim(stp, scurr, st) :
2 i f st = 〈〉
3 return finalise(stp)
4 States := find(lts, st[1])
5 f o r snext in States
6 i f ∃ (scurr, st[1], snext) ∈ →
7 stp := stp + st[1]
8 t := guidedSim(stp, snext, st\st[1])
9 i f t �= 〈〉

10 return t
11 return 〈〉

Listing 1.2. Giuded simulation for a
given context 〈lts, log〉.

Step (2) performs the guided simulation of the model taking into considera-
tion the context containing the current LTS and log. As shown in Listing 1.1, the
simulation function depends on the input parameter st that is one of the sub-
traces in the delta. In case st is empty (i.e., 〈〉), the function executes the model
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in a random way (line 3) via the randomSim() call: starting from the initial
state of the LTS contained in the context, it repetitively invokes the semantic
engine to know the next states (adding them to the LTS in the context) and
chooses one of them randomly until it reaches one of the final states. This hap-
pens, for instance, in the case the evaluator has not performed any comparison
yet. In case of non-empty delta, instead, the function proceeds by considering st
as breadcrumbs to follow for logging a specific trace in the LTS. More in detail,
function find(lts, st[1]) (line 4) returns a set of states of the LTS reachable by a
transition labeled as the first element in the considered sub-trace, i.e., st[1]. In
case the found states do not have any successor in the current LTS, the function
find invokes the semantic engine and adds the results in the LTS. For each found
state s (line 6), the simulator calculates a prefix sub-trace stp that leads to s
via function getPrefix(lts, s) (line 7). Then, the algorithm calls the recursive
function giudedSim (line 8) to complete the trace with labels corresponding
to the remaining part of st, where the first label has been removed (line 5).
The guided simulation function, Listing 1.2, takes as input the prefix sub-trace
stp, the current state scurr of the LTS, and the remaining part of the hint of
the delta, i.e., the sub-trace st. This function recursively searches for states of
the LTS in the context, reachable from scurr through a sequence of transitions
labeled by the remaining elements in the hint st (lines 5-10). If a reachable state
is found (line 6, where → is the transition relation of the LTS), the prefix trace
is increased with the label of the connecting transition (line 7, where + denotes
the append operator on sub-traces). Then, the function is called recursively on
the enriched prefix, the next configuration, and the hint without the first label
(line 8). Once st no longer contains labels (line 2), the function enacts the base
case (line 3) where function finalise(stp) finalizes the prefix trace logging the
labels of the transitions leading to a final state, and returns the entire trace to
the calling function.

In Step (3) of the routine, the evaluator uses the context containing the event
log produced by the simulator in Step (2). On the basis of the mining purpose, a
specific evaluator calculates the delta, and evaluates if the purpose is satisfied. If
not, the routine loops back to Step (2) to repeat a new simulation based on the
calculated delta. Instead, if the purpose is satisfied, the simulation terminates
and the generated event log is given as output in Step (4).

4 purple at work

We present here four instantiations of the purple framework addressing pur-
poses concerning process discovery and conformance checking. These instantia-
tions are described using the purple tool that implements the framework and its
routine. Tool, source code, instructions, and examples are available at https://
pros.unicam.it/purple/. The purple tool provides two semantic engines that
implement a wide subset of the BPMN semantics described in [11], and the
Petri-net semantics [18]. Concerning BPMN, purple supports process and col-
laboration diagrams made up by pools, empty start and end events, message

https://pros.unicam.it/purple/
https://pros.unicam.it/purple/
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start and end events, terminate end events, intermediate message throw and
catch events, tasks, parallel gateways, exclusive gateways, and event-based gate-
ways. The latter engine, instead, supports standard Petri-nets (including partic-
ular classes of Petri-nets, such as WF-nets). Moreover, purple implements four
evaluators addressing process discovery and conformance checking. Notice that
some evaluators may require, besides the log, additional parameters dealing with
specific implementation aspects (e.g., a maximum number of traces to generate
for ensuring termination). The pseudocode of the four evaluators is available
online, at the purple’s website, in a companion technical report.

Process discovery in purple. The first instantiation of purple that we con-
sider regards the process discovery. To check the reliability of a discovery algo-
rithm, or to perform a benchmark of different techniques, logs presenting spe-
cific characteristics are required. purple implements evaluators addressing two
specific discovery purposes: one is devised for algorithms relying on the order
relation between activities, such as the Alpha algorithm [3], while the other one
is for algorithms relying on frequencies, such as the Heuristics miner [23]. All
these purposes can be applied to both BPMN and Petri-net models. In the rest
of the section, for the sake of presentation, we consider only BPMN models,
but the same reasoning applies to Petri-net ones, with the only difference in the
generation of the LTS by means of a different semantic engine.

The aim of the Process discovery via order relations purpose is to
generate event logs for discovery algorithms that build the output models on the
basis of the order relations between activities. These algorithms, e.g., the Alpha
family, scans the input event log to find the footprint matrix of the original
model. Assuming that an activity Y directly follows an activity X (X > Y ) if
and only if there exists a trace in the log where Y appears immediately after
X, the footprint matrix can contain three kinds of order relations [3, Def. 3.2].
The sequence relation, denoted by X→Y , holds if and only if X > Y and Y �> X.
The parallel relation, denoted by X||Y , means that X directly follows Y and
vice versa (X||Y ⇐⇒ X > Y and Y > X). The last relation, denoted by
X#Y , is used when two activities are unrelated, i.e., neither X directly follows
Y nor Y directly follows X (X#Y ⇐⇒ X �>Y and Y �>X). Considering the
model in Fig. 4(a), the corresponding matrix is provided in Fig. 4(b). To obtain
an accurate version of the original model, the input event log has to provide
as many order relations as possible to fill the footprint matrix. For instance,
logging multiple times the same trace is useless as it always provides the same
order relations. This can be achieved with purple through an evaluator that
guides the simulation into the discovery of the footprint matrix avoiding to
produce duplicates of the same trace. Therefore, purple points at generating
the smallest log covering the relations in the footprint matrix.

The simulation step of the routine is triggered at first with an empty delta,
leading to a random simulation of the model. A possible trace result of the
first simulation run maybe 〈A,B,C,E〉, where the simulator performed tasks A,
B, C and E, one after the other modifying the initial context. Specifically, the
simulator adds to the initial LTS the states and the transitions discovered by the
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Fig. 4. An input process model (a), and the related footprint matrix (b).
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Fig. 5. LTS (a), log (b), and footprint (c) resulting from the first run of simulation.

semantic engine, producing the LTS in Fig. 5(a) to the exclusion of dotted states
and transitions which are still to discover. Moreover, it inserts in the empty log
the discovered trace, resulting in Fig. 5(b). Notably, to speed up the generation of
the entire LTS, the simulation adds to it all the states discovered by the semantic
engine, even if they do not take part to the produced trace (see states s6 and s9).
Then, the evaluator calculates the order relations considering the updated log
in the context. The log identifies 3 order relations: A→B, B→C, and C→E; the
other activities are still unrelated, thus the resulting footprint matrix is the one
in Fig. 5(c). At this point, purple compares the obtained footprint matrix with
the one of the original model (Fig. 4(b)) to calculate the missing relations, and
produces the delta for the upcoming simulation step. The order relations that are
still missing are: A→D, B→E, C→B, and D→E. These relations are translated
into sub-traces composing the delta as following:{〈A,D〉, 〈B,E〉, 〈C,B〉, 〈D,E〉}.
Since the delta is not empty, this time is crucial to guide the simulator in the
search of additional traces containing the missing relations; in doing that, the
simulator relies also on the LTS in the context. Considering the first hint of the
delta, 〈A,D〉, the simulator looks for a state with an incoming transition labeled
by A, that is state s2, then it goes forward in the LTS to find a transition
labeled by D. Being s3 already visited, the simulator goes ahead to state s9
that corresponds to a state in which activity D is enabled. Then, the simulator
finalizes the trace until it reaches a final state, logging the trace 〈A,D,E〉. Instead,
considering the hint 〈C,B〉 of the delta, the simulator has two states with an
incoming transition labeled by C, i.e., s6 and s7, from which it starts looking
for a transition labeled by B. State s7 leads only to a transition labeled by
E, while state s6 leads to state s7 with a transition labeled by B. Thus, the
simulator follows this latter path in the LTS, logging the trace 〈A,C,B,E〉. The
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LTS produced by the simulator after the second run of simulation corresponds to
the one in Fig. 5(a) considering also dotted states and transitions. The resulting
log is {〈A,B,C,E〉, 〈A,C,B,E〉, 〈A,D,E〉}. The evaluator takes this log as input
and assesses that all relations in the footprint matrix are covered, i.e. 100% of
completeness is achieved. Notably, in this example, we required the highest level
of completeness, but the user could specify a lower threshold. The purpose is
satisfied since the log covers all relations and does not contain repeated traces,
hence purple produces as output the .xes file.

The Process discovery via frequencies instantiation aims at generat-
ing event logs for discovery algorithms based on frequencies. For instance, the
Heuristics algorithm relies on threshold values for filtering less frequent behav-
iors, e.g., the occurrences of an activity or of an order relation. To this aim, we
provide an instantiation of purple permitting to choose the traces frequency.
The resulting event log can be tuned in order to represent more realistic situa-
tions where behaviors could be less or more frequent than others. Logs of that
form suite also for comparing the filtering approaches of different algorithms. To
address this purpose, purple extracts the set of traces the model can perform
and information regarding the loops. Then, the user specifies the percentage of
occurrence for each trace, a threshold value for the maximum number of rep-
etitions of loops, and a minimum number of traces to be produced. Therefore,
during the log generation, the evaluator implemented for this purpose compares
the occurrences of traces and the thresholds for the loops chosen by the user
with the current log, and generates a delta accordingly. In case some of these
values are lower than requested, the evaluator passes to the simulator a delta
containing the entire traces that are still infrequent in the log. If a trace contains
a loop, the evaluator modifies the trace in the delta by repeating the loop (for
a random number of times below the given threshold). Then, the delta, which
contains only complete execution traces of the input model, guides the simula-
tor from the initial to the final state of the LTS. Once the minimum number
of traces in the log is reached, and the requested occurrence percentages are
satisfied, purple returns the log .xes file.

Conformance Checking In purple. Lastly, we present purposes related to
conformance checking, a family of techniques for comparing a model and a log. In
particular, we consider techniques based on [2]. They permit to spot differences
between the expectation (i.e., the process model) and the reality (i.e., the event
log). Alignments explicitly show where deviations are located and which are
the involved activities. Computing alignments is an expensive task, especially in
presence of models with huge state-space, and there exist different approaches
implementing it [5]. To check the reliability of such techniques, or to compare
their performances, it is necessary to have logs embedding traces with deviations
from the normal behavior, i.e., noisy behaviors. To this end, we propose two
instantiations of purple producing event logs from BPMN and Petri-nets with
a precise amount of noisy behavior, or with a precise alignment cost.

The conformance checking via noise frequencies instantiation generates
event logs with the desired percentages of noisy traces. The literature identifies
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types of noise that can affect a trace in an event log [13]; here we consider
the following: missing head, a trace without some of the initial events; missing
tail, a trace without some of the final events; missing episode, a trace without
some of the intermediate events; order perturbation, a trace where some events
appear in a wrong order; and additional event, a trace in which appears an alien
event. This instantiation of the framework takes as inputs a model to simulate, a
number of traces to generate, a percentage of occurrence for each type of noise,
and a precision in reproducing the noise percentages. Whenever it is invoked, the
evaluator sends an empty delta to the simulator to receive back a random trace
without noise. Then, it compares the percentage of occurrences for each type of
noise in the current log with respect to the requested one. The trace is hence
modified introducing the type of noise farthest from the requested occurrence. In
case of missing head, missing tail, or missing episode, purple removes a random
number of events from the head, from the middle, or from the tail of the trace,
respectively. In case of order perturbation it swaps two or more events in the
trace, while in case of additional event it inserts an event named differently from
every activity name in the model. Once the evaluator finds the desired noise
percentages and number of traces, it returns the final log.

The conformance checking via fixed align cost purpose aims at gen-
erating event logs with a precise amount of noise that involves a specific cost
for the alignment. Roughly speaking, the alignment cost indicates the number
of deviations between the model and the log. An alignment cost equal to zero
indicates a perfect match between the log and the model, while higher costs
indicate the presence of non-compliant behaviors. Synchronous moves between
trace and model cost zero, while moves that can be performed only in the model
or only in the trace usually cost 1. The same trace can be aligned to the model
following different execution paths and leading to different costs; the one to con-
sider for calculating the mean value is the lowest i.e., the optimal alignment. The
overall alignment cost is the average of the optimal alignments for each trace in
the log. Considering the model in Fig. 4 (a), a noisy trace could be 〈B,C,E〉,
where the event labeled with A lacks. By aligning this trace through the path
〈A,D,E〉, only the last event matches, thus we have to perform two moves in
the trace and two moves in the model that cost in total 4. While following the
path 〈A,C,B,E〉 and 〈A,B,C,E〉, the alignment costs are respectively 3 and 1.
Therefore, the optimal alignment cost to consider is the lowest one, i.e. 1.

Here, purple takes as input a model, a desired alignment cost, a log size,
and a precision in reproducing the exact alignment cost. Before evaluating the
current log, the framework extracts from the model the set of traces that can be
produced, and uses them later for calculating the alignment costs. Then, similarly
to the previous purpose, the evaluator receives from the simulator traces without
noise, perturbs them with a type of noise, and updates the reached alignment
cost. Every time a noisy trace is added to the current log, the evaluator calculates
the optimal alignment cost computing the minimum among the Levenshtein
distances [16] between the noisy trace and traces previously extracted from the
model.
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5 Validation

In this section, we present a list of experiments on the presented instantiations
of the framework, using the corresponding implementations in the purple tool.
The experiments are carried out by means of synthetic and real(istic) BPMN and
Petri-net models, respectively generated by PLG2 (https://plg.processmining.
it/) or obtained from the literature. The models contain start/end events, activ-
ities, and XOR/AND gateways; their dimension ranges from a minimum of 8 to
a maximum of 53 elements. Concerning their topology, they are both structured
and unstructured, and some of them contain loops. Any further information
about the models and the artifacts generated during the experiments is available
at https://bitbucket.org/proslabteam/validation/. Notably, the aim of this vali-
dation is to show the suitability of the framework in addressing mining purposes
of different kinds. In each experiment, we use as a measure a quality criterion
for the event logs, set on the basis of the purpose to address. When possible, we
compare the results of these measurements with the ones achieved by reference
tools, such as PLG2, BIMP (https://bimp.cs.ut.ee/), and the ProM (https://
www.promtools.org/) plugin of the GED methodology [14]. We selected these
tools among the ones found in the literature (we refer to Sect. 6 for a comprehen-
sive review of tools for log generation) using as inclusion criteria: the availability
of an operating software to be used for the experiments, and the possibility of
tailoring the produced logs to the mining purpose under analysis.

Table 1. Process discovery via order relations validation results.

Model El. Traces PURPLE Coverage with 1000 traces Coverage with min traces

BIMP GED PLG2 BIMP GED PLG2

p0 10 3 100% 63% 100% 100% 63% 100% 100%

p1 11 3 100% 63% 100% 100% 63% 63% 75%

p2 12 5 100% 75% 100% 100% 75% 100% 100%

p3 17 5 100% 83% 100% 100% 83% 92% 100%

p4 21 10 100% 61% 100% 100% 56% 89% 100%

p5 27 10 100% 74% 91% 91% 70% 91% 83%

p6 34 14 100% 39% 69% 100% 39% 69% 94%

p7 40 76 100% 24% 68% 97% 24% 68% 93%

p8 49 226 100% 6% 49% 99% 6% 49% 97%

p9 53 41 100% 25% 54% 99% 25% 50% 89%

Regarding the process discovery via order relations, the comparison
measure we use to assess event logs quality is coverage, i.e., the percentage of
activity relations provided in the log with respect to the entire set of relations
present in the model. In this regard, we ran the logs generation setting to 1000
the number of traces to produce by the tools, except for purple since it stops
autonomously the simulation once the purpose is satisfied. In a second experi-
ment, for each input model we decreased the number of traces to be produced

https://plg.processmining.it/
https://plg.processmining.it/
https://bitbucket.org/proslabteam/validation/
https://bimp.cs.ut.ee/
https://www.promtools.org/
https://www.promtools.org/
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to the amount of traces that purple needs to cover the entire footprint matrix.
Notably, both kinds of experiments have been repeated 10 times for each model,
but, for the sake of presentation, the results reported in the following consider
the worst results achieved by purple and the average results achieved by the
other tools. For each of the considered process model, we obtained eight event
logs, two from each tool, and we compared them with respect to the coverage
of the footprint matrix. Table 1 summarizes the results of this comparison. The
first two columns, Model and El., contain the name of the process model and the
number of its elements, respectively. The third column, Traces, reports the num-
ber of traces autonomously generated by purple that permit to cover the entire
footprint matrix as reported in column 4. Columns from 5 to 7 show the per-
centages of activity relations covered by BIMP, GED, and PLG2, respectively,
using a threshold of 1000 traces to be generated. The last three columns pro-
vide results for analogous experiments where the values of column 3 are used as
threshold for the traces to be generated. Being guided by the evaluator, purple
covered entirely the relations matrix for each of the considered process models.
Instead, the other tools show worse results, especially in the case of bigger mod-
els containing many parallel or exclusive branches, as such models involve higher
numbers of order relations. Indeed, a model with n activities to be executed in
parallel implies having n(n−1) relations to discover, while a model with n activ-
ities in sequence (one after the other) shows just n − 1 relations. For instance,
model p8 has six parallel split gateways and one exclusive split gateway with 3
levels of nesting, and the resulting footprint matrix contains 699 relations to be
discovered. The results achieved using the number of traces generated by pur-
ple as threshold show that, on average, BIMP covers the 6% of the footprint
matrix, PLG2 the 97%, and GED the 49%. When we increase the number of
traces to produce, the results get slightly better for PLG2 which reaches the 99%
of coverage, while they remain unchanged for BIMP and GED.

For what concerns the process discovery via frequencies, we use as qual-
ity measures the error in reproducing the desired percentages of occurrence for
the trace variants, and the number of repetitions of each loop in the model.
For this instantiation, a comparison between purple and other tools would be
unfair, since none of the other tools permits to customize the trace frequencies.
Therefore, we run the simulations only on purple. To this aim we used a set
of models that contain loops, using a random value for the trace frequencies,
the loop repetition thresholds fixed to 5, and the number of traces set to 10000.
We analyzed the resulting logs using ProM to extract the occurrences of each

Table 2. Process discovery via fre-
quencies results.

Model El. Traces Loops

repetition avg.

Error

p10 8 10000 3.2 0%

p11 10 10000 3.2 0%

p12 19 10000 2.9 0%

p13 25 10000 2.7 0%

p14 38 10000 2.9 0%

trace variant and the number of loop repeti-
tions. The results are presented in Table 2.
We report the dimension of the input model,
the number of generated traces, and the
error. For each model, purple reproduces
the correct number of trace variants, keep-
ing the loop repetitions under the selected
threshold. These results were expected since
the evaluator always provides deltas that
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force the simulator to follow a precise execution trace in the LTS. Thus, the
simulator produces exactly the log required by the user, avoiding errors.

For the conformance checking via noise frequencies, we compare the
event logs generated by purple and PLG2, as the latter permits to choose
percentages of noise. We compare event logs with 5000 traces and the 10% of
noised traces for each type of noise, i.e., 500 for missing head, 500 for missing tail,
500 for missing episode, 500 for order perturbation, and 500 for additional event.
Finally, we analyze the logs to calculate the error in reproducing the desired

Table 3. Conformance checking via
noise frequencies results.

Model El. Traces Error

PLG2 PURPLE

p25 10 5000 20,6% 0%

p26 11 5000 22,5% 0%

p27 12 5000 21,0% 0%

p28 17 5000 21,3% 0%

p29 21 5000 18,8% 0%

occurrence rate for each type of noise.
Table 3 reports the results of the compari-
son. It shows that purple produces always
the exact number of noised traces, while
PLG2 produces fewer noised traces than
requested. On average, the error in the logs
of PLG2 is equal to 20,8%, meaning that
around 500 noised traces over 2500 are miss-
ing. The bigger lack results in reproduc-
ing traces with order perturbation, probably
because PLG2 swaps also activities that are in parallel, so that the resulting trace
is still compliant with the model. This problem is avoided in purple, because
it checks if the noised trace is compliant or not with the model before adding it
to the log.

With respect to the conformance checking via fixed align cost, we
evaluate only the logs of purple, as no other tool supports this purpose. Here
we set the desired alignment cost to 3 for each simulated model and a log size
of 2000 traces, then we use the resulting logs and the input models to calculate

Table 4. Conformance checking via
fixed align cost results.

Model El. Traces Alignment cost

Required Obtained Error

p30 6 2000 3 3.03 1%

p31 18 2000 3 2.91 3%

p32 27 2000 3 2.93 3%

p33 35 2000 3 2.91 2.3%

p34 43 2000 3 2.89 4.3%

via ProM the real costs for the alignments.
Table 4 puts in comparison, for each consid-
ered model, the required and the obtained
alignment costs. The results show that the
generated logs have alignment costs very
close to the expectations. Overall, the error
percentage made by the tool is on average
equal to 2.7%. This discrepancy depends on
the fact that the tool generates noised traces
in order to make the log converge to the
required alignment cost, but before reaching it the simulation is stopped because
the requested number of traces to produce is reached.

6 Related Works

This section discusses the most relevant works on the generation of artificial event
logs. In describing them, we put the focus on the main features of purple, such
as the generation of event logs tailored to a desired mining purpose from models
specified in different modeling languages. Thus, we mainly consider which kinds
of event logs these approaches can generate, and which models they support.
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Esgin and Karagoz present in [12] a solution to the problem of unlabeled event
logs [1] proposing a synthetic event log generation approach. The generation of
event logs can be tuned according to four parameters: the activity priority, an
unexpected process termination probability, a noise threshold, and a branching
probability for the choice gateways. Apart from these options, the simulation
performs random executions of the input Petri-net. Differently from us, the app-
roach supports only Petri-nets, cannot handle different mining purposes, and is
not implemented in a tool.

Kataeva and Kalenkova propose in [15] grammar rules generating well-
structured WF-Nets from which to produce logs. With respect to purple, this
work strongly limits the kind of logs that can be produced. Indeed, it handles
just well-structured WF-Nets; moreover, logs cannot be tuned for specific mining
purposes. In the same fashion, Burattin presents in [8] a tool, called Process Log
Generator (PLG2), that creates well-structured BPMN models, and produces
event logs from their simulation. To produce artificial models, PLG2 combines
different control-flow patterns, via context-free grammar according to options
like the number of gateways, or the presence of noise. With respect to purple,
this approach relies on random executions of the input model and works only
with BPMN. Similarly, Alves and Günter propose in [17] a tool for the genera-
tion of event logs through the simulation of colored Petri-nets. They point out
the issues related to the use of real-life event logs to fine tune mining algorithms,
and how the incompleteness of an event log or the presence of noise can compro-
mise the evaluation of the mining algorithms. Also this approach cannot tune
the logs to produce since it relies on a random simulation of the input model.

Mitsyuk et al. face in [19] the problem of defining and generating logs from
collaborative processes. They use an executable BPMN semantics supporting
a subset of elements from the standard notation, such as tasks (also send/re-
ceive), sub-processes, parallel and exclusive gateways and cancellation events.
Moreover, they consider the data perspective, as data objects can store single
data values used for driving exclusive choices. The result is a log generator inte-
grated in the ProM framework that produces random event logs in .xes files.
With respect to our work, they can simulate communication between processes;
however their approach only deals with a single modeling language and cannot
be tuned for specific purposes. Stocker and Accorsi introduce in [21] an approach
for generating event logs for a specific purpose, i.e., testing security properties.
They present a tool, called SecSy, that generates logs from the simulation of a
Petri-net in a specific scenario. The simulation performs random execution of
the model, then it applies transformations to the generated event log. These
transformations remove or insert activities and modify traces in order to vio-
late security properties. Compared to ours, this approach takes care of just one
specific purpose for which the produced event logs are tuned, and of just one
modeling language (i.e., Petri-net).

Finally, Jouck and Depaire present in [14] a log generation approach specific
for the comparison of discovery algorithms. They produce, and then simulate, a
population of well-structured models from selected workflow patterns, to ensure
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the presence of specific activities order relations chosen by the user. Compared
to ours, this work uses process trees to produce logs and, apart from process
discovery, further purposes are not taken in consideration.

Summing up, differently form the purple framework, the works mentioned
above mainly focus on generating random event logs without focusing on spe-
cific mining purposes. Moreover, they limit the simulation to single modeling
languages, and also to structured models. Lastly, some of them produce logs in
non-standard formats, jeopardizing the compatibility with process mining tools.

7 Concluding Remarks

The presented work proposes a novel framework, purple, to generate event logs
via guided simulation of business models. purple is meant to deal with sev-
eral modeling languages and different mining purposes, as well as to ensure that
the produced event log brings properties related to the selected mining pur-
pose. Along with the definition of purple, we present framework instantiations
addressing the generation of event logs tailored to four purposes. These instan-
tiations and two semantic engines for BPMN and Petri-Net are implemented in
the purple tool we provide. The analysis of the related works and the compari-
son we conducted between the existing log generators show that purple is able,
better than the others, to tune the simulation to the mining purpose.

In conclusion, both research questions presented in the Introduction can be
positively answered. Concerning RQ1, we provided a general framework for the
automated generation of event logs tailored to different mining purposes, as
well as several instantiations of it, thus proving the feasibility of the approach.
Regarding RQ2, we experimented our solution considering different purposes,
and it proved to be more effective compared to purpose-agnostic simulators.

Assumptions and Limitations. We formalize the purple framework under
the assumption of simple event logs, which contain only activity names. Conse-
quently, the purple framework focuses mainly on control-flow aspects. In par-
ticular, the delta inherits this assumption as the sub-traces included in the delta
are lists of activity names. Notably, this still allows defining mining purposes and
evaluators that guide the simulation according to aspects of some other model
perspectives. For instance, one can define an evaluator producing log on the basis
of the cost of the activities tailored to what-if analysis techniques. Nevertheless,
handling traces with just the activity names results in a limitation to the variety
of mining purposes and evaluators that can be defined on top of purple. For
example, simple logs do not deal with the resource perspective needed for social
network analysis purposes, or the data perspective for decision mining purposes.
Moreover, even if purple produces event logs containing timestamps, they cor-
respond to the moments the tool records the events. The user cannot influence
timestamps, e.g., setting activity durations and delays between activities.

Regarding the delta definition in terms of sub-traces, another concern is that
it cannot guide the simulator toward more abstract or generic behaviors. For
instance, the delta cannot suggest the simulator to look for traces where a loop



A. Burattin et al. 197

is repeated a casual number of times or where an event follows another not
directly as some events may appear in the middle. Instead, by defining the delta
using a language for expressing a set of traces (e.g., regular expressions), we
could make more complex queries on the LTS, and thus address more purposes.

Future Works. As future works, we intend to pursue the development of the
purple framework, both from the theoretical and the practical point of view.
We aim to formalize the purple framework and its components in order to
investigate its formal properties. Moreover, we intend to define and implement
other evaluators, in order to handle other mining purposes and take into account
other model perspectives, like data and multi-party communication. This can, for
instance, give the chance to the user to generate event logs with different data
quality issues in order to test approaches and algorithms dealing with them.
Regarding the tool, we aim at parallelizing the computations of the simulation
by handling more than one hint of the delta at the same time, and we plan to
implement a debugging console for spotting useful information on simulations,
including possible tool anomalies.
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Abstract. Logs of real-life processes often feature uncertainty pertaining the
recorded timestamps, data values, and/or events. We consider the problem of
checking conformance of uncertain logs against data-aware reference processes.
Specifically, we show how to solve it via SMT encodings, lifting previous work
on data-aware SMT-based conformance checking to this more sophisticated set-
ting. Our approach is modular, in that it homogeneously accommodates for dif-
ferent types of uncertainty. Moreover, using appropriate cost functions, different
conformance checking tasks can be addressed. We show the correctness of our
approach and witness feasibility through a proof-of-concept implementation.

1 Introduction

Process mining is a well-established field of research at the intersection between BPM
and data science. The vast majority of process mining tasks assumes that their input
event data provide an accurate and complete digital footprint of reality [20]. In many
settings, this is an unrealistic assumption: events may be missing or totally/partially
wrongly recorded, due to various factors such as human errors, faulty loggers, errors in
the acquisition of events (e.g., through sensors), etc. To mitigate this issue, two lines of
research emerged lately. The first deals with methodologies and techniques to improve
the quality of event data, thus handling uncertainty in the data preparation phase [21].
The second aims instead at incorporating the management of uncertainty within the pro-
cess mining tasks themselves, leading to a new generation of process mining techniques
where process models [1,4,13,18] and/or event logs [8,17] explicitly address different
kinds of uncertainty.

Surprisingly enough, the latter has received much less attention from the commu-
nity. In this work, we aim at contributing to the advancement of process mining on
uncertain data, considering in particular the problem of conformance checking [7].
Specifically, our contribution is twofold:

1. We introduce a framework for data-aware conformance checking over uncertain
logs, through a suitably extended notion of alignment. The framework employs Data
Petri nets [14] for reference process models, and addresses event logs incorporating
sophisticated forms of uncertainty, pertaining the recorded timestamps, data values,
and/or events. Notably, the framework comes with a generic cost function whose
components can be flexibly instantiated to homogeneously account for a variety of
measures required for computing optimal alignments.

c© Springer Nature Switzerland AG 2022
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2. We devise a corresponding operational counterpart to effectively attack the problem
of computing alignments and their costs. Instead of relying on ad-hoc algorithmic
techniques, our approach builds on and extends [11] to encode the problem into the
well-established automated reasoning framework of SMT. This allows us to employ
state-of-the-art SMT solvers.

To handle uncertainty in the log, we follow the approach in [17], where the log
is explicitly enriched with annotations reflecting the degree and nature of uncertainty.
Such annotations may be derived from operational characteristics of the information
system recording the event data (considering its logging precision and reliability),
and/or by directly attaching them to the generated events. For instance, the log may
be enriched with explicit details on the coarseness or precision of an automatic logging
device (such as a sensor); alternatively, uncertainty-related annotations may be derived
from domain knowledge on the precision and frequency of a specific human activity. In
particular, our framework accounts for four main types of uncertain event data.

• Uncertain events: these are recorded in a log trace but come with a known con-
fidence value, capturing the degree of (un)certainty about the fact that a recorded
event actually happened at all during the process execution.

• Uncertain timestamps: due to coarseness of the logging activity, events are in general
not totally ordered, but come with a fixed range of possible timestamp values. This
calls for considering multiple possible orderings and treating a log trace as a set of
events rather than a sequence.

• Uncertain activities: this pertains events whose reference activity is not certainly
known. Hence, the event comes with a candidate set of possible activities (each with
its own confidence value).

• Uncertain data values: in the execution of data-aware processes, for instance due to
sensor precision, event data attributes may come with both coarseness and ambigu-
ity. Specifically, the log may only record a set of possible values or an interval for a
given attribute, requiring all possible values to be considered.

We stress that the notion of confidence used here should not be confused with that of
probability: it measures the degree of trust in the recorded behaviour, which has nothing
to do with the likelihood/frequency of such a behaviour.

To account for these different types of uncertain event data, we borrow from [17]
and adapt to our data-aware setting the notion of realization. A realization of a log
trace with uncertainty is an ordered sequence of events in which the uncertainty of all
types of event data as above is resolved. Our task then concretely becomes as follows:
given a Data Petri net and a log trace with uncertainty, find some realization of that
trace that admits an optimal alignment, i.e., an alignment of minimal cost among all
possible realizations for that log trace. Differently from [17], the confidence values of
the original trace are used as an essential component for measuring the cost incurred in
selecting realizations.

Crucially, since we are in a data-aware setting, a log trace may correspond to
infinitely many possible realizations. This is handled symbolically thanks to our SMT-
based approach.
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The rest of the paper is organized as follows. First, in Sect. 2 we recall the required
preliminaries. Then, in Sect. 3 we fix the shape of traces in event logs with uncertainty
and the notion of alignments. In Sect. 4 we detail the cost components that must be
considered in the setting with uncertain even data and that we use to define the con-
formance checking task. We discuss separately one main cost component: the notion of
data-aware alignment cost function (in Sect. 4.1). In Sect. 5 we illustrate our SMT-based
encoding and we report on the implementation. We conclude in Sect. 6.

2 Preliminaries

In this section we recall data Petri nets (DPNs) and their execution semantics, and the
main notions of the machinery behind our approach, namely SMT.

2.1 Data Petri Nets

We use Data Petri nets (DPNs) for modelling multi-perspective processes, adopting the
same formalization as in [11,14]. For lack of space, in what follows we only recall the
definitions and notation required for our technical development, referring the reader to
[11,14] for further details.

Let V be a set of process variables, each with a type and an associated domain:
booleans (type bool), integers (int), rationals (rat) or strings (string). We con-
sider two disjoint sets of annotated variables V r = {vr | v ∈ V } and V w = {vw |
v ∈V } to be read and written by process activities, as explained below. Based on these,
we define constraints according to the grammar for c:

c ::= vb | b | n ≥ n | r ≥ r | r > r | s = s | c ∧ c | ¬c s ::= vs | t

n ::= vz | z | n + n | −n r ::= vr | q | r + r | −r

where vb ∈ Vbool, b ∈ B, vs ∈ Vstring, t ∈ S, vz ∈ Vint, z ∈ Z, vr ∈ Vrat, and
q ∈ Q. Standard equivalences apply, hence disjunction (i.e., ∨) and comparisons >,
�=, <, ≤ can be used as well (bool and string only support (in)equality). The set
of constraints over variables V is denoted C(V ). These form the basis for expressing
conditions on the values of variables that are read and written during the execution of
process activities. For instance, a constraint (vr

1 > vr
2) dictates that the current value of

variable v1 is greater than the current value of v2. Similarly, (vw
1 > vr

2+1)∧(vw
1 < vr

3)
requires that the new value given to v1 (i.e., assigned as a result of the execution of the
activity to which this constraint is attached) is greater than the current value of v2 plus
1, and smaller than v3.

Definition 1 (DPN). A tuple N = (P, T, F, �, A, V, guard) is a Petri net with data
(DPN), where:

– (P, T, F, �) is a Petri net with two non-empty disjoint sets of places P and transitions
T , a flow relation F : (P × T ) ∪ (T × P ) → N and a labeling function � : T →
A ∪ {τ}, where A is a finite set of activity labels and τ is a special symbol denoting
silent transitions;
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– V is a set of typed process variables; and
– guard : T → C(V ) is a guard assignment (for t ∈ T with �(t) = τ we assume that

guard(t) does not use variables in V w).

As customary, given x ∈ P ∪ T , we use •x := {y | F (y, x) > 0} to denote the preset
of x and x• := {y | F (x, y) > 0} to denote the postset of x.

To assign values to variables, we consider a state variable assignment, i.e., a total
function α that assigns a value (of the right type) to each variable in V . A state in a
DPN N is a pair (M,α) constituted by a marking M : P → N for the underlying Petri
net (P, T, F, �), plus a state variable assignment α. Therefore, a state simultaneously
accounts for the control flow progress and for the current values of all variables in V ,
as specified by α.

Given N , we fix one state (MI , α0) as initial, where MI is the initial marking of
the underlying Petri net (P, T, F, �) and α0 specifies the initial value of all variables in
V . Similarly, we denote the final marking as MF , and call final any state of N of the
form (MF , αF ) for some αF .

We now define when a Petri net transition may fire from a given state (M,α). Infor-
mally, a transition firing is a couple (t, β) where t ∈ T and β is a function used to
determine the new values of variables after the transition has fired. The step yields a
new state (M ′, α′), and is denoted (M,α) (tn,βn)−−−−−→ (M ′, α′). A transition firing is valid
in a state (M,α) when t is enabled in M and α satisfies the constraint associated to t.
The formal definition can be found, e.g., in [11,14].

Based on this single-step transition firing, we say that a state (M ′, α′) is reach-
able in a DPN with initial state (MI , α0) iff there exists a sequence of valid tran-

sition firings of the form f = 〈(t1, β1), . . . , (tn, βn)〉 such that (MI , α0) (t1,β1)−−−−→
. . . (tn,βn)−−−−−→ (M ′, α′). Moreover, such a sequence f is called a process run of N if
(MI , α0) f−→ (MF , αF ) for some αF , i.e., if the run leads to a final state. As in [11,15],
we restrict to DPNs where at least one final state is reachable.

We denote the set of transition firings of a DPN N by F(N ), and the set of process
runs by Runs(N ).

Example 1. Let N be as shown (with initial marking [p0] and final marking [p3]).
Runs(N ) contains, e.g., 〈(a, {xw �→ 2}), (b, {yw �→ 1}), (c, {xr �→ 2, yr �→ 1})〉
and 〈(a, {xw �→ 1}), (b, {yw �→ 1}), (d, {yr �→ 1, xr �→ 1})〉, for α0 = {x, y �→ 0}.

p0
a

xw ≥ 0 p1
b

yw > 0 p2 c
xr �= yr

p3
e

yw = yr + 1

d

xr = yr

2.2 Satisfiability Modulo Theories (SMT)

The classic propositional satisfiability (SAT) problem amounts to, given a propositional
formula ϕ, either find an assignment ν under which ϕ evaluates to true, or detect that
ϕ is unsatisfiable. E.g., given the formula (p ∨ q) ∧ (¬p ∨ r) ∧ (¬r ∨ ¬q), a satisfying
assignment is ν(p) = ν(r) = , ν(q) = ⊥. The SMT problem [3] is an extension of
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SAT that consists of establishing satisfiability of a formula ϕ whose language enriches
propositional formulas with constants and operators from one or more theories T (e.g.,
arithmetics, bit-vectors, arrays, uninterpreted functions). In this paper, we only consider
the theories of linear integer and rational arithmetic (LIA and LQA). For instance, the
SMT formula a > 1 ∧ (a + b = 10 ∨ a − b = 20) ∧ p, where a, b are integer and p is
a propositional variable, is satisfiable by the assignment ν such that ν(a) = ν(b) = 5
and ν(p) = . Another important problem studied in the area of SMT and relevant to
this paper is the one of Optimization Modulo Theories (OMT) [19]. The OMT problem
asks, given a formula ϕ, to find a satisfying assignment of ϕ that minimizes or maxi-
mizes a given objective expression. SMT-LIB [2] is an initiative aiming at providing an
extensive on-line library of benchmarks and promoting the adoption of common lan-
guages and interfaces for SMT solvers. In this paper, we employ the SMT solvers Yices
2 [10] and Z3 [9].

3 Event Logs with Uncertainty and Alignments

Let ID be a finite set of event identifiers, A be a finite set of activity labels, and TS be
a totally ordered set of possible timestamps (for simplicity, we use N).

Definition 2. An event with uncertainty is a tuple ue = 〈ID, conf , LA, TS, α〉 s.t.

– ID ∈ ID is an event identifier;
– 0 < conf ≤ 1 expresses the confidence that the event actually happened. We say
that the event is an uncertain event whenever conf < 1;

– LA = {b1 : p1, . . . , bn : pn} is a finite, non-empty subset of activity labels bi ∈ A,
each associated to a confidence value 0 < pi ≤ 1 so that

∑n
i=1 pi = 1;

– TS is either a finite set of timestamps in TS or an interval over TS ;
– with some abuse of notation, α is a (possibly partial) function returning for variables

in V a finite set of values in the domain of v or an interval over such domain (if v is
of type int or rat).

Given an event ue = 〈ID, conf , LA, TS, α〉, we denote its components by ID(ue),
conf (ue), LA(ue), TS(ue) and α(ue), respectively.

Note that we do not associate confidence values to timestamps, along the lines of
[17]. We also do not consider timestamp values following any kind of distribution, e.g.,
a normal distribution, as this would make the encoding in Sect. 5 computationally too
challenging.

Definition 3. A log trace with uncertainty ue is a finite set of events with uncertainty,
such that all event identifiers are unique.

Thus, there is no fixed order among the events in a trace with uncertainty. An event
log L is a multiset of log traces with uncertainty.
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Example 2. Consider N from Example 1. For simplicity, we use natural numbers for
timestamps. The following are three possible traces with uncertainty:

ue1 = {〈#1, .25, {a : 1}, [0-5], {x �→ {2, 3}}〉, 〈#2, .9, {b : .8, c : .2}, {2}, {y �→ {1}}〉
ue2 = {〈#3, 1, {a : 1}, {0}, {x �→ [1, 6.5]}〉, 〈#4, 1, {b : 1}, {2}, {y �→ {1}}〉,

〈#5, 1, {c : 1}, {3}, ∅〉}
ue3 = {〈#6, 1, {a : 1}, {2}, {x �→ {6}}〉, 〈#7, 1, {b : 1}, {2}, {y �→ {1}〉}}

For instance, ue1 has two events with uncertainty: #1 and #2. The former is uncertain
(confidence 0.25), has event label a (with confidence 1), timestamp interval [0, 5] and
a variable assignment such that x is assigned to either 2 or 3. Also #2 is uncertain, has
label b or c (with associated confidence values 0.8 and 0.2, respectively), timestamp 2
and variable assignment y = 1. Another example of an uncertain event is #3 in ue2,
where x takes a value from the interval [1, 6.5].

An activity label b∈ A is admissible for an event with uncertainty ue iff it is con-
sistent with LA(ue), i.e., if there is some p such that (b, p) ∈ LA(ue). Admissibility of
timestamp and variable values is defined similarly.

Intuitively, given a log trace with uncertainty ue, a realization of ue is a sequence
e = 〈e1, . . . , en〉 of events corresponding to a possible sequentialization of a subset of
the events with uncertainty in ue that is consistent with their uncertain timestamps, and
in which only one possible value is chosen for event labels and variable assignments.
The remaining events with uncertainty in ue but not in e are simply discarded.

An event without uncertainty, or simply event, is a tuple (ID, b, α̂), where ID is again
an event identifier, b ∈ A is an activity label, and α̂ is a special variable assignment
that assigns to each variable v ∈ V a single value of the correct type. Given an event
e = (ID, b, α̂), we denote its components by ID(e), lab(e) and α̂(e), respectively. These
events are akin to the standard notion of events in conformance checking literature,
extended with variable assignments as in [11], with the addition of identifiers (which
are needed to relate them to the corresponding event with uncertainty in the log, as
explained later). The set of all possible such events is denoted by E .

Definition 4 (Realization). A sequence e = 〈e1, . . . , en〉 of events as above is a real-
ization of a log trace with uncertainty ue if there is a subset {ue1, . . . , uen} ⊆ ue and
a sequence of timestamps t1 ≤ t2 ≤ · · · ≤ tn such that for each i ∈ [1, n]:

(i) ti is admissible for uei, hence defining an ordering on e;
(ii) ID(ei) = ID(uei);
(iii) lab(ei) = b with b admissible for uei;
(iv) α̂(ei)(v) ∈ α(uei)(v) for all v such that α(uei)(v) is defined.

Moreover, we impose that for every ue ∈ ue with conf (ue) = 1 there is an event e ∈ e
with ID(ei) = ID(uei), namely a realization cannot discard events in the log that are
not uncertain.

A realization of a trace with uncertainty ue is thus a possible sequentialization of
(a subset of) the events with uncertainty in ue in which a single, admissible timestamp
value, activity label and value for variables are selected from the corresponding event
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with uncertainty ue ∈ uewith ID(e) = ID(ue). We denote that e is a realization of ue by
writing e ∈ R(ue). Events in a realization e are no longer associated with confidence
values (which remain in ue).

Note that R(ue) cannot be empty, as it is always possible to select {t1, . . . , tn}
as in Definition 4: even if two events cannot be ordered because they admit the same
single timestamp, both orderings are accounted for by different realizations. R(ue) can
be infinite if data variables are assigned by ue to intervals over dense domains.

Example 3. Consider the trace with uncertainty ue1 in Example 2. It has 13 realiza-
tions, since the first event has two possible variable assignments, the second event has
two possible labels; moreover, the two events can be ordered in both ways and in addi-
tion each event can also be removed (as they are uncertain).

Two possible realizations of ue1 are e′ = 〈〈#1, a, {x �→ 2}〉, 〈#2, b, {y �→ 1}〉〉 and
e′′ = 〈〈#2, c, {y �→ 1}〉, 〈#1, a, {x �→ 3}〉〉. Note that these realizations differ in the
order of the two events, label selection and variable assignments.

We focus on a conformance checking procedure to construct an alignment of a
log trace e (that is a realization of a log trace with uncertainty ue) w.r.t. the process
model (i.e., the DPN N ), by matching event labels in the log trace against transition
firings in the process runs of N . However, when constructing an alignment, not every
event in the log trace can always be put in correspondence with a transition firing, and
vice versa. Therefore, as customary, we consider a special “skip” symbol � and the
extended set of events E� = E ∪ {�} and, given N , the extended set of transition
firings F� = F(N ) ∪ {�}.

Given a DPN N and a set E of events (without uncertainty) as above, a pair (e, f) ∈
E� × F� \ {(�,�)} is called move. A move (e, f) is called: (i) log move if e ∈ E
and f = �; (ii) model move if e = � and f ∈ F(N ); (iii) synchronous move if
(e, f) ∈ E × F(N ). Let MovesN be the set of all such moves. We now show how
moves can be used to define alignments of realizations.

For a sequence of moves γ = 〈(e1, f1), . . . , (en, fn)〉, the log projection γ|L of
γ is the subsequence 〈e′

1, . . . , e
′
i〉 of 〈e1, . . . , en〉 that is in E∗ and is obtained by pro-

jecting away from γ all � symbols. Similarly, the model projection γ|M of γ is the
subsequence 〈f ′

1, . . . , f
′
j〉 of 〈f1, . . . , fn〉 such that 〈f ′

1, . . . , f
′
j〉 ∈ F(N )∗.

Definition 5 (Alignment). Given N , a sequence of moves γ is a complete alignment
of a realization e if γ|L = e and γ|M ∈ Runs(N ).

Example 4. Consider the realization e′ = 〈〈#1, a, {x �→ 2}〉, 〈#2, b, {y �→ 1}〉〉 from
Example 3. The following are examples of possible complete alignments of e′ with
respect to the DPN from Example 1:

γ1
e′

#1

a xw �→ 2
#2

b yw �→ 1
�
c

γ2
e′

#1

a xw �→ 5
#2

b yw �→ 1
�
c

γ3
e′

#1

a xw �→ 2
�

b yw �→ 2
#2

d

We denote by Align(N , e′) the set of all complete alignments for e′ w.r.t. N .
As shown in Example 4, some alignments are more fitting than others: for instance,

they can have mismatching variable assignments (e.g., in the first move of γ2
e′ ) and label

matching (e.g., in the third move of γ3
e′ ). This will be captured by the cost function,

described next.
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4 Costs and Optimal Alignments

In this paper we do not wish to restrict to specific cost functions, and therefore fix only
a cost schema which leaves several elements arbitrary. We however illustrate the cost
components and describe one possible instantiation of said schema, which we use in
the encoding in Sect. 5. The overall cost schema for alignments is shown in Fig. 1.

K(γe, ue) =

alignment cost κA(γe,ue)︷ ︸︸ ︷∑
i∈[1,n]

κ(ei, fi)︸ ︷︷ ︸
data-aware

alignment cost (Sec. 4.1)

θ(ei, ue)︸ ︷︷ ︸
confidence cost

+

event removal cost κR(e,ue)︷ ︸︸ ︷∑
e∈ue,e ∈e

κue(e)⊗

Fig. 1. Structure of the cost of an alignment γe = 〈(e1, f1), . . . , (en, fn)〉 of a realization e of a
trace with uncertainty ue. The cost associated to the selection of e is given by κR(e, ue) plus, at
each step, the additional penalty given by θ(ei, ue) according to ⊗.

We first give the intuition. The general idea is that, as we are not merely interested
in finding a cost-minimal alignment for an arbitrary realization as in [17], i.e., with-
out considering the confidence associated to the selection of realizations, we impose a
confidence cost on realizations in addition to the cost of aligning them, as illustrated in
Fig. 1. As a result, the cost K(γe,ue) of an alignment γe with respect to an uncertain
trace ue is the sum of two costs:

1) The alignment cost κA(γe,ue) measures the quality of the alignment γe for the
realization e. As customary in the conformance checking literature, it is based on a
mapping κ : MovesN → R

+ that assigns a cost to every move (ei, fi) ∈ γe. In Sect. 4.1
we will discuss in more detail how this function κ can be defined.

In addition, for synchronous moves and log moves, this cost is combined with a
confidence penalty that depends on conf (ei) and on the confidence value p associated
to the activity label b = lab(ei) according to the event with uncertainty ue so that
ID(ei) = ID(ue), i.e., (b, p) ∈ LA(ue). Intuitively, this imposes a penalty for selecting b
as the activity chosen for ei in the realization e of ue.

We do not fix a specific calculation of this penalty, but keep it parametric and denote
it as θ(ei,ue). The cost of an alignment γe can then be defined as:

κA(γe,ue) =
∑n

i=1 κ(ei, fi) ⊗ θ(ei,ue)

where ⊗ denotes an arbitrary operator to combine the two costs.
For instance, in Sect. 5 we assume, for a realization e of ue and alignment γe =

〈(e1, f1), . . . , (en, fn)〉:

κ(ei, fi) ⊗ θ(ei,ue) =

⎧
⎨

⎩

κ(ei, fi) if ei = �, otherwise:
θ(ei,ue) if κ(ei, fi) = 0
κ(ei, fi) · (1 + θ(ei,ue)) if κ(ei, fi) > 0
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in which we fix θ(ei,ue) = (1 − conf (ei)) + (1 − p), where b is the label of ei, i.e.,
b = lab(ei), and p is the confidence value associated to b, i.e., (b, p) ∈ LA(ue).

Intuitively, in this definition of κA(γe,ue), the cost of model moves is simply (a
data-aware extension of) the usual alignment cost, which we define in Sect. 4.1. Other-
wise, the cost includes a penalty for having selected lab(ei) in the realization e of ue.
Such penalty decreases the more we are confident about the selected activity among the
possible activities associated to the event with uncertainty. Other definitions of θ and ⊗
are however possible.

2) The event removal cost κR(e,ue) measures the cost of selecting the subsets of the
events in ue that appear in e, discarding the remaining (uncertain) events. Although
we do not wish to restrict to a specific function κR, a reasonable option is to assume
it to be based on a mapping κue : E → R≥0 that assigns a removal cost to each event,
proportionally to the confidence value conf (ue) for ue ∈ ue so that ID(e) = ID(ue).
Hence, the total event removal cost can be computed as:

κR(e,ue) =
∑

e∈ue,e �∈e κue(e)

For instance, in Sect. 5 we will take κue(e) to be precisely conf (ue), for ue as above,
when such a confidence value is less than 1, and equal to infinity otherwise (to prevent
events that are not indeterminate to be discarded from realizations). Other definitions of
κR are however possible. Again, according to these expressions, the cost of selecting
e as a realization of ue results from κR(e,ue) for removed events plus, at each step, a
penalty θ(ei,ue) for not having discarded ei but having selected one admissible label
among those associated to the uncertain event in ue with the same ID.

Example 5. Consider again the trace with uncertainty ue1 from Example 3:

ue1 = {〈#1, .25, {a : 1}, [0-5], {x �→ {2, 3}}〉, 〈#2, .9, {b : .8, c : .2}, {2}, {y �→ {1}}〉}

and three of its possible realizations e1 = 〈〈#1, a, {x �→ 3}〉〉, e2 = 〈〈#2, b, {y �→ 1}〉〉
and e3 = 〈〈#2, c, {y �→ 1}〉〉, where in all cases one of the two events was removed. If
we adopt the specific implementation of cost functions exemplified above (and used in
our encoding in Sect. 5), we have that κR(e2,ue1) > κR(e1,ue1) since conf (#2) >
conf (#1). Similarly, the difference between e2 and e3 is only in the activity chosen for
#2, therefore the cost of selecting e2 is smaller than that for e3, because the confidence
associated to activity b is greater than the one associated to c; hence θ(〈#2, b, {y �→
1}〉,ue1) < θ(〈#2, c, {y �→ 1}〉,ue1).

Definition 6 (Cost of alignments). Fixed the two arbitrary cost functions κA and
κR introduced above, given N , a trace with uncertainty ue that has realization
e = 〈e1, . . . , en〉 and an alignment γe = 〈(e1, f1), . . . , (en, fn)〉 ∈ Align(N , e),
the cost of γe w.r.t. ue, denoted K(γe,ue), is obtained as shown in Fig. 1:

K(γe,ue) = κA(γe,ue) + κR(e,ue).
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An alignment γe is optimal for e if κA(γe,ue) is minimal among all complete
alignments for e, i.e., there is no γ′

e ∈ Align(N , e) with κA(γ′
e,ue) < κA(γe,ue).

Similarly, given N and a trace with uncertainty ue, we say that γe is optimal for ue if
K(γe,ue) is minimal among all possible realizations of ue, i.e., there is no other real-
ization e′ ∈ R(ue) and alignment γe′ ∈ Align(N , e′) so that K(γe′ ,ue) < K(γe,ue).

Definition 7 (Conformance checking). Given N , the conformance checking task for
a trace with uncertainty ue is to find a realization e of ue and an alignment γe that is
optimal for ue.

Multiple realizations e and optimal alignments γe may exist for ue, though the min-
imal cost is unique for a given cost function. The conformance checking task for an
unordered log consists of the conformance checking task for all its traces.

Note that we can easily formulate the task of finding the lower-bound on the cost of
possible alignments among all realizations (as in [17]), given ue, by simply imposing
κR(e,ue) = 0, θ(e,ue) = 1 and by taking ⊗ as product: this corresponds to impose
no cost for selecting an arbitrary realization, thus simply returning one that has minimal
alignment cost κ.

In the remainder, we discuss separately the definition of alignment cost κ.

4.1 Data-Aware Alignment Cost Function

We use a generalized form of a cost function to measure the conformance between a
realization and a process run in Runs(N ), i.e., to define κ : MovesN → R≥0 used in
Definition 6. As in [11], we parameterize this by three penalty functions:

PL : E → N PM : F(N ) → N P= : E × F(N ) → N

called log move penalty, model move penalty and synchronous move penalty, respec-
tively. Intuitively, PL(e) gives the cost that has to be paid for a log move e; PM (f)
penalizes a model move f ; and P=(e, f) expresses the cost to be paid for a synchronous
move of e and f . By suitably instantiating P=, PL, and PM , one can obtain conven-
tional cost functions [11]: the Levenshtein distance [5,6], standard cost function for
multi-perspective conformance checking [14,15].

Then, the data-aware cost function κ : MovesN → R≥0 we adopt in Definition 6
is simply defined as κ(e, f) = PL(e) if f = �, κ(e, f) = PM (f) if e = �, and
κ(e, f) = P=(e, f) otherwise.

Data-Aware Cost Component of P=. Crucially, for DPNs we typically consider a data-
aware extension of the usual distance-based cost function for synchronous moves.
Indeed, given an event e = (ID, b, α̂) of a realization and a transition firing f = (t, β),
we want P=(e, f) to compare also the values assigned to variables by α̂ and β. For
instance, in Example 4, the alignment γ2

e1
is so that its first (synchronous) move has a

mismatch between the value assigned to variable x by the event #1 (i.e., α̂(#1)(x) = 2)
and transition firing (a, {xw �→ 5}). Various data-aware realizations of P= have been
already addressed in the literature [11,15].
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Example 6. Consider again the trace with uncertainty ue1 from Example 5, i.e., ue1 =
{〈#1, .25, {a : 1}, [0-5], {x �→ {2, 3}}〉, 〈#2, .9, {b : .8, c : .2}, {2}, {y �→ {1}}〉}.
Assume to fix PM , PL to be as usual in the standard cost function, as illustrated in [11],
namely PL(b, α) = 1; PM (t, β) = 0 if t is silent (i.e., �(t) = τ ) and PM (t, β) equal to
1 plus the number of variables written by guard(t) otherwise. For P=, assume a data-
aware extension (of the P= used to match the standard cost function [11]) defined as:
P=(〈ID, b, α̂〉, (t, β)) = |{v | α̂(v) �= β(vw)}| / |V | if b is the label of t, i.e. b = �(t),
and P=(〈ID, b, α̂〉, (t, β)) = ∞ otherwise. Then, if we instantiate cost functions as in
Example 5 (also used in our encoding in Sect. 5), the optimal alignment of ue1 w.r.t.
the DPN N depicted in Example 1 is γ1

e′ as shown in Example 4 (of cost 2.05).
Further, if we consider the task of finding the lower-bound on the cost of optimal

alignments for any realization of ue1 (as discussed below Definition 7), then this is 1
and it is given as well by the realization e′ and γ1

e′ .

5 Encoding

In this section we describe our SMT encoding, obtained as the result of 4 steps:

(1) represent the process run, the trace realization, and the alignment symbolically by
a set of SMT variables;

(2) set up constraints Φ that express optimality of the alignment;
(3) solve Φ to obtain a satisfying assignment ν;
(4) decode the process run, trace realization, and optimal alignment γ from ν.

The same procedure was followed in [11], with important differences. In step (1), we
now need to represent both the process run and also the trace realization, which is
complicated by the fact that the order of the events is not fixed. Moreover, the cost
functions are defined differently, as described in Sect. 4. These changes also affect the
decoding in step (4).

Similarly to earlier SAT-based approaches [6,11], we aim to construct a symbolic
representation of both a process run and an alignment, that are subsequently concretized
using an SMT solver. Since the symbolic representation depends on a finite set of initial
variable declarations (and thus must be finite), we need to fix upfront an upper bound
on the size of the process run. This upper bound, and even its existence, depends on the
cost function of choice. The Lemma below shows how a (coarse) upper bound can be
established for the cost model from Sect. 4, where the cost function is the standard one
as in Example 6.

Lemma 1. Let N be a DPN and ue a trace with uncertainty that has m1 certain and
m2 uncertain events. Let 〈f1, . . . , fn〉 be a run of N such that c =

∑n
j=1 PM (fj) is

minimal, and k the length of the longest acyclic sequence of silent transitions in N .
Then there is an optimal alignment γ for ue such that the length of γ|M is at most
(4m1 + 2m2 + c) · k.

The proof of this lemma can be found in [12]. Note that, in case the model admits
loops that entirely consist of silent transitions, then there can be infinitely many optimal
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alignments that are not bounded in length (as such loops can be repeated arbitrarily
many times without incurring in any additional penalty on the alignment cost). Thus,
the above lemma shows only existence of an optimal alignment within that bound, but
in general the bound does not apply to all optimal alignments.

5.1 Encoding the Process Run

Assuming that the process run in the optimal alignment has length at most n, we use
the following SMT variables to represent this run:

(a) transition step variables Si for 1 ≤ i ≤ n of type integer; if T = {t1, . . . , t|T |}
then it is ensured that 1≤ Si ≤ |T |, so that Si is assigned j iff the i-th transition in
the process run is tj ;

(b) marking variables Mi,p of type integer for all i, p with 0 ≤ i ≤ n and p ∈ P , where
Mi,p is assigned k iff there are k tokens in place p at instant i;

(c) data variables Xi,v for all v ∈ V and i, 0 ≤ i ≤ n; the type of these variables
depends on v, with the semantics that Xi,v is assigned r iff the value of v at instant
i is r; we also write Xi for (Xi,v1 , . . . , Xi,vk

).

Note that variables (a)–(c) encode all information required to capture a process run of a
DPN with n steps. They will be used to represent the model projection of the alignment
γ. To encode the process run, we use the constraints

ϕrun = ϕinit,fin ∧ ϕtrans ∧ ϕenabled ∧ ϕmark ∧ ϕdata

where the subformulas above reflect requirements to the solution as follows:

– The initial and final markings MI and MF , and the initial assignment α0 are
respected:

∧
p∈P M0,p =MI(p) ∧

∧
v∈V X0,v =α0(v) ∧

∧
p∈P Mn,p =MF (p) (ϕinit,fin )

– Transitions correspond to transition firings in the DPN:
∧

1≤i≤n 1 ≤ Si ≤ |T | (ϕtrans )

– Transitions are enabled when they fire:
∧

1≤i≤n

∧
1≤j≤|T | (Si = j) →

∧
p ∈ •tj

Mi−1,p ≥ |•tj |p (ϕenabled )

where |•tj |p denotes the multiplicity of p in the multiset •tj .
– We encode the token game:

∧

1≤i≤n

∧

1≤j≤|T |
(Si = j) →

∧

p ∈ P

Mi,p − Mi−1,p = |tj•|p − |•tj |p (ϕmark )

where |tj•|p is the multiplicity of p in the multiset tj•.
– The transitions satisfy the constraints on data:

∧

1≤i<n

∧

1≤j≤|T |
(Si = j) → guard(tj)χ ∧

∧

v �∈write(tj)

Xi−1,v = Xi,v (ϕdata )

where the substitution χ uniformly replaces V r by Xi−1 and V w by Xi. Above,
write(t) denotes the set of variables that are written by guard(t).
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5.2 Trace Realization Constraints

Next, we describe how an admissible realization for a given trace with uncertainty ue
is encoded. To this end, additional variables are needed. Let ue = {ue1, . . . , uem} such
that uei = 〈ID, conf , LA, TS, α〉 for each 1 ≤ i ≤ m, with LA = {b1 : p1, . . . , bNi

:
pNi

}. We use the following sets of variables for all i:

(d) a boolean drop variable dropuei expressing whether the event is absent in the real-
ization; it must satisfy dropuei =⇒ (uei.conf < 1), i.e., it can only be assigned
true for uncertain events with confidence below 1,

(e) an integer activity variable Auei that expresses which of the labels b1, . . . , bNi
is

taken, so it must satisfy 1 ≤ Auei ≤ Ni, and
(f) trace data variables Dv,uei of suitable type for all v ∈ V that satisfy either that∨

c∈ue.α Dv,uei = c if α(ue) is a set, or l ≤ Dei
≤ u if α(ue) = [l, u] is an interval.

If each uncertain event in ue has a single, distinct timestamp, we call ue sequential,
and assume it is ordered by time as 〈ue1, . . . , uen〉. If ue is not sequential, we need the
following additional variables: For all i, 1 ≤ i ≤ m:

(g) a time stamp variable Tuei to express when event uei happened, with the constraint∨
t∈TS Tuei = t if TS(uei) is a set, or l ≤ Tei

≤u if TS(uei) = [l, u] is an interval,
(h) an integer position variable Puei to fix the position of uei in the realization,
(i) an integer item variable Lj that indicates the j-th element in the realization, i.e.,

Lj has value ID(uei) if and only if the j-th event in the trace with uncertainty is
uei; we thus issue the constraint

∨m
i=1 Lj = ID(uei) to fix the range of Lj , for all

1 ≤ j ≤ m.

The formula ϕtrace consists of the range constraints in (d)-(i), in addition to

∧m
i=1

∧m
j=1(Puei < Puej =⇒ Tuei ≤ Tuej ) ∧ (Tuei < Tuej =⇒ Puei < Puej )

∧m
i=1

∧m
j=1 Li = ID(uej) ⇐⇒ Puej = i

so as to require that, first, the positions assigned to uncertain events by Puej is compat-
ible with the time stamps assigned by Tuej and, second, that the Puej variables work as
an “inverse function” of the Li.

5.3 Encoding the Cost Function

To encode the alignment and its cost we use, additionally:

(j) distance variables di,j of type integer for 0 ≤ i ≤ m and 0 ≤ j ≤ n, where di,j is
the alignment cost of the prefix e|i of the log trace realization e and prefix f |j of
the process run f , both of which are yet to be determined.

The search for an optimal alignment is based on a notion of edit distance, similar as
in [6,11]. More precisely, we assume that the data-aware alignment cost κ(ei, fi) in
Fig. 1 can be encoded using a distance-based cost function with penalty functions PL,
PM , and P= as discussed in Sect. 4.1. Recall that P= is assumed to be data-aware,
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i.e., to take into account the mismatching variable assignments between the events in
realizations and transition firings in process runs. Intuitively, such functions assess the
degree of “closeness” between a process run and a log trace. We assume that there are
SMT encodings of these penalty functions that use variables (a)–(i), denoted as [P=]i,j ,
[PM ]j , and [PL]i.

Moreover, we assume that there are encodings of the event removal cost function
[κue]i and the confidence cost function [θue]i, defined for the i-th element of the log
trace realization. We then consider the following constraints for i, j > 0:1

d0,0 = 0 di,0 = min([PL]i · [θue]i, [κue]i) + di−1,0 d0,j = [PM ]j + d0,j−1

di,j = min

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ite([P=]i,j = 0, [θue]i, [P=]i,j + [P=]i,j · [θue]i) + di−1,j−1

[PL]i · [θue]i + di−1,j (ϕδ)
[κue]i + di−1,j

[PM ]j + di,j−1

This encoding constitutes an operational way for computing the cost function repre-
sented in Fig. 1, where the components κue and θ are distributed to single moves, which
at the same time allows us to use the encoding schema based on the edit distance. The
inductive case di,j is computed so as to locally choose the move with minimal cost. In
particular, the first and the second line of the case distinction correspond exactly to the
specific instantiation of the expression κ(ei, fi) ⊗ θ(ei,ue) exemplified in Sect. 4. For
instance, the cost penalty κ(ei, fi) · (1 + θ(ei,ue)) in case κ(ei, fi) > 0 (see Sect. 4)
corresponds here, in the ite construct, to the cost penalty [P=]i,j +[P=]i,j · [θue]i in the
else statement. The expression dm,n encodes then the cost of the complete alignment,
which will thus be used as the minimization objective.

The encodings of the penalties, as well as [κue]i and [θue]i, also depend on the
choice of the respective functions. For those exemplified in Sect. 4, one can define
[κue]i as a (nested) case distinction on the element from ue that is chosen for the i-th
position (represented with variable Li – see Sect. 5.2):

[κue]i = ite(Li = ID(ue1) ∧ dropue1 , conf (ue1), . . .

ite(Li = ID(uem) ∧ dropuem , conf (uem),∞) . . . )

A similar case distinction can be done for [θue]i, also exemplified in Sect. 4.

5.4 Solving and Decoding

We use an SMT solver to obtain a satisfying assignment ν for the following constrained
optimization problem:

ϕrun ∧ ϕtrace ∧ ϕδ minimizing dm,n (Φ)

For a satisfying assignment ν for (Φ), we construct the process run fν = 〈f1, . . . , fn〉
where fi = (tν(Si), βi), assuming that the set of transitions T consists of t1, . . . , t|T |
1 We assume that PL is always positive, otherwise, a case distinction using ite is also required
in the second line.
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in the ordering already used for the encoding. The transition variable assignment βi

is obtained as follows: Let the state variable assignments αj , 0≤ j ≤ n, be given by
αj(v) = ν(Xj,v) for all v ∈ V . Then, βi(vr) = αi−1(v) and βi(vw) = αi(v) for all
v ∈ V . Moreover, we construct a realization eν = 〈e1, . . . , ek〉 by ordering the events
in ue according to Tuei , dropping those where dropuei is true, and fixing the label and
data values to Auei and Duei , respectively. Finally, let the (partial) alignments γi,j be
defined as follows, for i, j > 0:

γ0,0 = ε γ0,j+1 = γ0,j · (�, fj+1)

γi+1,0 =

{
γi,0 · (ei+1,�) if ν(δi+1,0) = ν([PL]i+1 · [θue]i+1 + δi,0)
γi,0 if ν(δi+1,0) = ν([κue]i+1 + δi,0)

γi+1,j+1 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

γi,j+1 · (ei+1,�) if ν(δi+1,j+1) = ν([PL]i+1 · [θue]i+1 + δi,j+1)
γi,j+1 if ν(δi+1,j+1) = ν([κue]i+1 + δi,j+1)
γi+1,j · (�, fj+1) if otherwise ν(δi+1,j+1) = ν([PM ]j+1 + δi+1,j)
γi,j · (ei+1, fj+1) otherwise

5.5 Correctness

The next results state that the constructed alignment satisfies our conformance checking
task as in Definition 7. The formal proofs are omitted for reasons of space, but can be
found in the extended version [12]. It is however easy to see that our encoding matches
the same definitions as in Sects. 2 and 3, and the cost functions in Sect. 4.

Lemma 2. For any satisfying assignment ν to (Φ), (a) fν is a process run, and (b) eν

is a realization of ue.

This lemma shows that the decoding provides both a valid process run and a trace
realization. Next we demonstrate that the decoded alignment is optimal.

Theorem 1. Let N be a DPN, ue a log trace with uncertainty and ν a solution to (Φ)
as in Sect. 5.4. Then γm,n is an optimal alignment for ue.

Moreover, as explained in Sect. 4 (after Definition 7), we can easily capture the
additional task of computing the lower-bound on the optimal cost of alignments of
realizations for a given trace with uncertainty, as considered in [17]. By taking advan-
tage of the modularity of our framework, this simply amounts to set κue = 0 and
κ(ei, fi) ⊗ θ(ei,ue) = κ(ei, fi), thus ignoring all confidence values specified in ue.
This allows us to freely select, without any penalty, the realization of ue that has the
minimal alignment cost.

Lemma 3. For N , ue as above and γm,n the alignment decoded from a satisfying
assignment ν for (Φ) as in Sect. 5.4, there is no realization e of ue and alignment γ for
e such that κ(γ) < κ(γm,n).

Note that in contrast to the approach in [17], our approach entirely avoids any
explicit construction of realizations, which is a huge benefit for the overall performance.
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5.6 Implementation

As a proof of concept, the uncertainty conformance checking approach described in
this paper was implemented in cocomot – a Python command line tool that was origi-
nally designed for data-aware conformance checking without uncertainties [11]. It uses
pm4py (https://pm4py.fit.fraunhofer.de/) to perform parsing tasks, and the SMT solvers
Yices 2 [10] and Z3 [9].

The tool takes as input two files: a DPN in .pnml format and a log in .xes, spec-
ified using the XES extension for uncertain data described in [16]. The command line
option -u triggers the use of the uncertainty module, and the tool outputs the optimal
alignment as well as its cost. Based on the encoding in Sect. 5, the tool employs the
two cost functions mentioned in Example 6 to achieve two different tasks: Using the
first cost function that takes confidence values into account, the cost of the optimal
alignment can be interpreted as an expectation value of the best alignment cost for all
realizations (parameter -u fit). Using the second cost function, a lower bound on the
cost of the optimal alignment among all realizations is computed (parameter -u min).
More information on the tool usage, the format for specifying uncertain logs, execu-
tion options and further details, together with the source code, can be found on the tool
website: https://github.com/bytekid/cocomot.

Although the presented encoding shows that the overall theoretical complexity of
our approach does not change with respect to the one reported in [11] (that is, the prob-
lem of finding the optimal alignment for logs with uncertainty is NP-complete), exper-
imental evaluations are required so as to assess the feasibility of the encoding in prac-
tical scenarios. More specifically, we plan to enrich publicly available logs for multi-
perspective conformance checking [15] with uncertainty information, as done in [17].

6 Conclusions

In this work we have proposed an extension of the foundational framework for
alignment-based conformance checking of data-aware processes studied in [11], to sup-
port logs with different types of uncertainties in events, timestamps, activities and other
attributes. To account for all possible combinations of uncertainties in a trace, we rely
on a notion of realization to fix one of its possible certain variants. However, given that
there are potentially infinitely many realizations, performing the conformance checking
task on each of them is not feasible.

To attack this problem, we considered a version of the conformance checking task
aimed at searching for the best alignment among all possible realizations. This has been
achieved by introducing an involved cost model that incorporates traditional alignment-
related penalties together with extra costs accounting for the selection of specific real-
izations. Although these cost components are presented as arbitrary and can in fact be
tailored to specific settings and assumptions, we have provided a concrete instantiation
and its corresponding encoding.

Thanks to the modularity of our conformance cost definition, we have also shown
how we can accommodate different conformance checking tasks for logs with uncer-
tainty, including those studied in the literature [17].

https://pm4py.fit.fraunhofer.de/
https://github.com/bytekid/cocomot
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The theoretical underpinning of our approach is SMT solving. Our work is the first
one to employ techniques based on satisfiability of formulae modulo suitable logical
theories for solving data-aware conformance checking tasks with uncertainty, and to
leverage well-established solvers to handle them. The approach was implemented in
the cocomot tool.

In future work, we plan to investigate further more involved notions of uncertain
logs, and conduct an experimental evaluation of our approach and implementation. To
this end, instead of considering artificially generated logs, one first step is to compile a
benchmark for data-aware conformance checking of uncertain logs, which is currently
not available.
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Abstract. Over the past decade, process mining has emerged as a new area of
research focused on analyzing end-to-end processes through the use of event
data and novel techniques for process discovery and conformance testing. While
the benefits of process mining are widely recognized scientifically, research has
increasingly addressed privacy concerns regarding the use of personal data and
sensitive information that requires protection and compliance with data protec-
tion regulations. However, the privacy debate is currently answered exclusively by
technical safeguards that lead to the anonymization of process data. This research
analyzes the real-world utility of these process data anonymization techniques and
evaluates their suitability for privacy protection. To this end, we use process min-
ing in a case study to investigate how responsible users and specific user groups
can be identified despite the technical anonymization of process mining data.

Keywords: Process mining · Privacy measures · Healthcare sector · Hospital
information system

1 Introduction

Healthcare providers, especially hospitals, are under increasing pressure from policy-
makers and patient advocates to manage rising healthcare costs while improving the
quality of care. The lack of efficiency due to poorly coordinated processes is consid-
ered a fundamental problem in achieving cost and quality goals [1, 2]. Since most of the
information flow ismapped through the Hospital Information System or occurs “through
informal communication, unsystematic processes, and uncontrolled access to informa-
tion” [3], information deficits can often occur at interfaces. Therefore, a patient’s data
must always be recorded and updated in concrete terms so that efforts and risks can be
reduced on the one hand and quality can be increased on the other hand. In addition,
the involvement of various disciplines and departments in the care process of a patient
hospital journey aggravates a continuously guaranteed information flow of patient data.
The different departments involved in a patient’s journey often have only little insight

© Springer Nature Switzerland AG 2022
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into what is happening in other disciplines or departments [1, 4]. The coordination of
the involved stakeholders is often “hampered by informal communication, unsystem-
atic processes, and uncontrolled access to information” [5]. This often leads to errors,
mistakes, and confusion in information flows.

Process mining is an increasingly used technique in the field of information systems
and is used to analyze and improve processes by using event logs. Different organiza-
tions from various industries have gained interest and use process mining in other cases
and applications [3, 6]. Process mining has already also been successfully applied in
healthcare and has helped to provide various insights to improve healthcare processes
[1, 7]. However, the purely administrative processes in healthcare areas that require
exclusively IT-based processing, such as care documentation, appointment scheduling,
or billing processes, have so far only been addressed peripherally in the case of pro-
cess mining [8, 9]. Therefore, process mining is also an emerging research area within
the healthcare sector. Process mining is a growing research topic, which has not only
increased in research interest in the last decade but also more recently [10, 11]. However,
the main focus of research is on the technical implementation of process mining. At this
point, research focuses on developing new algorithms and improving existing process
mining techniques [12]. Research on practical aspects of process mining, as well as the
adoption of the technology and the influences of process mining on the organization
and employees, is less available [12]. While the benefits of process mining are widely
recognized, the scientific community also expresses concerns about the irresponsible
use of personal data within process mining and the aspects of anonymization of the
data used by process mining. Thus, the ethical and legal issues are also of great interest
and importance to researchers acutely. Therefore, it is becoming increasingly crucial
for scientific efforts in this area to address privacy and confidentiality issues in process
mining.

According to Pika et al. [13], Grishold et al. [12], Mannhardt et al. [14], or vom
Brocke et al. [15], research should also specifically address these issues in the future and
should put more effort into the examination of the privacy issues and risks, especially in
sensitive areas like healthcare.

However, the debate on how far anonymized data of process mining can be identifi-
able has so far been answered and addressed by the use of technical data transformation
techniques to anonymize process analysis data [4, 9, 13, 16, 17]. Therefore, consider-
able research and practical efforts have beenmade in recent years to develop, implement,
and integrate appropriate privacy and confidentiality protection techniques in process
mining. Though, this consideration of privacy aspects has been treated here still too
inadequately and one-sidedly, because on the one hand it only considers the personal
data of, e.g., patients, but not those of the process executors, and on the other hand, it
only refers to the measures of data protection and privacy of obvious personal data via
usernames [18].

Our research starts here and shows that privacy debates beyond the usual personal
data are important and need to be part of ethical and technical discourse by showing that
process mining can provide a way to provide role-based and personal information, e.g.,
when data has been changed and despite technically anonymized data. Here, we want to
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clarify to what extent process mining can attribute the execution of process steps (devi-
ation from the target process) or the change of data to a specific originator. Especially
we want to examine if the user’s identification in the existing system (here: Hospital
Information System) is explicitly technically prevented by the system. Therefore our
research question is the following:

RQ: Can process mining provide identification of users in explicitly technically
anonymized systems and assign errors directly to them?

We have been able to explore an approach that allows, using process mining data,
to identify deviations from the standard process and user routines to associate users
or groups of users to data changes in the system. The case of the hospital in West
Germany with its hospital information system presented in this study gave us the unique
opportunity to investigate how technically anonymized process mining data can be used,
despite anonymization, to identify sources of error among assigned users to investigate
whether the technical security measures are sufficient to protect the privacy of the users.
The data basis used for this purpose was worked out with the responsible persons and
users and the hospital’s ethics committee in an experimental setup so that no ethical or
legal concerns could arise for our research itself.

2 Background

Processmining is an emerging and essential technology in business processmanagement
(BPM). Particularly in information systems, the interest lies in how technologies can
change and optimize processes. In the last decade, there has been a significantly increased
interest in process mining, both in research and in practice [6]. Due to the increasing
amount of available event data in organizations’ easily accessible information systems, a
variety of opportunities arose to analyze and optimize processes using information from
this event data [2]. Process mining aims to gain a traceable overview of a process, to
provide insights into a process and the actual process flow, and to support improvements
[2, 3]. However, the awareness of privacy issues, and thus the ethical issue of using
process mining and with this the use of personal data, has increased significantly [10,
19].

In the context of the application, process mining enables the discovery, verification
of conformities, and improvement of processes [2]. In the context of discovery, the
corresponding technique of process mining helps in the discovery of the real process by
creating a process model using event logs of the process. The conformance checking
type of process mining compares the evaluated real process model with the predefined
process model and reveals whether the reality matches the predefined model [2, 6]. The
enhancement type of process mining “aims to modify or extend the a priori model. For
example, by using timestamps in the event logs, the model can be extended to show
bottlenecks, service levels, lead times, and frequencies” (van der Aalst, 2012) [2, 20].

Process mining encompasses techniques used to analyze and optimize processes.
These techniques provide data-driven methods of process analysis that focus on the
evaluation and extraction of information from event logs - information stored in IT
systems about individual and actual process steps. Event logs store information such as
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the entity, e.g. a person or device, that performs or triggers an activity. In addition, event
logs store timestamps of an event or data elements recorded with an event. These event
logs may contain direct and indirect identifiers of personal data and may disclose the
user’s personal data or groups of users. The discussion on revealing this data increases
due to the new General Data Protection Regulation. In this regard, it can be mentioned
that data protection in hospitals is exceptionally high, as sensitive data is involved. There
is a lively discussion and debate in the scientific discourse on anonymization techniques
of datasets collected through data mining, such as perturbation, anonymization and
cryptography. There are various privacy preserving techniques such as Generalisation,
Suppression, Distortion, Swapping or Masking. Each technique pursues the goal of
transforming personal data. Thus, it is expected to reduce the original information in
the dataset by a certain amount. In particular, there are leading research efforts; as per
Murhy [21], the consensus is that the anonymization technique of Suppression is the
most efficient and resource-saving solution of all [21].

For the underlying process mining technologies, several privacy-preserving tech-
niques on the research side attempt to anonymize the data collected and processed in the
event log [16].

Pika et al. [13] already analyzed and evaluated existing privacy approaches to
anonymize process data for process mining. They tested the suitability of three dif-
ferent approaches, confidentiality framework, PRESTA, and differential privacy model
for event logs. The analysis showed a trade-off between privacy and utility. The methods
that maintain higher data utility for process mining purposes (e.g., encryption) do not
provide strong privacy protection.

Process mining has also gained a lot of interest in recent years, especially in the
healthcare sector [4, 17, 22–24]. Hospitals, in particular, face the challenge of stream-
lining their processes and the documentation of patient data. The processes in hospitals
are characterized by the fact that several departments may be involved in the process of
patient care. These different organizational departments often have their own specific
IT applications, add different information to the hospital information system, or need
different information about a patient. As a result, problems often arise in obtaining data
related to healthcare and hospital processes in particular.

Hospital processes are characterized by a high degree of complexity, and the
extremely flexible implementation of patient care, which always depends on the needs
and condition of the individual patient and their individual treatment. In addition, as
already mentioned, hospitals involve various actors, staff from different disciplines, and
diverse departments. This setting, therefore, offers great potential for the use of process
mining due to the involvement of different actors, the various existing systems, including
the hospital information system, and the huge amount of available data and event logs
[1, 4]. However, data security and anonymization of these data, especially in healthcare,
is a high priority and therefore regulated by high standards, laws, and guidelines. In par-
ticular, personal data must be anonymized to ensure data security and to protect personal
rights.

Process mining can be used to identify and quantify activity patterns that reflect
how users act in processes [13]. Despite the use of privacy transformation techniques
to anonymize data, the use of process mining offers the possibility to provide both
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anonymized and non-anonymized data about user information and thus personal data.
However, this also depends on the given conditions of the existing system. It is only
possible if the user data is available in the existing information system, only then can
process mining provide transparency about which process steps are performed by whom
and at what time [19]. Patient and staff identities could be revealed with the help of
background knowledge and the event log.

If process mining is used within an information system that does not allow for a clear
user assignment because only anonymized data is available or no user assignment is
made, process mining with the existing event logs cannot contribute to the identification
of users, e.g. to the identification of vulnerabilities. Thus, despite technical security
measures to anonymize the data, the question should be asked whether the use of process
mining is ethically correct, as conclusions can still be drawn about patients and staff
through the background information on the process. Especially when the process flows
in practice often do not correspond to the predefined process models, it is possible to get
the link to the particular employee. As process flows in practice often do not correspond
to the predefined process models, but differ in their actual execution, which leads to a
“significant gap between what is prescribed or supposed to happen and what happens in
reality” (Mans et al. 2008) [24] the assignment of identification of personal resources
could be possible with particular background information. In this way, the weak points
can also be identified, poor quality, loss of time, and higher process costs can be avoided.
Only an accurate assessment of reality can help in reviewing process models to optimize
business processes [25]. Still, this accurate assessment of reality process steps by process
mining can also be critical in terms of anonymization of personal data.

3 Methodology

To achieve sustainable results in the rather explorative nature of our study, we use a
case study approach. Since we want to gain an understanding of the anonymization and
identifiability of users or groups of users in anonymized event logs, as per our formulated
RQ, a case study approach, according to Yin, is most appropriate [26]. As it allows us
to study a phenomenon in a firmly grounded context by using triangulation of different
data sources – Process Mining data, field observations, interviews, and documentation -
to gain insights, this approach is well suited for our RQ [26].

The case study method is suitable for gaining a thorough and detailed understanding
of factors (such as anonymization and identifiability in our case) [27], and it involves the
use of case organizations to prove existing theories of process mining anonymization
systems based on empirical evidence. In addition to the primary process mining data
collected, we use data triangulation from event logs, database schemas, and develop-
ment and execution logs generated by the respective PM application systems to provide
scientific rigor [20].

Figure 1 shows an overview of our case study approach, which consists of four main
phases: case selection, data collection, data analysis, and case conclusion.
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Fig. 1. Research method.

3.1 Case Selection

To arrive at a representative selection of objects of study, we deliberately chose a hospital
maternity ward in Germany to cover a broad spectrum of particularly sensitive and
especially anonymous process data and event logs. In this context, it was key that the
users and data originators were informed in advance about the data use and analysis
and gave their consent to our research. The organization investigated in this study is
a large hospital group in Germany with more than 20,000 employees. This case study
organization comprises more than 100 facilities, including more than 20 hospital sites
with over 6,000 beds, above 30 residential and nursing care facilities with more than
3,000 nursing places, more than 30 medical care centers, and about 10 outpatient care
services. Over one million patients are cared for annually in our case study organization.

In our case study presented here, we focus on the data collection process at birth,
where the first data of a new life is collected and entered into the Hospital Information
System as core data for each newborn. During a hospital stay, however, there are always
changes in themaster data recognized, which lead to unintentional errors and consequen-
tial (negative) effects. These irregularly executed processes of master data manipulation
ultimately have an extremely negative impact on the performance, conformance, and
compliance of process fulfillment within the whole treatment of the newborn. Further,
this affects the work of the medical staff in the different departments a newborn is trans-
ferred to during hospital stay. But it also affects the newborn and can somehow disturb
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or affect the newborn’s mother. For example, if not all information about the newborn
is available after the release from the hospital, examinations must be repeated in the
hospital; this means additional work for medical staff, higher financial expenses for the
hospital, and an unnecessary burden and stressful process for the young mother and the
newborn as well.

The treatment of a newborn in the studied maternity ward and the regarded master
data process takes into account, among other things, the course of a premature baby
from birth in the delivery room to the time of transfer to the regular pediatric ward and
discharge from the hospital as demonstrated in Fig. 2. After the birth of a premature child,
the newborn is initially physically located in the delivery room. The child’s first master
data is entered into the Hospital Information System by the doctor or the participating
obstetrician. Following that, the child gets to the premature care department of the
neonatology unit. There, the premature child gets special care from a specialized team
of doctors and nurses as it may need extra help, e.g., breathing or eating. All data (e.g.,
weight or length of the newborn) and information about the treatment of the newborn are
entered into the Hospital Information System by the different specialized teammembers
involved. Later it is transferred to the regular perinatal department of the center before
the child leaves the center and gets to the pediatric department of the hospital, is being
discharged home, or transferred to another hospital.

Because the child and the patient master data are entered, used, and passed through
several different departments, themedical staff in the various departments of the hospital,
considered in the case study, frequently recognized changes, missing master data, or
wrong adjustments of the master data and had problems assuming the relevant data, e.g.,
assigning the premature child, or often had to do extra administrative work by asking
other staff to obtain information. In addition, often, the staff had to search for patient data
because the system does not list the data or incorrect data are recorded, e.g., the name of
the premature child or the accurate date of birth. In concrete terms, data loss and changes
between the individual departments occurred over time again and again. Accordingly,
these documentation processes of premature child’s master data (e.g., the name of the
newborn) and the additional according to data (e.g., the treatments, the parameters of
treatment, and continuously raised parameters of the newborn) were selected for our
research, by using process mining to proof the anonymization of the user or user groups
that are responsible for changes in master data.

Along the described process of treating a premature child (cf. Fig. 2), the mentioned
documentation processes were selected as the focus of our research on using process
mining to examine and identify the user or user groups responsible for changes in master
data. Our application of the process mining methodology is summarized in three steps
according to van Dongen et al. (2005).

In step 1, we defined the scope of the extraction by screening out the granularity of the
data and the most significant possible observation period as well as associated attributes
from the Hospital Information System. This dataset went back a total of 20 months. In
step 2, the event logs were analyzed by applying process discovery and conformance
checking methods with the process mining solution ProM [28]. In step 3, the discovered
process model was evaluated using the fitness, precision, and generalizability measures
proposed by van Dongen et al. (2005). Finally, in step 4, these data were anonymized
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using a common and established technical protection measure within the ProM pro-
gram package, specifically including all resource names (proper names, usernames, user
abbreviations, logins), case IDs, and roughly detailed timestamps (months and years).

Fig. 2. The delivery process of a premature child.

3.2 Data Collection and Data Analysis

In our case study, we followed the established approach of Yin and enrich our research
approachwithmoreflexible data collection (field observations, 18 interviews, 5 program-
mer documentations, and 2 data documentations of the Hospital Information System)
in addition to the primary process mining data [26]. To gain a sound and low-threshold
insight into the existing process landscape, we used pre-built connectors, in particular
XESame [29, 30], which contained a readymade data mapping template and allowed us
to generate the standard XES event log formats from the HIS underlying SQL database.
To gain insights into the process of the master data documentation during the birth and
treatment of a premature child, we have collected data implementing process mining in
the hospital studied. We have used process mining to review this process and get depth
insights into the as-is process. Further, the aim was to avoid errors and extra work and
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deliver master data correctly. As semi-structured interviews allow us to gain a depth
understanding of the whole documentation process and the role of process mining in
this context, we chose this method as our primary data collection. For this purpose, we
developed an interview protocol that was largely based on the collection of process min-
ing data and included, for example, the single-cell process steps and possible deviations
or inconsistencies. The collected and analyzed process mining data thus semantically
specified the interview structure used. The interviews allowed us to observe the partic-
ipants and gain insights on their non-verbal behavior as well. One author observed the
typical input process of master data and characteristic interaction processes within the
HIS and observed the system-based recording of planned and delivered care as well as
the software-based documentation of the individual steps of care planning. In addition,
interaction with the documentation file in HIS was observed to understand the context
of the documentation process, including the documentation folder and templates.We
collected a total of 340 min of interview material, which was transcribed verbatim, and
computer coded by two authors according to the methodology of Flick’s depth analysis
[31]. The used interview pool consisted of 8 respondents: 3 Nurses, 2 Assistant Doctors,
the Head of Patient Management, a staff member of the clinical IT, and an external
Application Manager of the Hospital Information System as demonstrated in Table 1.

Table 1. Overview of data collection.

Participant Data scope Participant’s role

Respondent 1 (2 × semi-structured interview in total
70 min)

Nurse

Respondent 2 (4 × semi-structured interview in total
60 min)

Nurse

Respondent 3 (1 × semi-structured interview in total
20 min)

Nurse

Respondent 4 (1 × semi-structured interview in total
20 min)

Assistant doctor

Respondent 5 (2 × semi-structured interview in total
30 min)

Assistant doctor

Respondent 6 (6 × semi-structured interview in total
110 min)

Staff member clinical IT
systems/interface manager

Respondent 7 (1 × semi-structured interview in total
15 min)

Application manager hospital
information system (extern)

Respondent 8 (1 × semi-structured interview in total
15 min)

Head of patient management

4 Results

The processes of theHospital Information System extracted by processmining contained
3,913 historized complete executions of the examined master data. After reviewing the
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correctness of the studied process, we found that in about 17% (n= 661), the master data
did not comply with the compliant-process flow and were permanently changed later
than the initial entry. Concerning the research question already introduced, the following
observation wasmade: In 71% (n= 469) of these error cases, the cause of the error could
be assigned to a specific identifiable user or user role by the other users running the
process, even though the system and process mining had anonymized the data through
technical protection measures. Since the other users involved in the process knew each
other’s workmethods and routines, the users involved were able to identify different user
roles and assign errors to specific users. For example, only a few qualified users have
access to particular program parameters when entering legal regulations according to
the Narcotics Act as well as release processes, a certain sequence of operations that are
required for the specific work assignment of the persons, or the assignment of defined
shift sequences that are linked to individual qualification profiles of persons.

Based on the recorded traces, we have so far been able to determine that the occur-
rence of these irregular process executions or irregular changes to the master data has
certain activity patterns. In doing so, we could establish a tangible link between cer-
tain execution routines and the erroneous master data manipulations and changes. This
enabled it to identify a user group or, in many cases (n= 188), even the specific process
executer via the corresponding process knowledge of the process owners. This became
possible based on the detailed sequence of process steps with the help of process min-
ing. Within that, the errors in the process were made possible to be assigned by certain
individual process sequences or execution sequences to the individually unique user
assignments, although only anonymized data were available.

As an example, we present here the process variants identified so far. Each of which
led to the most frequent manipulations and changes of master data in the case study data.
This exemplary identified process flow is shown in Fig. 3 and consists of the defined,
collected process steps above.

As can be seen in Fig. 3, certain process steps are executed with different frequen-
cies. This allowed us to directly assign certain sequence combinations and variations to
specific users or user roles via certain combinations in the process variance or execution,
taking into account process knowledge and contextualizing the execution variations. For
example, internal staff performs the steps in a different sequence than external temporary
staff. Intensive and Aesthesia nurses work through the processes in a different sequence
depending on the duty roster and assigned nurse manager. We were able to assign devi-
ations from the standard process found with process mining as these execution routines
to a certain user group (in this case the ward doctors) based on their type and sequence
of process steps. By looking at the detailed sequences of the process steps, process min-
ing was thus able to clearly show which user role was responsible for the errors in the
process, although only anonymized data was available.

This shows how securitymeasures can be circumventedwithoutmuch effort. Despite
anonymizing advanced identifiers such as decoupling usernames and timestamps or
generally making usernames unidentifiable to ensure user anonymity, we were able
to demonstrate that individual users could be identified. Because process mining is
becoming increasingly important and thus widespread, especially in healthcare, our
research results are of great importance for the upcoming process mining use in practice
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Fig. 3. Master data process in process mining.

and research. They believe in the sufficiency of technical safety measures previously
assumed in the literature in research.

We suggest, therefore, a solution approach to overcome this lack of anonymization
by only examining process sections instead of the overall processes. If the counter-
measures considered safe in the literature were taken and supplemented by making the
complete processes unrecognizable, the desired anonymization could be achieved. As
part of the authors’ proposed solution, an attempt was made to achieve some degree of
decontextualization. This decontextualization of the process flow was achieved, among
other things, by breaking the process flow down into smaller substeps and isolating it
instead of viewing it as a whole. On the one hand, this led to the desired anonymization
of the underlying process executors, but on the other hand, it also significantly limited



230 F. M. Bade et al.

the informative value regarding the improvement possibilities and the recognition gain
of the PM application. Since, in this case study, the master data in the dataset may con-
tain changes from different users and much of the deanonymization is due to activity
pattern recognition, partitioning the processes into sub-processes proved to be extremely
effective. However, for the majority of the maternity ward processes studied, it also had
significant drawbacks, as the context of the overall process was lost for process opti-
mization, which is ultimately the overall goal of process mining. Still, in the case of
keeping the personal data and anonymization in process mining up, this approach seems
suitable.

5 Discussion

From its basic idea, process mining technology enables the reconciliation of governance,
risk, or compliance issues. At the user level, this article has shown that under certain
conditions, it can also be used to identify processes in d. In particular, these conditions
are known user routines and processing steps. We have shown that administrative-like
tasks characterize downstream business processes in healthcare. These administrative
processes are usually performed by nurses rather than physicians (e.g., obstetricians or
general practitioner doctors).

The work presented here shows that, contrary to popular belief that process mining
does not allow inferences to be made about user data if they are anonymized in the
existing system, this is nevertheless possible.

This is possible if the process flows identified with process mining also reveal user
routines that can be assigned to a specific user group or even an individual user with
the help of process expertise. This evaluation of user routines and process deviations
using process mining in anonymized systems leads to identifying unintentional and user-
induced changes in core data. The study showed that these routines allow inferences to
be made about the user or user group that made the changes without mapping user
data and personal information in systems. To counteract the problem, processes were
broken down into process snippets to prevent the activity pattern recognition enabled by
process mining. Since this solution can only be a temporary interim solution, because the
contextuality that is lost in the process can have disadvantages, as alreadymentioned, this
naturally raises new questions for the theory as an implication. For example, to design
security measures that demonstrably do not have the shortcomings we have pointed out,
it would have to be possible to exclude activity pattern recognition. On the other hand,
it must be ensured that there is no decontextualization as a consequence not to impair
the effectiveness of process mining.

We will address these questions in the future, and they need to be addressed by other
research teams and researchers as well.

Our research also has considerable added value for practical applications. We have
demonstrated that the technical protection measures, which are mostly found to be suf-
ficient in the literature, have serious weaknesses. As already mentioned, we were able
to take most processes out of context and make deanonymization impossible. How-
ever, there were still processes that offered such a high identification potential that even
these measures were insufficient. Department heads can only handle release processes
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in particular. If errors were to occur here, technical anonymization would not be pos-
sible by nature. This raises the question of the extent to which process mining may be
used in companies that deal with very sensitive data. Although the measures basically
protect the data of uninvolved parties (usually customers and/or clients), the activities
of the employees are accessible to everyone via process mining, which means that the
measures are not sufficient to protect the privacy of the users.

Our findings are, of course, principally limited, as they are initially restricted in the
work presented here to a single case study and the data collected and available there.
However, we estimate the transferability of the results outside the case study context
used here to be very high since medical procedures, as well as information systems, are
largely used internationally and must comply with international standards throughout.
We also have to assume that other process mining technologies and used procedures
may provide different results in anonymization quality. Nevertheless, the identifiability
of process participants via mere variations and combinations of process flows and steps
is, of course, technically not solvable without including further steps. We are also aware
that our interviews varied in scope depending on the interviewee. We did include this
in the coding, but care should still be taken to make the interviews more consistent in
subsequent research.

References

1. Mans, R.S., Schonenberg,M.H., Song,M., van derAalst,W.M.P., Bakker, P.J.M.: Application
of process mining in healthcare – a case study in a dutch hospital. In: Fred, A., Filipe, J.,
Gamboa, H. (eds.) BIOSTEC 2008. CCIS, vol. 25, pp. 425–438. Springer, Heidelberg (2008).
https://doi.org/10.1007/978-3-540-92219-3_32

2. van der Aalst, W., et al.: Process mining manifesto. In: Daniel, F., Barkaoui, K., Dustdar, S.
(eds.) BPM 2011. LNBIP, vol. 99, pp. 169–194. Springer, Heidelberg (2012). https://doi.org/
10.1007/978-3-642-28108-2_19

3. van der Aalst, W.M.P.: Process Mining. Data Science in Action. Springer, Heidelberg (2016).
https://doi.org/10.1007/978-3-662-49851-4

4. Rovani, M., Maggi, F.M., de Leoni, M., van der Aalst, W.M.: Declarative process mining
in healthcare. Expert Syst. Appl. 42, 9236–9251 (2015). https://doi.org/10.1016/j.eswa.2015.
07.040

5. Fredriksen, E., Martinez, S., Moe, C.E., Thygesen, E.: Communication and information
exchange between primary healthcare employees and volunteers - challenges, needs and
possibilities for technology support. Health Soc. Care Community 28, 1252–1260 (2020).
https://doi.org/10.1111/hsc.12958

6. Ghasemi, M., Amyot, D.: Process mining in healthcare: a systematised literature review. Int.
J. Electron. Healthc. 72 (2016). https://doi.org/10.1504/IJEH.2016.078745

7. Erdogan, T.G., Tarhan, A.: A goal-driven evaluation method based on process mining for
healthcare processes. Appl. Sci. 8, 894 (2018). https://doi.org/10.3390/app8060894

8. Mans, R., Reijers, H., Wismeijer, D., van Genuchten, M.: A process-oriented methodology
for evaluating the impact of IT: a proposal and an application in healthcare. Inf. Syst. 38,
1097–1115 (2013). https://doi.org/10.1016/j.is.2013.06.005

9. Martin, N., et al.: Recommendations for enhancing the usability and understandability of
process mining in healthcare. Artif. Intell. Med. 109, 101962 (2020)

10. Munoz-Gama, J., et al.: Process mining for healthcare: characteristics and challenges. J.
Biomed. Inform. 127, 103994 (2022). https://doi.org/10.1016/j.jbi.2022.103994

https://doi.org/10.1007/978-3-540-92219-3_32
https://doi.org/10.1007/978-3-642-28108-2_19
https://doi.org/10.1007/978-3-662-49851-4
https://doi.org/10.1016/j.eswa.2015.07.040
https://doi.org/10.1111/hsc.12958
https://doi.org/10.1504/IJEH.2016.078745
https://doi.org/10.3390/app8060894
https://doi.org/10.1016/j.is.2013.06.005
https://doi.org/10.1016/j.jbi.2022.103994


232 F. M. Bade et al.

11. Eggers, J., Hein, A., Böhm, M., Krcmar, H.: No longer out of sight, no longer out of mind?
How organizations engage with process mining-induced transparency to achieve increased
process awareness. Bus. Inf. Syst. Eng. 63(5), 491–510 (2021). https://doi.org/10.1007/s12
599-021-00715-x

12. Grisold, T.,Mendling, J., Otto,M., vomBrocke, J.: Adoption, use andmanagement of process
mining in practice. BPMJ 27, 369–387 (2020)

13. Pika, A., Wynn, M.T., Budiono, S., ter Hofstede, A.H.M., van der Aalst, W.M.P., Reijers,
H.A.: Privacy-preserving process mining in healthcare. Int. J. Environ. Res. Public Health 17,
1612 (2020). https://doi.org/10.3390/ijerph17051612

14. Mannhardt, F., Koschmider, A., Baracaldo, N., Weidlich, M., Michael, J.: Privacy-preserving
processmining. Bus. Inf. Syst. Eng. 61, 595–614 (2019). https://doi.org/10.1007/s12599-019-
00613-3

15. vom Brocke, J., Jans, M., Mendling, J., Reijers, H.A.: A five-level framework for research on
process mining. Bus. Inf. Syst. Eng. 63(5), 483–490 (2021). https://doi.org/10.1007/s12599-
021-00718-8

16. Rafiei, M., van der Aalst, W.M.P.: Privacy-preserving data publishing in process mining.
In: Fahland, D., Ghidini, C., Becker, J., Dumas, M. (eds.) BPM 2020. LNBIP, vol. 392,
pp. 122–138. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-58638-6_8

17. Loxton, M.: Process Mining in Healthcare. (2016, Unpublished)
18. Weise, M., Kovacevic, F., Popper, N., Rauber, A.: OSSDIP: open source secure data infras-

tructure and processes supporting data visiting. Data Sci. J. 21 (2022). https://doi.org/10.
5334/dsj-2022-004

19. Nuñez von Voigt, S., et al.: Quantifying the re-identification risk of event logs for process
mining. In: Dustdar, S., Yu, E., Salinesi, C., Rieu, D., Pant, V. (eds.) CAiSE 2020. LNCS,
vol. 12127, pp. 252–267. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-49435-
3_16

20. Houghton, C., Casey, D., Shaw, D., Murphy, K.: Rigour in qualitative case-study research.
Nurse Res. (2013)

21. Murthy, S., et al.: A comparative study of data anonymization techniques. In: 5th International
Conference onBigData Security onCloud (BigDataSecurity), IEEE International Conference
on High Performance (2019)

22. Rojas, E., Munoz-Gama, J., Sepúlveda, M., Capurro, D.: Process mining in healthcare: a
literature review. J. Biomed. Inform. 61, 224–236 (2016). https://doi.org/10.1016/j.jbi.2016.
04.007

23. Mans, R.S., van der Aalst, W.M.P., Vanwersch, R.J.B.: Process Mining in Healthcare: Eval-
uating and Exploiting Operational Healthcare Processes. Springer, Cham (2015). https://doi.
org/10.1007/978-3-319-16071-9

24. Mans, R.S., Schonenberg, M.H., Leonardi, G., Panzarasa, S., Quaglini, S., van der Aalst,
W.M.P.: Process mining techniques: an application to stroke care. Stud. Helath Technol.
Inform. 136, 573–578 (2008)

25. van derAalst,W.M.P., Günther, C.W.: Finding structure in unstructured processes: the case for
processmining. In: Basten, T., Juhás, G., Shukla, S.K. (eds.) Seventh International Conference
on Application of Concurrency to System Design, ACSD 2007, Proceedings, Bratislava,
Slovak Republic, 10–13 July 2007. IEEE Computer Society, Los Alamitos (2007). https://
doi.org/10.1109/acsd.2007.50

26. Yin, R.K.: Case Study Research and Applications: Design and Methods. SAGE Publications,
Thousand Oaks (2017)

27. Yin, R.K.: Qualitative Research from Start to Finish. Guilford Publications, NewYork (2015)

https://doi.org/10.1007/s12599-021-00715-x
https://doi.org/10.3390/ijerph17051612
https://doi.org/10.1007/s12599-019-00613-3
https://doi.org/10.1007/s12599-021-00718-8
https://doi.org/10.1007/978-3-030-58638-6_8
https://doi.org/10.5334/dsj-2022-004
https://doi.org/10.1007/978-3-030-49435-3_16
https://doi.org/10.1016/j.jbi.2016.04.007
https://doi.org/10.1007/978-3-319-16071-9
https://doi.org/10.1109/acsd.2007.50


The Dark Side of Process Mining 233

28. Dongen, B.F., Medeiros, A.K.A., Verbeek, H.M.W., Weijters, A.J.M.M., Aalst, W.M.P.: The
ProM framework: a new era in process mining tool support. In: Ciardo, G., Darondeau, P.
(eds.) ICATPN 2005. LNCS, vol. 3536, pp. 444–454. Springer, Heidelberg (2005). https://
doi.org/10.1007/11494744_25

29. Verbeek, H.M.W., Buijs, J.C.A.M., van Dongen, B.F., van der Aalst, W.M.P.: Xes, xesame,
and prom 6. In: Soffer, P., Proper, E. (eds.) CAiSE Forum 2010. LNBIP, vol. 72, pp. 60–75.
Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-17722-4_5

30. Günther, C.W., van der Aalst, W.M.P.: A generic import framework for process event logs. In:
Eder, J., Dustdar, S. (eds.) Business Process Management Workshops, pp. 81–92. Springer
Berlin Heidelberg, Berlin, Heidelberg (2006). https://doi.org/10.1007/11837862_10

31. Flick, U.: Triangulation. In: Mey, G., Mruck, K. (eds.) Handbuch Qualitative Forschung in
der Psychologie, pp. 185–199. Springer, Wiesbaden (2020). https://doi.org/10.1007/978-3-
658-26887-9_23

https://doi.org/10.1007/11494744_25
https://doi.org/10.1007/978-3-642-17722-4_5
https://doi.org/10.1007/11837862_10
https://doi.org/10.1007/978-3-658-26887-9_23


Analyzing How Process Mining Reports
Answer Time Performance Questions
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Abstract. The advances in process mining have provided process ana-
lysts with a plethora of different algorithms and techniques that can be
used for different purposes. Previous research has studied the relation-
ship between these techniques and business questions, but how process
analysts use them to answer specific questions is not fully understood
yet. We are interested in discovering how process analysts respond to
specific business questions related to time performance. We have coded
110 answers to time performance questions in more than 60 process min-
ing reports. As a result, we have identified 55 different operations with
137 variants used in them. We have analyzed the types of answers and
their similarities, and examined how contextual information as well as
existing process mining support may affect them. The results of the study
provide an overview of the current state-of-practice to answer time per-
formance questions and unveil opportunities to improve process mining
tools and the way these questions are answered.

Keywords: Process mining · Time performance · Qualitative
analysis · Quantitative analysis · BPI Challenge · Grounded Theory

1 Introduction

Many process mining techniques and tools have been developed in the last years
to assist the discovery, monitoring and improvement of business processes based
on the event logs provided by the information systems that support them [1].
Each technique usually targets specific aspects of the processes, such as the
existence and order of the process activities [15], the assignment and distribution
of process participants [4], or the time performance of the process execution [18].

The importance acquired by process mining has also led to the development
of methodologies, guidelines and case studies on how to perform process mining.
These have mainly concentrated on understanding or guiding the use of pro-
cess mining from a global perspective but they have not explored extensively
how process mining analysts use these techniques to respond to specific busi-
ness questions [14]. A better understanding of this matter can help to identify
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limitations in the approaches followed by the analysts to answer such questions.
A good example of this are the limitations derived from the widespread use of the
directly-follows graph as a way to analyze process execution [2]. It may also help
to find common patterns that facilitate the building of reference guidelines to
support them in their task. Finally, it may ease the identification of gaps between
the features of process mining tools and what is actually done by analysts.

In this paper, we conduct a systematic analysis of process mining reports aim-
ing to discover what process mining operations (e.g. filtering, data manipulation,
graphical representation) are used by process analysts to address a specific type
of business questions, namely, time performance questions; and how these oper-
ations are related to each other as well as to the questions. Time performance
questions refer to aspects like cycle time, waiting time, or bottlenecks. They
constitute one of the most recurrent problems in process mining projects [10].

The data source of our analysis are the process mining reports submitted to
the BPI Challenge (BPIC for short), an annual competition since 2011. Every
year the challenge organizers publish a real-life event log provided by an orga-
nization together with specific business questions posed by the organization, so
that the solutions provide them added value. Participants answer these ques-
tions or perform other complementary analyses and submit them in a report.
Considering time performance questions, this includes 62 reports belonging to 4
different BPIC with a total of 110 answers. There are several reasons for choos-
ing BPIC as the source of our study. First, they provide different perspectives on
how to analyze the same data for the same question, which makes the answers
more comparable. Second, they cover several analyst profiles: academics, stu-
dents, and professionals. Third, the analyses in the reports are not undirected,
but driven by specific questions posed by the organization, which is aligned with
the way process mining is used in practice [10]. Fourth, as the reports are page
limited, they collect the most important and conclusive information, avoiding
distractions with irrelevant information. Finally, all reports analyzed are pub-
licly available, which helps with the traceability and replicability of the results.

We have analyzed these reports applying a four-step methodology following a
mixed-methods research approach similar to the one in [14]. The results obtained
include a catalogue of 55 operations and 137 variants that provides an overview
of the current state-of-practice to answer time performance questions. The study
also gives insights about the type of answers that can be found in the reports,
how the context of the analysis (pursued goal, log and authors’ profile) affects
the characteristics of the answers, and what is the observed impact of current
state of the art on the answers. These results can be useful to further improve
process mining tools and the way in which questions are addressed by analysts.

The paper is structured as follows. Section 2 outlines the literature related to
this work. Section 3 describes the methodology followed to conduct the analysis.
Section 4 provides details of the analysis and the findings. Section 5 summarizes
the conclusions drawn and directions for future work.
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2 Related Work

Methodologies and guidelines to do process mining have been developed over the
last 10 years. Several methodologies define high-level stages, inputs, outputs and
activities that should be performed in a process mining project. Examples are the
Process Diagnostic Method [3], the L∗ life-cycle model [1] and PM2 [10], which
identifies 6 stages in a process mining project: planning, extraction, data process-
ing, mining & analysis, evaluation, and process improvement & support. Sim-
ilarly, [12] provides guidelines to support organizations in systematically using
process mining techniques aligned with Six Sigma. Due to their broad scope,
these methodologies are intentionally open in terms of which techniques can be
used to address specific questions. Instead, we are interested in understanding
the details of how time performance-related questions are addressed in practice.
The methodologies are useful though, to frame the context of the research pre-
sented in this paper: the mining & analysis and, partially, the data processing
stage.

Another workstream has focused on analyzing published process mining case
studies to provide different perspectives on how process mining is used in prac-
tice. For instance, [11] assesses the maturity of the field from a practical view-
point by considering the diffusion of tools and the thoroughness of the application
of process mining methodologies over the years. However, it does not cover the
specific details of how the questions are answered in the case studies except for
an enumeration of 7 process mining techniques used. Other studies focus on a
specific field. For instance, [21] discusses healthcare case studies according to
11 main aspects, but the level of abstraction is similar to [11]. A similar analy-
sis applied to the BPIC reports is performed in [16]. The authors focus on the
methods, tools, and techniques used in the reports submitted by the participants.
None of these papers links the analysis techniques used to the business questions
addressed nor discusses the context in which these techniques are applied.

The closest work to ours is [14] and [27]. Klinkmüller et al. [14] qualitatively
analyze BPIC reports to understand how process analysts perform their work.
The focus is put on visual representations and their information needs for all
types of questions. We complement this research with a narrower but deeper
analysis. We focus on identifying all specific low-level operations that are used
to answer time performance questions. Because of that, the operations identified
in our paper are more fine-grained, which brings a more precise understand-
ing about how questions related to time performance are addressed. Zerbato et
al. [27] conduct an empirical study to understand how analysts perform a pro-
cess mining task. Their study focuses on the initial exploratory phase of process
mining where analysts examine and understand an event log. It reveals that the
12 analysts who participated in the research follow different behavior patterns
when exploring event logs with Disco, and identifies some typical operations to
carry out process mining. We complement this research by focusing on specific
business questions and looking beyond the exploratory phase. Specifically, we
identify operations related to time performance that have been performed by
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analysts with different profiles (i.e. various organizations and countries) making
use of several process analysis tools (e.g. Disco, ProM and Celonis).

Moreover, specific techniques and visualizations have been developed to ana-
lyze the time perspective of a business process, its cycle time, and its bottlenecks
(e.g. [13,17,20,22,25]). With respect to them, this paper helps to understand
if they are used in practice and the context in which they could replace some of
the more general techniques used in the BPIC reports.

3 Research Methodology

We apply a methodology similar to the one proposed in [19], which follows a
mixed-method approach that combines qualitative and quantitative research
methods. We first perform a qualitative coding similar to the one proposed
in [14]. This coding allows us to quantitatively analyze the operations in the
BPIC reports. With this study we want to answer 4 research questions:

RQ1: What operations are used to answer the questions on time performance?
We aim to identify the analysis operations frequently used in time perfor-
mance analysis.

RQ2: What types of answers to time performance questions can be identified?
We aim to discover categories in the answers provided by the authors
of the reports depending on the operations used. This can inspire future
process analysts.

RQ3: How does the context affect the similarity of the answers to time perfor-
mance questions? The context involves the specific goal pursued in the
question, the event log analyzed and the authors’ profile. We aim to find
commonalities and differences regarding these aspects to understand how
they affect the answers.

RQ4: What is the observable impact of the current state of the art on the
answers to time performance questions? We aim to understand how the
existing tool support and literature help and limit the answering of
the questions.

The steps of the methodology are described next. Details and materials are
available at our repository [5].

3.1 Step 1: Data Collection

As we focus on questions related to time performance in business processes,
the first step was to review which BPIC had business questions concerning this
perspective. We found a total of 7 questions related to time in 4 editions: 2015 [6],
2017 [7], 2019 [8] and 2020 [9]. In BPIC 2020, we noticed that many operations
and data of the first question were reused to answer the second one, so we have
considered them as the same question. We classified these questions attending to
their goal in: differences, whose goal is to find differences between the throughput
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Table 1. Questions related to time performance in the BPI challenges since 2011.
The column of BPIC (ID) represents the selected questions and the identifiers of the
questions used to refer them (e.g. 2015-Q5 whose identifier is C15, represents question
5 of challenge 2015).

BPIC (ID) Type Question Answers

2015-Q5

(C15)

Differences Where are differences in throughput times between the

municipalities and how can these be explained?

9

2017-Q1

(C17)

Differences,

fragments

What are the throughput times per part of the process, in

particular the difference between the time spent in the company’s

systems waiting for processing by a user and the time spent

waiting on input from the applicant as this is currently unclear?

21

2019-Q2

(C19)

Fragments What is the throughput of the invoicing process, i.e. the time

between goods receipt, invoice receipt and payment (clear

invoice)? To answer this, a technique is sought to match these

events within a line item, i.e. if there are multiple goods receipt

messages and multiple invoices within a line item, how are they

related and which belong together?

12

2020-Q1,

2020-Q2

(C20A)

Fragments,

differences

What is the throughput of a travel declaration from submission

(or closing) to paying?, Is there are difference in throughput

between national and international trips?

20

2020-Q4

(C20B)

Fragments What is the throughput in each of the process steps, i.e. the

submission, judgement by various responsible roles and payment?

17

2020-Q5

(C20C)

Bottlenecks Where are the bottlenecks in the process of a travel declaration? 18

2020-Q6

(C20D)

Bottlenecks Where are the bottlenecks in the process of a travel permit (note

that there can be multiple requests for payment and declarations

per permit)?

13

Total - - 110

of different processes; fragments, whose goal is to calculate the throughput of
parts of the process; and bottlenecks, whose goal is to find bottlenecks. A question
can be related to more than one goal (cf. Table 1).

We considered only the reports that answer the selected questions, specifi-
cally, those that have a specific section dedicated to respond to a question. As
a result, 62 reports and 110 different answers were included in the analysis: 9 of
9 reports in 2015, 21 of 24 in 2017, 12 of 15 in 2019, and 20 of 37 in 2020. The
number of answers to questions in 2020 varies because not every report provided
an answer to every question. Additionally, the reports were grouped according to
the authors’ profile: students, professionals, and academics. The distribution of
reports and answers in these profiles per year can be found in our repository [5].

3.2 Step 2: Coding

We followed an inductive category development based on several coding iter-
ations. The way in which these iterations were performed was inspired by the
Grounded Theory methodology [23]. First, we applied open coding to the answers
to the questions provided in the BPIC reports. This involved reading the answers
and marking them with annotations to derive codes. During this initial phase,
we noted that each report answered the time performance questions using their
own specific terms, but these terms referred to the same concepts. Thus, we had
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Table 2. Examples of coding

Text in the report Annotation Operation Variant

For the former case, filtering was performed

by designating A Pending as forbidden and

O Cancelled as end activity

Filter traces depending

on the lack of A Pending

and O Cancelled as end

point

Filter traces Filter traces by

activities

By filtering all cases that did not have a

project number in Disco

Filtering of traces

without project number

in disco

Filter traces Filter traces by

organizational

units

to unify the vocabulary to compare the annotations of different answers more
easily, since our purpose was to discover commonalities among the answers. To
do so, we created a key concept code where we related different terms to a unique
concept. For instance, in some cases the authors referred to the total execution
time of the process as throughput but the implementations provided calculate
the time required to complete (a part of) a process (cycle time), so we decided
to rename it to cycle time. The name throughput was kept in the cases where
the number of activities or process instances per time unit is calculated.

Afterwards, we grouped the annotations of the answers by some time perfor-
mance questions that we sampled to better handle the annotations depending
on their similarity. Once the annotations were grouped, we could identify their
corresponding operations and detect the same operations from different reports.
For instance, in two different reports of the BPIC 2020 we found the two simi-
lar annotations shown in Table 2. In both annotations the authors are filtering
traces, despite using different criteria. Therefore, we grouped them into an oper-
ation called Filter traces. This way, we created an operation code to avoid defin-
ing similar operations with different names. This also made us notice that the
implementations of some operations had the same purpose but were performed
over different variables. We call them variants. For example, the aforementioned
annotations are two variants of how to filter traces, since one is filtering by activ-
ities and the other by organizational units. Thus, we labelled them as variants
of Filter traces as depicted in Table 2.

The coding process was iterative and finished when no more operations and
variants were obtained from the reports. In total, we found 55 operations with
137 variants. To mitigate the bias of one researcher having to identify the codes,
during the whole process two authors annotated and coded a subset of the reports
independently and then shared the results. In case of disagreement, the four
authors discussed the differences to reach a consensus. Moreover, we categorized
the operation codes into 6 types based on their goals as explained in Sect. 4.1.

3.3 Steps 3 and 4: Dataset Creation and Quantitative Analysis

Next, we handcrafted a dataset that relates the operations and variants identified
to the answers in which they appear. We also included metadata related to the
question, year, category, and type. The resulting dataset has 955 actions and
110 answers, where an action is an execution of an operation variant.
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Finally, we performed a quantitative analysis of the dataset to answer the
research questions. Specifically, we analyzed the dataset using frequency dis-
tributions and descriptive statistics to answer RQ1. In order to respond to
RQ2 we analyzed the answers depending on the number of performed opera-
tions and we applied KMeans clustering of the answers in the reports accord-
ing to the operations used in them. To answer RQ3, we used the Sørensen-
Dice coefficient [24] between pairs of answers to find similarities. This index
DSC(A,B) = (2|A ∩ B|)/(|A| + |B|) measures the similarity between two sets
A and B, where 0 indicates two totally different sets and 1 two equal sets. Fur-
thermore, we used 45 of the 72 measures described in [26] to retrieve properties
about the event logs that could help us to cluster them to understand how they
can affect the answers. We excluded those measures that had problems during
their computation (e.g., too long execution times). Finally, to answer RQ4, we
checked the existing tool support in process mining tools as well as related lit-
erature. More details of this step are provided in Sect. 4. The codes in bold in
the first column of Table 1 will be used therein for the sake of brevity.

3.4 Threats and Limitations

First, as it often happens in qualitative research, there could be personal bias
because the annotations and coding rely on a subjective interpretation of the
description that appears in the report. We mitigate this threat as discussed
above, but a residual risk remains.

Second, the conclusions of this study are based on reports that address 8
time performance questions. These questions deal with typical temporal prob-
lems, such as bottlenecks or differences in throughput time between processes.
Although the sample is representative, it does not cover all possible questions.

Third, the reports analyzed could be done by the same organization and
hence, be more similar to each other than otherwise. We checked the organiza-
tions of the reports and found that there was a predominant organization with 10
reports of 62. However, the similarity using the DSC index between the reports
of this organization is smaller than the similarity with the reports belonging
to participants from other organizations (0.12 and 0.16, respectively). Thus, we
concluded that including them would not bias the results.

Finally, the analysis is based only on the reported answers. This has two
implications. First, the order in which the operations appear in the report may
be different from the order in which the analysts performed them. To partially
mitigate this risk, we ignore the operations order for our analysis. Second, not all
operations used by the analysts may appear in the report. Some of them might
not give relevant results and be omitted in the report, and others might have been
removed because of space restrictions. This risk cannot be fully avoided with our
study design. However, we can safely assume that the operations that appear in
the report are those that the authors found more relevant. Furthermore, as long
as one of the operations appears in one answer, it is considered in our analysis.
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Table 3. Classification of operations sorted in descending order of frequency. In bold
are those with a frequency higher than the average (17.05).

Operation (absolute frequency - number of variants - number of questions)

OPERATIONS TO ANALYZE TIME:

Calculate cycle time (152-12 - 7), Find bottlenecks (63 - 5 - 6), Compare cycle time (30 - 1 -

7), Calculate waiting time (27 - 1 - 2), Calculate throughput (18 - 1 - 3), Calculate processing

time (10 - 1 - 3), Compare throughput (2 - 1 - 1), Compare waiting time with processing time (2 - 1 - 1),

Analyze cycle time depending on the events (1 - 1 - 1), Calculate intervals of time of the traces (1 - 1 - 1)

OPERATIONS TO MANIPULATE THE DATA:

Filter traces (86 - 7 - 7), Group traces (58 - 12 - 6), Preprocess the traces of the logs (11 - 1 - 5),

Filter events (11 - 4 - 5), Group activities (8 - 4 - 3), Filter activities (9 - 4 - 5), Filter sub-processes (6 -

2 - 1), Filter variants depending on frequency (2 - 1 - 1), Preprocess the events of the logs (2 - 1 - 1),

Group events by attributes (1 - 1 - 1), Group events by time (1 - 1 - 1), Group organizational units (1 - 1

- 1), Group sub-processes (1 - 1 - 1)

OPERATIONS TO CALCULATE STATISTICS

Calculate number of elements (76 - 7 - 7), Calculate percentages (55 - 4 - 6), Calculate

statistics (36 - 4 - 6), Calculate frequency (25 - 7 - 7), Calculate average of activities per trace (3 -

1 - 3)

OPERATIONS TO REPRESENT THE PROCESS GRAPHICALLY:

Represent process map (47 - 2 - 7), Represent bar charts (36 - 6 - 6), Represent histograms

(32 - 3 - 7), Represent temporal series (25 - 4 - 5), Represent heat maps of cycle time and an

attribute (6 - 1 - 3), Represent linear tendency of cycle time with respect an attribute (5 - 1 - 2),

Represent scatter plot of cycle time and an attribute (5 - 1 - 4), Represent circular charts of attributes of

the traces (3 - 1 - 1), Represent box plots of cycle time (3 - 1 - 1), Represent density diagram of cycle

time (2 - 1 - 2), Represent lineal distribution of an attribute by traces (2 - 1 - 1), Represent correlation

graph of variables (1 - 1 - 1)

OPERATIONS TO IDENTIFY ELEMENTS IN THE DATA:

Identify attributes (34 - 3 - 6), Identify resources (10 - 3 - 3), Identify transitions by cycle time (10 -

1 - 4), Identify organizational units (9 - 3 - 1), Identify activities (8 - 4 - 4), Identify roles (7 - 2 - 3),

Identify traces by cycle time (2 - 1 - 2), Identify specific sub-processes (1 - 1 - 1), Identify impact of

bottlenecks by organizational unit (1 - 1 - 1)

OTHERS:

Calculate dates of the development of activities of resources (2 - 1 - 1), Assign resource to each activity

(1 - 1 - 1), Apply techniques of machine learning (1 - 1 - 1), Apply decision trees (1 - 1 - 1), Discover

happy path of the process (1 - 1 - 1), Discover process maps (1 - 1 - 1)

Despite these limitations, we believe that the use of the BPIC reports also
brings relevant advantages as discussed earlier. Furthermore, we think that the
analysis conducted provides relevant insights that can be used as a starting point
to improve our understanding of how questions are answered in practice.

4 Results

Next, we describe how we have addressed the research questions defined in Sect. 3
and the results obtained.

4.1 RQ1: Operations Used to Answer Time Performance Questions

We identified 55 different operations and 137 variants and classified them in 6
groups according to their purpose (cf. Table 3). The operations that do not fit
in any of these groups are classified as others. Table 3 also shows the absolute
frequency of each operation, the number of variants identified for each operation
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and the number of questions for which at least one answer uses each operation.
Most of the operations (35) have only one variant. The others have between
2 and 7 variants, except Group traces and Calculate cycle time (CT) with 12
variants each. In the following, we outline how operation variants are defined.

The operations to analyze time focus on the temporal analysis of the pro-
cess, such as calculating and comparing cycle time and waiting time, or finding
bottlenecks. Two operations have more than one variant. Calculate CT can be
implemented for different process elements (e.g. the whole process or pairs of
events) and considering either all traces or subsets of them. Find bottlenecks
varies depending on where to look for the source of the bottleneck (e.g. activi-
ties or process fragments) and the criteria used to consider that a bottleneck is
happening (e.g. activities that exceed the average cycle time of all activities).

The operations to manipulate data reorganize the traces or the events from
the log, including their filtering, grouping, and preprocessing. Concerning their
variants, filters and groupings are applied on some process element (e.g., traces
or activities) and implemented depending on a condition related to a temporal
performance measure, an attribute of the event log, or another process perspec-
tive. For instance, traces can be filtered depending on the existence of activities
and activities can be grouped according to certain thresholds of cycle time.

The operations to calculate statistics give numerical insights applying descrip-
tive statistics, such as counts, proportions and frequencies. Regarding their vari-
ants, Calculate number of elements, Calculate percentages and Calculate fre-
quency are implemented depending on the process element to which they apply,
like calculating the number, percentage or frequency of each activity, or to cal-
culate the number of values that an attribute takes or the frequency with which
one of them occurs. As for Calculate statistics, this operation is applied to cycle
time, throughput and activities.

The operations to represent the process graphically show visual insights of the
process by creating process maps, bar charts, or histograms among others. Their
variants are based on what is being represented (e.g. cycle time), or the values
of some attribute (e.g. Represent process map with CT ). Additionally, Represent
temporal series and Represent bar charts vary depending on the process element.
Temporal series are also used to represent throughput.

The operations to identify elements in the data find a specific aspect of the
process and its context, such as process fragments, activities, attributes (e.g. roles
and resources) based on some condition. In this case, the variants represent the
conditions used to identify the elements (e.g. Identify attributes by CT ).

4.2 RQ2: Types of Answers

We have analyzed the answers from two different perspectives. First, we have
compared the average number of total and distinct operations per questions,
which are collected in Table 4. We believe that there can be two factors related
to the difference between questions: (i) the question itself, e.g. C19 is broader
and hence, requires more operations to give a proper answer; and (ii) the fact
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Table 4. Average total and different operations per question and per authors’ profile:
academics (ACA), students (STU), professionals (PRO)

Average
operations

C15 C17 C19 C20A C20B C20C C20D ACA STU PRO Total

Total 9.55 10.90 15.42 9.40 5.41 8.38 3.15 6.60 9.75 9.12 8.68

Different 6.55 6.33 8.25 5.60 3.64 4.44 2.84 4.51 6.03 5.29 5.29

that BPIC 2020 has several questions related to time, while in other challenges
all aspects related to time are focused on one question.

Second, we have performed a clustering analysis using the KMeans clustering
algorithm to discover categories of similar answers. The input was a boolean
matrix where the rows are answers, the columns are operations, and the cells
represent whether an operation is used in an answer or not. Since it was not
clear how many clusters can be expected, we evaluated the results with different
numbers of clusters (from 2 to 9 clusters) and the best results were obtained with
4 clusters. The Average Silhouette Width is not high (0.12), indicating that the
clusters are unstructured. This is expected because of the high variation that has
been found between the answers as we detail later. Nevertheless, the clustering
provides a useful classification of the answers in 4 broad answer categories, whose
distribution among the questions is depicted as pie charts in Fig. 1.

The Exhaustive Answer. It includes 17 answers that perform an exhaustive
analysis of temporal performance aspects. It includes the longest answers with
an average number of 9 different operations and 19 steps. Almost all answers use
Calculate CT and a significant number of answers Find bottlenecks, too. They
also frequently apply several manipulation operations like filters and groupings,
and compute statistics, percentages and frequencies. Finally, the answers of this
category also represent graphical information in a higher proportion than the
other answer categories, especially using bar charts, histograms or process maps.

The Difference Finder Answer. It includes 29 answers whose main focus is
to find differences in the performance of different process variants. It includes
average-sized answers with 5 different operations and 8 steps on average. Almost
all answers use Calculate CT and Filter traces. However, the main difference with
the other groups is the use of Compare CT, which appears in 65% of the answers
(compared to less than 11% in the other categories). They usually do not have
a graphical representation, being histograms the most frequently used (25%).

The Manipulatory Answer. It includes 8 answers that use manipulation oper-
ations like Filter traces and Group traces in a significantly higher proportion than
in the other categories. They are also characterized by the lower use of Calculate
CT and the higher use of operations to calculate statistics. Also, unlike the other
categories, temporal series are used in 60% of the answers to represent the data.
In terms of size, this group also includes large answers with an average number
of 8 different operations and 16 steps.
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Fig. 1. Graph of most similar relationships between questions

The Straightforward Answer. It includes 56 short answers that are char-
acterized by the low use of manipulation operations, especially filters, which is
much higher in the other categories. Their use of Calculate CT is significant
(70%) but not as widespread as in the first two categories. Find Bottlenecks also
appears with the same frequency, which is similar to the frequency it appears
in the first category. As for the representation, this category uses process maps
like the exhaustive analyzer but in a lower proportion. Concerning the size, this
category includes the shortest answers with 3.8 different operations and 4.4 steps
on average.

4.3 RQ3: Effect of the Context on the Answers

In this section, we study how 3 contextual elements (question objectives, log char-
acteristics and authors’ profile) can influence the answers. We have not studied
the difference between winner and non-winner reports because our sample only
constitutes around 30% of the total number of questions. Therefore, we cannot
assume that winning a BPIC is directly related to the answers we have analyzed.

Effects of Question Objectives and Logs. To analyze the effects of questions
and logs on the answers, we used 3 elements to characterize them. Specifically, we
used 5 logs of BPIC 2015, 5 logs of BPIC 2020, 1 log of BPIC 2017 and 1 log of
BPIC 2019. First, we assigned one or more goals (difference, fragments or bottle-
necks) to every question based on their description as discussed in Sect. 3.1. Sec-
ond, we computed the similarity between the logs used in each question. To this
end, we used most of the measures described in [26] to retrieve properties about
them. Then, we used these measures to group the event logs using a KMeans clus-
tering algorithm. We evaluated the results using different number of clusters with
The Average Silhouette Width, and the best ones were obtained with 3 groups:
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one for the logs used in 2015 and 2020, one for the log in 2017 and a third group
for the log in 2019. Finally, to find the similarities between answers, we computed
the Sørensen-Dice coefficient DSCv for every pair of answers in our dataset con-
sidering two variants of the same operation as different. We also compared the
similarity between each pair of questions Qx and Qy by computing the average of
the DSCv of all pairs of answers that respond to Qx and Qy, respectively.

The results obtained are summarized in Fig. 1, which depicts a graph whose
nodes are the questions and the edges are those pairs whose average DSCv

exceeds the average DSCv of the whole dataset, which is 0.11. The label of
each edge shows the average DSCv and its width is proportional to this value.
Similarly, the label of each node shows the average DSCv between the answers
of that question, and its size is proportional to that value. In addition, we have
added other labels to the nodes to include the question objectives, and the nodes
are positioned in the figure based on the similarity between the logs used in each
question, i.e. the closer are two nodes, the more similar their logs are.

The results show that the greatest similarity on average occurs between pairs
of answers that belong to the same question except for C20B, which is not
amongst them; and the pair (C20C, C20D), which ranks above 6 pairs of answers
of the same question. For the pairs of answers of the same question, these results
make sense because if the question is the same and the challenge is the same,
the answers are expected to be more similar between them. The fact that the
pair (C20C, C20D) is ranked high also makes sense because both questions refer
to bottlenecks in the same challenge. Therefore, although they refer to different
event logs, a number of authors performed almost the same analysis for each
of them, which significantly increases the similarity between these questions.
Regarding C20B, we believe that the diversity in the answers could be caused
by the logs used to answer this question. The reason is that, unlike the other
questions in which all authors analyze the same logs, in this case the question
involved several logs and not all authors decided to use the same set of logs.

Another interesting insight is that the answers of C20A are more similar to
the answers of questions that share similar objectives than to the answers of the
other questions of BPIC 2020. As a matter of fact, if we consider all questions
belonging to BPIC 2020 together (as if it were a single question), it is more
similar to other challenges than to itself. This suggests that the objective is
more important than the event log in terms of similarity.

Question objectives are not the only factor that affects the similarity between
answers, though. For instance, both C20B and C17 are linked to C20C and C20D,
but they do not share any objective. This is also evident from the fact that the
predominant answer type in the four of them is straightforward analyzer. For
C17 the reason of this similarity stems from the fact that many of its answers
try to find bottlenecks in the process even though it was not a clear objective
in the question. Instead, for C20B the similarity is because of the length of its
answers and the fact that it is in the same BPIC as C20C and C20D.

Another relevant aspect related to C17 is that its log is the only one that
allows to properly calculate the waiting time of the process since it records the
beginning and the end of the activities by means of attribute lifecycle:transition.
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Table 5. Comparison between the common frequent operation variants per questions
with the same objective: differences (DIFF), fragments (FRAG), bottlenecks (BTL).
The color intensity represents the percentage of questions in which the variants exceed
the average case frequency: 0%, (0, 25]%, (25, 50]%, (50, 75]% and (75, 100]%, where
white represents 0% and pure black represents 100%.

Let us look now into the details of the operation variants that are common to
different questions. Table 5 shows the common frequent operation variants per
questions with the same objective. The columns group the questions by objective
as detailed in Table 1, but we have included C17 in the 3 categories since the
operation Find bottlenecks is used in 85.7% of its answers.

Regarding the variants of Calculate CT (rows 1–5), if the goal is to find
differences in the process, it is frequent to calculate the cycle time of the whole
process for all or some subset of traces, indistinctly. It also involves the compar-
ison of the resulting values as support to this task (row 9). Instead, the analysis
of time performance in process fragments frequently involves the calculation of
cycle time for subsets of traces. As for the bottlenecks objective, it is common
to calculate cycle time computed for all pairs of events and to carry out several
variants of Find bottlenecks (rows 6–8). Manipulation operation variants (rows
10–12) are most used within the fragments objective, although Filter traces by
activities is the only variant that is used with great frequency in all the ques-
tions analyzed in this research. Regarding the variants of the Calculate statistics
operations (rows 13–17), these are frequently used to find differences and to
analyze the cycle time of fragments of the process. The most common is to carry
out Calculate number of traces and Calculate percentage of traces, respectively.
Finally, concerning the graphical representations (rows 18–19), we observe that
if the goal is to find bottlenecks, it often involves Representing a process map
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of CT. Instead, if the goal is to find differences or to analyze the cycle time of
fragments of the process, Histograms of CT is the most frequent representation.

Effects of the Authors’ Profile. An analysis of the answers grouped by the
category of the analysts (academics, professionals, students) shows differences in
both the number of operations and the number of different operations in each
answer (cf. Table 4). Specifically, the average number of operations in academics
is significantly lower than in students. For professionals, the values are in the
middle. These results suggest that academics tend to be more precise with their
reports and include only the most relevant information, whereas professionals
and particularly students, tend to include more information.

Another difference lies in the types of operations used. The most used opera-
tions by the 3 profiles are operations to analyze time. However, the second most
used type of operations for academics and students are operations to manipulate
data, while professionals use operations to calculate statistics.

Finally, we also look into the operations that appear more frequently in the
answers of each category. Specifically, we consider the operations whose abso-
lute frequency exceeds the average frequency of each category and focus on
operations that are common only to pairs of profiles. On the one hand, both
students and professionals use the same graphical representations (Represent
process map, Represent bar charts and Represent histograms) and one statistical
measure (Calculate percentages). On the other hand, academics and profession-
als share two operations: Calculate statistics and Identify attributes. Regarding
the unique operations per category, academics use more specific representations
to analyze cycle time, such as Represent density of CT or Represent box plots of
CT. In contrast, professionals have a greater interest in operations at the level of
activity and event, such as Analyze CT depending on the events and Calculate
dates of the development of activities of resources.

4.4 RQ4: Impact of the Current State of the Art on the Answers

We have observed that existing tools might be influencing two aspects of the
answers, specifically, the finding of bottlenecks and the visualization of cycle
time. First, if we look at the operations that analyze time, we observe that
the operation Find bottlenecks is usually implemented in a naive way with the
variant Find activities as bottlenecks applying temporal performance criteria,
which highlights those activities whose cycle time is higher than the average or
that lead to process executions whose cycle time is higher than the average. This
approach disregards resource contention problems, which are the usual cause of
bottlenecks. This naive implementation may be due to the lack of advanced
mechanisms to detect bottlenecks in typical process mining tools. To mitigate
this problem, there are proposals in the literature like [22] that provide more
advanced tools to detect them. However, there could be more factors influencing
this aspect such as the lack of awareness or data. Something similar occurs with
the operations that calculate cycle time for all pairs of events, which do not take
parallelism into account and can lead to wrong conclusions as discussed in [2].
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Second, the huge majority of visual representations used to depict time per-
formance information are either general purpose visualizations (histograms or
bar charts) or process maps with performance information. In fact, only some of
the representations used by academics go beyond the visualizations commonly
provided by process mining tools. This contrasts with the current state of the
art, which includes approaches like [17,20,25] that highlight aspects that are rel-
evant to answer the questions depicted in Table 1. The reason may be again that
these approaches are not well-known beyond academia and are not integrated in
the software tools used for the analysis.

5 Conclusions

The results of this work provide an overview of the current state-of-practice to
answer time performance questions and can be useful as a comparison frame-
work to evaluate the fitness of process mining tools for addressing them. For this
purpose, it is important to note that the catalogue covers only the operations
used specifically to answer time performance questions, but before addressing
these questions it might be necessary to perform discovery and familiarization
activities that may require additional tasks as discussed in [14]. This study can
also be useful to identify opportunities to improve the way in which questions are
answered. Aligned with the findings in [14], the study shows that the compari-
son of the cycle time of different subsets of traces is extremely common either
explicitly with the operation Compare CT, or implicitly by applying Calculate
CT for different subsets of data. In fact, Calculate CT is the only operation that
is used more than once on average in each answer. For process mining tools this
means extending their current ability to quickly apply filters, to visualize and
compare the results of applying different filters at the same time.

As a next step, we plan to extend the analysis to investigate specific ordering
of certain operations by searching for dependencies in the process mining reports,
and more exhaustively compare the catalogue of operations with the support
provided by current process mining tools.
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Abstract. Existing process mining methods are primarily designed for
processes that have reached a high degree of digitalization and standard-
ization. In contrast, the literature has only begun to discuss how process
mining can be applied to knowledge-intensive processes—such as product
innovation processes—that involve creative activities, require organiza-
tional flexibility, depend on single actors’ decision autonomy, and target
process-external goals such as customer satisfaction. Due to these dif-
ferences, existing Process Mining methods cannot be applied out-of-the-
box to analyze knowledge-intensive processes. In this paper, we employ
Action Design Research (ADR) to design and evaluate a process mining
approach for knowledge-intensive processes. More specifically, we draw
on the two processes of product innovation and engineer-to-order in man-
ufacturing contexts. We collected data from 27 interviews and conducted
49 workshops to evaluate our IT artifact at different stages in the ADR
process. From a theoretical perspective, we contribute five design princi-
ples and a conceptual artifact that prescribe how process mining ought
to be designed for knowledge-intensive processes in manufacturing. From
a managerial perspective, we demonstrate how enacting these principles
enables their application in practice.

Keywords: Process mining · Knowledge-intensive processes · Action
design research · Design principles

1 Introduction

Process mining enables the data-driven analysis and continuous improvement of
business processes in organizations. 61% of decision makers view process mining
as the most relevant technology to improve business processes and use or plan
to use it in the next twelve months [6]. Process mining methods and tools are
inspired by and adapted from data science, and thus rely on the availability of
large amounts of structured data in the form of event logs [1, p. 15–20].
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This, however, implies that process mining methods and tools need to be
adapted to less structured processes that are human-centric and subject to sub-
stantial degrees of knowledge and flexibility. These processes have been termed
knowledge-intensive processes (KIPs) [8,27]. Due to the high degree of creative,
flexible, and knowledge-intensive activities, overly automating or standardizing
KIPs is neither feasible nor desirable [8,23,24,27]. Further, while explicit pro-
cess knowledge can be codified and made available for process mining, implicit
knowledge—or tacit knowledge—often evades codification and is not available
for process mining [8,30]. Because KIPs often lack extensive digital event logs,
many of the common process mining techniques cannot be applied without adap-
tion. Unsurprisingly, practitioners and scientists recently identified “limited data
access,” “high cost of data preparation,” “issues with data quality,” “lack of intu-
itiveness and guidance,” and “difficulties to understand the process mining out-
put” as challenges for process mining, all relating to KIPs [28]. Contrasting
these challenges, analyzing and improving KIPs is paramount for organizations,
because they often constitute an organization’s competitive advantage [24].

We present two cases of manufacturing companies that strive to use pro-
cess mining for analyzing and improving their complex product innovation and
engineer-to-order (ETO) processes. Our findings build on and extend previous
research on applying process mining in unstructured processes. Other KIPs—
such as diagnostic processes in the healthcare domain—have been addressed by
the process mining community [22] and share some characteristics with KIPs
in manufacturing. Nonetheless, we also identified crucial differences, including
the use of guidelines and protocols as fairly precise prescriptions for instantiating
healthcare processes. Product innovation and ETO processes, on the other hand,
display higher degrees of creativity and do not follow such detailed prescriptions
on a product engineering level [22], even though they are often comprised of
a stage-gate structure that distinguishes creative work from quality gates and
guides the control flow [7]. Further, while healthcare KIPs clearly focus on the
recovery of patients [22], manufacturing KIPs do not always follow such well-
defined goals but often target an anonymous market and are subject to various
goals that depend on a specific product and market [8].

This paper presents findings from an Action Design Research (ADR) project
on developing process mining methods and tools for analyzing KIPs in manu-
facturing. Our main contribution is a set of theoretically ingrained and empir-
ically evaluated design principles that can serve as blueprints for researchers
and practitioners to apply process mining in similar contexts (i.e., other KIPs).
Our proposed principles question taken-for-granted knowledge on the design and
applicability of process mining methods and extend it for the context of KIPs.
Amongst others, we propose that focusing on process-external goals, using small
data instead of big data, and restricting process analysis to process instances
that are conceptually similar are unique characteristics of applying process min-
ing to KIPs. Building on the design principles, we instantiate a process analytics
tool as an exemplary IT artifact to analyze KIPs in manufacturing.

The paper is structured as follows. In Sect. 2, we review process mining
fundamentals and previous applications on KIPs. In Sect. 3, we describe our
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ADR method in detail. In Sect. 4, we present field evidence from KIPs in two
manufacturing cases and identify specific requirements for the design of a process
mining artifact. We then propose five design principles for process mining of
KIPs and instantiate them with a process analytics tool. In Sect. 5, we discuss
implications for the theory and practice before concluding the paper in Sect. 6.

2 Related Research

2.1 Knowledge-Intensive Processes

Business processes are assumed to be intentionally designed and to represent
standard operating procedures in organizations [2]. A process is a “collection of
inter-related events, activities and decision points that involve a number of actors
and objects, and that collectively lead to an outcome that is of value to at least
one customer” [10, p. 6–7]. Generally, the Business Process Management (BPM)
literature assumes that a desirable and often mandatory way of conducting work
in organizations exists and can be inscribed into process models, implying that
deviations from to-be processes are viewed as deviant behavior that must be
prevented [18]. However, a process in which a considerable number of activities
depend on the application of tacit human-centered knowledge [30], is a KIP
[8,27]. KIPs are competitive processes for organizations [24] (F4) and strongly
rely on human creativity [3] (F1). They are characterized by high degrees of
complexity and flexibility [13,23,38] (F1), and of uncertainty regarding their
in- and output [8] (F5).

KIPs can neither be fully automated nor standardized [23], since human-
centered and knowledge-intensive activities represent an integral part of the
process [8,27] (F3). As value-adding and competitive activities within a process,
they require flexibility to support innovation [24]. Thus, the sequence of tasks
in KIPs is often not prescribed in process models, but can evolve during their
instantiation. Each instantiation is thus highly dependent on the knowledge,
decisions, and actions of single or multiple actors executing process activities
[8,13,17,23] (F1 & F6).

In knowledge-intensive activities, actors apply “knowledge about, in and
derived from a process” [13, p. 223] “in order to achieve organizational goals
and create value” [27, p. 4]. The knowledge applied by actors can be distin-
guished in two categories. Explicit knowledge can be easily codified, stored, and
communicated, whereas tacit knowledge “derives from experience, mental mod-
els [sic] and perspectives which cannot be easily formalized or shared through an
externalization process” [8, p. 32]. Thus, tacit knowledge often remains hidden
and is subject to the actors’ willingness to document and share it [8] (F3).
Further, it remains unclear whether a process instance, based on the decisions
taken, was successful, due to the inability to codify tacit knowledge appropriately
[8] (F7).

In manufacturing application scenarios, KIPs, such as product development
and product innovation [13], are performed by highly-trained knowledge work-
ers such as engineers, while they also require cross-discipline collaborations for
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realizing products [12]. Especially the processes which are part of the product
lifecycle management rely on the derivation of knowledge of integrated infor-
mation to support the required engineering and manufacturing tasks [12]. They
represent core processes, which are the base for the value creating production
and sales processes and are thus essential for manufacturing companies.

2.2 Process Mining of Knowledge-Intensive Processes

Process mining bridges the gap between BPM and data science by leveraging
log data from numerous information systems, including ERP- or BPM-systems.
These data are aggregated to an event log to be analyzed with process mining
methods and tools, enabling analysts to discover and improve processes by iden-
tifying and eliminating deviations [1]. Event logs consist of process-related data
and need to satisfy certain properties to enable the application of process mining
[21]. There exist different maturity levels for event logs defined by the amount
of data available and their quality. A certain maturity level is required to obtain
meaningful results from process mining [1,21].

Concerning KIPs, event logs that display a sufficient maturity level are often
unavailable [17,23], since deviations from predefined process sequences are com-
monplace [27]. Due to this lack of data, KIPs cannot be easily understood,
analyzed, nor captured [24], because understanding the knowledge dimension of
the process and considering the role of human-centered knowledge is paramount
[8] (F2). Beyond data availability constraints, process behavior of KIPs is often
dependent on human decisions and elements external to the process, and is influ-
enced by other elements and factors inside the organizations [13].

Nevertheless, few approaches have been proposed to apply process mining in
KIPs. Rhemus et al. [34] provide a framework to guide the modeling of KIPs
considering their characteristics. Drawing on the results, Gronau and Weber [17]
developed a tool to model and analyze KIPs, focusing on the transfer and imple-
mentation of person-bound knowledge. Because KIPs’ properties differ from
those of standard processes, organizations employ various IT artifacts to support
their execution. In case the artifacts are not process-aware, Pérez-Castillo et al.
[33] designed a dynamic analysis that retrieve a log during runtime, including
instance-specific domain knowledge. Khanbabaei et al. [24] applied data mining
techniques to extract patterns hidden in KIPs. They present a model that rec-
ommends improvement opportunities by identifying the behavior of competitive
and knowledge-intensive processes. Also, data mining techniques like clustering
or classification have been applied to extract information from KIPs to ana-
lyze their behavior [24]. Benner-Wickner et al. [4] developed an approach of
agenda-driven case management in the context of KIPs, focusing on mining and
recommending templates for new cases, while Terziev et al. [37] proposed a rec-
ommender system that uses case-related information from similar cases.

In manufacturing, process mining has been combined with case-based reason-
ing to provide guidance for product innovation processes, using synthetic data
[5]. Further, process mining was employed to identify and analyze maintenance
activities in cellular manufacturing [11]. Most process mining papers focus on
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process discovery, while only a few studies applied conformance checking, often
focusing on specific context such as shipbuilding or special machine engineering
[11]. Another knowledge-intensive domain often addressed is healthcare, with
process mining being applied in patient treatment, diagnostics, and organizing
tasks [22]. However, processes in healthcare refer to a case-based execution of
predefined process strands, while manufacturing processes are less standardized.
Moreover, the often regarded clinical pathway always implies the health of the
patient as the most important objective, while KIPs in manufacturing follow
different aspects such as the quality of the product, the compliance to standards
or the satisfaction of the customer [8].

3 Research Method

Design Science Research (DSR) is one of the fundamental research paradigms in
Information Systems (IS) [26]. DSR is on a dual mission, to solve important orga-
nizational problems through the development of innovative IT artifacts [26] to
abstract generalized knowledge and contribute theories for “design and action”
to the IS knowledge base [14,15]. A research method that is particularly suited to
serve this dual mission is ADR. Rooted in both action and design research, ADR
is “a research method for generating prescriptive design knowledge through build-
ing and evaluating ensemble IT artifacts in an organizational setting” [36, p.40].
ADR focuses on the role of the organizational context for shaping the research
process as well as the IT artifact. Sein et al. [36] describe ADR comprising of
four phases: (1) the problem formulation, (2) the central building, intervention,
and evaluation, (3) reflection and learning, and (4) formalization of learning. All
phases follow their individual principles, which in general emphasize the close
cooperation of scientists and practitioners, while each has an equal impact on
the shape and function of the artifact.

In this paper, we apply ADR to design and evaluate a process mining tool for
KIPs in manufacturing as an ensemble artifact [26]. The IT artifact is an instan-
tiation that demonstrates the feasibility and effectiveness of the models and
methods contained [26]. As envisioned by ADR, we conducted several interven-
tions through workshops and semi-structured interviews to integrate practition-
ers into the research process to have a significant impact on the artifact’s design.
The core ADR team consisted of five researchers and eight highly experienced
practitioners from the BPM and IT departments of two anonymized companies
who are process owners and managers of a product innovation process and an
ETO process. The core team was involved in all phases of the ADR process.

In the first iteration of our ADR project, we started by identifying relevant
manufacturing KIPs for the application of process mining by conducting work-
shops and modeling process maps (c.f. Fig. 1). In the following iteration, we
strove to better understand the contexts by conducting semi-structured inter-
views, focusing on day-to-day work, interactions with co-workers, other business
units, and the information systems used. Moreover, we questioned the intervie-
wees about their perception of data-driven BPM methods and elucidated how
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Fig. 1. Action design research applied [36]

process mining could support them. Targeted interviewees ranged from oper-
ational workers up to higher management roles to examine the process from
various perspectives. Each interviewee received a short introduction into process
mining as most participants did not have prior experience with process mining
due to the so far limited applicability on their processes. We conducted 27 inter-
views, accumulating to 40 h of raw audio data. We learned that each company
had their own characteristics, while they also shared similarities even referring
to different processes, allowing us to narrow down the use case.

We further analyzed the information systems and their underlying data struc-
ture in the second iteration to identify the amount and quality of data available
and evaluate their maturity level for process mining. Also, we documented pro-
cess performance indicators (PPIs) for each use case, which ultimately helped
us to agree on specific goals to be addressed by the IT artifact’s design. In total,
we conducted 49 workshops comprising more than 125 h of direct interactions
with the companies.

Based on aggregating the information from the workshops and available lit-
erature, we developed four propositions (c.f. Table 2) that informed the design of
an initial mock-up of a process mining tool for manufacturing KIPs (c.f. Fig. 2 for
the final version). We subsequently shared the mock-up with the practitioners in
an intervention. To evaluate the propositions and the initial mock-up of our tool,
we conducted confirmatory focus groups with the core teams from both compa-
nies consisting of two consecutive steps. In step 1, we presented the propositions
and requested the practitioners’ feedback on the propositions’ feasibility and
usefulness. They were asked to note their remarks on a whiteboard, while map-
ping them to the propositions and signaling, whether the feedback was positive,
negative or neutral. After discussing the general propositions, we continued with
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step 2, in which the practitioners evaluated the mock-ups of a concrete instanti-
ation of a process mining tool for KIPs in manufacturing. We applied the same
procedure as in the first round. Each step of the evaluation took 90 minutes
and resulted in valuable feedback that informed us how to design the artifact
and how to abstract the gained knowledge in five design principles. This state
of the artifact represents the Alpha-Version that is typically built and evaluated
in close cooperation with the practitioners but is not yet presented to the end
user at this early conceptual stage [36]. Hence, in line with other ADR papers
(e.g., [19]), the roll-out, application, and evaluation of the artifact to operational
business (so called Beta-Version) needs to be pursued in future interventions of
the ADR project.

4 Results

4.1 Description of the Application Contexts

Product innovation at Industrial Connectors Inc. Industrial Connectors
Inc. specializes in the production of connection appliances such as industrial con-
nectors. Their products range from fairly simple terminals, which are produced
in huge volumes up to smart devices that require many and diverse components,
and specialized software (I1). We identified the product innovation process at
Industrial Connectors Inc. as a KIP [13,23,38]. It is characterized by a stage-
gate structure that is typical for product innovation processes [7] (I2). The
process participants are highly-trained knowledge workers (i.e., engineers), who
need to cooperate in all phases of the process [13]. Reaching a gate at the end
of each phase, the project manager checks and approves the process’s progress,
permitting a transition into the next stage. Often, this evaluation must conform
with the four-eye-principle, involving additional participants. Process execution
is supported by a PLM-system that also implements features of a BPM-system,
such as providing an execution engine for orchestrating the tasks [10, p. 347–353].
During the interviews it became apparent, that workarounds have been devel-
oped using the PLM-system additionally as a knowledge repository (I6). The
process is designed to allow for flexibility in each stage by performing the activ-
ities in any order. Thus, engineers are responsible to execute all activities based
on their own experience and judgement [8,13,17,23] (I1). As these processes
require considerable man power, knowledge, and time, and have a significant
impact on the future product portfolio [24], few instances are being conducted
simultaneously, with roughly ten innovation processes completed per year (I8).

Engineer-to-Order at Fluid Processing Ltd. Fluid Processing Ltd. spe-
cializes in manufacturing industrial machines for fluid processing. We studied the
order fulfillment process in its ETO version, that serves for customer-specific
manufacturing of machines. Engineering complex machines is a KIP, involv-
ing products worth millions of euros that are tailored to individual application
contexts of different customers (I1). The ETO process is more rigid than the
product innovation process at Industrial Connectors Inc. and contains semi-fixed



258 B. Löhr et al.

milestones comparable to gates in a stage-gate process (I2). The milestones dif-
fer in each process instance, depending on individual customer requests. One
of the milestones always included is production release, after which no further
changes can be made to the final product. Changes, however, do still occur regu-
larly and often require individual implementations. These late changes can result
from internal causes—such as construction mistakes—or external causes—such
as unexpected additional customer requests. Any way, handling post production-
release change requests is a significant challenge for Fluid Processing Ltd. as the
different business units still work independently and communicate rarely (I4)
although handling changes requires knowledge work performed by highly-skilled
professionals, flexibility, and strong communication skills [8,13,17,23].

Table 1. Case comparison

Industrial Connectors Inc. Fluid Processing Ltd.

Process Product Innovation Process Engineer-to-Order Process

Structure Fixed Stage-Gate Structure Variable Gate Structure

Process Model
Process adapted on a case by case

basis by the project manager.

Process depends on machine type

and customer requests.

Process Tasks

Knowledge driven and variable

process tasks.

Only few non-knowledge-driven tasks.

Variable and knowledge intensive

treatment of post production changes.

Many non-knowledge-driven tasks

for handling the instances.

System Support PLM-System as BPM-System.

No distinct BPM-System.

ERP-System orchestrates parts of

the process.

Number of

instances
10 instances per year

700 instances per year, where

350 instances are with changes

Typical duration 12 months typical duration 6-7 months typical duration

The cases exhibit similarities and differences (cf. Table 1). Both refer to
a manufacturing context, involving the design, configuration, and update of
high-tech equipment for industrial applications. Consequently, both processes
are product-focused and represent core processes for the organizations, mak-
ing them subject to strong quality assurance procedures, specialized knowledge,
high customer orientation and individualization, low frequencies, heterogeneous
data (I8), group decisions, and complex software applications. Still, the contexts
and processes also differ to some extent. Compared to Industrial Connectors
Inc., process execution at Fluid Processing Ltd. is not supported by a workflow
management tool. Instead, an ERP-system is used to handle order processing
and for documenting any changes made to products. Nevertheless, both compa-
nies still lack the storage and distribution of knowledge as some process execu-
tions are handled analogously (I5). In line with that, both inherit data integrity



Process Mining of Knowledge-Intensive Processes 259

issues, where either information is heavily aggregated or is not individually cap-
tured (I3). Further, Industrial Connectors Inc. targets an anonymous market
with their products, while Fluid Processing Ltd. produces and designs accord-
ing to specific customer requests. Nevertheless, they are both missing external
evaluation possibilities since they do not store information to measure the pro-
cess quality (I7). Also, the product innovation process features just about ten
instances per year, while the ETO process comprises 350 instances with actual
changes (I8).

4.2 Initial Design Propositions and Prototype Artifact

Based on the initial propositions we derived from our analysis of the related
literature and the insights from our use cases (cf. Table 2), we designed a pro-
totype IT artifact to evaluate with the practitioners and research partners. This
prototype was a set of mock-ups of a process analytics tool that is focused on
the needs of KIPs. Particularly, the prototype featured two views, distinguishing
a process level from an instance level. Each screen contained items that repre-
sented aspects of the initial design propositions. The prototype visualized the
propositions, making them accessible for an evaluation of our project team. Simi-
lar approaches have long been advocated in Design Thinking, a design approach
that proposes creating conceptual artifacts early to evaluate and improve the
design in a cyclic approach [9].

4.3 Evaluation

Based on the initial propositions and the mock-up, we conducted an evaluation
with practitioners of the core ADR-team, which enabled us to develop the result-
ing design principles (cf. Table 2) and IT artifact. Participating practitioners had
theoretical knowledge about process mining, but have not yet applied it to pro-
cesses they have worked with so far. Further, the participating scientists ranged
from seasoned users to beginners. The mock-ups and the initial propositions were
received positively, especially proposition 1. Thus, no major alterations were made
to derive DP1. Proposition 2 caused some minor concern (E2), as the challenges
of handling unstructured data and perils of bad data quality were highlighted,
if process participants were forced to enter decisive meta-data in every instance.
Practitioners at Industrial Connectors Inc. (E3), however, were optimistic about
the automation potential, provided by proposition 2. Regarding proposition 3,
both focus groups noted (E4) that different persons and business units will likely
attempt to implement different goals. Balancing these interests will be crucial to
ensure the long-term support of these actors. The feedback E2, E3 and E4 led us
to perform minor changes to the mock-up and the resulting DP2 and DP3.

Proposition 4 was subjected to the most intensive discussion. First (E5),
the practitioners recognised that it is important to identify and store individ-
ual solutions of the process. Practitioners of Fluid Processing Ltd. added that
(E6) consequences of past non-codified decisions and solutions cannot clearly be
identified. So, automatically extracting past solutions might lead to wrong
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assumptions. Additional feedback regarded the term similarity (E7). The infor-
mants stated that similarity is dependent on the particular situation; for instance,
in some cases the machine type can be decisive for a process, whereas in other
cases the goals articulated by the customer have an overwriting relevance. Based
on this feedback, we introduced DP4 and DP5, which cover the identification of
and comparison with similar instances, offering recommended actions that were
successful in the past, and a data field to provide feedback for stimulating organi-
zational learning.

4.4 Resulting Design Principles

Subsequently, we present the resulting design principles. Table 2 exhibits how
the principles are rooted in the initial propositions, the related literature, and
the empirical data retrieved from our use cases and evaluation. We structure the
design principles in line with Gregor et al. [16], presenting the aim, implementer
& user, the mechanism, and the rationale of each design principle. Because all
design principles are built on the premise to make process mining applicable in
the context of KIPs in manufacturing (cf. Subsect. 4.1), we did not specifically
include the context in each design principle. We further defined three different
roles that are addressed in the design principles as users or implementers. These
roles are composed of the organization, a process analyst (e.g., process manager)
and process participants (e.g., process engineer, process executor) [10, p. 24–26].

Table 2. Derivation of initial Propositions and final Design Principles

Insights from Cases Findings from Literature Original Propositions
Impacting

Feedback

Resulting

DP

(I1) Diverse control flows and contents

(I2) Stage-gate approach

(I3) Data integrity issues

(F1) Diverse control flows and

contents

(F2) Data integrity issues

Proposition 1 - Enable neg-

lecting the control flow and

distinguish decision- from

knowledge-intensive activities.

— DP1

(I4) Separate work in business units

(I5) Lack of knowledge storage

(I6) Knowledge distribution via

workarounds

(F3) Failure to use (unstructured)

domain knowledge and data

Proposition 2 - Incorporate

internal and external domain-

specific knowledge.

E2, E3 DP2

(I7) Missing external evaluation
(F4) KIPs are competitive

processes

Proposition 3 - Identify and

define labels to control the

process quality.

E4 DP3

(I1) Diverse control flows and contents

(I8) Limited data availability

(F1) Diverse control flows and

contents

(F5) Uncertain input and output

(F6) Difficult decision-making

(F7) Lack of insights on

decisions’ success

Proposition 4 - Focus on

small (right) data that

impacts the process behaviour.

E7 DP4

E5, E6 DP5
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The first three design principles build the foundation for DP4 and DP5 and
are based on the fundamental properties of KIPs (cf. Sect. 2 & Table 2). Applying
process mining in KIPs is often subject to limitations induced by heterogeneous
and incomplete process logs that exhibit variable data features [29]. Therefore,
DP1 (cf. Table 3) focuses on decomposing the process into several stages and
gates to enable analyzing the gates by means of process mining while maintaining
flexibility within the stages. Thereby, process quality is ensured at the gates
and for the knowledge-intensive activities the necessary flexibility is preserved
[29,35]. The decomposition can be performed manually or by using algorithmic
approaches. Besides theoretical justification, empirical support for this principle
comes from our use cases, where the processes follow a stage-gate structure (cf.
Table 1) and only limited information on individual events is available.

DP2 and DP3 focus on enhancing the event log with both domain-specific
knowledge as well as process-external goals. In order to complete a process suc-
cessfully, knowledge flows and transfers between system and process participants
are necessary [17]. KIPs typically involve unstructured domain knowledge, which
is often not codifiable [32]. Our interviews revealed that the different business units
involved in a process often work independently and communicate rarely. To cope
with this potential lack of knowledge sharing, process participants at Industrial
Connectors Inc.developedworkarounds using thePLM-systemas a process knowl-
edge repository, re-purposing project functions of the system that were originally
intended for other tasks. Therefore, to enable improved contextualization, we pro-
pose that (unstructured) domain data and knowledge should be codified [31] and
added directly to the event log (cf. Table 3) (see DP2). Further, goals of process
instances can vary and decisions on process goals are often based on incomplete
knowledge, because information systems only represent limited information, see
DP2. However, KIPs represent competitive key processes for organizations [24]
that have to satisfy process-external goals, like profitability or customer satisfac-
tion. Therefore, process-external goals should be defined as dependent variables
and labels for process quality, and added as attributes to the event log (cf. Table 3).
Tomake these goals measurable, the required knowledge and data need to be linked
to the event log. Still, deriving these labels from the event log in our use cases was
difficult because external evaluations were often not available (see DP3).

Further, it is difficult to predict the behavior of KIPs [23,27], because of their
diverse control flows and contents [8,13,17,23], limited data availability, and a
high variance in their structure, causing uncertainty of their inputs and outputs
[8]. From these insights, we could derive DP4 (cf. Table 3) that aims to generate
information and knowledge on similar instances available. The evaluation (E5)
and (E6) (described in Subsect. 4.3) constitute the foundation for DP5 (cf.
Table 3). Related research has identified that complex decisions require human
judgement, experiences, and creativity [27], but decisions are difficult to make
since individuals are subject to bounded rationality. Thus, making decisions
based on the comparison of similar instances can offer valuable assistance and
allows effective learning and inference from suitable past data. Executing those
prescriptive actions and evaluating their results enables providing feedback and
learning from past decisions [25,31].
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Table 3. Design pinciples

Design Principle 1: Decision- vs. Knowledge-intensive Activities

Implementer Organizations using process mining for KIPs

User Process participants & process analyst

Aim To balance between quality insurance and flexibility in performing KIPs.

Mechanism Distinguish decision- from knowledge-intensive activities.

Rationale
We draw on Seidel’s et al. [35] framework of pockets of creativity that aims at

conceptualizing creativity within business processes.

Design Principle 2: Capture Domain-Specific Knowledge

Implementer Organizations using process mining for KIPs

User Process participants

Aim To capture process-relevant domain knowledge.

Mechanism
Enhance the event log with relevant unstructured data (e.g., codifiable knowledge,

including business documents, drawings, notes).

Rationale

In adaptive case management, actionable knowledge is collected from process

participants and required information for processing the case is stored [31]. The

idea has already been transferred to KIPs by Herrmann and Kurz [20].

Design Principle 3: Define Process-External Goals

Implementer Organizations using process mining for KIPs

User Algorithms

Aim To learn relationships between process execution and higher-order business goals.

Mechanism Annotate event logs with process-external goals.

Rationale

Goals of process instances can vary and decisions on process goals are often based

on incomplete knowledge. Considering adaptive case management [31], we extend

this idea to also take the integration of external factors into account.

Design Principle 4: Retrieve Process Knowledge

Implementer Organizations using process mining for KIPs.

User Process participants

Aim To make experiences from past process instances accessible.

Mechanism Retrieve and analyze similar past instances.

Rationale
The principle is grounded in the first phases of the case-based reasoning lifecycle

[25,31]. The idea has been used in process mining by Berriche et al. [5].

Design Principle 5: Derive Actionable Interventions

Implementer Organizations using process mining for KIPs

User Process participants & process analyst

Aim To use experiences from past process instances to perform new instances.

Mechanism

Consider and implement prescriptive actions derived from similar instances, and

provide reasoning on decisions to evaluate the effects that past decisions had on

process goals.

Rationale

In case-based reasoning, reusing information from similar past cases, revising

proposed solutions, and retaining experiences can support solving new

problems [25,31]. We extend this idea by taking the integration of recommended

actions into consideration.
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4.5 Manifestation of the Design Principles in the IT Artifact

After formulating the design principles, we used them to re-design the initial
mock-up of the process analytics tool for manufacturing KIPs. The tool still
features a process and an instance level. The process level covers information
about a process in general, including a process model, PPIs, and an overview
of process instances currently running. In contrast, the instance level focuses
on one particular process instance, covering instance-specific PPIs, and specific
stage-gate information. Figure 2 shows one perspective of the instance level, for
the product innovation process at Industrial Connectors Inc.. The process is
represented by stages and gates that are set manually, because the process is
already well-designed in this regard. Further, stage-specific information cover an
overview of completed and non-completed activities, aiming to foster flexibility
and creativity within a stage (DP1).

To incorporate domain-specific knowledge, the artifact provides the possibil-
ity to upload important stage-specific documents, e.g. modification masters in
form of text documents at Fluid Processing Ltd., and additional information,
e.g. part numbers at Industrial Connectors Inc., at the instance level. Further,
gate-related metadata that cover the dimensions of time, complexity, quality and
costs of the respective process instance can be documented (DP2). Since the
process can have unique structures, the PPIs shown will adjust at the instance
level and indicate the internal (DP2) resp. process-external goals (DP3) for
the specific stage resp. gate. Selecting a specific gate, the artifact allows analysts
to set resp. goals and their weighting. This applies to the entire process instance,
but it can always be adjusted once a new gate is reached, to allow for settings
new goals or weights (DP3). By considering the selected process properties and
the defined goals, comparable process instances to the resp. case are identified,
displayed and clustered (DP4). Additionally, different actions are recommended
based on available data and can be selected by the analyst. Once a recommended
action took place, the artifact provides the possibility to evaluate that action,
to train the system further (DP5).

5 Discussion

Process mining relies on the availability of large amounts of structured process-
related data, provided as event logs [21]. However, our findings expose that exist-
ing process mining tools and methods cannot only be applied to standardized
and highly digitized processes [21], but also to KIPs that exhibit higher degrees
of complexity and flexibility, while comprising a small number of instances [8,13].
For this purpose, traditional assumptions on process mining need to be recon-
sidered and updated. Information such as unstructured domain data are often
ignored in event logs, although they can provide relevant insights and enable
improved contextualization [32]. Our findings highlight the need to enhance event
logs of KIPs with internal and external (unstructured) domain data and knowl-
edge to define and measure process-external goals to control quality. To integrate
this information, process mining can be enhanced by adapting the concept of
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Fig. 2. Exemplary perspective of the mock-up (Instance level)

adaptive case management systems from healthcare [4,31] that aims to collect
knowledge from process participants and to store information that might be
important for processing a similar case in the future. Thus, knowledge can be
shared effectively among process participants [31].

Also, the sequences of activities in KIPs are not prescribed on purpose [8,13],
yet their results have to conform to a certain level of quality. Focusing on the
external results of a process is, therefore, more important than considering the
control flow of a process in too much detail. Through distinguishing decision-
from knowledge-intensive activities—inspired by the concept of pockets of cre-
ativity by Seidel et al. [35]—data mining techniques such as clustering or clas-
sification can be applied [24]. As the sequences of activities in KIPs can evolve
during the process, many different process variants are generated [8,13,17,23].
To deal with the high variety of KIPs, similar process variants must be identi-
fied based on other process properties than the control flow to improve decision
making. In this case, case-based reasoning proves useful as a problem-solving
paradigm [31,37]. Case-based reasoning can utilize specific knowledge from the
past, to identify a similar case and mobilize related information for solving a
new problem. It enables incremental, sustained learning through retaining new
experiences each time a problem has been solved, making them immediately
available in addressing new problems that might arise in the future [31].

Finally, the identification of deviations in process execution through con-
formance checking is also different for KIPs. Deviations are currently often
viewed as not-intended, negative behavior of process participants and elimi-
nated if detected [18]. However, deviations in KIPs can occur regularly due to
their less structured properties. Thus, when performing conformance checking
in KIPs, deviations should not be eliminated per se but rather investigated in
more detail to leverage bottom-up process innovation through workarounds [2].
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6 Conclusion and Future Work

We conducted an Action Design Research study with two manufacturing com-
panies, focusing on product innovation and engineer-to-order as two knowledge-
intensive processes. We grounded our work on 27 semi-structured interviews and
49 workshops, culminating in an evaluation with two focus groups. While related
literature has provided first insights on using process mining for KIPs in other
domains, we posit that product- and innovation-related processes in the manu-
facturing industries exhibit conceptual differences that require adjusting process
mining methods and tools to this domain.

We developed five design principles and a prototypical process analytics tool,
serving as blueprints for applying process mining of KIPs in manufacturing.
Specifically, we proposed to distinguish decision- from knowledge-intensive activ-
ities, enhance event logs with domain knowledge, use process-external goals to
measure process success, compare instances with similar instances only, and use
small data for predictive and prescriptive process analytics.

Other researchers can use our design principles as prescriptive knowledge to
design and evaluate their own process analytics tools for KIPs in a manufacturing
context. Our next steps for research will be to analyze field data from the two
companies to identify the analytic and predictive power of our approach. To make
the data fit for the analysis, we will label past process instances, mobilizing them
to analyse current process instances. Also, we strive to validate and extent our
findings with a third company, to improve their external validity further.
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tration in Jülich (PtJ). The responsibility for the content of this publication lies with
the authors.

References

1. van der Aalst, W.: Process Mining - Data Science in Action. Springer, Heidelberg
(2016). https://doi.org/10.1007/978-3-662-49851-4

2. Alter, S.: A workaround design system for anticipating, designing, and/or prevent-
ing workarounds. In: Gaaloul, K., Schmidt, R., Nurcan, S., Guerreiro, S., Ma, Q.
(eds.) CAISE 2015. LNBIP, vol. 214, pp. 489–498. Springer, Cham (2015). https://
doi.org/10.1007/978-3-319-19237-6 31

3. Bahrs, J., Müller, C.: Modelling and analysis of knowledge intensive business pro-
cesses. In: Althoff, K.-D., Dengel, A., Bergmann, R., Nick, M., Roth-Berghofer,
T. (eds.) WM 2005. LNCS (LNAI), vol. 3782, pp. 243–247. Springer, Heidelberg
(2005). https://doi.org/10.1007/11590019 28

4. Benner-Wickner, M., Brückmann, T., Gruhn, V., Book, M.: Process mining for
knowledge-intensive business processes. In: Proceedings of the 15th International
Conference on Knowledge Technologies and Data-driven Business, pp. 1–8. ACM,
Graz Austria (2015)

https://doi.org/10.1007/978-3-662-49851-4
https://doi.org/10.1007/978-3-319-19237-6_31
https://doi.org/10.1007/978-3-319-19237-6_31
https://doi.org/10.1007/11590019_28


266 B. Löhr et al.
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Abstract. Process mining provides organizations with methods and
techniques to extract knowledge from event logs. In their work, process
analysts can draw from the wealth of techniques developed over the years
by researchers and professionals. Still, there is limited understanding of
how process mining is used in practice and, in particular, how individual
analysts approach the analysis stage. Towards filling this gap, we con-
ducted semi-structured interviews with 37 practitioners and academics
working with process mining. Based on the results of the interviews,
we characterize common analysis strategies and examine related chal-
lenges and factors affecting their use in practice. Our findings contribute
to an improved understanding of process mining practices and provide a
solid empirical basis for future research developing guidance and support
addressing the practical needs of process analysts.

Keywords: Process mining · Interview study · Mining and analysis
stage · Analysis strategies

1 Introduction

Process mining provides organizations with data-driven methods and techniques
to extract knowledge from process execution data in the form of event logs [1].

Over the last two decades, process mining as a field of research has grown in
maturity, leading to the development and consolidation of techniques and tools
for analyzing event logs [10]. However, research has mainly emphasized technical
work giving less attention to empirical studies focusing on understanding how
process mining is used in practice.

With the increasing adoption of process mining techniques among practition-
ers, a growing number of empirical studies have explored how process mining is
used in organizational settings [3]. For example, Grisold et al. [10] investigated
process mining adoption through the eyes of managers, while Martin et al. [14]
elicited a broad set of opportunities and challenges of using process mining in
organizations. Still, the work practices of analysts, including the strategies they
follow to conduct their work tasks, remain largely unexplored [11].
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Process mining projects include different stages, starting from project plan-
ning and data extraction and progressing until the results are utilized for process
improvement and support [7]. Typically, these stages unfold in many iterations,
leading to different activities, goals, and, potentially, challenges, which, in turn,
may require different kinds of support. In this work, we focus on one specific
stage - the mining & analysis stage (henceforth analysis), in which process ana-
lysts apply process mining techniques to event logs to address analysis questions
and gain insights from the data. Thus, we leave the other stages out of our scope,
focusing on gaining deep insights into the practices of process mining analysis.

We aim to complement existing research by taking an individual perspective [3]
and understanding from analysts how they work in the analysis stage. Indeed, we
believe that learning how individual analysts conduct process mining analyses can
help develop support to address the practical needs of process analysts and stake-
holders involved in the analysis stage. In particular, we ask ourselves the following
research question (RQ): What are common strategies used in the analy-
sis stage?, where by strategy we refer to “an approach, a manner or a means to
achieve a certain intention” [15]. To address this question, we conducted an inter-
view study with 37 academics and practitioners working with process mining in
different organizations. The interviews were designed in the context of a broader
observational study, where we used a process mining task as an anchor to let par-
ticipants reflect upon a concrete analysis and share their work experiences.

In this paper, we present the results of these interviews, which allowed us
to look at the analysis stage from the retrospective thoughts and reflections of
our participants and learn what strategies they apply in their daily work. Our
findings include (i) a characterization of analysis strategies, organized into four
main phases representing intermediate analysis goals; (ii) examples of recurring
challenges associated with each phase; (iii) a set of factors influencing the use
of the strategies in practice. By raising awareness about the work practices of
process analysts, our findings can help both process analysts and business stake-
holders to reflect upon their (joint) work and learn about possible difficulties. In
addition, they provide a solid empirical basis for designing methods and tools to
support process analysts, guiding several directions for future research.

The paper is structured as follows. Section 2 provides an overview of related
work. Section 3 presents the research method followed to design, conduct and ana-
lyze the interviews. Section 4 reports our findings. Section 5 reviews our results
and discusses the limitations of our work, outlining directions for future research.

2 Related Work

Our work falls into the stream of research investigating process mining practice
from a general perspective, i.e., not tied to a specific organizational setting.

Following the increasing uptake of process mining in the industry, more and
more researchers have investigated the use of process mining in practice using a
variety of research methods and looking at the effects of process mining adoption
from different angles [3].
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One group of related papers has looked into the practical use of process min-
ing by using published empirical studies, case studies or process mining reports
as their main source of knowledge. For example, Thiede et al. [21] explored the
use and maturity of process mining technology in organizations from a service
perspective. Emamjome et al. [9] investigated the diffusion and maturity of tools
and methodologies from case studies discovering, for example, that the thorough-
ness of the analysis stage, among others, has not improved over the years. Also
using published case studies as a source, Koorn et al. [12] focused on understand-
ing the goals and methods of evaluations in which domain experts are involved.
Then, based on their findings, they proposed six strategies for the qualitative
evaluation of findings in process mining projects. Klinkmüller et al. [11] focused
on examining visual representations from BPI Challenge reports to understand
the relationships between domain problems captured by analysis questions and
the information needs of process analysts. While these works provide valuable
insights on a number of aspects relevant to process mining practices, they rely
on case study and scientific reports, which often contain little or no information
about the dynamics of the process of process mining.

Another group of works has focused on investigating the use of process min-
ing in practice through explicit reporting from experts working in the field,
who were directly involved in empirical studies. Syed et al. [20] conducted an
interview study with 9 stakeholders in the context of a Dutch pension fund, iden-
tifying challenges and enablers of process mining adoption. Their findings touch
upon different levels, going from tensions between teams to user challenges with
learning tools. Grisold et al. [10] conducted a focus group study with 22 process
managers to investigate the benefits and challenges of process mining adoption
in organizations. Eggers et al. [8] conducted a multiple case study to investigate
how organizations engage with the process transparency created by process min-
ing to achieve increased process awareness. The study, which included 24 semi-
structured expert interviews among the different data sources, revealed seven
mechanisms that employ process mining to achieve increased process awareness
on different levels. Recently, Martin et al. [14] conducted a Delphi study with 40
experts to explore the opportunities and challenges of process mining adoption
in organizations. Some of the key challenges they discovered, which also emerged
in [10,20], include elusive business value and unclear organizational anchoring.
Our work also falls within this second group of studies. However, while the papers
presented above reveal how process mining is used within organizations, we take
an individual perspective [3].

The only paper so far that looks at process mining from an individual per-
spective is our previous work [22], which presents the results of a pilot study
combining behavioral data and interviews to understand patterns and strategies
of the initial exploration phase. In contrast, this paper, which is based on a
newly collected data set, considers the whole analysis stage, focusing on strate-
gies that analysts apply in their general work practices and considering factors
and challenges affecting their use.
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3 Research Method

This section describes the design of our study, the data collection and analysis.

Study Design. To improve our understanding of strategies used in the analysis
stage (cf. RQ in Sect. 1), we designed an interview study following the empirical
standards for qualitative surveys [17]. The interview was part of a broad obser-
vational study where participants engaged in a realistic process mining task. In
the context of this paper, the process mining task served as an anchor to let par-
ticipants work and reflect upon a concrete analysis they could use as a reference
to share their work experiences. To ensure familiarity with event log analysis, we
defined two requirements for participating in the observational study: (i) having
analyzed at least two real-life event logs in the two years prior to the study and
(ii) being knowledgeable of at least one of the process mining tools available for
the task. In addition, for the interview study, we considered participants hav-
ing experience in process mining projects aimed at analyzing process data for
a customer to ensure that they had gained sufficient practical experience with
event log analysis. Such requirements allowed us to exclude beginners from our
population of interest but still include participants with different backgrounds
(e.g., academics vs. practitioners) and varying levels of experience and expertise,
which are needed to gain a broad understanding of analysis strategies.

Materials. The process mining task was designed to observe participants as they
analyze an event log guided by a high-level question. Specifically, we used the
road traffic fine management event log [6] and asked participants to investigate
circumstances (scenarios) for not paying a fine and, if possible, identify potential
reasons for doing so. The event log was ready to be analyzed so that participants
could fully focus on the analysis stage. For the analysis, participants had at their
disposal bupaR1, Celonis2, Disco3, Pm4Py4, ProM5, and SQL, which we selected
considering the top-six tools used in BPI Challenge reports published until 20206.
We also prepared an online form to collect the participants’ answers to the task
question. Finally, we developed the interview guide following a semi-structured
approach [16], organizing questions into four main themes related to the analysis
stage: (i) activities and artifacts; (ii) goals; (iii) strategies; and (iv) challenges.
Each question was formulated twice, first concerning the process mining task
and then generalizing to the work practices of the participants. All the materials
were pilot tested with two researchers external to the author team and adjusted
based on their feedback.

Data Collection Procedure. We invited participants in our professional networks,
ensuring diversity in their affiliation, job role and position, and tool knowledge.

1 bupaR: https://bupar.net.
2 Celonis: https://www.celonis.com.
3 Fluxicon Disco: https://fluxicon.com/disco/.
4 PM4Py: https://pm4py.fit.fraunhofer.de.
5 ProM: https://www.promtools.org/doku.php.
6 BPI Challenges: https://www.tf-pm.org/competitions-awards/bpi-challenge.

https://bupar.net
https://www.celonis.com
https://fluxicon.com/disco/
https://pm4py.fit.fraunhofer.de
https://www.promtools.org/doku.php
https://www.tf-pm.org/competitions-awards/bpi-challenge
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Fig. 1. Job role, process mining experience and expertise of the 37 participants.

Eleven participants were additionally recruited with the help of five participants
to include in our sample users of all the five process mining tools available for
the task. The participation requirements were explicitly stated in the invitation
email, along with a description of the study purpose and procedure. The first
author collected the data between May and July 2021 via virtual sessions with
the participants. We discontinued the data collection when we achieved data
saturation [19], i.e., we noticed that responses repeated across interviews.

Before each session, we collected demographic characteristics with a ques-
tionnaire and screened participants for participation requirements, process min-
ing experience and expertise, and project experience. On the appointed day, we
instructed participants about the task and gave them access to a remote desktop
environment with the study materials and tools. The task was silently supervised
by one author, who was available to support with questions and technical issues.
Then, we asked participants to report their answers in an online form. Finally,
we conducted the semi-structured interviews following our guide and prompt-
ing interviewees to share anecdotes and work experiences within their current
organizations [16]. All the sessions were conducted in English and recorded.

Data Validation and Analysis. Overall, 41 people participated in our study. We
averaged 83 min of recordings per participant, including the process mining task
and the interviews, which we fully transcribed verbatim. For this paper, we
excluded four participants from the analysis. Two participants did not conduct
the task prior to the interview for personal and technical reasons. Two others
did not have experience with process mining projects aimed at analyzing process
data for a customer, which we considered relevant to our research question. Thus,
in this paper, we focus on the interviews of the 37 remaining participants, i.e.,
20 practitioners and 17 academics working in 29 different organizations. Their
interviews lasted 1136 min in total and 31 min on average.

Figure 1 gives an overview of the 37 participants. All the participants meet the
participation requirements and have experience with at least one process mining
project requiring analyzing process data for a customer. The participants have
a variety of job roles, such as process mining consultant, process analyst, Ph.D.
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student, and full professor, among others. Overall, the participants reported an
average of 4.5 years of process mining experience. Most of them additionally
indicated experience in related fields, with some indicating more than 6 years of
experience in process analytics (14/37), business intelligence (17/37), and data
science (15/37). More than half of the academics (11/17) reported also having
worked in the process mining industry for two years on average.

Given the exploratory nature of our research, we followed an inductive app-
roach for the analysis. More specifically, we relied on the qualitative coding
guidelines in [18] and coded the interview transcripts in several rounds. First,
we engaged in an initial coding round, analyzing each participant individually
and fragmenting the text using in-vivo and process coding [18] to identify core
concepts and steps related to strategies. Then, we used focused coding to refine
and aggregate them into categories, considering codes supported by at least 10%
of the participants. For example, we included strategy “choose tool” as part of
“determine analysis approach”, as we recognized that selecting the “right” tool
is part of planning the analysis approach. Finally, we relied on axial coding to
focus on the most frequent categories and find relationships among them until
we achieved saturation. One author coded all the data in several iterations. The
other authors checked the codes independently to ensure consistency. Through-
out the analysis, all the authors revised and refined the codes collaboratively in
several meetings. Our analysis led to 16 strategies related to the analysis stage.
Factors affecting the use of the strategies in practice also emerged from our cod-
ing. Then, we organized the strategies into four main phases and iterated once
more through the data with this structure in mind to code examples of common
challenges related to each phase. The interested reader may find the documents
with details about data collection and analysis based on the empirical standard
on qualitative surveys [17] on: https://doi.org/10.5281/zenodo.6644982.

4 Findings

In this section, we report on our findings of strategies related to the analysis
stage in Sect. 4.1 and factors affecting their use in practice in Sect. 4.2.

4.1 Phases and Strategies of the Analysis Stage

From our analysis, we derived 16 strategies that our participants apply in prac-
tice, some of which they also used in the process mining task (cf. Sect. 3). Based
on our coding, we organized the strategies into four main phases representing
intermediate analysis goals: understand, plan, analyze, and evaluate.

Understanding covers strategies to understand the problem and make sense of
the needs of business stakeholders, the business domain, and the data. Planning
includes strategies to devise an analysis plan. Analyzing refers to strategies to
execute the analysis by applying process mining techniques within tools. Evalu-
ating covers strategies to verify and validate analysis artifacts and findings. The
identified phases resemble known phases from the problem-solving literature [4].

https://doi.org/10.5281/zenodo.6644982
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Since the analysis unfolds as a highly iterative and flexible process [7], phases
are not strictly performed in order, but analysts rather cycle through them in
several iterations, potentially skipping some phases.

In the following, we break down the analysis stage within the context of each
phase and describe the strategies and their rationale with example statements
from our participants, whose numeric IDs (p#) are reported in parentheses. For
each strategy, we also indicate the number of participants explicitly mentioning it
in parentheses. Then, for each phase, we summarize example challenges emerging
from our interviews. A summary of the strategies is provided in Table 1.

Understand. Our participants referred to understanding as a crucial initial step
of any analysis, covering (S1) problem understanding, (S2) domain understand-
ing, and (S3) data understanding.

(S1) Understand the problem (6/37) refers to understanding the problem
under analysis, including business stakeholders’ needs and how process mining
can be enacted within a specific organizational context. Problem understanding
helps analysts orient themselves in the problem space and assess if stakeholder
needs can be addressed with process mining because “sometimes the problem is
not directly a process problem but is a more statistical nature problem” (p34).
Also, it allows them to “define the objective of the analysis” (p1), “translate
that into an analysis that enables them [the stakeholders] to achieve that objec-
tive” (p14), and figure out which type of process mining to apply.

(S2) Understand the domain (16/37) refers to gaining knowledge about
the domain in which the processes under analysis are enacted, including “which
processes are in place” (p39), what is the business meaning of the activities,
who are the actors involved in the process, and what business rules are in place.
Domain understanding “helps with putting everything into context” (p20) and
“knowing where to search” (p14), and it seems necessary to extract and validate
the data and define analysis questions that are in line with stakeholder needs.

Usually, problem and domain understanding occur during workshops with
stakeholders, such as process owners and domain or IT experts, where analysts
can “ask about the problem” and get “an introduction to the business” (p9).
However, some participants (6/37) said that they “don’t always have the domain
knowledge” (p18) and, at times, “lack interaction with business people” (p34).
Thus, they are used to deriving domain understanding from available documen-
tation, such as “secondary data and reports issued by the organization” (p30).

(S3) Understand the data (19/37) concerns learning the data structure,
the attribute values, and the related data models. Analysts aim to know what
the data contains, how it is “prepared and formatted” (p3), and “how it interacts
[...] how it changes when I just filter” (p9). They also inspect the data to know
“what is possible to analyze” (p18). Some participants (6/37) mentioned focusing
on the data structure to learn the main components of the log and how they
can create new features to use later in the analysis. Data understanding often
builds upon raw event data, accessed with process mining tools, spreadsheets,
databases, and visual analytic software. Two expert participants (2/37) reported
always starting from disaggregated data “because sometimes you miss some other
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Table 1. Strategies S1-S16. Grp: highlights if the strategy was reported mostly by a
specific group of participants, e.g., P practitioners or E experts; otherwise we write
“all”. #P: number of participants explicitly mentioning the use of a strategy.
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parts in looking at the aggregated levels” (p24), whereas a less experienced one
said that going into “the raw data is like going down a rabbit hole” (p13). Some
participants (4/37) mentioned looking also at data quality. Although this is
typically part of pre-processing, analysts check data quality when starting the
analysis “to know more about the [provided] log and the fields” (p38).

Recurring challenges of the understanding phase are (i) the lack of domain
knowledge and (ii) the limited availability of business stakeholders, as summa-
rized by one participant: “The second part of the challenge is the same, this is...
the lack of understanding of the business, of the business process and, maybe,
a lack of interaction with business people.”(p34). Indeed, “the event log per se
could be meaningless unless there is some semantics attached” (p8) and, thus,
analysts “need somebody who has this business understanding” (p25). Still, even
if stakeholders are available, “the biggest challenge is also getting those people
to help” and understand from a methodological viewpoint how “to involve and
interact with the domain experts, to feed my process with their information” (p9).

Plan. Planning concerns coming up with a plan for conducting the analysis,
including finding a direction for the analysis by (S4) defining analysis questions
and (S5) prioritizing analysis directions, giving a structure to the analysis by
(S6) determining an analysis approach, and finding concrete entry points for the
analysis by (S7) mapping the question to the data and (S8) making hypotheses.

(S4) Formulate analysis questions (11/37) entails deriving questions
from higher-level stakeholder needs and formulating them in suitable way for
process mining. Analysts define questions to have a “clear direction to look into
the data” (p33). Indeed, “if you understand the question deeply, then you can go
to that special part of the analysis that you need to answer that question” (p6).
Questions also help to “avoid getting lost in the complexity” (p33) as “this could
be dangerous because you have to keep focus” (p26). Analysts formulate ques-
tions independently or during workshops with stakeholders, at times using stan-
dard business hypotheses and pre-defined analyses as templates to “break the ice
[...] so that you don’t start with an empty piece of paper” (p33).

(S5) Prioritize analysis directions (11/37) refers to prioritizing analysis
directions based on the foreseen value or impact of the findings. Prioritizing helps
analysts find analyses that are valuable for the stakeholder, rather than focusing
on things “already known to the customer” (p11) or “the small ones that could be
accidental” (p7) because “you can spend hours and hours doing something that
doesn’t have an impact” (p24). To prioritize, analysts combine different criteria,
such as the monetary value of the objects involved in the process or indications
about process execution frequency and time performance. This strategy was
reported by 11 participants, of which nine were practitioners (cf. Table 1).

(S6) Determine analysis approach (8/37) consists of evaluating which
method suits the analysis best, given an analysis question or lack thereof, the
tools available, and the desired outcomes. Our participants, especially experts,
reported following a “structured approach” (p33) that they “adapt based on the
question” (p9) or “the [end] user group”, because “if it’s done too complex, then
people won’t use it” (p17). One part of determining the approach is also selecting
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the tools to use for the analysis. Analysts do so based on the tools’ strengths, the
artifacts that the tools allow them to create, and the need for customization, e.g.,
“depending on the questions, I will select a different tool, and with a different
tool. I will go for a different thing”(p7). Six participants reporting this strategy
indicated “advanced” expertise, while two have “good” expertise (cf. Table 1).

(S7) Map the question to the data (11/37) allows analysts to break the
question down into relevant “players” for the analysis that can be linked to key
“data objects” in the event log, serving as concrete entry points for the analysis,
e.g., “I’m immediately looking at those event attributes because they were or they
seem to be the most central data object for the guiding questions” (p18).

(S8) Make hypotheses (15/37) refers to conjecturing about (i) explana-
tions for the problem at hand, e.g., “I try to create a hypothesis which explains
the situations or the main problem for the initiative” (p27), (ii) possible answers
for the analysis questions, e.g., “trying to build hypotheses related to the general
question” or (iii) observations in the data. Analysts often make hypotheses based
on their experience, belief, or (limited) evidence in the data. Participants report
“picking out hypothesis right from the question” (p12) to find entry points for
the analysis, e.g., “I look for the research questions and I start a preliminary
hypothesis of... how it could look like or what patterns I could find” (p7).

From our interviews, it emerged that analysts often plan their analysis very
close to the question to avoid “getting lost in complexity” (p33) and to “have
a structure at hand” (p9). Still, formulating questions is perceived as difficult.
Indeed, “it is very often hard to identify the correct question” (p36), and “often
there would be a lack of concrete questions” (p12) and “you do not really know
what you actually look out for” (p37). While using pre-defined analyses seems
to help analysts formulate initial questions, the lack of a concrete “structure”
for planning the analysis and of methodologies that can help elicit questions in
collaboration with stakeholders remains a challenge.

Analyze. In the analyze phase, process mining and visual analytic techniques
are applied. Common strategies are (S9) understanding the process, (S10) discov-
ering patterns, (S11) classifying and comparing cases, (S12) looking for correla-
tions, (S13) focusing on narrow scopes of interest, and (S14) testing hypotheses.

(S9) Understand the process (32/37) concerns making sense of the con-
trol flow, including activities and their relations, variants, the happy path, the
process structuredness, and the desired flow. It helps analysts to “get familiar
with the data and the process” (p28) and “characterize process behavior” (p37),
assess if additional data or artifacts are needed for the analysis and check their
understanding of the process from stakeholders or documents, e.g., “trying to
confirm also my initial feeling on how the process looks like” (p17). Process
understanding is mostly supported by visualizations of directly-follows graphs
(DFGs), variants, and dotted charts. DFGs seem to be by far the most used as
they are “very straightforward” (p10) and allow one “to imagine what is the prob-
lem you have inside the process” (p26). Still, some expert participants (5/37)
advised using DFGs carefully because “they are easily misinterpreted” (p39),
and if “you start with a filtered view, it can be really misleading” (p12).
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(S10) Discover patterns (20/37) aims to identify patterns and relation-
ships among observed phenomena, scenarios, or outliers that help analysts make
(new) hypotheses or find new analysis directions, e.g., “you first try to under-
stand what’s going on, try yourself to look at meaningful patterns, high-frequent
patterns” (p39). Some participants (6/37) also reported trying to “explore beyond
a question” (p30) and “keep an eye open for things that stand out” (p19) to
“attract those who are going to listen to my analysis afterward” (p5).

(S11) Classify and compare cases (9/37) concerns partitioning the event
log into “subsets that are meaningful” (p31) or “dimensions that could be rel-
evant” (P24) to describe and classify clusters of cases and compare them to
find differences between groups, e.g., “I want to see the category versus the non-
category” (p31). Analysts classify and compare cases based on data attribute
values, enumerated or numeric, or a custom KPI, i.e., a “kind of central number,
which helps me to understand if the situation is good or bad” (p33). Comparing
groups of cases is a way to search for correlations and potential root causes. This
strategy was reported by nine participants, of which eight were practitioners (cf.
Table 1). In particular, the term “KPI” was explicitly used only by practitioners
involved in improvement initiatives where KPIs help monitor “later on when I
implement improvement measures, if the situation has really improved” (p33).

(S12) Look for correlations (7/37) concerns looking for relations among
different process characteristics, for example, by combining control-flow-related
characteristics with data attributes or performance metrics to find “influencing
factors” (p33). Correlations usually serve as hints for generating new hypotheses
or for finding potential root causes of a problem, e.g., “Usually, the root cause is
somewhere hidden in the attributes. So, we have some pattern [...] and then you
want to know why, but it’s really seldom that it’s because of the actual process
flow. Usually, you have to correlate it with attributes” (p37).

(S13) Focus on narrow scopes of interest (24/37) concerns focusing on
specific parts of the log that capture the analysts’ attention or are suggested by
stakeholders. Analysts describe “drilling down” or “deep-diving” into the data
with the help of filters to focus on interesting things, such as patterns, scenarios,
issues, specific process behavior, or, simply, something “that sticks out” (p17).
Usually, they narrow their scopes of interest to explain observations or spot
inconsistencies, e.g., “you know from a benchmark where the critical process steps
are and you can deep-dive into those and see if it’s really an issue” (p23).

(S14) Test hypotheses (15/37) concerns gathering evidence in the data
to confirm or disprove a hypothesis. Analysts test ideas when attempting to
answer analysis questions, usually checking if hypotheses can be “backed up by
real data” (p11). Hypotheses are tested with tools and algorithms such as con-
formance checking. Our participants described testing hypotheses by “applying
filters, looking at the results from different points of view” (p34) or searching for
“violations to the hypotheses” (p8). They also mention keeping track of “tests to
present later” to show to stakeholders “what we found and rejected” (p32).

As reported by our participants, the main challenge related to the analysis
phase is the lack of techniques for identifying causality, which makes it difficult to
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“get real value from the analysis” (p12). Indeed, “understanding the real why is
a big question” (p1), and with process mining, “you don’t get the clear reason out
of it [...] but it gives you indications for further deep dives” (p33). Moreover, not
knowing the root causes of a problem makes it difficult to recommend solutions,
e.g., “you found... Like the root cause or where it may be, but then what is the
next step? So, process mining is like not helping you to solve the issue” (p17).

Evaluate. Evaluation entails verifying (S15) and validating (S16) analysis arti-
facts and findings, helping analysts to determine the end of an analysis iteration.

(S15) Verify artifacts/findings (5/37) is about checking the correctness
and accuracy of analysis artifacts, such as filters, dashboards, and visualizations,
or (intermediate) results, usually by comparison with the original data. Partici-
pants reported checking the logic of filters to ensure that they “build something
tested, validated on like a raw table” (p14), combining different tools “to under-
stand just for sanity check if we have the same insights in both tools” (p27), or
writing scripts to check “programmatically” if things do not “add up.”

(S16) Validate artifacts/findings with stakeholders (18/37) concerns
evaluating analysis artifacts or findings together with business stakeholders. Val-
idation helps analysts to confirm if analysis artifacts and findings “make sense in
terms of domain knowledge” (p22) for the stakeholders, who can assess if “their
questions were answered” (p16) or if “they see any additional things which might
be interesting” (p33). While this strategy is often used at the end of an anal-
ysis iteration, it can also occur spontaneously, for example, if analysts want to
validate their hypotheses or discover something interesting during the analysis.

Besides the lack of domain knowledge, which also affects evaluation, a chal-
lenge related to this phase is the lack of tool support for validating findings, e.g.,
“there is very little support for validation. So, you see something that stands
out, is it actually true?” (p19). Analysts can combine different tools for “sanity-
check”, but they mainly depend on stakeholders for validating what they observe
“because the data will not tell you that the answer is invalid” (p12). Still, “how do
you evaluate your results with domain experts?” (p16) remains an open question.

4.2 Factors Affecting the Use of Strategies in Practice

From our analysis, we derived four factors affecting the use of strategies in prac-
tice: Q the analysis questions, R the analyst’s role, S the availability of business
stakeholders, and T the tools used. Here, we reflect on such factors, reporting
the strategies they affect and representative examples from our interviews.
Q Analysis questions (S4, S6, S7, S8, S9, S10, S11). Often, strategies
“depend on the question” (p15), especially when it comes to planning and ana-
lyzing. In some cases, stakeholders “have limited knowledge of what is possi-
ble” (p39) and may not pose questions, making analysts formulate questions
starting from pre-defined analyses or start with “finding out patterns in the event
log” (p36). If present, questions are reported to be specific or broad, affecting
how analysts plan their analysis, e.g., “If that’s a clear question, that is for us
very nice, because we can just dive deep straight away. And then a pipeline is
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always to start exploring [...] If the question is not so clear [...] then we have
a more fixed scheme” (p39). In particular, specific questions seem easier to be
mapped to the data and allow analysts to spend little or no time on hypothe-
ses making, pattern discovery, and, even, process understanding. Indeed, in this
setting, “you know what to watch out for” (p37) and “you might not even go to
a process model or process mining tool” (p19). Ultimately, questions can be of
many kinds, such as “statistical” or about “deviations”, affecting what analyses
can be done, e.g., “If there’s a simple statistic question [...] statistical analysis
will be enough” (p2).
R Analyst’s role (S2, S3, S12): Among our interviewees, we could discern
between “generalists”, i.e., analysts who oversee all process mining stages, and
“specialists”, i.e., analysts specialized in specific steps such as creating event logs
or dashboards based on stakeholders’ needs, e.g., “I’m very technical... most time
I spend in event collections or setting up the data model, setting up the activities,
instead of running the analytics” (p24). Generalists often analyze the processes
enacted within the company for which they work, thus gaining domain and data
knowledge as part of their work experience, e.g., “speaking about roles and capa-
bilities, we own everything in our team [...] we know all the data, we create
the event logs [...] we do all this ourselves, including the analysis”. By contrast,
specialists tend to work in teams. Thus, they may gather domain and data under-
standing from team members in closer contact with stakeholders or even work
on the data without much domain knowledge, focusing on its structure. We also
observed that analysts with a technical background in data engineering are more
comfortable than others with strategies requiring deep data understanding and
manipulation because with “a relational database background, it’s probably not
as tricky. But if you come from, like, just a BI background, you probably aren’t
thinking in this way. And so, I think the aggregation can be the challenge” (p14).
S Availability of business stakeholders (S1, S2, S4, S8, S16). Stake-
holders’ availability mainly affects problem and domain understanding and val-
idation strategies. Indeed, analysts organize “interactive sessions with the data
owner to understand things” (p34) and, if they are in close touch, also validate
intermediate results, e.g., “For me, it’s not hard to talk during analysis [...] I
am accustomed to getting some feedback. So my goal usually would be to do
the analysis, get feedback, adjust it.” (p15). Stakeholders’ availability can also
influence planning. Indeed, if stakeholders are available, they can contribute to
the generation of questions and hypotheses, e.g., “I can do things with the guy
in real-time and, usually, it triggers questions. And some questions I can try
to understand live with the process mining tool, some questions will need to be
worked on after the interactive session.” (p34). When access to stakeholders is
limited, analysts tend to focus on time performance and conformance questions,
as they are the “most common perspectives that one can look at while doing
process mining without having additional information about the context” (p36).
T Tools (S3, S9, S10, S11, S12). Tools can influence data and process
understanding, as well as what analyses can be planned and executed. Here,
we distinguish between tools allowing (raw) data access and manipulation, tools
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supporting visual analyses and interactive exploration, and tools supporting cus-
tom analyses. Tools supporting raw data access and manipulation allow analysts
to “open the log file” (p11) and “understand, like the sort of data structure
first” (p14). Such tools seem to better support strategies, such as S11 and S12,
where data manipulation and querying is needed, e.g., “I wanted to delve in and
do the subset analysis, but it was taking me a long time to go from generating a
subset to producing the XES, to loading it and looking at it and say, ‘oh, that’s
not quite right’. Then I went to [...] because it does all this processing out-of-
the-box” (p31). However, these tools are not necessarily process mining tools.
Analysts report preferring tools that allow creating visualizations and anima-
tions when they engage in exploration or “want to do a quick filter or get a
quick idea” (p19), e.g., “I feel that the animation button [...] is key for me to
understand, have better clarity on the identification of the process flow” (p20).
During planning, analysts choose which tools they will use. The possibility of
creating custom analyses seems to be one of the criteria considered when mak-
ing this choice, e.g., “I wanted a way of taking very complicated data and just
pushing a button to get my PowerPoint” (p31).

5 Discussion and Conclusion

From interviews with 37 practitioners and academics working with process min-
ing, we have derived 16 strategies related to the analysis stage and have examined
recurring challenges and factors affecting their use in practice. These findings
contribute to our understanding of the work practices of individual process ana-
lysts, with a specific focus on the analysis stage and its needs.

Our participants reported some challenges related to analysis strategies. One
is the lack of domain knowledge, which affects both domain and data understand-
ing (S2, S3) as well as the validation of results (S17), and is often connected to
the limited S availability of business stakeholders (e.g., domain experts) and,
also, the R analyst’s role. While this challenge is renowned in the field [7,14],
our participants stress the need for more concrete advice to work interactively
and involve domain experts “because only they know exactly what is there” (p33).
In this direction, our characterization of analysts into generalists and specialists
could inspire research on how to organize work at the group level [3]), considering
roles and skill sets of process mining teams. Indeed, the lack of clearly defined
roles and responsibilities seem to be a cause for collaborative tensions [20].

Our results also show that the generation and refinement of Q analysis ques-
tions is a persistent challenge of the planning phase and also an influential factor
for the analysis phase. Indeed, many participants reported that “the analysis
should always follow the question” (p36) but that identifying the “right” ques-
tion remains difficult. In their work, Emamjome et al. [9] have discovered that
the thoroughness of question formulation as the first phase of process mining
projects has improved over the years, indicating S increased interactions with
business stakeholders. Still, our interviewees remark that “specific methodologies
that can help to define more effectively a research question” (p36) are missing.
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Analysts rely on their experience to deal with different kinds of questions or
lack thereof, sometimes using the pre-defined analyses available in some tools as
a starting point. We think that pre-defined analyses could inspire the develop-
ment of guidance for the less experienced. For example, they could be used as
a starting point to develop questions catalogs or checklists adapted to specific
use cases or event log features. This could be realized by collecting and refining
frequently posed questions such as those identified by Mans et al. for healthcare
processes [13] or the domain problems in [11]).

Regarding the analysis phase, our participants mentioned the lack of sup-
port of process mining tools for identifying causality being a challenge, limiting
them in developing recommendations for solving stakeholders’ problems (which
relates to C.17 in [14]). The research community has picked up on this challenge,
and recent work on causal machine learning provides promising results towards
addressing it [2]. Still, more research is needed to support the identification of
root causes and the consequent development of practical recommendations.

Last but not least, from our analysis, we have discovered some factors affect-
ing the practical use of strategies (cf. Sect. 4.2). We believe that further investiga-
tion of these factors and, potentially, other individual and organizational factors
could enrich our understanding of process mining practices and help us explain
which strategies are suitable in a given context and why. Such an understand-
ing could then be used to inform the development of concrete process mining
guidance covering several aspects, e.g., analysis questions.

Limitations. Since they are based on retrospective interviews, our findings are
subject to validity threats typical of interview studies [16]. First, the participants’
behavior could have been influenced by the interviewer’s presence and behavior
(reactivity). To mitigate this risk, we asked questions using the wording defined
in the interview guide, guaranteed anonymity of the answers, and recorded only
the audio of the interviews, i.e., the videos of interviewees and interviewer were
turned off. Second, the participants’ answers could have been biased, e.g., by the
study setting (respondent bias). To mitigate this risk, we developed our interview
guide, considering questions about individual work practices, i.e., focusing on
“general” actions, which did not require participants to name specific companies
or share sensitive information. Also, participants had no prior knowledge of
the study and the interview questions. Third, the data collection and analysis
could have been biased by the researcher’s personal opinions and interpretations
(researcher bias). To mitigate this risk, we conducted all the interviews following
the prepared guide, which had been pilot tested with researchers external to the
author team as advised in [5] and we periodically met to review and discuss the
coding process. In addition, the interviewer did not have any personal or working
relationships with the participants.

Regarding the generalizability of our results, we would like to note that
the set of strategies presented in this paper was derived from explicit state-
ments of our participants, who may not have reflected upon all strategies they
apply in practice. Thus, this set may not be complete. We cannot exclude that
other strategies can emerge in different settings, for example, when anchored to
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different tasks, interviewing specific user groups, or focusing on certain applica-
tion domains. Still, our sample included participants with varied backgrounds
and experience levels who use process mining in different sectors, including
healthcare, food processing, and insurance. Moreover, we considered only strate-
gies that were reported by at least 4 participants, suggesting that most of them
are relevant to different contexts.

We foresee several directions for future work. As a first direction, we plan to
extend our findings by triangulating them with behavioral data. In particular, we
aim to analyze the behavioral data collected during the process mining task to
allow for a finer-grained characterization of strategies, including concrete steps
and specific process mining techniques used to implement these steps. Such an
analysis will also let us look deeper into factors and, potentially, explain how they
affect the use of the strategies. In addition, we envision investigating strategies
applied in other stages of a process mining project, such as the extraction and
data processing. Last but not least, we hope that the strategies we identified
in this paper will inspire research on developing actionable support for process
mining practitioners.
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Abstract. We address the problem of measuring inconsistency in
declarative process specifications, with an emphasis on linear tempo-
ral logic on fixed traces (LTLff). As we will show, existing inconsistency
measures for classical logic cannot provide a meaningful assessment of
inconsistency in LTL in general, as they cannot adequately handle the
temporal operators. We therefore propose a novel paraconsistent seman-
tics as a framework for inconsistency measurement. We then present two
new inconsistency measures based on these semantics and show that they
satisfy important desirable properties. We show how these measures can
be applied to declarative process models and investigate the computa-
tional complexity of the introduced approach.

Keywords: Inconsistency measurement · LTL · Declare

1 Introduction

Linear temporal logic (LTL) is an important logic for specifying the (temporal)
behavior of business processes in the form of declarative process specifications
[1,18]. The underlying idea is that time is represented as a linear sequence of
states T = (t0, ..., tm), where t0 is the designated starting point. At every state,
some statements may be true. Temporal operators specify properties that must
hold over the sequence of states. For example, the operator X (next) means that
a certain formula holds at the next state. Likewise, the operator G (globally)
means that a certain formula will hold for all following states. Note that we
assume the sequence to be finite, i.e., we consider a linear temporal logic over
finite traces (LTLf) [5,18].

Traditionally, model checking has been used to verify that a particular
model—that is, the assignment of truth values for statements over the time
sequence—satisfies the requirements. However, a problem in this use case arises
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if the set of formulas is inconsistent, i. e., contains contradictory specifications.
In such a case, the set of specifications cannot be applied for its intended purpose
of process verification. For example, consider the two sets of formulas K1 and
K2 (we will formalize syntax and semantics later):

K1 = {Xa,X¬a} K2 = {Ga,G¬a}
Both K1 and K2 are inconsistent, as they demand that both a and ¬a hold in
(some) following state, which is unsatisfiable. This calls for the analysis of such
inconsistencies, to provide insights for inconsistency resolution.

In classical logic, all inconsistent sets are equally bad [12]. However, consider-
ing again the two sets, intuitively, K2 is “more” inconsistent than K1: The incon-
sistency in K1 only affects the next state, while the inconsistency in K2 affects all
following states. This is an important insight that could prove useful for debugging
or re-modelling LTLf specifications or LTLf-based constraint sets in general such
as Declare. While there have been some recent works that can identify inconsistent
sets in declarative process specifications [2,3,20], those works cannot look “into”
those sets or compare them. In this work, we therefore show how to distinguish
the severity of inconsistencies in LTLf, specifically, LTLff.

A scientific field geared towards the quantitative assessment of inconsistency
in knowledge representation formalisms is inconsistency measurement [8,22], and
therefore represents a good candidate for this endeavour. Inconsistency measure-
ment studies measures that aim to assess a degree of inconsistency with a numer-
ical value. The intuition here is that a higher value represents a higher degree of
inconsistency. Such measures can provide valuable insights for debugging incon-
sistent specifications, e.g., to determine whether certain sets of formulas are more
inconsistent than others. As we will show, existing measures are currently not
geared towards LTLf and temporal operators, and therefore cannot provide a
meaningful analysis. Therefore, the main goal of this paper is to develop a new
approach for measuring inconsistency in linear temporal logic. To frame this
problem, we introduce a variant of LTLf, which we coin linear temporal logic on
fixed traces LTLff (cf. Sect. 2.2).

Our contributions are as follows. We formalise the problem of measuring
inconsistency in LTLff and propose a rationality postulate that should be met
by quantitative measures applied to this setting (Sect. 2). We show that existing
inconsistency measures do not satisfy this property, and propose an approach
for measuring inconsistency based on a novel paraconsistent semantics for LTLff

(Sect. 3). We then show how our approach can be applied for measuring inconsis-
tency in declarative process models (Sect. 4). For evaluation, we investigate the
computational complexity of central aspects regarding inconsistency measure-
ment in LTLff (Sect. 5). A conclusion is provided in Sect. 6. Proofs for technical
results can be found in a supplementary document provided online.

2 Preliminaries

The traditional setting for inconsistency measurement is that of propositional
logic. For that, let At be some fixed propositional signature, i. e., a (possibly

https://arxiv.org/pdf/2206.07080.pdf
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infinite) set of propositions, and let L(At) be the corresponding propositional
language constructed using the usual connectives ∧ (conjunction), ∨ (disjunc-
tion), and ¬ (negation). A literal is a proposition p or negated proposition ¬p.

Definition 1. A knowledge base K is a finite set of formulas K ⊆ L(At). Let K
be the set of all knowledge bases.

For a set of formulas X we denote the set of propositions in X by At(X).
Semantics for a propositional language is given by interpretations where an

interpretation ω on At is a function ω : At → {0, 1} (where 0 stands for false
and 1 stands for true). Let Ω(At) denote the set of all interpretations for At. An
interpretation ω satisfies (or is a model of) an atom a ∈ At, denoted by ω |= a,
if and only if ω(a) = 1. The satisfaction relation |= is extended to formulas in
the usual way. For Φ ⊆ L(At) we also define ω |= Φ if and only if ω |= φ for
every φ ∈ Φ. Furthermore, for every set of formulas X, the set of models is
Mod(X) = {ω ∈ Ω(At) | ω |= X}. Define X |= Y for (sets of) formulas X and
Y if ω |= X implies ω |= Y for all ω.

Let � denote any tautology and ⊥ any contradiction. If Mod(X) = ∅ we
write X |=⊥ and say that X is inconsistent.

2.1 Inconsistency Measurement

Inconsistency as defined above is a binary concept. To provide more fine-grained
insights on inconsistency beyond such a binary classification, the field of incon-
sistency measurement [22] has evolved. The main objects of study in this field are
inconsistency measures, which are quantitative measures that assess the degree
of inconsistency for a knowledge base K with a non-negative numerical value.
Intuitively, a higher value reflects a higher degree, or severity, of inconsistency.
This can be useful for determining if one set of formulas is “more” inconsistent
than another. Let R∞

≥0 be the set of non-negative real values including ∞. Then,
an inconsistency measure is defined as follows.

Definition 2. An inconsistency measure I is any function I : K → R
∞
≥0.

To constrain the desired behavior of concrete inconsistency measures, several
properties, called rationality postulates, have been proposed. A well-agreed upon
property is that of consistency, which states that an inconsistency measure
should return a value of 0 iff there is no inconsistency.

Consistency (CO) I(K) = 0 if and only if K is consistent.

Further important postulates introduced in [10] are monotony, dominance and
free-formula independence, which we will define below. For that, we need some
further notation.

First, a set M ⊆ K is called a minimal inconsistent subset (MIS) of K if
M |=⊥ and there is no M ′ ⊂ M with M ′ |=⊥. Let MI(K) be the set of all MISs
of K. Second, a formula α ∈ K is called a free formula if α /∈ ⋃

MI(K). Let
Free(K) be the set of all free formulas of K.

For the remainder of this section, let I be an inconsistency measure, K,K′ ∈
K, and α, β ∈ L(At). Then, the basic postulates from [10] are defined as follows.
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Monotony (MO) If K ⊆ K′ then I(K) ≤ I(K′).
Free-formula independence (IN) If α ∈ Free(K) then

I(K) = I(K \ {α}).
Dominance (DO) If α |=⊥ and α |= β then I(K ∪ {α}) ≥ I(K ∪ {β}).

MO states that adding formulas to the knowledge base cannot decrease the incon-
sistency value. IN means that removing free formulas from the knowledge base
does not change the inconsistency value. DO consists of several cases, depend-
ing on the presence or absence of α or β in K: the idea is that substituting a
consistent formula α by a weaker formula β cannot increase the inconsistency.

Numerous inconsistency measures have been proposed (see [23] for a survey),
many of which differ in regard to their compliance w.r.t. the introduced postu-
lates. In this work, we will consider six measures as defined below. In order to
define the contension measure Ic [7] we need some additional background on
Priest’s three-valued semantics [19]. A three-valued interpretation is a function
ν : At → {0, 1,B}, which assigns to every atom either 0, 1 or B, where 0 and
1 correspond to false and true, respectively, and B (standing for both) denotes
a conflict. Assuming the truth order ≺T with 0 ≺T B ≺T 1, the function ν
can be extended to arbitrary formulas as follows: ν(α∧β) = min≺T

(ν(α), ν(β)),
ν(α ∨ β) = max≺T

(ν(α), ν(β)), ν(¬α) = 1 if ν(α) = 0, ν(¬α) = 0 if ν(α) = 1,
and ν(¬α) = B if ν(α) = B. We say that an interpretation ν satisfies a formula
α, denoted by ν |=3 α, iff ν(α) = 1 or ν(α) = B.

We will now define the measures used in this work.

Definition 3. Let the measures Id, IMI, Ip, Ir, Ic, and Iat be defined as follows:

Id(K) =
{

1 if K |=⊥
0 otherwise

IMI(K) = |MI(K)|

Ip(K) = |
⋃

M∈MI(K)

M |

Ir(K) = min{|X| | X ⊆ K and K \ X |=⊥}
Ic(K) = min{|ν−1(B) ∩ At| | ν |=3 K}

Iat(K) = |
⋃

M∈MI(K)

At(M)|

A baseline approach is the drastic inconsistency measure Id [11], which
only differentiates between inconsistent and consistent knowledge bases. The
MI-inconsistency measure IMI [11] counts the number of minimal inconsistent
subsets. A similar version is the problematic inconsistency measure Ip [7], which
counts the number of distinct formulas appearing in any inconsistent subset. The
repair measure Ir counts the smallest number of formulas that must be removed
in order to restore consistency. The contension measure Ic [7] quantifies incon-
sistency by seeking a three-valued interpretation that assigns B to a minimal
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number of propositions. Finally, the Iat measure counts the number of atoms in
the non-free formulas.

We conclude this section with a small example illustrating the behavior of
the considered inconsistency measures.

Example 1. Consider K3, defined via

K3 = {a,¬a, b,¬b ∧ c ∧ d,¬a ∨ ¬b}
Then we have that

MI(K3) = {{a,¬a}, {b,¬b ∧ c ∧ d}, {a,¬a ∨ ¬b, b}}
Thus

Id(K3) = 1 IMI(K3) = 3 Ip(K3) = 5
Ir(K3) = 2 Ic(K3) = 2 Iat(K3) = 4

The main focus of study in inconsistency measurement, and the introduced
measures, has been on propositional logic. In this work, our aim is to apply
inconsistency measures for linear time logic, which we introduce now.

2.2 Linear Temporal Logic on Fixed Traces

In this work, we consider a specific variant of LTLf that we coin linear temporal
logic on fixed traces (LTLff). We consider a linear sequence of states t0, . . . , tm,
where every ti is the state at instant i. We assume that m > 1 to avoid the trivial
case. Note that the difference with LTLf—where interpretations can vary in their
length as long as they are finite—is that we keep the length of this sequence finite
and fixed across all interpretations. This variant of LTLf is introduced mainly to
discuss matters of inconsistency measurement, as here, the inconsistency value is
computed in regard to a comparable length for all formulas. However, the ideas
presented in the next sections can be extended to LTLf [4] in a straightforward
manner: In the unbounded case we can use a parameter N and then proceed as
in the bounded case. This also means that m must not necessarily be known or
provided a priori, as a parameter N can be selected.

The syntax of LTLff is the same as the syntax of LTL and LTLf [5]. Formulas
are built from a set of propositional symbols At and are closed under the Boolean
connectives, the unary operator X (next), and the binary operator U (until).
Formally, any formula ϕ of LTLff is built using the grammar rule

ϕ ::=a|(¬ϕ)|(ϕ1 ∧ ϕ2)|(ϕ1 ∨ ϕ2)|(Xϕ)|(ϕ1Uϕ2).

with a ∈ At. Intuitively, Xϕ denotes that ϕ will hold at the next state and
(ϕ1Uϕ2) denotes that ϕ1 will hold until the state when ϕ2 holds. Let d(ϕ) ∈ N

denote the maximal number of nested temporal operators in ϕ.1

1 d(ϕ) is inductively defined via d(a) = 0 for a ∈ At, d(¬φ) = d(φ), d(φ1∧φ2) = d(φ1∨
φ2) = max{d(φ1), d(φ2)}, d(Xφ) = 1+d(φ), and d(φ1Uφ2) = 1+max{d(φ1), d(φ2)}.
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From the basic operators, some useful abbreviations can be derived, including
Fϕ (defined as �Uϕ), which denotes that ϕ will hold (eventually) in the future
and Gϕ (defined as ¬F¬ϕ), which denotes that ϕ will hold for all following
states. Again, let � be any tautology and ⊥ any contradiction.

An LTLff-interpretation ω̂ w.r.t. At is a function mapping each state and
proposition to 0 or 1, meaning that ω̂(t, a) = 1 if proposition a is assigned 1
(true) in state t.2 Then the satisfaction of a formula φ by an interpretation ω̂,
denoted by ω̂ |= φ, is defined via

ω̂ |= φ ⇔ ω̂, t0 |= φ

where ω̂, ti |= φ for any interpretation ω̂ as above and for every ti ∈ {t0, ..., tm}
is inductively defined as follows:

ω̂, ti |= a iff ω̂(ti, a) = 1 for a ∈ At

ω̂, ti |= ¬ϕ iff ω̂, ti |= ϕ

ω̂, ti |= ϕ1 ∧ ϕ2 iff ω̂, ti |= ϕ1 and ω̂, ti |= ϕ2

ω̂, ti |= ϕ1 ∨ ϕ2 iff ω̂, ti |= ϕ1 or ω̂, ti |= ϕ2

ω̂, ti |= Xϕ iff i < m and ω̂, ti+1 |= ϕ

ω̂, ti |= ϕ1Uϕ2 iff ω̂, tj |= ϕ2 for some j ∈ {i + 1, . . . , m}
and ω̂, tk |= ϕ1 for all k ∈ {i, . . . , j − 1}

An interpretation ω̂ satisfies a set of formulas K iff ω̂ |= φ for all φ ∈ K. A set
K is consistent iff there exists ω̂ such that ω̂ |= K. Define X |= Y for (sets of)
formulas X and Y if ω̂ |= X implies ω̂ |= Y for all ω̂.

2.3 Related Work and Contributions

This work is related to consistency- and model checking in declarative process
specifications, see e.g. [9,17,21]. In particular, our approach extends recent works
[2,3,17,20] on the identification of inconsistent sets in declarative process spec-
ifications by allowing to look “into” those sets and leverage inconsistency res-
olution with quantitative insights. For example, existing resolution approaches
mainly try to minimize the number of deleted formulas [2,3,14]. This however
completely leaves aside the semantics of those formulas or their impact on any
corresponding process. Given this motivation, it is useful to consider also the
degree to which certain formulas affect the following behavior, which is why we
propose time sensitive inconsistency measures.

This paper is related to [6] which presents several, what we call time sensitive,
inconsistency measures for branching time logics (BTL). However, in this work
we are able to avoid the complicated overload of branching time as the process
specifications are provided in linear time logic. Using branching time logic adds a

2 Recall that we assume time of a fixed length t0, . . . , tm and interpretations only vary
in what is true at each state.
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layer of complexity that is unnecessary when dealing with a linear time situation.
Just to take one example, consider the set {Xa,X¬a}. In linear time logic this
gives one inconsistency at the next state. But in the case of branching time logic
what does X mean? There may be many “next” states. If X means “some next
state” then the set is consistent because a and ¬a may hold in different next
states. If X means “all next states” then it is inconsistent but how inconsistent
depends on the number of next states. We avoid such issues by dealing only
with linear temporal logic. Note also that BTL takes a different view on time
than LTLf as studied in this paper and is therefore expressively incomparable
(cf. [24]).

3 Inconsistency Measurement in LTLff

In this section, we address the issue of measuring inconsistency in LTLff. As we
will show, existing inconsistency measures cannot provide meaningful insights
when dealing with temporal logic. Therefore, we develop a novel paraconsistent
semantics as a framework for handling inconsistency and propose two concrete
inconsistency measures for LTLff.

3.1 Motivation for Inconsistency Measures for LTLff

We recall the sets of LTLff formulas K1 and K2:

K1 = {Xa,X¬a} K2 = {Ga,G¬a}

The knowledge base K1 states that a is both true and false in the next state
while K2 states that a is both true and false in all future states. Obviously, both
knowledge bases are inconsistent. Yet, the inconsistencies are different in regard
to the number of states they affect. For K1 the number is 1 and for K2 the
number is m > 1. It would therefore be desirable for an inconsistency measure
to take this information into account and assign K2 a larger inconsistency value.

In order to capture LTLff by the inconsistency measurement framework of
Sect. 2.1, from now on a knowledge base K (Definition 1) will be a finite set of
LTLff formulas and K is the set of all LTLff knowledge bases. So we can apply
the inconsistency measures for K1 and K2 in a straightforward manner.

Example 2. Consider K1 and K2. Then we have that

Id(K1) = 1 Id(K2) = 1
IMI(K1) = 1 IMI(K2) = 1
Ip(K1) = 2 Ip(K2) = 2
Ir(K1) = 1 Ir(K2) = 1
Ic(K1) = 1 Ic(K2) = 1

Iat(K1) = 1 Iat(K2) = 1
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Note that all six inconsistency measures give identical values for K1 and K2,
because they, or for that matter, any other propositional logic inconsistency
measure, cannot distinguish between X and G. But intuitively K2 is more incon-
sistent than K1 because the inconsistency persists through all future states in
K2 as opposed to the single state in K1. Thus, we believe that a proper inconsis-
tency measure for LTLff should distinguish between these operators. Therefore,
we propose a new rationality postulate.

Time Sensitivity (TS) For all formulas ϕ of propositional logic,
I({Gϕ,G¬ϕ}) > I({Xϕ,X¬ϕ}).

In other words, the number of affected states should be reflected in the incon-
sistency value, i.e., inconsistency measures for LTLff should be time sensitive.

Proposition 1. Id, IMI, Ip, Ir, Ic, Iat violate TS.

Following Proposition 1, the existing measures that we have from propositional
logic cannot capture the desired behavior. Therefore, we introduce a novel app-
roach to measure inconsistency in LTLff.

3.2 A Paraconsistent Semantics for LTLff

Our first contribution towards measuring inconsistency in LTLff is to define an
LTLff-variant of the three-valued semantics of [19]. By doing so, we not only
develop a means to neatly express inconsistency measures for LTLff, but also
define a general applicable paraconsistent semantics for LTLff.

A three-valued interpretation ν̂ for LTLff is a function mapping each state
and proposition to 0, 1 or B, that is, ν̂ : {t0, t1, . . . tm}×At → {0, 1,B} where as
before 0 and 1 correspond to the classic logical false and true, respectively, and
B (standing for both) denotes a conflict. We then assign

ν̂(φ) = ν̂(t0, φ)

where ν̂(ti, φ), for any interpretation ν̂ as above and state ti ∈ {t0, ..., tm}, is
inductively defined as follows:

ν̂(ti, a) = ν̂(ti, a) for a ∈ At

ν̂(ti,¬φ) =

⎧
⎨

⎩

1 if ν̂(ti, φ) = 0
0 if ν̂(ti, φ) = 1
B if ν̂(ti, φ) = B

ν̂(ti, ϕ1 ∧ ϕ2) =

⎧
⎨

⎩

1 if ν̂(ti, ϕ1) = ν̂(ti, ϕ2) = 1
0 if ν̂(ti, ϕ1) = 0 or ν̂(ti, ϕ2) = 0
B otherwise

ν̂(ti, ϕ1 ∨ ϕ2) =

⎧
⎨

⎩

1 if ν̂(ti, ϕ1) = 1 or ν̂(ti, ϕ2) = 1
0 if ν̂(ti, ϕ1) = ν̂(ti, ϕ2) = 0
B otherwise
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ν̂(ti,Xϕ) =
{

ν̂(ti+1, ϕ) if i < m
0 otherwise

ν̂(ti, ϕ1Uϕ2) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if there is j ∈ {i + 1, . . . , m} with
ν̂(tj , ϕ2) = ν̂(ti, ϕ1) = . . .
= ν̂(tj−1, ϕ1) = 1

B if there is j ∈ {i + 1, . . . , m} with
{ν̂(tj , ϕ2), ν̂(ti, ϕ1), . . . ,
ν̂(tj−1, ϕ1)} = {1,B}

0 otherwise

Some comments on the above definition are in order. First, note that the evalu-
ation of the classical Boolean connectives is the same as for propositional three-
valued semantics (see Sect. 2.1). Furthermore, the evaluation of Xφ is simply
the truth value of φ at the next state, or, if there is no next state, 0 (as for the
classical semantics of LTLff). The main new feature, however, is the three-valued
evaluation of a formula of the form ϕ1Uϕ2. This formula evaluates to 1 as in the
classical case, i. e., if φ2 evaluates to 1 in some future state and φ1 evaluates to
1 in between. We evaluate ϕ1Uϕ2 to B if φ2 evaluates to 1 or B in some future
state and φ1 evaluates to 1 or B in between (and at least one of these evaluations
must be to B). Finally, ϕ1Uϕ2 evaluates to 0 otherwise, i.e., if either φ2 always
evaluates to 0 in the future or in-between ϕ1 evaluates at least once to 0.

A three-valued LTLff interpretation ν̂ satisfies a formula φ, denoted by ν̂ |=3

φ, iff ν̂(φ, t0) ∈ {1,B}. A three-valued interpretation ν̂ satisfies a set of formulas
K iff ν̂ |=3 φ for all φ ∈ K.

Example 3. Let At = {a, b} and assume m = 2. Consider the knowledge base K
defined via

K = {X¬a, aUb}
and the three-valued interpretation ν̂ defined via

ν̂(t0, a) = 1 ν̂(t0, b) = 0
ν̂(t1, a) = B ν̂(t1, b) = 0
ν̂(t2, a) = 0 ν̂(t2, b) = 1

Then we have ν̂(t0, aUb) = B as b evaluates to 1 in t2 and a evaluates to B in
t1. Moreover, we have ν̂(t0,X¬a) = B and therefore ν̂ |=3 K.

Define X |=3 Y for formulas X and Y if ν̂ |= X implies ν̂ |= Y for all ν̂.
In the propositional logic case, |=3 is a faithful extension of |=, meaning that

ω |= φ if and only if ω |=3 φ for every two-valued interpretation ω and every
φ. Our LTLff extension of the three-valued semantics enjoys the same property
(note that every two-valued interpretation is a also a three-valued interpretation
that does not use the value B).

Proposition 2. For every (two-valued) LTLff interpretation ω̂ and LTLff for-
mula φ, ω̂ |= φ if and only if ω̂ |=3 φ.
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The three-valued semantics of [19] has another nice property in propositional
logic, namely the non-existence of inconsistency: every propositional formula is
trivially satisfiable by the interpretation that assigns B to all propositions. In
general, an LTLff formula may become unsatisfiable w.r.t. to the three-valued
semantics if it affects a state “beyond” tm. However, for other formulas we obtain
the following result regarding universal satisfiability.

Proposition 3. For any LTLff formula φ with d(φ) ≤ m there is ν̂ with ν̂ |=3 φ.

The semantics presented in this section allows for inconsistency-tolerant reason-
ing in LTLff (and it can straightforwardly be adapted for LTLf and LTL). This
provides a useful tool for the usual application scenarios of temporal logics, such
as model checking and verification. While it may be worthwhile to investigate
this aspect in more depth, in the remainder of this work we will focus on the
application of this semantics for inconsistency measurement and postpone that
endeavour to future work.

3.3 Time Sensitive Inconsistency Measures for LTLff

We will now exploit our three-valued semantics for LTLff to define some new
inconsistency measures. We do this similarly as for propositional logic by assess-
ing the amount of usage of the paraconsistent truth value B in models of an
LTLff knowledge base K but refine it by two different levels of granularity. This
yields two new inconsistency measures.

Our first approach measures the number of states affected by inconsistency.
For any three-valued interpretation ν̂, define

AffectedStates(ν̂) = {t | ∃a : ν̂(t, a) = B}
In other words, AffectedStates(ν̂) is the set of states where ν̂ assigns B to at least
one proposition. We can define an inconsistency measure by considering those
3-valued models of the knowledge base that affect the minimal number of states.

Definition 4 (LTL time measure). Let K be a set of formulas. Then, the
LTL time measure is defined via

ILTL
d (K) = min

ν̂|=3K
|AffectedStates(ν̂)|

if there is ν̂ with ν̂ |=3 K and ILTL
d (K) = ∞ otherwise.

This measure counts the number of states for which the knowledge base is incon-
sistent. It is, in fact, the extension of the drastic measure, Id, in that for each
state it adds 1 if there is an inconsistency and 0 otherwise. This measure can be
used to distinguish the knowledge bases K1 and K2, i.e., it is time sensitive.

Example 4. We recall the knowledge bases K1 = {Xa,X¬a} and K2 =
{Ga,G¬a}. Then we have

ILTL
d (K1) = 1 ILTL

d (K2) = m



Measuring Inconsistency in Declarative Process Specifications 299

As an example where there is no ν̂ s.t. ν̂ |=3 K, consider the formula XXXa.
This formula cannot be satisfied for m = 2, so ILTL

d would return ∞ here.
Example 4 shows that the proposed measure ILTL

d can already provide
meaningful insights for measuring inconsistency in LTL. But a potential lim-
itation is that it can only distinguish inconsistency in individual states in
a binary manner. For example, ILTL

d cannot distinguish the knowledge base
K4 = {Xa,X¬a,Xb,X¬b} from K1 because all inconsistencies occur at one
state, namely t1. For this reason we believe it is useful to be able to look inside
states for inconsistency. In order to do so, given a three-valued interpretation ν̂,
define

Conflictbase(ν̂) = {(t, a) | ν̂(t, a) = B}
Then, define the LTL contension measure as follows.

Definition 5 (LTL contension measure). Let K be a set of formulas and

ILTL
c (K) = min

ν̂|=3K
|Conflictbase(ν̂)|

if there is ν̂ with ν̂ |=3 K and ILTL
c (K) = ∞ otherwise.

ILTL
c seeks an interpretation that assigns B to a minimal number of proposi-

tions individually over all the states and uses this number for the inconsistency
measure. This is an extension of ILTL

d , and for that matter, of Ic as it calculates
ILTL

c for each state and sums the numbers obtained this way.

Example 5. We recall the knowledge bases K1 = {Xa,X¬a}, K4 = {Xa,X¬a,
Xb,X¬b}, and consider K5 = {Ga,G¬a,Gb,G¬b}. If m = 3, then we have

ILTL
d (K1) = 1 ILTL

d (K4) = 1 ILTL
d (K5) = 3

ILTL
c (K1) = 1 ILTL

c (K4) = 2 ILTL
c (K5) = 6

As can be seen in Example 5, the two inconsistency measures proposed in
this work can, contrary to previously existing measures, be used to provide
meaningful insights into inconsistency in linear temporal logic, i.e., they are in
fact time sensitive. As the two measures have a different granularity in regard
to time, selecting which of the two to use depends on the intended use case.

Intuitively, it would be possible to devise further time-sensitive inconsistency
measures for LTLff. We will however leave this discussion for future work. Impor-
tantly, the aim of this paper is to show that traditional inconsistency measures
cannot be plausibly applied to temporal logics, and to present means for time
sensitive inconsistency measurement. In this regard, the measures proposed in
this work can be used as a baseline for measuring inconsistency in LTL. Also,
they (broadly) satisfy other desirable properties and can therefore be seen as
strictly better (w.r.t. the considered postulates) than their propositional logic
“counterpart”, i.e., Id for ILTL

d , respectively Ic for ILTL
c . The results of this

section are summarized in Table 1. Proofs can be found online.
Note that only the measures we introduced satisfy TS. Note also that ILTL

c

does not satisfy IN due to the problem of iceberg inconsistencies, cf. the provided
proofs.

https://arxiv.org/pdf/2206.07080.pdf
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Table 1. Compliance of inconsistency measures with rationality postulates.

I CO MO IN DO TS

Id ✓ ✓ ✓ ✓ ✗

IMI ✓ ✓ ✓ ✗ ✗

Ip ✓ ✓ ✓ ✗ ✗

Ir ✓ ✓ ✓ ✗ ✗

Ic ✓ ✓ ✗ ✓ ✗

Iat ✓ ✗ ✗ ✗ ✗

ILTL
d ✓ ✓ ✓ ✓ ✓

ILTL
c ✓ ✓ ✗ ✓ ✓

4 Application to Declarative Process Models

A common application scenario for LTLf is that of declarative process models
[16], which are sets of (LTLf-based) constraints. For such declarative process
models, the issue of inconsistency is equally as problematic, as any inconsistencies
between the constraints make the declarative process model unsatisfiable.

There have been a number of works addressing the issue of inconsistency in
declarative process models [2,3,14]. However, those works mainly look at whether
a process model is inconsistent at all (in a binary manner), or try to identify
sets of inconsistent constraints. Those works can however not look “into” those
sets or assess their severity. For this use case, our proposed approach can be
extended to declarative process models as follows.

4.1 Inconsistency Measurement in Declarative Process Models

A declarative process model consists of a set of constraints. Typically, these
constraints are constructed using predefined templates, i. e., predicates, that are
specified relative to a set of propositions (e. g., company activities).

Definition 6 (Declarative Process Model). A declarative process model is
a tuple M = (A,T,C), where A is a set of propositions, T is a set of constraint
types, and C is the set of constraints, which instantiate the template elements
in T with activities in A.3

In this work, we consider the declarative modelling language Declare [16],
which offers a set of “standard” templates. We will use a selection of templates
shown in Table 2. We refer the reader to [3] for an overview of other Declare
template types and corresponding semantics.

3 For readability, we will denote declarative process models as a set of constraints (C).
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Table 2. LTLff semantics for a selection of declare templates.

Template LTLff Semantics

Init(a) a

End(a) G(a ∨ Fa)

Response(a,b) G(a → Fb)

NotResponse(a,b) G(a → ¬Fb)

ChainResponse(a,b) G(a → Xb)

NotChainResponse(a,b) G(a → ¬Xb)

AtLeast(a,n) F(a ∧ X(atLeast(a,n − 1))), atLeast(a, 1) = a ∨ F(a)

AtMost(a,n) G(¬a ∨ X(atMost(a, n − 1))), atMost(a, 0) = G(¬a)

By rewriting the constraints of a declarative process model into LTLff formu-
las, our approach for measuring inconsistency in LTLff can be applied to Declare
in a straightforward manner.

Example 6. Consider the sets of constraints Ca and Cb, defined via

Ca = {Init(a),Response(a, b),NotResponse(a, b)}
(⇔ {a,G(a → Fb),G(a → ¬Fb)})

Cb = {Init(a),Response(a, b),NotResponse(a, b),
Response(a, c),NotResponse(a, c)}

(⇔ {a,G(a → Fb),G(a → ¬Fb),G(a → Fc),G(a → ¬Fc)})

then we have that ILTL
c (Ca) = 1 and ILTL

c (Cb) = 2.

Due to the recursive definition of some “existence” constraints (cf. Table 2), note
that also inconsistencies concerned with cardinalities can be assessed correctly.

Example 7. Consider Cc = {AtMost(a, 1), AtLeast(a, 2)} and
Cd = {AtMost(a, 1), AtLeast(a, 100)}, then ILTL

d (Cc) < ILTL
d (Cd).

As a border case, note that any inconsistency referring to a point in time beyond
the assumed sequence of states will return a value of ∞ per definition, as we
cannot assess any error that leaves the boundaries of our logical framework.

Example 8. Let Ce = {End(a),ChainResponse(a, b)}, then ILTL
d (Ce) = ∞.

These examples show that our approach can provide detailed insights on the
severity of inconsistency in declarative process models. Such insights can prove
useful for prioritizing or re-modelling different issues of the process specification.
In this context, it seems intuitive that conflicts affecting only the next state (X)
should be considered as less severe than conflicts affecting multiple following
states (G), i. e., for any LTLff formula ϕ, I({Gϕ,G¬ϕ}) > I({Xϕ,X¬ϕ}). In
this regard, there are still open questions on how to distinguish the operators
X and F, in particular: for an LTLff formula ϕ, what is the relation between
I({Xϕ,¬Xϕ}) and I({Fϕ,¬Fϕ})? We address this question in the following.
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4.2 On Potentially Inconsistent States

Consider the following sets of constraints Cm and Cn, defined via

Cm = Cn =

{Init(a) ⇔ a, {Init(a),
Response(a, b) ⇔ G(a → Fb), ChainResponse(a, b) ⇔ G(a → Xb),

NotResponse(a, b) ⇔ G(a → ¬Fb)} NotChainResponse(a, b) ⇔ G(a → ¬Xb)}

Both sets are inconsistent, as they demand that b should and should not follow.
However, the point in time at which the actual inconsistency can occur is different.
Naturally, one question arises: which inconsistency is more severe? Or are they
equally severe? We encourage the reader to come up with an own answer to this
question at this point before we continue with our view on this matter.

Using the measures introduced in this work, the absolute number of affected
states is 1 in both cases. So regarding the minimal number of affected states, the
inconsistencies are equally severe. However, the certainty of where the inconsis-
tency can occur at is clearly different, as visualized in Fig. 1.

a ? ... ?

(a) Potentially inconsistent states for Cm

a ...

(b) Certainty of inconsistency for Cn

Fig. 1. Visualization of the (un)certainty of where the inconsistency may occur for Cm

and Cn.

In Cm, there are m different possible states to which a minimal interpretation
could assign the truth value B to the proposition b, whereas the inconsistency
can only occur in exactly 1 state for Cn. This could entail different severities for
the inconsistencies, depending on the viewpoint:

Consider a running process which is in state t0. For Cm, it is unclear when
the inconsistency will occur. For Cn, it is directly known that the next state
is inconsistent. Recovery mechanisms for such cases are well known [13], e. g.,
it would be possible to just skip the next state and continue with a consistent
process. This is not possible for Cm without skipping all following states until
the end of the process. So one might argue that the inconsistency in Cm is more
severe. However, for Cn, this also means there is in fact no possible continuation
as the process is in a dead-end state, thus, Cn needs to be attended to more
urgently (So one might as well argue that the inconsistency in Cn is more severe).

In the field of inconsistency measurement, the dominance property states
that substituting a consistent formula by a weaker formula cannot increase the
inconsistency value [10]. However, when moving from Cm to Cn or vice-versa,
we both replace one constraint with a stronger one and the other with a weaker
one (every ChainResponse is also a Response but every NotResponse is a
NotChainResponse). So the dominance property is not applicable here and
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the question remains which inconsistency is more severe. In this work, we will not
give a definitive answer to this question and leave this discussion for future work.
However, based on the two possible views given above, we will argue that they
are, in fact, different. It would therefore be desirable to be able to distinguish
the inconsistency in Cm and Cn. Here, the introduced contension concept can
be adapted to quantify the certainty of when the inconsistency will occur.

The introduced measures quantify inconsistency by seeking an interpretation
that assigns B to a minimal number of states. We denote the set of all such
interpretations that assign B to a minimal number of states (at least to one) as

V̂ B>0
min (K) = {ν̂ |=3 K : |AffectedStates(ν̂)| > 0 ∧ |AffectedStates(ν̂)| = ILTL

d (K)}

Every such (minimal) interpretation also encodes which exact states are affected
by the inconsistency. For Cn, only one state is necessarily affected (cf. Fig 1 (b)),
thus, there exists only one minimal interpretation. For Cm, there are m different
interpretations that are all equally minimal in terms of how many states are
affected. So the number of minimal interpretations relates to the number of
distinct (sets of) states that can potentially be affected.

Definition 7 (Number of Minimal Interpretations). Let K be a set of
formulas. Then, define the number of minimal interpretations via

#minInterpretations(K) = |V̂ B>0
min (K)|

Example 9. We recall Cm and Cn. Then we have that #minInterpretations(Cm) =
m and #minInterpretations(Cn) = 1 as expected (cf. the above discussion)

Importantly, the function #minInterpretations is not an inconsistency mea-
sure, i.e., a higher value does not indicate a higher degree of inconsistency. It
therefore also does not matter where the inconsistency in Cm eventually triggers.
The value merely expresses the “certainty” of knowing where the conflict can
occur at. The semantics of which is worse depends on the use case.

5 Computational Complexity

We conclude with an investigation of computational complexity in measuring
inconsistency in LTLff. We assume familiarity with computational complexity,
see [15] for an introduction. Proofs can be found online.

Note that deciding satisfiability is PSPACE-complete for LTLf [5] and also
intractable for many variants of LTLf [4]. For our variant LTLff, as m is fixed, we
get NP-completeness (think for example of a non-deterministic algorithm that
guesses ω̂ and verifies (in polynomial time) that ω̂ |= φ).

Theorem 1. Deciding whether a formula φ is satisfiable in LTLff is NP-
complete.

https://arxiv.org/pdf/2206.07080.pdf
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If the parameter m is given in unary, the complexity result holds as it is.
However, if m is given in binary then the complexity will likely increase (in the
membership proof, we need to guess an interpretation and if m is given in binary,
that interpretation may be exponential in the size of the input).

We continue with an investigation of the computational complexity of mea-
suring inconsistency in LTLff. For this, let L denote the set of all LTLff knowledge
bases. Following [23], we consider the following computational problems:

ExactI Input: K ∈ L, x ∈ R
∞
≥0

Output: true iff I(K) = x

UpperI Input: K ∈ L, x ∈ R
∞
≥0

Output: true iff I(K) ≤ x

LowerI Input: K ∈ L, x ∈ R
∞
≥0 \ {0}

Output: true iff I(K) ≥ x

ValueI Input: K ∈ L

Output: The value of I(K)

For UpperI , the same general non-deterministic algorithm can be applied.

Theorem 2. UpperILTL
d

and UpperILTL
c

are NP-complete.

Using the results in [23] we also get the following results for the other problems.

Corollary 1. LowerILTL
d

and LowerILTL
c

are coNP-complete. ExactILTL
d

and ExactILTL
c

are in DP. ValueILTL
d

and ValueILTL
c

are in FPNP[log n].

In regard to the algorithmic implementation of our approach, a general app-
roach of SAT encodings can be used. Corollary 1 gives a straightforward imple-
mentation for an algorithm to compute the measures by combining binary search
with iterative calls to a SAT solver using an encoding of the problem Upper (see
proof of Corollary 1). This encoding would be based on a SAT encoding for LTLff

satisfiability, which is straightforward.

6 Conclusion

In this work, we have presented an approach for measuring the severity of incon-
sistencies in declarative process specifications, in particular those based on lin-
ear temporal logic. In this regard, we introduced a paraconsistent semantics for
LTLff and developed two inconsistency measures. This provides useful insights
for debugging or re-modelling declarative specifications, e.g., by allowing to com-
pare or prioritize different inconsistencies. Here, our approach extends recent
works [2,3,20] on the identification of inconsistent sets in declarative process
specifications by allowing a look “into” those sets.

In future work, we aim to investigate the application of our approach to
other languages such as GSM or DCR. Note that this is however not trivial, as
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the process models there might not be represented as orthogonal formulas. As a
further limitation of our work, the current approach treats time as discrete time
steps where any number of activities (within the bounds of the constraints) are
allowed to occur at the same time. Real processes may however contain activities
that take real time and may not be parallelizable because of resource constraints.
As a result, a logically equivalent inconsistency may weigh more than another.
In future work, we aim to address this issue with data-aware versions of LTLff.
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Abstract. Business process models are usually described in a visual
notation and reflect actual processes in systems. As a result, process
models often are unstructured and cyclic. Unfortunately, unstructured
and cyclic models are difficult to analyze and execute as research shows.
Unstructuredness could be overcome using the existing studies, however,
the analysis of cyclic models is still an open research problem. For this
reason, this paper presents a decomposition of cyclic process models into
sets of acyclic models. Together with a simple execution semantics for the
acyclic models, the semantics of the decomposed model coincides with
the original model if soundness is assumed. The decomposition can be
achieved in a quadratic runtime complexity and gives the possibility to
apply many existing analysis methodologies for acyclic process models.
A short evaluation shows the feasibility of the approach.

Keywords: Process models · Loops · Decomposition · Soundness

1 Introduction

Business Process Management (BPM) examines how different operations (tasks)
interact to achieve business goals [7]. This interaction is usually recorded in the
form of business process models in special notations (like the Business Process
Model and Notation (BPMN) [19]). Most of these process notations are visual
(e.g., BPMN and Event-driven Process Chains (EPC) [14]) and the process mod-
els result from actual operational processes in systems and organizations. There-
fore, such models may be unstructured and contain non-explicit loops, i.e., loops
that result from the control-flow rather than from specific looping tasks.
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Unstructuredness and loops make the execution and analysis of pro-
cess models difficult [2,3,8,16,17,20,22,23,30,31]. Polyvyanyy summarizes that
well-structured process models are more comprehensible for humans, are more
likely to contain fewer errors, and, therefore, improve their quality [20]. Arbi-
trary loops tend to increase the probability of errors in process models [17] and
prevent the structuring of process models or at least increase the effort [20]. The
(Refined) Process Structure Tree (RPST) describes a hierarchy of single entry
and single exit (SESE) structures [2,23,30,31] that is often used to find inde-
pendent structures in unstructured process models [31] and to speed up analysis
[6,11], but do not help to solve the problem of unstructured and cyclic process
components [3]. It appears that loops make the execution and analysis of process
models particularly difficult. There are many efficient and simple approaches to
execute and analyze processes without loops (acyclic processes). For example,
inclusive converging gateways (OR-joins) [32] and Dead-Path Elimination (DPE)
for WS-BPEL [18] are easy to apply and understand for acyclic process models.
Soundness analyses [10,26] and the derivation of behavioral relations [11] are
examples of how analyses in acyclic processes are efficient and simple. However,
most of these approaches cannot be applied to cyclic processes or become more
complicated to understand, implement, and prove.

Due to a large number of known state-of-the-art approaches and simpler
execution semantics (e.g., for OR-joins) for acyclic process models, it would be
beneficial for research and practice if there would be a transformation from a
cyclic model to an acyclic model with the same execution behavior. One possibil-
ity is to transfer a process model into an RPST [2,23,30,31]. Since the RPST is a
tree, it is acyclic. However, the RPST provides less information if loops are inside
inherently unstructured fragments (so-called rigids) [20] and can, therefore, not
be used in such cases. Untanglings [22] and unfoldings [8,16,20] of process models
are another way of making process models acyclic. However, they use completely
different representations of the original process and are not applicable to process
models with OR-joins. For this reason, there is the need for a new approach to
decompose an arbitrary process model with OR-joins into a set of acyclic pro-
cess models while retaining its execution behavior. This paper introduces such
an approach. Our approach follows ideas of Choi et al. [3], but it is applicable to
process models with OR-joins and does not need to distinguish between natural
and irreducible loops. A natural loop can only be entered at one node, while an
irreducible loop can be entered at multiple nodes. In many situations, irreducible
loops are more difficult to handle [3]. Our approach detects all loops recursively
and creates acyclic versions of them. Finally, the loops in the original process are
reduced to acyclic subgraphs combined with “looping nodes” being available in
most modeling languages. If the original model is sound, this paper shows that
the resulting acyclic processes have the same behavior as the original process.
Although unsound processes exist in practice, Van Dongen et al. state that a
process model should at least fulfill soundness as correctness criterion [5]. From
a quality perspective, soundness is, thus, a weak constraint.

The decomposition proposed in this paper gives the following non-final
improvements for research and practice regarding the state of the art: (a) It



Understanding and Decomposing Loops 309

is applicable to any cyclic process model with natural and irreducible as well as
nested loops. (b) The decomposition can be applied to process models with OR-
splits and OR-joins. (c) Process models with complicated loop behavior should
become easier to understand for humans, because they are decomposed into
smaller, acyclic models. (d) A cyclic process model only needs to be transformed
once. The results are again process models that can be stored and executed or
analyzed as needed. (e) The execution of process models becomes trivial even
with OR-joins. Actually, the kind of converging gateway becomes useless, as all
converging gateways can be replaced by OR-joins. (f) Process models can be exe-
cuted on any execution engine that supports acyclic processes with (sub)process
calls. (g) Structuring and analyzing acyclic process models is easier and, above
all, more efficient than with cyclic process models as explained before.

In summary, the contributions of this paper are: (1) Study of loops and how
they can be generalized. (2) Decomposition of cyclic process models into sets of
acyclic models in general process models. (2) Introduction of a semantics that
executes resulting acyclic processes in the correct order to achieve the business
goals of the original model (same execution semantics). (3) A short evaluation of
loop decomposition regarding complexity and feasibility as well as two example
applications: OR-join semantics and soundness analysis.

The rest of this paper is structured as follows: Sect. 2 introduces necessary
definitions of process models, loops, and their semantics. This section is followed
by Sect. 3 on related work. In Sect. 4, we describe our findings on loop structures
in process models followed by a detailed description of their decomposition in
Sect. 5. Section 6 describes how a decomposed process model can be executed.
The complete decomposition algorithm is presented in Sect. 7. An evaluation of
our loop decomposition as well as two example applications are shown in Sect. 8.
Finally, Sect. 9 gives some suggestions for future research directions.

2 Preliminaries

The following section introduces notions being important to understand this
work, in particular, workflow graphs, loops, token games, and soundness.

2.1 Workflow Graphs and Loops

In order to abstract process models from rich representations such as BPMN
[19] and EPC [14], this paper uses workflow graphs [26,32]:

Definition 1 (Workflow Graph). A workflow graph WFG = (N,E, λ, L) is
a connected, directed graph (N,E). N is a set of nodes and E ⊆N ×N is a set
of edges which defines the execution order between nodes. L is a set of labels
{Start,Task,AND,OR,XOR, End} and λ : N↦L is a total mapping that assigns
to each node a label. Depending on its label, a node has different properties:

– Nodes with label Start (the start nodes) have no incoming but exactly one
outgoing edge. Nodes with label End (the end nodes) have exactly one incom-
ing but no outgoing edge. There is at least one start and one end node.
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Fig. 1. A workflow graph with an irreducible loop with its loop entries and exits.

– Each node lies on a path from a start to an end node.
– Nodes with label Task have exactly one incoming and one outgoing edge.
– All other nodes have labels AND, OR, and XOR. They are divided into split

and join nodes. Split nodes (i.e., AND-split, OR-split, and XOR-split) have
exactly one incoming and at least two outgoing edges. Join nodes (i.e., AND-
join, OR-join, and XOR-join) have at least two incoming edges and exactly
one outgoing edge.

For the visualization of workflow graphs, we use notions of BPMN [19] as
shown in the workflow graph in Fig. 1. Start and end nodes are represented as
circles, with end nodes having thicker lines. Tasks are represented as rounded
rectangles. Split and join nodes are depicted with diamonds. AND-splits and
AND-joins have + signs, XOR-splits and XOR-joins have a cross, and OR-splits
and OR-joins have circles in their diamonds. Later in this paper, we include
special loop nodes (represented as rectangles with a circular arrow) in workflow
graphs, informally extending Definition 1. They have at least one incoming edge
and at least one outgoing edge. Details are explained during their introduction.

Loops in workflow graphs are special subgraphs:

Definition 2 (Loop/Cycle). Let WFG = (N,E, λ, L) be a workflow graph.
A loop is a strongly connected component (SCC) [4] L = (NL, EL) of WFG

containing at least two nodes, i.e., each node of L has a path to each other node
of L [1]. If WFG contains any loop, it is called cyclic. Otherwise, it is acyclic.

Usually, loops in workflow graphs contain at least one task node. It is impor-
tant to note that a SCC is maximal by definition [4]. Consequently, our loops do
not contain subloops in the classical sense. However, the approach presented in
this paper later shows that it identifies loops within loops if necessary. A similar
approach was taken by Steensgaard [28]. He also generalized the definitions of
loop entries and exits:

Definition 3 (Loop Entries and Exits). Let WFG be a cyclic workflow
graph with L = (NL, EL) is one of its loops.

Loop Entry. All nodes of L that have at least one incoming edge from outside
L are called loop entries and these incoming edges are loop-entry edges.

Loop Exit. All nodes of L that have at least one outgoing edge to a node outside
the loop are called loop exits and these outgoing edges are loop-exit edges.
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Remark 1. Each loop entry of a loop in a workflow graph is of course a join node
and each loop exit of a loop is of course a split node.

Figure 1 shows a loop (gray large dashed rounded rectangle) in our example
workflow graph and its loop entries (small gray rounded rectangles on the left)
and loop exits (small gray rounded rectangles on the right).

Depending on the number of loop entries, two types of loops are distinguished
in loop research: natural and irreducible loops. Although natural loops are more
intuitive, there is no need to distinguish between the two in this paper. Finally,
it is also important to note that loop-exit edges are not part of any loop:

Corollary 1. Since a loop is a maximal SCC by Definition 2, loop-exit edges
cannot be part of any loop.

2.2 Semantics

The semantics of cyclic workflow graphs with OR-joins is not trivial [32]. The
reason is that situations can arise where two OR-joins mutually wait for each
other [15,32]. In this paper, we refer to the semantics of our previous work
[24] that is complete for sound workflow graphs. However, we emphasize that
an additional OR-join semantics for cyclic workflow graphs is not needed after
decomposition and is not required in detail in the proofs. Therefore, it is only
used here for the sake of completeness. We use a token game semantics in the
following describing state transitions in a workflow graph WFG = (N,E, λ, L).

A state S of WFG is a total mapping from the set of edges E to the set of
natural numbers, S : E ↦ N0. It describes the number of tokens on each edge,
e.g., S(e) = 1 means that edge e in state S carries 1 token. An initial state of
WFG is a state in only one outgoing edge of exactly one start node has a token.
Every other edge has 0 tokens.

A node n of WFG is waiting in a state S if at least one incoming edge of
n has a token. If n is neither an AND-join nor an OR-join, n is enabled if it is
waiting in S. If n is an AND-join and all incoming edges of n carry a token in
S, n is enabled in S. If n is an OR-join, then it has a waiting area ω(n) that
contains all edges where n must wait for their tokens (for more details, please
take a look on Prinz and Amme [24]). n is enabled in S, if it is waiting in S
and no token is in n’s waiting area except on n’s incoming edges. If there is an
enabled node n in S, then S can change into a state S′ by executing n, written
S

n
→S′. The resulting state S′ is based on S with the following modifications: (1)

Each incoming edge in of n with at least one token loses a token in S′, except if
n is an XOR-join, then only one incoming edge loses a token. (2) The number
of tokens on n’s outgoing edges depends on n’s type. If n is an OR-split, then a
non-empty set of outgoing edges of n gets an extra token in S′. If n is an XOR-
split, then exactly one outgoing edge of n gets an extra token in S′. Otherwise,
each outgoing edge of n gets an extra token in S′.

The execution of a workflow graph starts with an initial state, and is executed
node by node, resulting in a chain of node executions and state transitions.
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A state S′ is directly reachable from a state S, depicted S → S′, if there is
a possible state transition S

n
→ S′, i.e., node n ∈ N is executed in state S. S′ is

reachable from a state S, depicted S→∗S′, if there is a sequence/chain of directly
reachable states S1 → S2 → . . .→ Sk, k ≥ 1, with S1 = S and Sk = S′.

2.3 Soundness

Two types of structural conflicts can occur in workflow graphs, namely deadlocks
and lacks of synchronization [9]. A deadlock arises from an initial state when an
AND-join or OR-join is waiting in a reachable state S, but is never enabled in
reachable states from S [9]. A lack of synchronization results from an initial state
when an edge carries more than one token in a reachable state. A workflow graph
is said to be sound if it has neither a deadlock nor a lack of synchronization [9].
This soundness is defined on workflow graphs with OR-joins. In our previous
work, we showed that no other semantics allows running more workflow graphs
sound than the one used here [24]. In the context of the present work, we assume
that each XOR- and OR-split independently decides after their execution which
outgoing edges receive an additional token.

3 Related Work

Finding and restructuring loops (cycles) in graphs has a long tradition in com-
piler theory. Tarjan defined an efficient algorithm to find cycles (SCCs) in arbi-
trary graphs [29]. Since one main application of finding cycles in compiler theory
is optimization [12], further algorithms arose to detect in particular nested loops,
i.e., loops within loops. The representation of loops within loops is called a loop
nesting forest. Depending on the applied algorithm, different kinds of loop nest-
ing forests can be derived from the same graph. Prominent examples are the
Sreedhar-Gao-Lee [27], Steensgaard [28], and the Havlak [12] forests. As the
approach in this paper decomposes loops, it leads to a loop nesting forest that
may differ from those in the literature. Depending on the loop nesting forest,
optimizations can be applied worse or better. Exactly what the effects are, should
be investigated in the future and is beyond the scope of this paper.

The idea of finding independent structures in unstructured graphs is to
improve analyses and visualization [20]. In BPM, a prominent approach is the
decomposition of a graph into SESE components resulting in a tree, the RPST,
that hierarchically orders those components [2,23,30,31]. Each component can
be analyzed independently and, therefore, in parallel.

As explained in the introduction, loops make the analysis of process models
difficult [3]. SESE decompositions do not help to improve the analysis of unstruc-
tured components with loops. Polyvyanyy et al. [21] use SESE decomposition (in
the form of SPQR-trees after recognizing triconnected components) to show how
sound, unstructured process models can be restructured into structured process
models. Their structuring is based on quasi block-structured process models. A
process model is quasi block-structured if its RPST does not contain a so-called
rigid component. Loops can then occur as Loop Case components with single
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entries and single exits. Polyvyanyy et al. argue for such a loop case component
that the entry and exit must be XOR gateways. This is consistent with our find-
ings later in this paper. However, our loops can occur in any kind of component of
a process model—our approach, therefore, generalizes the findings of Polyvyanyy
et al. Furthermore, our process models can also contain OR-gateways. Finally,
there are loops that cannot be structured and, therefore, cannot be analyzed.
For this reason, Choi et al. [3] proposed a decomposition of workflow graphs into
acyclic components so that loops no longer exist for soundness analysis. This
decomposition separates each loop in the graph into a forward and backward
flow. In natural loops, the forward flow contains the loop nodes on the paths
between the loop entry and its exits; the backward flow contains all other nodes
and some nodes overlapped with the forward flow. This approach is well suited
for testing soundness of workflow graphs with natural loops. Irreducible loops,
however, are not decomposed. They are instantiated each into multiple distinct
loops depending on all combinations of how their loop entries may have tokens.
When an instantiated loop has parallel loop entries, it is transformed into a
natural loop. Our approach does not have to differentiate between natural and
irreducible loops and decomposes both in a similar way. Moreover, it can be
applied to processes with OR-splits and -joins, to which the approach of Choi et
al. is not applicable.

Untanglings represent final extracts of executions of a process model [22].
They are similar to instance subgraphs [26], but work for cyclic process models
free of lacks of synchronization. Although untanglings are acyclic versions of
process models, they describe the processes within a different representation. One
reason for this is that they have been used as index for querying process models
within repositories. Our decomposition, in contrast, converts cyclic models into
acyclic models within the same representation (e.g., BPMN into BPMN).

Another approach to the study of cyclic process models is unfolding [8,16,20].
Unfolding extends the process model (as Petri net) so that the resulting Petri
net represents the same behavior as before, but without loops. Since unfoldings
due to loops can be large or infinite, the resulting Petri net covers only a so-
called prefix of the process, which represents the behavior of the entire process.
Although this approach is well suited for analysis, it cannot be reused later,
e.g., for execution, because it only covers an extract of the process model. In
contrast, our decomposition uses (re)calls of subprocesses in loop nodes to cover
the complete semantics of the original process model more naturally. In addition,
since unfoldings use Petri nets, processes with OR-gateways cannot be handled.

4 Understanding Loops in Business Process Models

Loops are a classic term from programming language theory and control-flow
graphs. Natural loops have a header, a body, and a condition [28]. The header is
the entry to the loop, the body contains the code that may be executed several
times, and the condition checks whether the body should be iterated or exited,
i.e., a condition is a loop exit. Since business process models are very similar to
control-flow graphs, it seems natural to use these terms for them as well.
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Fig. 2. Different types of loops with their loop entries, bodies, and loop exits.

4.1 Types of Loops

Classical loops can be divided into two types: do-while (repeat-until) and while
loops [1]. For and for-each loops are interpreted in this context as special forms
of while loops. In a do-while loop, the body of the loop is executed at least once.
After the body has been executed, the loop exit (condition) is reached and it is
checked whether the body is executed again. A do-while loop results in a graph
as shown in Fig. 2(a). In contrast, the body of a while loop is only executed if
the loop iterates at least once. Figure 2(b) shows a graph of a while loop.

Do-while and while loop structures in control-flow graphs usually result from
loop structures in programming languages (e.g., do { ... } while(cond);).
However, loops in control-flow graphs can also be unstructured, especially if
goto statements are present [12]. On closer inspection, an unstructured loop
may contain a subgraph that can be executed even though the loop does not
iterate—as in a do-while loop. We call this subgraph do-body. And there can be
a subgraph that can only be executed if the loop iterates at least once—as in
a while loop. We call this subgraph iteration-body. Do- and iteration-bodies can
be very complex, with subloops that may not pass the loop exits or entries.

A general unstructured loop can have multiple loop entries and exits. Loop
entries are important for the first execution of the loop, but during iteration,
they are negligible because the loop exits decide whether the loop iterates or
not. For this reason, the do-body is part of the iteration-body, cf. Fig. 2(c). In
abstract terms, the do-body is the subgraph that starts at the loop entries and
ends at its exits. It can be interpreted as the initialization of the loop or as
a subgraph that must at least be executed even if the loop does not iterate.
Iteration-bodies contain all nodes and edges of the loop, but can be split so that
they start at the loop exits and end at them—like an unrolling of the loop.

4.2 Loops in Process Models

Process models as workflow graphs can contain all kinds of loops: do-while, while,
and unstructured loops. Since workflow graphs can be designed unstructured in
a graphical editor, unstructured loops with multiple entries and exits are not



Understanding and Decomposing Loops 315

uncommon. To make matters worse, workflow graphs have explicit parallelism.
Therefore, loop headers and nodes in loops can be executed in parallel. These
circumstances make the analysis of process models particularly difficult.

From a business and intuitive point of view: When a token leaves a loop,
the loop should be finished. Or in words of token game semantics: If a token is
on a loop-exit edge, no other edge of the loop should carry a token anymore.
Fortunately, this corresponds to the soundness property:

Theorem 1 (Single Token Loop Exits). Let WFG be a cyclic workflow
graph with one of its loops L = (NL, EL).

If WFG is sound and a loop-exit edge of L has a token in a state S, then the
following both statements are valid:

(1) No edge in L has a token in S.
(2) No other loop-exit edge has a token in S.

Proof. We assume that WFG is sound and within a state S while a loop-exit
edge ex of loop L carries a token.

To (1): No edge in L has a token in S. Assume there is an edge e of L that
has a token or gets a token in a subsequent state S′, S→∗ S′, while ex keeps
its token. Since L is by Definition 2 a SCC, each node (and edge) within L
has a path to each other node (and edge) in L—and, therefore, also to ex.
Let us take a path Pe→ex from e to ex in L. Since each node of WFG has a
path to at least one end node (cf. Definition 1), there is also a path Pex→end

from ex to a single incoming edge end of an end node. Pe→ex and Pex→end are
disjoint except of ex by Corollary 1. The combination of Pe→ex and Pex→end

results in the path Pe→end. We now treat each XOR- and OR-split in each
subsequent state of S′ to always put a token on an edge on Pe→end (if it has
any). In visual words, the tokens on ex and e follow finally the same path.
Since WFG is sound and has no deadlock, there is a reachable state from S′

where end carries at least two tokens. A lack of synchronization is reachable
and, therefore, WFG is unsound. ☇

To (2): No other loop-exit edge has a token in S. Assume there would be another
loop-exit edge ex′ of L that carries a token in S. There are two possibilities
without loss of generality: (a) ex′ got a token some states after ex or (b) ex
and ex′ got the tokens within the same state transition.
To (a):ex′ got a token some states after ex . In other words, there was a

previous state, in which ex and another edge in L have tokens. (1) shows
that this is a contradiction to the soundness of WFG. ☇

To (b): ex and ex′ got the tokens within the same state transition. In each
state transition, only one node is executed. Therefore, edges ex and ex′

must have the same source node n. This node n has to be an AND-
or OR-split since its execution results in more than one token. n—in
contrast to ex and ex′—is part of L. As a consequence, n must have at
least one outgoing edge in within L. Therefore, an execution of n can
result in a state where ex and in both have tokens. This is again (1). ☇
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Corollary 2. Resulting from Theorem 1 and its proof (2) (b), each loop exit in
a sound workflow graph is an XOR-split.

Both—that every loop exit should be an XOR-split and that a loop is finished
when a token leaves the loop—are intuitive but important properties of a loop
in sound workflow graphs. It follows from these properties that any parallelism
within a loop is synchronized before any loop exit is reached. More specifically,
(1) do-bodies synchronize multiple tokens at loop entries into a single one when
any loop exit is reached. (2) Each iteration of iteration-bodies starts and ends
with a single token, i.e., each parallelism in iteration-bodies starts and ends in one
iteration. And another important point: (3) No iteration of the iteration-body
interacts with a previous iteration or with the do-body. Finally, (4) the iteration-
body of a complex loop structure in a workflow graph can be replaced by a single
node, making the graph acyclic. Knowing loops from control-flow graphs running
not in parallel, all these facts are intuitively correct. But Theorem 1 shows that
the same is true for loops in sound workflow graphs.

5 Loop Decomposition

Theorem 1 gives us the legitimacy to split a loop into two (sub) workflow graphs,
one representing the do-body and the other the iteration-body. Then, the exe-
cution of a loop is done in two steps: The execution of its do-body and, subse-
quently, when the loop iterates, the multiple executions of the iteration-body.
The separation is similar to converting a do-while loop into a while loop in pro-
gramming languages where the do-body and iteration-body are the same, i.e.,
do {<body>} while(cond); is transferred to <body> while(cond) {<body>}.
In other words, by separating the do-body from the iteration-body, an abstract
do-while loop is transferred to an abstract while loop, very simplified as
<do-body> while(cond) {<iteration-body>}.

The separation of the do- and iteration-body can generally be achieved by
cutting the loop by at least one loop exit. In doing so, the do-body should
contain most nodes and edges between the loop entries and the loop exits, so that
execution enters the iteration-body only when required. Removing one inner-loop
outgoing edge of a loop exit is sufficient to cut the initial loop structure. However,
the more inner-loop outgoing edges of loop exits are removed, the more looping
structures are destroyed. A do-body can be now defined as follows:

Definition 4 (Do-Body). Let there be a workflow graph with a loop L.
The do-body of loop L is a maximal connected subgraph of L containing all

loop entries and loop exits but a minimum number of inner-loop outgoing edges
of loop exits.

Do-bodies can be identified by a variant of depth-first search. Their definition
leads to the definition of iteration-bodies and cutoff edges:

Definition 5 (Iteration-Body and Cutoff Edges). Let there be a workflow
graph with one of its loops L and L’s do-body Do.
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Every inner-loop outgoing edge of a loop exit of L that does not lie in Do
is a cutoff edge. The iteration-body of L is the connected subgraph of L that
contains all nodes and edges of L without the cutoff edges.

Because of the exclusivity of loop exits and, therefore, of cutoff edges, we can
reduce each loop in a workflow graph to its do-body. To maintain loop behaviors,
new loop nodes are inserted representing the iteration bodies of loops (for this
case, Definition 1 is extended as mentioned in Sect. 2). Loop nodes may have
multiple incoming and multiple outgoing edges and have an exclusive behavior
according to Theorem 1. They are executed if one of their cutoff edges is taken,
i.e., the cutoff edges are redirected to the loop nodes. After executing the loop
nodes (their iteration-bodies), the execution can return to the previous loop-exit
edges in the surrounding workflow graph. We call the modified workflow graph
reduced. The iteration-body is extended with start and end nodes to a workflow
graph:

Definition 6 (Workflow Graph Extensions). Let there be a workflow
graph WFG with one of its loops L.

The L-loop-reduced WFG is a modified WFG regarding L:
– each node and edge being part of L but not of L’s do-body is removed

from WFG (i.e., at least the cutoff edges),
– a loop node is inserted representing the iteration-body of loop L,
– the cutoff edges of L are redirected to the new loop node,
– for each loop-exit edge, an outgoing edge from the loop node to the target

of the loop-exit edge is introduced,
– each join node with one incoming edge is replaced by a single edge, and
– if non-join node has multiple incoming edges, these edges are combined

with a new XOR-join in front of it.
The extended iteration-body It(L) is L’s iteration-body as a workflow graph:

– for each cutoff edge, two edges, one from a separate start node to its
original target node and the other from the corresponding loop exit to a
separate end node, are introduced,

– for each loop-exit edge, a corresponding edge to a separate end node is
introduced, and

– each join node with only one incoming edge is replaced by a single edge.

Although iteration-bodies and extended iteration-bodies are different, we
sometimes use both terms as synonyms when the context is clear.

In summary, three types of edges are redirected or added to modify and
extend the original workflow graph and the iteration-bodies: loop-entry edges,
loop-exit edges, and cutoff edges, each associated with a start, end, or loop
node. Each cutoff edge appears twice in the extended iteration-body, once in
connection with a start and once in connection with an end node.

Figure 3(a) shows our example workflow graph from Fig. 1 with its loop (large
gray rounded rectangle). The entries of the loop are A and B, its exits F and
G. The do-body contains these loop entries and exits and the subgraph between
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Fig. 3. Decomposition of the example workflow graph of Fig. 1 a) into its reduced
workflow graph with a loop node b) and extended iteration-body c).

them: A, B, C, D, F , and G. This do-body is maximal including all loop entries
and exits and minimal in terms of the number of outgoing edges of loop exits.
Therefore, e is a cutoff edge. The reduced version of the original workflow graph
is illustrated in Fig. 3(b). The reader can verify that it contains all nodes of the
do-body (except B and D being replaced by edges (B) and (D)). The loop’s
iteration-body contains all nodes and edges of the loop, but it is truncated at
the cutoff edges, e in this example, and join nodes A and B are merged into
single edges (A) and (B). The extended iteration-body of Fig. 3(c) is the result.
The graph has been arranged for clarity. We can see that the possible subloop
of nodes D, F , G, and E in the original workflow graph is actually a parallel
pattern and not a subloop anymore in the iteration-body. In Fig. 3(b) and (c)
all edge-replaced nodes are either XOR- or OR-joins. Edge-replaced nodes can
only be join nodes by Definition 6. If they could be AND-joins, the workflow
graph cannot be sound following Theorem 1 and Choi et al. [3]:

Corollary 3. Resulting from Definition 6, Theorem 1 and its proof, each join
node being an edge in the reduced workflow graph or in It(L) of a loop L of a
sound workflow graph WFG is an XOR- or OR-join in WFG.

Definition 6 describes a decomposition of a workflow graph into two workflow
graphs regarding a single loop. In fact, both resulting workflow graphs can be
cyclic again. However, since the original loop is cut on at least one outgoing edge
of a loop exit, the remaining loops in both graphs are always smaller than the
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original loop. It is possible to identify these loops within the reduced workflow
graph and iteration-body by using the same decomposition as described. In other
words, we can recursively decompose each loop within a workflow graph, as
Steensgaard [28] did. Eventually, this recursion terminates as the loops in each
recursion become smaller and smaller.

6 Loop Execution

In the reduced workflow graph, a previously iteration-body of the loop is repre-
sented by a single node, the loop node (see Fig. 3(b)). The semantics of those is
exclusive following Theorem 1. In other words, the special loop node is semanti-
cally a combination of an XOR-join and an XOR-split. If each loop of a workflow
graph is recursively reduced to its do-body and a loop node, the workflow graph
is acyclic by definition. Therefore, a sound, cyclic workflow graph has been trans-
formed into an acyclic one.

The semantics of do-bodies of loops is already represented in the reduced
workflow graph. To maintain the semantics of loop iterations, their extended
iteration-bodies must be included. Their inclusion occurs when a corresponding
loop node is enabled. When a loop node is enabled, the extended iteration-body
is instantiated with a token on the corresponding start edge (e.g., the outgoing
edge e of the start node in Fig. 3(c)). The extended iteration-body is executed
until a token reaches the incoming edge of one of its end nodes. According to
Theorem 1, only this incoming edge has a token in the entire iteration-body. In
other words, there is always only one execution instance of the iteration-body.
If the incoming edge of the end node matches the outgoing edge of one of its
start nodes (e.g., the incoming edge e of the right end node in Fig. 3(c)), the
iteration-body is terminated and instantiated again with a token on this edge
(above edge e in Fig. 3(c)). If the incoming edge is a loop-exit edge (e.g., c and
d in Fig. 3(c)), the loop node finishes its execution with a token on this edge.

If the original workflow graph is sound, then the execution semantics
described above coincides with the behavior of the original workflow graph. But
its acyclic workflow graphs are much easier to validate, verify, and execute. They
should be executable on a process engine without much effort.

7 Algorithm

The combination of the recursive loop decomposition described above and the
reduction of each loop and the insertion of loop nodes describes a complete
decomposition algorithm from a cyclic workflow graph to a set of acyclic ones,
summarized by Algorithm 1. The algorithm defines the function decompose,
which first searches all loops within the given workflow graph, e.g., by Tar-
jan’s algorithm for finding SCCs [29]. If there is no loop in the workflow graph,
the function is finished and returns this graph. Otherwise, it initializes the set
of acyclic workflow graphs. Subsequently, for each loop, the workflow graph is
reduced and a loop node is inserted in the input workflow graph. The extended
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Algorithm 1. Decomposition of a cyclic workflow graph WFG into a set of
acyclic workflow graphs.
1: function decompose(WFG)
2: Find set of loops L in WFG.
3: if L = ∅ then
4: return {WFG}
5: acyclic←∅
6: for all L ∈ L do
7: Reduce L in WFG to its do-body and include a loop node.
8: Derive the extended iteration-body workflow graph It(L) from L.
9: acyclic← acyclic ∪ decompose(It(L))

10: acyclic← acyclic ∪ decompose(WFG)
11: return acyclic

iteration-body is derived and applied recursively to the decompose function.
Since the input workflow graph has changed, decompose is applied again to it to
find further (nested) loops. Finally, the result set of acyclic workflow graphs is
returned at the end of the function.

Finding all loops in a workflow graph can be achieved in linear time, O(N+E),
using Tarjan’s algorithm for finding SCCs [29]. Reducing the workflow graph and
deriving the extended iteration-bodies can also be done in linear time mainly by
using a variant of depth-first search. In the worst case, the number of (nested)
loops in a workflow graph is as large as the number of edges E, i.e., the function
decompose and the for-each-loop are both called E times at maximum. Overall,
the asymptotic runtime complexity is O(EN +E2) in the worst case.

8 Evaluation and Example Applications

We have implemented our loop decomposition as a plugin for the research tool
Mojo1. As input files, we used the PNML version of a library of real process
models2 from IBM WebSphere Business Modeler [9]. The models were originally
in an XML format. The library contains 1,368 process models. 178 (approx. 13%)
process models are cyclic—169 have a single and 9 have two independent SCCs
(loops) by Definition 2. Therefore, there are in total 187 loops in all process
models. During our decomposition, only 28 of 187 loops contain nested loops—
23 contain a single nested loop and 5 contain two independent nested loops.
There is no process model with a nesting depth greater than 1.

After loop decomposition, the process models are reduced to about 94%
(SD 0.27) of their original size. The worst case complexity of the algorithm
is quadratic, however, it appears to be linear in practice, as the number of
edges visited during the decomposition does not increase quadratically. This
1 https://github.com/guybrushPrince/mojo.plan.loop, last visited March 2022.
2 https://web.archive.org/web/20131208132841/http://service-technology.org/public

ations/fahlandfjklvw 2009 bpm, last visited March 2022.

https://github.com/guybrushPrince/mojo.plan.loop
https://web.archive.org/web/20131208132841/http://service-technology.org/publications/fahlandfjklvw_2009_bpm
https://web.archive.org/web/20131208132841/http://service-technology.org/publications/fahlandfjklvw_2009_bpm
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seems to depend on the nature of the process model. Without the elimination of
background processes and running on a standard computer, a loop decomposition
takes on average less than 1 ms (SD 0.9).

Loop decomposition has a direct effect on the execution semantics of OR-
joins. The definition of the semantics for OR-joins is intuitive for acyclic but
difficult for cyclic process models [24,32]. Most execution semantics in research
have, finally, a problem with so-called vicious circles—loops in which two OR-
joins are mutually waiting for each other [15]. Such vicious circles are no longer
possible after decomposition into acyclic process models. Therefore, understand-
ing the semantics of each OR-join in the decomposed models should be intuitive.
Moreover, each join node can be replaced by an OR-join (or an undifferentiated
join), while retaining the semantics.

Although soundness is a precondition of loop decomposition, it can be used
to check soundness itself. This is the first method (to the authors’ knowledge)
that can be used to check soundness of cyclic process models with OR-joins. We
just outline the idea without proof in the following: First, loop decomposition
is applied on the process model resulting in a set of acyclic models. Starting
from the acyclic version of the original process model, we can apply an arbitrary
soundness verification algorithm for acyclic models with OR-splits and OR-joins
(e.g., Favre and Völzer [10] or Prinz and Amme [25]). If the process is unsound,
its original process is unsound too. This is valid since, otherwise, a loop could not
be reduced and replaced with a loop node, being a violation against Theorem 1.
Second, all of the process model’s extended iteration-bodies can be simplified so
that they have a single start and end node since all their start and end nodes
are exclusive. Subsequently, all iteration-bodies are checked against soundness
and whether Corollary 3 holds. For all sound (sub) models, simplifications and
analyses can be applied iteratively. If the process model contains any unsound
iteration-body, the model is naturally unsound.

9 Conclusion

In this paper, we have presented an algorithm that decomposes cyclic process
models in the form of workflow graphs into sets of acyclic workflow graphs. The
approach is based on a general view of loops and a simple execution semantics.
The execution semantics of the acyclic workflow graphs coincides when the orig-
inal workflow graph is sound. A short evaluation shows that loop decomposition
is feasible in practice. Some advantages of decomposition were discussed using
OR-join semantics and soundness analysis.

The BPM community should benefit from this approach. Many analyses in
BPM are limited to acyclic process models and can now be applied to cyclic
models. In addition, execution engines of processes can be simplified, especially
regarding the semantics of OR-joins. In general and in terms of compiler theory,
our presented algorithm leads to a loop nesting forest that may differ from those
in the literature. The differences arise because each loop is transformed into a
while-loop-like form. In the future, it will be interesting to study its impact.
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For future work, we plan to incorporate algorithms and analyses from acyclic
process models to our acyclic decomposition. One application could be the first
detailed and complete soundness approach for cyclic workflow graphs with OR-
joins. Another useful application is to combine the RPST with our loop decompo-
sition. This should facilitate divide-and-conquer approaches for process analysis,
especially for unstructured components.
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Abstract. Interest in stochastic models for business processes has been revived
in a recent series of studies on uncertainty in process models and event logs, with
corresponding process mining techniques. In this context, variants of stochas-
tic labelled Petri nets, that is with duplicate labels and silent transitions, have
been employed as a reference model. Reasoning on the stochastic, finite-length
behaviours induced by such nets is consequently central to solve a variety of
model-driven and data-driven analysis tasks, but this is challenging due to the
interplay of uncertainty and the potentially infinitely traces (including silent tran-
sitions) induced by the net. This explains why reasoning has been conducted in
an approximated way, or by imposing restrictions on the model. The goal of this
paper is to provide a deeper understanding of such nets, showing how reasoning
can be properly conducted by leveraging solid techniques from qualitative model
checking of Markov chains, paired with automata-based techniques to suitably
handle silent transitions. We exploit this connection to solve three central prob-
lems: computing the probability of reaching a particular final marking; comput-
ing the probability of a trace or that a temporal property, specified as a finite-state
automaton, is satisfied by the net; checking whether the net stochastically con-
forms to a probabilistic Declare model. The different techniques have all been
implemented in a proof-of-concept prototype.

Keywords: Stochastic Petri nets · Stochastic process mining · Qualitative
verification · Markov chains

1 Introduction

In process mining, recorded organisational process data is leveraged to gain insights into
business processes by means of analysis techniques. Process mining techniques have
traditionally taken the frequency and timing of observed behaviour into account implic-
itly: depending on the type of analysis performed, the most-occurring happy paths vs.
little-occurring deviations, as well as quick vs. slow performing activities, might be of
interest and is essential for quantifiable insights. For instance, a quality control pro-
cess with 30% failed checks is a considerably different process than a process with 2%
failed checks, even though the control flow would be equivalent. Explicitly modelling
the stochastic perspective of process models – how likely each behaviour is – may assist
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(b) Stochastic net with confusion, adapted from [6].

Fig. 1. Two examples of labelled stochastic Petri nets.

in obtaining quantifiable insights, and in ensuring the quality of simulation, prediction
and recommendation. Recent work includes discovery techniques to automatically dis-
cover stochastic process models [5,22].

Stochastic process models (such as generalised stochastic Petri nets [19]) provide
this information explicitly by indicating the likelihood and timing of steps in the process
and, indirectly, of process behaviour (traces). Not surprisingly, interest in these stochas-
tic models has been revived in the context of process mining, with a series of recent
studies focused on: (1) discovery of stochastic process models that indicate the likeli-
hood of behaviour [5,22]; (2) repair of process models [21]; (3) conformance checking,
either comparing the stochastic behaviour of a log with that expected by a stochastic
process models to gain insights from their differences [15,16], or using the likelihood
of model traces when aligning observed traces with a reference model [2].

When attacking these problems, it becomes essential to reason on the stochastic
behaviour captured by the process, for example to determine the likelihood of model
traces. Traditional techniques relying on the connection between stochastic Petri nets
and Markov chains [19,20] cannot be readily applied to this setting, due to key con-
ceptual mismatches related to the usage of stochastic Petri nets to represent business
processes. First, transitions in the net must be labelled with corresponding (names of)
activities in the processes, possibly using the same label for multiple transitions. Sec-
ond, silent transitions should be supported, to represent control-flow structures in the
process (such as gateways) that do not correspond to any visible activity. Third, when
analysing the dynamics of the net the focus is not on infinite, recurring behaviour, but
on finite traces representing the possible executions of process instances, moving a case
object from the initial to a final state without considering which silent steps have been
taken in between.

Supporting all these modelling requirements makes it difficult to actually reason
on the traces supported by these nets and their probabilities. To see this, consider the
labelled stochastic Petri net shown in Fig. 1(a) (we will introduce these nets formally
in Sect. 3). This model has two traces, however computing the likelihood of the traces
may be counterintuitive: the likelihood of the trace of a followed by b is 2

3 [17]. The
challenge here stems from the loop of silent transitions, which “favours” b over c.

Another example of potentially counterintuitive likelihoods of traces is shown in
Fig. 1(b). In this net, the likelihood of a followed by c is 3

4 . The challenge in this
example is again the silent transition, which is used here in a semi-concurrent context:
the transition c is mutually exclusive with transition d, but as c is part of two runs
(that is, executed before or after the silent transition), its probability is higher than one
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might expect [6, confusion]. In Sect. 2, we describe how existing techniques address or
circumvent these challenges.

The main contribution of the paper is to take stochastic process mining a step further
by providing analytic methods to solve the following related problems:

(Outcome probability) Given a stochastic Petri net and a set of final markings, what is
the likelihood of a trace of the net ending in one of the markings?

(Verification) Given a temporal property captured by a finite-state automaton (e.g., an
LTLf formula or a Declare model), what is the probability that the net generates
a trace satisfying the property? A special case of this problem is calculating the
probability of a trace.

(Stochastic model conformance) Given a set of probabilistic temporal constraints [18]
and a labelled stochastic Petri net, does the net conform to the set by comparing
their stochastic behaviours?

We address these problems by transforming them into problems that can be solved
using well-established techniques. In particular, we build on the connection [19]
between stochastic Petri nets and Markov chains [11,12], paired with automata-based
techniques to handle their qualitative verification against temporal properties [1, Ch.10].
We use the former to compute the probability of reaching a target marking, and the latter
to handle silent transitions, and to isolate the behaviour induced by the net that satisfy
a property of interest.

The methods have been implemented as part of the ProM framework [10].

2 Related Work

Stochastic process-based models have been studied extensively in literature. In the con-
text of this work, we are interested in formal, Petri net-based stochastic models that are
at the basis of the recent series of approaches in stochastic process discovery [5,22]
and conformance checking [3,15,16]. Such approaches all refer to the model of (gener-
alised) stochastic Petri nets, or fragments thereof. A first version of this model was pro-
posed in [20], extending Petri nets by assigning exponentially distributed firing rates to
transitions. This was extended in [19] by distinguishing timed (as in [20]) and immedi-
ate transitions. Immediate transitions have priority over timed ones, and have weights to
define their relative likelihood. As these two types of transitions, abstracting from time,
behave homogeneously, we may capture the stochastic behaviour of the net through a
discrete-time Markov chain [19].

Several variants of stochastic Petri nets have been investigated starting from the
seminal work in [19]. These variants differ from each other depending on the features
they support (e.g., arbiters to resolve non-determinism, immediate vs timed transitions)
and the way they express probabilities. Such nets may aid modellers in expressing cer-
tain constructs. An orthogonal, important dimension is to ensure that probabilities and
concurrency interact properly. This can be achieved through good modelling princi-
ples [6,19] or automated techniques [4].

Contrasting these formal models with recent works in stochastic process mining,
key differences exist. Traditional stochastic nets do not support transition labels nor
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silent transitions, and put emphasis on recurring, infinite executions and the so-called
steady-state analysis, focused on calculating the probability that an execution is cur-
rently placed in a given state. This is done by constructing a discrete-time Markov chain
that characterises the stochastic behaviour of the net [19,20]. Finding the probability of
a finite-length trace in such nets is trivial, as every trace corresponds to a single path.
However, no transition labels or silent steps are supported, which limits their usefulness
for process mining due to the omnipresence of such transitions in process models. On
the other hand, when these features are incorporated in stochastic Petri nets, which is
precisely what we target in this paper, computing the probability of a trace cannot be
approached directly anymore, as infinitely many paths would in principle need to be
inspected. At the same time, in business processes we are interested in behaviour at the
trace level rather than at the process level – that is, traces have a finite length and are in
principle independent – thus the large body of work on steady-state-based analyses does
not apply for our purposes. This explains why reasoning on the stochastic behaviour of
such extended nets has been conducted in an approximated way [15,16], or by imposing
restrictions on the model [3].

To bridge this gap, in this paper we take the most basic stochastic Petri nets: we
do not consider time or priority, but we add (duplicate) labels and silent transitions.
Importantly, our results seamlessly carry over bounded, generalised stochastic Petri
nets, thanks to the fact that incorporating priorities in bounded nets is harmless, and
that timed and immediate transitions are homogeneous from the stochastic point of
view. To the best of our knowledge, outside of recent work using stochastic Petri nets
with silent transitions [3,15,17], such nets have not been defined or studied before.

While intuitively stochastic conformance checking techniques need to obtain the
probability of a given trace in a stochastic process model (for instance, [17] explicitly
obtains this probability to compute a distance measure between a log and a stochastic
process model), some stochastic conformance checking techniques avoid computing
the probability for a single trace, for instance by playing out the model to obtain a
sample of executions [15], or by assuming that the model is deterministic [16]. The
results presented in this paper therefore enable the practical application of [17], and
may enable further stochastic conformance checking techniques and, consequently, new
types of analysis.

Silent steps have been studied in the context of automata. For instance, in [13] an ad-
hoc method is described to iteratively remove all silent steps from a stochastic automa-
ton. Due to concurrency and confusion (see for instance Fig. 1(b)), such techniques are
not directly applicable to stochastic Petri nets. A result of this paper is that silent steps
can be handled directly, without the need for ad-hoc techniques.

3 Stochastic Petri Net-Based Processes

We first provide some brief preliminaries on multisets. A multiset a over a set U (which
defines the support of the multiset) is a function a : U → N, where for u ∈ U , a(u)
indicates the multiplicity (i.e., the number of occurrences) of u. Given two multisets a
and b over U , we write:
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• a + b for the union of a and b, defined as the multiset that assigns to each u ∈ U
multiplicity a(u) + b(u);

• a ≤ b if for every u ∈ U , we have a(u) ≤ b(u);
• assuming a ≤ b, b − a for the difference of b and a, defined as the multiset that
assigns to each u ∈ U multiplicity b(u) − a(u).

The set of all multisets over U is defined as M(U). Multiset a is explicitly represented
placing inside squared brackets [. . .] each element u with non-zero multiplicity, using
notation ua(u).
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Fig. 2. Stochastic net of an order-to-cash process. Weights are presented symbolically. Transition
t12 captures a task that cannot be logged, and so is modelled as silent.

3.1 Labelled Petri Nets

As underlying control-flow structure to specify work processes, we consider Petri nets
that are labelled with (atomic) tasks. As customary in Business Process Management,
the same task may be used to label multiple transitions in the process, and among all
labels, we include a special label to indicate silent steps, which are internal execution
steps of the process that are not explicitly exposed to the external environment (and are
thus not recorded in event logs). To capture such labels, we assume a finite set Σ to
denote task (names), and a special label τ �∈ Σ to indicate a silent step. We also use
Σ = Σ ∪ {τ} to denote the extended set containing task names and the silent label.

Definition 1 (Labelled Petri net). A labelled Petri netN is a tuple 〈Q,T, F, �〉, where:
(i) Q is a finite set of places; (ii) T is a finite set of transitions, disjoint from Q (i.e.,
Q ∩ T = ∅); (iii) F ⊆ (Q × T ) ∪ (T × Q) is a flow relation connecting places to
transitions and transitions to places; (iv) � : T → Σ is a labelling function mapping
each transition t ∈ T to a corresponding label �(t) that is either a task name from Σ
or the silent label τ . �

In the paper, we adopt a dot notation to extract the component of interest from a net,
that is, given a net N , its places are denoted by N.Q, etc. We will adopt the same
notational convention for the other definitions as well. Given a net N and an element
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x ∈ N.Q ∪ N.T , the preset and post-set of x are respectively defined by •x = {y |
〈y, x〉 ∈ F} and x• = {y | 〈x, y〉 ∈ F}. If x is a transition, then its pre- and post-set
respectively denote its input and output places.

Figure 2 shows a labelled Petri net where silent transitions are either used to cap-
ture control-flow structures (t41 for looping, and t45 for rerouting), or tasks that can-
not be logged (t12, which represents a non-loggable task for inserting an item). Silent
transitions may result from modelling skips, loopbacks, or to start and join concur-
rent branches, however can also be used to represent processes with non-loggable tasks
(Fig. 2 even contains a loop of silent transitions). Also, Petri net discovery algorithms
may produce nets containing silent loops. This motivates why we study such nets.

An execution state of a net is described by a marking, which is a multiset of places.
A transition is enabled in a marking if its input places contain at least one token each.
Firing an enabled transition produces a new marking where one token per input place
is consumed, and each output place gets one token more.

Definition 2 (Marking). A marking m of a net N is a multiset over the places of N ,
mapping each place q ∈ N.Q to the number m(q) of tokens on q. Given a marking m
of N , and a transition t ∈ N.T , we say that:

• t is enabled in m, written m[t〉N , if •t ≤ m;
• EN (m) is the set of enabled transitions in a marking m.
• assuming m[t〉N , t fires in m for N producing a new marking m′ of N , written

m[t〉Nm′, if m′ = (m − •t) + t•; �

The next definitions are essential to capture that we are interested in finite-trace
executions over nets. Specifically, as customary in BPM, each execution represents the
evolution of a process instance from the initial state to a final state.

Definition 3 (Execution). An execution of a net N from a marking ms to a marking
mf of N is a (possibly empty) finite sequence t0, . . . , tn of transitions in N.T such that
there exist markings m0, . . . ,mn+1 of N with (i) m0 = ms, (ii) mn+1 = mf , (iii) for
every i ∈ {0, . . . , n} we have mi[ti〉Nmi+1. �

Definition 4 (Deadlock, livelock). A marking m of a net N is a:

• deadlock if there is no transition enabled: EN (m) = ∅;
• livelock if there is no execution of N from m to a deadlock marking.

Definition 5 (Petri net-based process, runs). A Petri net-based process (PNP) is a
triple 〈N,m0,Mf 〉, where: (i) N is a net; (ii) m0 is a marking of N denoting the initial
state; (iii) Mf is a finite set of deadlock markings of N denoting its possible final states.
An execution (Definition 3) starting in m0 and ending in an m′ ∈ Mf is a run. A PNP
N is:

• deadlock-free if the only reachable deadlock markings are from N .Mf ;
• livelock-free if RG(N ) does not contain any livelock marking. �
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A single transition in a PNP without an input place makes the net unable to reach
a final marking, and thus the PNP has no runs. This is a special case of an unavoidable
livelock.

By fixing an initial marking and a set of final markings, we define a process:
Restricting final states to deadlocks markings is without loss of generality: one can

take a non-deadlock marking and turn it into a deadlock one by introducing a new silent
transition pointing to a dedicated, exclusive “final” deadlock place.

Remark 1. There are two types of execution of a PNP N that, starting from its initial
state, cannot be extended into proper runs:

• Executions ending in a deadlock marking not being a final marking in N ;
• Executions in a livelock from which no deadlock marking can be reached. �

A trace is a sequence σ = e0, . . . , en ∈ Σ∗ of events over Σ, where, for simplicity,
each event ei indicates the execution of a task by means of the firing of a transition. A
trace is a model trace for a PNP if it is produced by one of its runs, considering only the
visible labels of the transitions contained in the run.

Definition 6 (Model trace). A trace σ is a model trace of PNP N if there
exists a run η = t0, . . . , tm of N .N whose corresponding sequence of labels
N .N.�(t0), . . . ,N .N.�(tm) coincides with σ once all τ elements are removed. In this
case, we say that η induces σ. �

A model trace σ of PNP N may be induced by multiple, possibly infinitely many,
runs. The set of runs of N inducing σ is denoted by runsN (σ).

The execution semantics of a PNP can be described through a reachability graph,
namely a (possibly infinite-state) labelled transition system whose states correspond to
reachable markings, and whose transitions match transition firings of the PNP.

Definition 7 (Labelled transition system). A labelled transition system is a tuple
〈S, s0, Sf , �〉 where: (i) S is a (possibly infinite) set of states; (ii) s0 ∈ S is the ini-
tial state; (iii) Sf ⊆ S is the set of accepting states; (iv) � ⊆ S ×Σ ×S is a Σ-labelled
transition relation. A run is a finite sequence of transitions leading from s0 to one of the
states in Sf in agreement with �. �

Due to our requirement that all final markings are deadlock markings, accepting
states have no outgoing transitions either.

Definition 8 (Reachability graph). The reachability graph RG(N ) of a PNP N is
a labelled transition system 〈S, s0, Sf , �〉 whose components are defined by mutual
induction as the minimal sets satisfying the following conditions:

1. s0 = m0 ∈ S;
2. for every state m ∈ S, every transition t ∈ T , and every marking m′ ∈ M(Q),

if m[t〉Nm′ we have that (a) m′ ∈ S; (b) if m′ ∈ N .Mf , then m′ ∈ Sf ; (c)
〈m, �(t),m′〉 ∈ �. �
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The runs of RG(N ) capture all and only the runs of N . It will be useful later to refer
to outgoing transitions from a given state s. We do so with notation succRG(N )(s).

We close this part by defining some key, standard properties of PNPs. In particular,
we fix the last control-flow feature of our model, namely the fact that we focus on
bounded processes.

Definition 9 (Bounded PNP). A PNP N is bounded if there exists a number k such
that, for every reachable marking m ∈ RG(N ).S and every place q ∈ N .N.Q, we
have m(p) ≤ k. �

A key property of bounded PNPs is that they induce a reachability graph that has finitely
many states. Boundedness is a standard property assumed when capturing business pro-
cesses; verifying boundedness is decidable [9] and well-known techniques exist. In the
remainder of this paper, we assume bounded PNPs.

3.2 Stochastic Behaviour

We now extend PNPs with stochastic behaviour, by incorporating stochastic decision
making to determine which enabled transition to fire. Technically, this is done by
adding a weight to each transition in a PNP [19]. The probability of firing an enabled
transition is the fraction of the weight of the transition compared to the sum of the
weights of all enabled transitions.

A stochastic PNP is then a PNP of which the transitions similarly have a weight.
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Fig. 3. Stochastic reachability graph of the order-to-cash bounded stochastic PNP. States are
named. The initial state is shown with a small incoming edge. Final states have a double
contour.

Definition 10 (Stochastic Petri net). A stochastic Petri net N is a tuple 〈Q,T,
F, �, w〉, where 〈Q,T, F, �〉 is a labelled Petri net, and W : N.T → R

+ is a weight
function assigning a positive weight to each transition in N . Given a marking m of
N , and an enabled transition t ∈ EN (m), the firing probability of t in m, Pm,N (t), is

N.w(t)∑
t′∈EN (m) N.w(t′) [19]. �

Please note that stochastic Petri nets inherit the concurrency properties of Petri nets:
execution is atomic, and “true” concurrency needs to be added on top. The stochastic
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perspective may still matter in concurrency, for instance in resource-constrained set-
tings. It is easy to see that the firing probability defines a discrete probability distribu-
tion over EN (m), as

∑
t∈EN (m) Pm,N (t) = 1. Then, we can define the semantics of

stochastic PNPs using a stochastic transition system and a stochastic reachability graph.

Definition 11 (Stochastic transition system). A stochastic transition system is a tuple
〈S, s0, Sf , �, p〉 where 〈S, s0, Sf , �〉 is a transition system, while p is a transition prob-
ability function mapping each transition in � to a corresponding probability value in
[0, 1], such that for every state s ∈ S,

∑
ξ∈succN (s) p(ξ) = 1. �

The reachability graphRG(N ) of a stochastic PNPN is hence defined as a stochas-
tic transition system obtained as in Definition 8, defining the transition probability func-
tion as follows: for every transition 〈m, �(t),m′〉, its probability is set to Pm,N .N (t).

Example 1. Figure 2 shows an stochastic PNP (Norder) capturing an order-to-cash pro-
cess. The reachability graph of Norder is shown in Fig. 3, where transition probabilities
are calculated using the weights of the stochastic net. If, for example, we fix the weight
a of transition t35 to 80, and the weight r of transition t37 to 20, we get that in marking
[q3] (corresponding to the state where the order has been finalised), there is 0.2 chance
that the order is rejected, and 0.8 chance that the order is accepted.

Remark 2. The probability of firing an enabled transition only depends on the current
marking, thus stochastic Petri nets and stochastic PNPs are Markovian. �

Consequently, to calculate the probability of a run, we may consider each choice
therein as independent. In a stochastic PNP N = 〈N,m0,Mf 〉, we denote the prob-
ability of a run η = t0, . . . , tn with PN (η). Let m0, . . . ,mn+1 be the markings cor-
responding to η; then PN (η) =

∏
i∈{1,...,n} Pmi−1,N (ti). The probability PN (η) of a

trace σ of N is in turn obtained by summing up the probabilities of all runs of N that
induce σ: PN (σ) =

∑
η∈runsN (σ) PN (η). Notice that this may be an infinite sum.

Remark 3. Our approach directly lifts to full, bounded generalised stochastic Petri nets
[19] as follows: (i) transitions are partitioned into immediate and timed (for the latter,
interpreting weights as rates of an exponential distribution); (ii) a timed transition is
enabled if it is so in the usual sense, and there is no enabled immediate transition. �

4 Outcome Probability

In this section, we tackle a first, fundamental problem: computing outcome probabili-
ties, that is, computing what the probability is that a process instance of the bounded
stochastic PNP of interest evolves from the initial to one among a desired set of final
states (representing the desired outcomes). For example, we may be interested in know-
ing the probability that the bounded stochastic PNP Norder of our running example
(Fig. 2) evolves an order from opening to payment.

Technically, given a bounded stochastic PNP N , we borrow the standard notion
of conditional probability and indicate the probability that N evolves marking m into
some marking from a set M as PN (M |m1). Formally, this corresponds to the sum of
the probabilities of all executions of N from m1 to some marking in M (in the sense of
Definition 3). This leads us to the formulation of the OUTCOME-PROB(N , F ) problem:
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Input: Bounded stochastic PNP N , set F ⊆ N .Mf of desired final states;
Output: Probability value PN (F |N .m0) =

∑
η run of N ending in m∈F PN (η).

Notice that the same problem can also get, as input, a stochastic transition system in
place of a bounded stochastic PNP.

OUTCOME-PROB cannot be solved exactly through an enumeration of runs, as there
may be infinitely many. It can be approximated by fixing a maximum threshold either on
the length of runs [15], or on their minimum probability [2]. To obtain an exact answer,
we build on the connection between bounded stochastic PNPs and discrete-timeMarkov
chains [11], lifting [19] to our setting.1

Remark 4. The reachability graph RG(N ) = 〈S, s0, Sf , �, p〉 of a bounded stochastic
PNP N can be seen as a discrete-time Markov chain C where: (i) S is the finite set of
states of C, with s0 the initial state; (ii) Sf are the absorption/exit states of C; (iii) �
and p define the transition matrix of C, where the entry for a pair s1, s2 ∈ S gets value
p(s, l, s′) for some label l ∈ Σ if 〈s, l, s′〉 ∈, 0 otherwise. �

We exploit this, noticing that the OUTCOME-PROB problem corresponds to the prob-
lem of calculating exit distributions in a discrete-timeMarkov chain [11] (also called the
problem of calculating absorption/hit probabilities [12]). To analytically solve the prob-
lem, we take OUTCOME-PROB(N , F ) and create a system of equations, starting from
the reachability graph RG(N ). Specifically, each state s of RG(N ).S corresponds to
a state variable xsi

denoting the probability PN (F |s) of reaching one of the states in F
from s; hence xRG(N ).s0 represents the solution of the problem. Then, each equation
defines the value of one of the state variables xs as follows:

Base case if s has no successor states (i.e., is a deadlock marking), then xsi
= 1 if s

corresponds to a final marking, otherwise xsi
= 0;

Inductive case if s has successors, its variable is equal to sum of the state variables of
its successor states, weighted by the transition probability to move to that successor.

Formally, OUTCOME-PROB(N , F ) with RG(N ) = 〈S, s0, Sf , �, p〉 gets encoded into
the following linear optimisation problem EF

N :
Return xs0 from the minimal non-negative solution of

xsi
= 1 for each si ∈ F (1)

xsj
= 0 for each sj ∈ S \ F s.t. |succRG(N )(sj)| = 0

(2)

xsk
=

∑

〈sk,l,s′
k〉∈succRG(N)(sk)

p(〈sk, l, s′
k〉) · xs′

k
for each sk ∈ S s.t. |succRG(N )(sk)| > 0 (3)

By recalling that states of RG(N ) are markings of N , the schema (1) of equations
deals with final (deadlock) states, that in (1) with non-final deadlock states, and that in
(1) with non-final, non-deadlock states.

1 In case of generalised stochastic Petri nets, the resulting discrete-time Markov chain is the so-
called embedded/jump chain obtained from the continuous-time Markov chain capturing the
execution semantics of the net [19,20].
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EF
N has always at least a solution. However, it may be indeterminate and thus admit

infinitely many ones, requiring in that case to pick the least committing (i.e., minimal
non-negative) solution. The latter case happens when N contains livelock markings.
This is illustrated in the following examples.

Example 2. Consider bounded stochastic PNP Norder (Fig. 2). We want to solve the
problem OUTCOME-PROB(Norder, [q6]), to compute the probability that a created order
eventually completes the process by being paid. To do so, we solve E [q6]

Norder
by encoding

the reachability graph of Fig. 3 into:

xs8 = 0 xs5 = xs8 xs2 = ρmxs1 + ρfxs3

xs7 = 0 xs4 = ρbxs1 + ρdxs5 + ρpxs6 xs1 = ρixs2 + ρcxs5

xs6 = 1 xs3 = ρaxs4 + ρrxs7 xs0 = xs1

This yields xs0 = ρiρfρaρpxs6+ρiρfρrxs7+(ρiρfρaρd+ρc)xs8
1−ρiρm−ρiρfρaρb

= ρiρfρaρp

1−ρiρm−ρiρfρaρb
,

which is the only solution. If we assume that the weights of Norder are all equal, the
probability distributions for choosing the next transition are all uniform, leading to ρi =
ρf = ρm = ρa = 1

2 and ρp = ρb = 1
3 , and, in turn, that the probability of completing

the process by paying the order is xs0 = 1
17 ∼ 0.06.

With an analogous approach, we can prove that the probability that an order gets
deleted is 13

17 , and the one that an order gets rejected is 3
17 . Notice that the sum of all

such probabilities is, as expected, 1, that is, every order gets paid, deleted or rejected. �

Example 3. Consider the bounded stochastic PNP Nlive in Fig. 4. To compute the out-
come probability of its single final state, we solve E [q1]

Nlive
by encoding the reachability

graph of Fig. 4(b) into:

xs0 = ρaxs1 + ρbxs2 xs1 = 1 xs2 = xs3 xs3 = ρdxs2 + ρexs3

We get xs3 = ρdxs3 + ρexs3 = (ρd + ρe)xs3 = xs3 , making the system indeter-
minate. Its minimal non-negative solution is then the one where xs3 = 0, and in turn
xs0 = ρa. �
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Fig. 4. Reachability graph (b) of a bounded stochastic PNP with net shown in (a), initial marking
[q0] and final marking [q1]. States s2 and s3 are livelock markings.
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Example 3 illustrates how the technique implicitly gets rid of livelock markings,
associating to them a 0 probability. This captures the essential fact that, by definition,
a livelock marking can never reach any final marking. More in general, we can in fact
solve OUTCOME-PROB(N , F ) by turning the linear optimisation problem EF

N into the
following system of equalities, which is guaranteed to have exactly one solution:

xsi
= 1 for each deadlock marking si ∈ F (4)

xsj
= 0 for each deadlock marking sj ∈ S \ F (5)

xsk
= 0 for each livelock marking sk ∈ S (6)

xsh
=

∑

〈sh,l,s′
h〉∈succRG(N)(sh)

p(〈sh, l, s′
h〉) · xs′

h
for each remaining marking sh ∈ S (7)

Recall that checking whether a marking s is livelock can be done over RG(N ) by
checking (non-)reachability of some deadlock marking in RG(N ) from s. This check
does not involve probabilities at all, but extends to probabilistic settings as per Defini-
tion 10, all transitions have a non-zero weight.

5 Qualitative Verification and Trace Probability

We now further leverage the connection between bounded stochastic PNPs and discrete-
time Markov chains (cf. Remark 4), to deal with the verification of (qualitative, i.e.,
non-probabilistic) temporal/dynamic properties over bounded stochastic PNPs. This
amounts to compute the probability that a run of the PNP indeed satisfies the property of
interest. We rely on [1, Ch. 10] and employ automata-theoretic techniques coupled with
the computation of outcome probabilities to solve the problem. We then show how this
technique also solves another, related problem: that of computing trace probabilities.

5.1 Verification of Temporal Properties

Properties of interest intensionally describe a (possibly infinite) set of desired finite-
length traces that may be induced by runs of the stochastic PNP under scrutiny. Such
traces are defined over the task names in Σ (without τ ). We opt for a very general
formalism to describe such properties: (deterministic) finite-state automata.

Definition 12 (DFA, acceptance, language). A deterministic finite-state automaton
(DFA) over L is a tuple A = 〈L, S, s0, Sf , δ〉, where: (i) L is a finite alphabet of sym-
bols; (ii) S is a finite set of states, with s0 ∈ S the initial state and Sf ⊆ S the set
of final states; (iii) δ : S × L → S is a transition transition function that, given a
state s ∈ S and a label l ∈ L, returns the successor state δ(s, l). A accepts a trace
σ = l0, . . . , ln over L� if there exists a sequence of states s0, . . . , sn+1 starting from
the initial state and such that: (i) sn+1 ∈ Sf , and (ii) for every i ∈ {0, . . . , n}, we have
si+1 = δ(si, li). The language L(A) of A is the set of all traces accepted by A. �

This accounts for non-deterministic automata (NFAs), as each NFA can be encoded
into a corresponding DFA. Also, it makes our approach directly operational for other
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property specification languages, as long as they can get encoded into DFAs. This holds,
e.g., when for regular expressions, LTLf /LDLf temporal formulae over finite traces [8],
and Declare possibly extended with meta-constraints [7].

In this setting, verification takes as input a bounded stochastic PNP N and an
automaton A whose transitions are labelled by task names, and returns the probabil-
ity that N generates a model trace that belongs to the language of A. Technically, we
define the VERIFY-PROB(N , A) problem as follows:

Input: Bounded stochastic PNP N , DFA A over Σ;
Output: Probability value equal to

∑
σ model trace of Ns.t. σ∈L(A) PN (σ).

To solve the problem, we need to account for three different aspects:

1. deal with the mismatch between runs over N and traces of A;
2. single out all and only those model traces of N that are also traces of A;
3. compute the collective probability of all such traces.

We tackle these three aspects with corresponding three steps.

Automaton with Silent Transitions.Definition 6 indicates that the set of runs inducing
a trace consists of all those runs that insert an arbitrary number of τs before and after
each event in the trace. For a trace σ = a0, . . . ,an, this set corresponds to the language
of the regular expression τ∗;a0; τ∗; . . . ; τ∗;an; τ∗. We then take the input automaton
A over Σ and turn it into a corresponding automaton Ā over Σ whose language L(Ā)
corresponds to all and only the possible runs that induce the traces of L(A). This is
done by simply expanding it with τ -labelled self-loops connecting every state to itself.

Definition 13 (Run DFA). Given a DFA A = 〈Σ,S, s0, Sf , δ〉 over Σ, its run DFA Ā
is a DFA over Σ defined as 〈Σ,S, s0, Sf , δ′〉 with identical states (including the initial
and final ones), and where δ′ = δ ∪ {〈s, τ〉 → s | s ∈ S}. �

Product Stochastic Transition System. We now consider RG(N ) and Ā. Since they
are both run-generating devices, we can obtain an intensional representation of all the
runs of N by constructing a product stochastic transition system generates all and only
runs that are common to N and Ā, which in turn are the runs of N that induce traces
of A. This can be done by the usual product automaton construction, with the only
difference that we need to retain the stochastic information coming from N . This is
straightforward, as Ā is qualitative, i.e., does not contain probabilities.

s0 s1
Σ \ open

open

Σ \ paypay

(a) Every open is followed by pay

s0 s1

s2

Σ \ can
can

Σ \ paypay

Σ

(b) At some point can and then pay

s0 s1

s2

Σ \ {fin, acc}

fin
Σacc

Σ

(c) Acc only possible after fin

Fig. 5. DFAs of three properties for the order-to-cash example. A single edge labelled by a set L
of task names describes a set of edges, each labelled by a task name from L.



Reasoning on Labelled Petri Nets and their Dynamics in a Stochastic Setting 337

Definition 14 (Product system). Let N by a bounded stochastic PNP with RG(N ) =
〈S1, s

1
0, S

1
f , �1, p1〉, and Ā = 〈Σ,S2, s

2
0, S

2
f , δ2〉 a DFA over Σ. The product system

Υ Ā
N of N and Ā is a stochastic transition system 〈S, s0, Sf , �, p〉 whose states are pairs

of states from S1 × S2, and whose components are defined by mutual induction as the
sets satisfying the following conditions:

1. s0 = 〈s10, s20〉 ∈ S;
2. for every state 〈s1, s2〉 ∈ S and every label l ∈ Σ such that (i) 〈s1, l, s′

1〉 ∈ �1 for
some s′

1 ∈ S1, and (ii) δ2(s2, l) = s′
2 for some s′

2 ∈ S2, by fixing s′ = 〈s′
1, s

′
2〉

we have: (a) s′ ∈ S, (b) 〈s, l, s′〉 ∈ �, (c) p(〈s, l, s′〉) = p1(s′
1), (d)if s′

1 ∈ S2
f and

s′
2 ∈ S2

f , then s′ ∈ Sf . �

The so-defined product system is not a complete stochastic transition system: there may
be states whose successor probabilities do not add up to one. It can be made complete
by adding a fresh non-final sink state and transitions pointing from such incomplete
states to the fresh one, each decorated with the probability value needed to reach 1, and
labelled with whatever label fromΣ. This completion is not essential for the consequent
computation (as the state variable for such a sink state would be equal to 0).

Verification as Outcome Probability Computation.We are now ready to bring every-
thing together, exploiting the notions of run DFA and product system to show how the
VERIFY-PROB problem can be reduced to the OUTCOME-PROB, invoked on Υ Ā

N consid-
ering all its final states.

Theorem 1. For every bounded stochastic PNP N and DFA A, we have that
VERIFY-PROB(N , A) = OUTCOME-PROB(Υ Ā

N , Υ Ā
N .Sf ). �

Proof. Considering that the definition of VERIFY-PROB, and that the probability of
a model trace of N is the sum of the probabilities of the runs of N inducing
that trace, we have VERIFY-PROB(N , A) =

∑
σ model trace of Ns.t. σ∈L(A) PN (σ) =

∑
η run of N inducing σs.t. σ∈L(A) PN (η). By Definitions 13 and 14, we have that the set of

runs of N inducing traces in L(A) coincides with the set of runs of Υ Ā
N . This, together

with the definition of OUTCOME-PROB, yields:
∑

η run of N inducing σs.t. σ∈L(A) PN (η) =
∑

η run of Υ Ā
N

= OUTCOME-PROB(Υ Ā
N , Υ Ā

N .Sf ). 

Example 4. Figure 5 shows three properties of interest for Norder. Solving
VERIFY-PROB for them gives: (1) The probability that Norder verifies the property of
Fig. 5(a) coincides with the solution of OUTCOME-PROB when asking the probability
that an order gets paid (cf. Example 2). (2) The probability that Norder verifies the prop-
erty of Fig. 5(b) is 0, as there is no run ofNorder where an order is first cancelled and then
paid. (3) The probability that Norder verifies the property of Fig. 5(c) coincides with that
of a run of Norder reaching completion, as each run either does not finalise the order, or
does so before possibly accepting it. This probability is actually 1 (as the process does
not contain livelocks nor non-final deadlocks). �
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(b) Product system between Āσ and RG(Norder).

Fig. 6. DFAs for a trace and product system with the reachability graph of Fig. 3.

5.2 Computing Trace Probabilities

A key problem in stochastic conformance checking [2,15] is that of computing the
probability of a trace in a stochastic Petri net. We cast this problem in our setting as the
TRACE-PROB problem, where TRACE-PROB(N , σ) is defined as:

Input: Bounded stochastic PNP N , trace σ over Σ;
Output: Probability PN (σ).

This problem is clearly subsumed by the VERIFY-PROB problem described before. In
fact, we can simply solve it by constructing a so-called trace automaton that trivially
encodes σ as a DFA that only accepts that trace, then invoking VERIFY-PROB on it.

Definition 15 (Trace DFA). Given a trace σ = a0, . . . , an over Σ, its trace DFA Aσ

is the DFA 〈Σ,S, s0, Sf , δ〉 over Σ such that: (a) S = {s0, . . . , sn+1} contains n + 1
states; (b) Sf = {sn+1}; (c) for every i ∈ {0, . . . , n}, δ(si, ai) = si+1 (and nothing
else is in δ).

Theorem 2. For every bounded stochastic PNP N and every trace σ over Σ∗, we have
that TRACE-PROB(N , σ) = OUTCOME-PROB(N , Aσ). �

Proof. Direct from the definition of the problems, noticing that L(Aσ) = {σ}. 

Example 5. We compute the probability that Norder generates trace σ =
open, fin,acc, fin, rej, where an order is filled, finalised, accepted, then modified,
finalised again, and this second time rejected. Following the described technique, we
first transform σ into its trace DFA Aσ , and then further into its run DFA Āσ . This
is shown in Fig. 6(a). We then compute the product system Υ Ā

RG(Norder)
of Āσ and

RG(Norder) (shown in Fig. 3), obtaining Fig. 6(b) (notice how silent transitions unfold in
this transition system). Finally, we construct E〈7,5〉

Υ Ā
RG(Norder)

getting x00 = ρiρfρaρbρiρfρr

(1−ρiρm)2 ,

which yields the solution to the TRACE-PROB(Norder, σ) problem. �
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6 Stochastic Conformance with Probabilistic Declare

We now employ the verification machinery from Sect. 5 to check how the probabilistic
behaviour encoded in a stochastic PNP relates to that declaratively specified using Prob-
Declare [18]. We start with a gentle introduction to ProbDeclare, then showing how we
can check whether a bounded stochastic PNP conforms to a ProbDeclare model.

6.1 Probabilistic Declare

Declare is a constraint-based process modelling language based on LTLf . A model
comes with a set of LTLf constraint, and their conjunction must be respected by the
process. This imposes a crisp interpretation of constraints: a trace satisfies a Declare
model if it satisfies every constraints contained therein. This crisp semantics was relaxed
in [18]: there, each constraint comes with a probability condition indicating the allowed
probabilities for which a satisfying trace should be generated by the process. The
semantics is formally defined using stochastic languages, and is therefore compatible
with that of stochastic PNPs. We recall the necessary definitions.

Definition 16 (Probabilistic constraint). A probabilistic constraint is a triple 〈ϕ, ��
, p〉, where: (i) ϕ is an LTLf formula over Σ representing the constraint formula; (ii)
�� ∈ {=, �=,≤,≥, <,>} is the constraint probability operator; (iii) p is a rational value
in [0, 1] representing the constraint probability. �

Definition 17 (ProbDeclare). A ProbDeclare model is a triple 〈Σ, C,P〉, where C is
a finite set of LTLf formulae called crisp constraints, while P is a set of (genuinely)
probabilistic constraints. �

Since each constraint in P can be satisfied or violated, a ProbDeclare model induces
2|P| scenarios, each associated to a corresponding LTLf formula.

Definition 18 (Scenario). A scenario for a ProbDeclare model D = 〈Σ, C,P〉 is a
total boolean function S : P → {0, 1} indicating which probabilistic constraints are
satisfied, and which violated. The set of scenarios is denoted by SD. �

Scenarios come with two dimensions, induced by the crisp and probabilistic con-
straints: a temporal dimension indicating which traces belong to which scenarios, and a
probabilistic dimension indicating how likely it is that a trace belongs to a scenario.

Definition 19 (Characteristic formula). The characteristic formula ΦS of a sce-
nario S for ProbDeclare model 〈Σ, C,P〉 is the LTLf formula

∧
ϕi∈C ϕi ∧∧

〈ϕj ,	
j ,pj〉∈P, S(〈ϕj ,	
j ,pj〉)=1 ϕj ∧ ∧
〈ϕk,	
k,pk〉∈P, S(〈ϕk,	
k,pk〉)=0 ¬ϕk. Scenario S

is consistent if ΦS is satisfiable (i.e., has at least one satisfying trace). �

Definition 20 (Valid scenario distribution). A valid scenario distribution over sce-
narios SD of a ProbDeclare model D = 〈Σ, C,P〉 is a probability distribution
PD : SD → [0, 1] such that: (a) for every scenario S ∈ SD, if S is not consis-
tent then PD(S) = 0; (b) For every probabilistic constraint 〈ϕ, ��, p〉 ∈ P , we have∑

S∈SD s.t. S(〈ϕ,	
,p〉)=1 PD(S) �� p. �
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Example 6. Consider the order-to-cash ProbDeclare model Dorder, with one crisp not
coexistence constraint C1 indicating that pay and rej cannot be both in a trace, and two
response probabilistic constraints C2 and C3, indicating that open must be eventually
followed by pay with a probability of ≥ 1

20 , and that openmust be eventually followed
by rej with a probability of ≤ 1

4 . Of the four scenarios over C2 and C3, one is that both
C2 and C3 are satisfied and is inconsistent as it clashes with the crisp constraint C1. �

6.2 Checking Stochastic Conformance

In [18], it is shown how a system of inequalities can be constructed so as to compute
possible valid scenario distributions in accordance with Definition 20. Here we are just
interested in using that system to check whether a probability distribution over scenarios
is indeed valid, and thus we can keep this system of inequalities as a black box.

In a non-stochastic setting, one can check whether a bounded Petri net satisfies
a Declare model by verifying that every trace it generates belongs to the language
accepted by the model. In our stochastic setting, we define a stochastic variant of this
problem. We start by showing that a bounded stochastic PNP induces a probability dis-
tribution over scenarios of a ProbDeclare model, obtained by collecting, scenario by
scenario, the probability of all PNP traces that satisfy the characteristic formula of that
scenario.

Definition 21 (Induced scenario distribution). Let N be a bounded stochastic PNP,
andD a ProbDeclare model. The scenario distribution PN

D induced byN over scenarios
SD is the probability distribution defined as follows: for every S ∈ SD, we have that
P

N
D (S) = ∑

σ trace of Ns.t.σ satisfies ΦS PN (σ). �

We then define the stochastic conformance problem S-CONFORM(N ,D) as:

Input: bounded stochastic PNP N , ProbDeclare model D;
Output: Whether PN

D is valid (in the sense of Definition 20).

We address the problem through iterated invocations of the VERIFY-PROB problem,
one per scenario. Specifically, for each scenario S ∈ SD: (1) Construct DFA AS for
characteristic formula ΦS with standard techniques [7,18]; (2) Get the probability value
p = VERIFY-PROB(N , AS); (3) Check whether p is valid for S using the system of
inequalities for Definition 20; (4) If this is the case, proceed with the next scenario,
otherwise return No; and (5) If all scenarios have been checked, return Yes.

Example 7. Consider the bounded stochastic PNP Norder (assuming equal weights for
all transitions) and the ProbDeclare model Dorder. The only scenario where C2 holds is
the one where C2 is satisfied while C3 is violated. The probability induced by Norder for
this scenario corresponds to the outcome probability for Norder to finish with a payment.
As discussed in Example 2, this is 1

17 , which is indeed ≥ 1
20 . The only scenario where

C3 holds is the one where C2 is violated while C2 is satisfied. The probability induced
by Norder for this scenario corresponds to the outcome probability for Norder to finish
with a rejection. As discussed in Example 2, this is 3

17 , which is indeed ≤ 1
4 . This

witnesses that Norder stochastically conforms to Dorder. �
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In case S-CONFORM is negative, the standard Earth Mover’s Distance can be used
to measure the deviation between the scenario distribution induced by N and the closed
valid scenario distribution for D. This realises a form of stochastic delta analysis.

7 Conclusion

We have provided formal methods and algorithmic techniques solving three key prob-
lems concerning reasoning on labelled Petri nets and their executions in a stochastic
setting: outcome probability, verification, and stochastic model conformance. All tech-
niques are implemented in the StochasticLabelledPetriNets plug-in of ProM. For solv-
ing systems of inequalities, we use a Java LP solver (LPSolve). Our approach lazily
handles silent transitions when combining the reachability graph of the net with the
automaton of a temporal property of interest.

A natural extension of this work is to incorporate our techniques into stochastic pro-
cess mining pipelines, validating the resulting framework experimentally either using
our own implementation or by invoking probabilistic model checkers [14]. We also
want to study if and how our results transfer to richer settings, such as stochastic nets
that map to Markov decision processes, as well as non-Markovian nets.

Acknowledgement. Marco Montali is partially supported by the Italian PRIN project PIN-
POINT and the UNIBZ projects ADAPTERS and SMART-APP.
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18. Maggi, F.M., Montali, M., Peñaloza, R., Alman, A.: Extending temporal business constraints
with uncertainty. In: Fahland, D., Ghidini, C., Becker, J., Dumas, M. (eds.) BPM 2020.
LNCS, vol. 12168, pp. 35–54. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-
58666-9 3

19. Marsan, M.A., Conte, G., Balbo, G.: A class of generalized stochastic petri nets for the
performance evaluation of multiprocessor systems. ACM TOCS 2(2), 93–122 (1984)

20. Molloy, M.K.: Performance analysis using stochastic petri nets. IEEE Trans. Comput. 31,
913–917 (1982)

21. Rogge-Solti, A., Mans, R.S., van der Aalst, W.M.P., Weske, M.: Repairing event logs using
timed process models. In: Demey, Y.T., Panetto, H. (eds.) OTM 2013. LNCS, vol. 8186, pp.
705–708. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-41033-8 89

22. Rogge-Solti, A., van der Aalst, W.M.P., Weske, M.: Discovering stochastic petri nets with
arbitrary delay distributions from event logs. In: BPMW 2013, pp. 15–27 (2013)

https://doi.org/10.1007/978-1-4614-3615-7
https://doi.org/10.1007/978-3-642-22110-1_47
https://doi.org/10.1007/978-3-030-49435-3_14
https://doi.org/10.1007/978-3-030-49435-3_14
https://doi.org/10.1007/978-3-030-58666-9_3
https://doi.org/10.1007/978-3-030-58666-9_3
https://doi.org/10.1007/978-3-642-41033-8_89


Incentive Alignment Through Secure
Computations

Frederik Haagensen and Søren Debois(B)

IT University of Copenhagen, Copenhagen, Denmark
{haag,debois}@itu.dk

Abstract. We present a game-theoretic approach to analyzing the
incentive structure in formal models of inter-organizational businesses
processes. In such processes, the choices of each participants influence
the outcome of others. A potential participant may be torn between the
prospect of a highly preferable outcome on the one hand (e.g., a bonus
on timely delivery), and the possibility that another player may make a
choice (e.g., reallocation of the fast trucks) which renders that outcome
impossible to achieve. We propose (a) an analysis which given the prefer-
ences of participants determines if the collaboration is at all meaningful;
(b) an algorithm for modifying the incentive structure of such a pro-
cess using both fines and outcome re-distribution to increase the benefit
for all participants; and (c) a practical way of computing this algorithm
while concealing the preferences of the collaborators for each other using
secure multi-party computation.

Keywords: Game theory · Multi-party computations · MPC

1 Introduction

It is in the nature of businesses and organisations to collaborate, out of necessity
and self-interest. Collaborations hold both the promise of great rewards, and the
pitfalls of great losses. A collaborating organisation necessarily assumes some
risk by relying on the actions of other parties. When such collaborations are
structured enough, we model their interactions in formal notation, such as Col-
laboration Diagrams in BPMN [15] or distributed Dynamic Condition Response
(DCR) Graphs [9]. Until recently, such formal models emphasised the sequencing
of interactions between collaborators, disregarding the promises and pitfalls of
engaging with others. However, with the advent of blockchain technology, there
has been a surge of interest in the question of whether and how much an organ-
isation must necessarily trust its collaborators, and to what degree that trust
can be replaced by computer systems, e.g. [3,6,12,13].

This paper takes a game-theoretic approach to the same question: Rather
than trying to enforce that collaborators follow protocol using blockchain tech-
nologies, we rely on their self-interest to deliver a particular outcome.

In practice, we achieve this by supplementing formal models of collaborations
with profits (“utility”) earned from their execution. Such models are dynamic
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games in the game theoretical sense—an idea recently investigated by Heindel
and Weber [8]. Games can be analyzed to predict the behavior of rational players,
answering the question “would this collaboration be beneficial for me?” assuming
rational collaborators. We present a formal means of answering this question for
collaborations modelled as finite-state machines/extensive form games in Sect. 3.
We leave the generalisation to Petri Nets/BPMN as future work: concurrency
does not appear to be central to incentive alignment.

Once we are able to compute such outcomes, we can strategically transfer
utility (e.g., by shifting prices in contracts) in such a way that the new rational
outcome makes all collaborators better off. We present an algorithm achieving
such mechanical incentive alignment in Sect. 4.

However, an individual organization likely knows only about its own and
shared parts of the process, not the internals of other parts, nor, crucially, the
utility of outcomes to other collaborators. Moreover, the latter are almost cer-
tainly confidential: A shipping company generally does not want its profit on
a particular delivery known to its customers. We therefore present in Sect. 5 a
conceptual implementation of the incentive alignment in terms of Secure Multi-
party computation (MPC) [4,7], which enables computing the best outcome and
necessary utility transfer without the collaborators having to disclose their util-
ities (profits) to each other. We realise this conceptual implementation into an
MP-SPDZ [10] based actual implementation in Sect. 6.

In summary, our contributions are as follows.

– We present a formal model of collaborative business processes as extensive
form games (Sect. 3).

– We present algorithms computing the expected outcome for rational collab-
orators with known utilities (Algorithm 1), and for aligning incentives by
utility transfer (Algorithm 2).

– We present a proof-of-concept multi-party computation implementation of
these algorithms to avoid collaborators needing to disclose utilities such that
the businesses do not have to reveal private information (Sect. 6).

Related Work. Heindel and Weber pioneered re-casting collaborative business
process as games [8]. They used this formalisation to relate soundness of work-
flow nets to alignment of incentives. We relax their assumption of known utility
functions to consider cases where a contract may not have been signed yet, or
the utility functions for some other reasons are unknown; our collaborations
are modelled as finite-automata rather than Petri nets; we treat presently only
non-repeated games, and we model utilities only on outcomes, not on internal
choices. (For non-repeating games, those two are equivalent.)

The present work also relates to the research area of trust in business pro-
cesses. Rosemann [18] gives a four-stage model for how to build trust in a business
process. The solution presented in this paper can be used in tandem with these
stages and alleviate uncertainties and vulnerabilities in the process.

Finally, the present application of MPC technology (and the finite-state pro-
cess model) is inspired by [7]. The aim in that work is not to compute properties
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of a potential collaboration before it begins, but rather to keep the state of each
participants workflow secret from the others to the extent possible during the
collaboration. However, the application is morally the same if one considers our
proposed incentive-alignment algorithms as the beginning of the collaboration.

2 A Running Example

Here is a simple collaborative process presented as a game.

Example 1. Imagine a production company in the greater Copenhagen area
engaging with a shipping company to have a very large turbine shipped from
Berlin for use in a factory. The turbine is expensive and delicate, but bulky and
unwieldy. The production company does not know exactly when the shipping
needs take place, except within the coming 18 months. For this reason, the ship-
ping company needs to keep its options open, and so the parties agree to this
process:

– The production company initiates shipping, choosing whether the delivery
should be by helicopter airlift or by specialised truck.

– If airlifted, the shipping company chooses whether to deliver to the Copen-
hagen CPH or the Malmö MMX airport.

– If delivered by truck, the shipping company chooses whether to deliver in the
following weekend, mon-wed or thu-fri.

– If delivery is in the weekend, the production company chooses whether to
take delivery saturday or sunday

The two parties have vastly different preferences for these outcomes: For the
production company, taking delivery in airports is possible but requires addi-
tional in-house shipping. Truck delivery is better, with mon-wed delivery the
best compromise between disruption to normal operations and the cost of call-
ing in installation specialists outside normal working hours. However, thu-fri
delivery will for complicated reasons incur problems with the local union, and
should be avoided if at all possible.

For the shipping company, which has better agreements with its unions, sat-
urday delivery is actually more cost-effective (because bulk of the actual trans-
portation happens in the preceding work days), followed by thu-fri, airlift to the
cheap Malmö airport, mon-wed and the expensive Copenhagen airport.

We can model this collaborative process using BPMN as seen in the top
of Fig. 1. This model could be extended with extra activities to handle day or
location delivery specific details which may run in parallel. Focusing on only the
choices of the process we can extract a subprocess which can be represented as a
tree, where internal nodes represent choices, leaf nodes outcomes; and where we
annotate the internal nodes with the party making the choice, and the outcomes
with the value (utility) of that outcome for either player. In this case, refining
the above preferences to numerical values, we get the tree in the bottom of Fig. 1.
Here P is the production company and S is the shipping company; choices and
utilities are color-coded accordingly.



346 F. Haagensen and S. Debois

S
hi

pp
in

g 
C

om
pa

ny Choose
Delivery day

Choose
Delivery
Location

P
ro

du
ct

io
n 

C
om

pa
ny

Choose
Weekend

Delivery Day

Choose
Shipping
Method

Receive
Shipping Method

Shipping by
Truck

Receive Delivery
Location

Weekend
delivery

Weekend
delivery

Receive
Shipping Detail

Weekday
delivery

Weekday
delivery

Receive
Delivery Day

Shipping by Airlift

P

S

P

(450, 450)

sat

(700, 150)
sun

(950, 50)

mon-wed

(100, 400)

thu-fri

truck

S

(200, 75)

CPH

(350, 300)

MMX

airlift

Fig. 1. The production-shipper BMPN (top) and extensive form game (bottom)

The four activities and their relationship from the BPMN are represented by
the four decision nodes in the tree, and the six outcomes and utility values could
be encoded in the BPMN using state variables set by the choice activities, or
alternatively as unique combinations of performed activities.

It is important to note that the present work considers only this mutually
observable and synchronized subprocess of the collaborative process model, i.e.,
the interface. Other internal activities by the production company or the ship-
ping company leading to the decisions, or preparing for delivery, may exist, but
are unnecessary for the purpose of analyzing the decisions. In essence, these
details can be abstracted away in the utility values, which then allows for game
theoretical analysis of which choices to make. When we give our formal model
below, it is important to keep in mind that only this interface part of the collab-
orative process need to conform to our particular assumptions, not the process
as a whole. We return to this point after the formalization below.
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3 Games

We proceed to formalise the ideas of this example. Following [8], which extended
BPMN and Petri nets with utility values and roles at transitions in the model,
we extend deterministic finite state automata with a set of players, i.e. the busi-
nesses, utility functions for giving value to outcomes in the process, and a parti-
tioning function to describe who acts when. We call these automata determinis-
tic finite-state game automata (DFGA); they correspond to the first step in the
four-stage model [18] to identify moments of trust in the process.

A detailed description of all the game theoretical concepts used is outside
the scope of this paper. The curious reader should refer to [5] for an in-depth
dive into game theory, or to [14] for a more computational oriented overview.

Definition 2. A deterministic finite-state game automaton is a tuple
A = (Σ,Q, q0, δ, I, �u, π), where:

– Σ is a set of symbols, i.e. an alphabet, representing actions by a business
– Q is a finite set of states in the combined business processes
– q0 is an initial state of Q, i.e. the beginning of the process
– δ is a transition function Q×Σ → Q taking the process from one state to the

next through some action
– I is a set of k players, i.e. the businesses
– �u = (u1, ..., uk) is a player indexed vector of utility functions L(A) → R where

given a complete trace of an execution, ui assigns some real valued number
as the payoff to player pi ∈ I.

– π is a partitioning function pref(L(A)) → I which specifies the next party to
continue the execution.

Notation. For some DFGA A, and a fixed universe of symbols Σ, let L(A) denote
the language of A, i.e. a set of traces, which are tuples of symbols from Σ, rep-
resenting the history of a finished (complete) execution of a process, pref(L(A))
the set of trace prefixes of traces in L(A), and for a trace τ ∈ pref(L(A)) and a
symbol α ∈ Σ let τα be the trace obtained by extending the τ with α, that is,
a continuation of the history. Note that L(A) and pref(L(A)) may be distinct,
since while it may possible that at any point a business may stop cooperat-
ing, the other business may still have more work to be done to deal with this
situation, like filing papers, or reallocating resources.

Utility functions represent the preferences over outcomes, which can be influ-
enced by any factor imaginable, in general, too many to properly and accurately
describe as a single number. We assume the utility function can be described
using just profits, or losses, gained from executing the process. For publicly
traded companies with a fiduciary duty this assumption seems well-founded.

Heindel and Weber assign utility gains and losses to transitions [8], whereas
we require only the total value for a completed execution of the process. We are
assuming the games do not loop, and therefore eventually terminate, and that
players can not stop at an arbitrary point in the process, but only in states where
they have such action available. In such situations there is no difference between
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knowing the final (aggregate) utility, or individual values at each transition since,
in either case, we assume players will choose the set of transitions which optimizes
their total utility. Games where players can stop arbitrarily can be modeled by
including such action at every node in the process.

We assume the games do not loop, and are finite, and while many problems
in process modelling are trivial in the finite case, solving games is hard already
in the finite setting when actions can be taken asynchronously [14]. To keep
the model finite, we require some maximum bound on the number of iterations
through cycles, such that it is certain that the process eventually completes. This
is equivalent to unrolling the cycles, transforming the process to a finite DAG.
We therefore leave indefinitely iterative processes as future work.

The model is deterministic since we assume actions can be chosen determin-
istically even though the actual outcome may depend on unpredictable circum-
stances. This also corresponds to how businesses would expect each other to act.
While the preference over actions may depend on what actually happens, this
can be represented in the utility function by taking the expected value of out-
comes. Rosemann [18] focus on uncertainties caused by inabilities to provide the
necessary service, which can be modeled using randomness, but never addresses
the problem of whether incentives in the process are properly aligned which
is the focus of this paper. We leave models which require non-deterministic or
random transitions, as a point of future work.

Asynchronous Behaviour. The model is synchronous in the game theoretical
sense, meaning that players can observe each other’s actions before acting them-
selves. In the context of the example in Fig. 1, this means, e.g., that the shipping
company can react to the production company’s choice of either truck or airlift.
Using terminology from game theory, we limit ourselves to processes which can
be described as games of perfect information and leave processes which needs to
be described as imperfect information for future work.

Example 3. Expanding on the example in Fig. 1, if the production company’s
preference between a delivery sat or sun was entirely dependent on an internal
decision by the shipping company which could not be observed before the date
was picked then the model would fail the requirement of perfect information. But
even if the shipping company and production company have to perform internal
work asynchronously to prepare for a sat delivery, then if the utility value for
the outcome can be captured by a static value, e.g., by expected value, then we
consider the game perfect information and therefore fits our proposed solution.

Connections to Process Models. DFGAs may be considered process models in
their own right, albeit downright primitive ones, when compared to contempo-
rary process models such as a BPMN [15], DECLARE [16], or DCR Graphs [2].
They are nonetheless interesting to study because, as mentioned above and in
Sect. 2, to study incentives in collaborative processes using game theory, it is
sufficient to consider the sub-process or projection of the collaborative process
that must be observable to both players. Internal behaviour need not necessarily
be considered when analysing incentives.
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For example, imagine that the our running example stems from a larger
BPMN 2.0 Choreography [15] diagram, which included asynchronous internal
behaviour and activities for both companies. In this case, the game in Fig. 1 is
the result of some a projection of this larger process onto only those activities
that occur immediately before a message is sent between the two collaborators.

What is required to apply the present work is, in this case and in general,
either that the process being investigated is simple enough to be represented
as a DFGA, or that such a projection exists, that it faithfully represents the
behaviour of the larger process, and that it is representable as a DFGA.

These latter conditions will obviously not be met by every process, and it is an
open question how to generally define such projections. We leave this important
question for future work, noting here simply that we are encouraged by existing
work on formalising projections of BPMN Choreography diagrams, e.g., [17,19].

3.1 Game Behaviour of DFGAs

We can now describe the game theoretical aspects. A game is a description of a
situation with rational actors, called players, actions they can take, and rewards
or losses (utility), based on the actions they choose. The players being rational
means they aim to maximize their utility. We will consider extensive form games
which are games consisting of multiple stages with one player acting at a time;
choosing the next action to take. In this model the players are rewarded at the
end of the game [5]. Heindel and Weber uses stochastic games which are games
where at each stage every player chooses an action, and the next transition
is then the result of all player’s actions and a probability distribution. This
model is better for situations with asynchronous actions which can have random
outcomes [8], but did not seem appropriate for our use case as explained above.

Definition 4. An Extensive form game is a tuple G = (I, T, π, �u) where I
is a finite set of k (rational) player, T is a rooted (game) tree consisting of non-
terminal (inner) nodes, and terminal nodes (leaves), connected by edges. π is a
function which partitions the set of non-terminal nodes into a subset for each
player pi, such that in the node n, player pi chooses an edge leading to a new
node n′. Finally, �u is a player indexed vector of functions from a terminal node
to a utility payoff for player pi [5,14].

Game Theoretic Model. In summary, our game theoretical model uses exten-
sive form games of perfect information where the utility functions are known.
Extensive form games allows us to model the dynamic aspects of the processes,
perfect information allows for much faster computational analysis than imperfect
information games, and known utility functions allows for better optimization
of business processes than if these were unknown. The issue of how to learn the
utility function of other businesses is addressed in Sect. 5.

The present work is also a good candidate for applications of Cooperative
game theory [14], which allows for analysis of cooperative behavior between
players when external enforcement can be assumed, such as in our case using
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contracts. In particular, the notion of “Share distribution function” in Defini-
tion 11, seems amenable to analysis using techniques from cooperative game
theory. However, the present first steps can be taken comfortably in the setting
of the arguably simpler standard game theoretical tools.

Notation. In an extensive form game G, let root(G) denote the non-terminal root
node of T , and children(N) the successors of the non-terminal node N . Lastly,
we lift L to games such that L(G) denotes the set of terminal nodes in G, i.e.
those representing complete traces, or outcomes, of the process.

We can then view a DFGA as an extensive form game by folding out the
possible executions of the automaton as a tree, assigning players to non-terminal
nodes and payoffs to terminal nodes. This leads to the intuitive Definition 5:

Definition 5. The induced game of a deterministic finite-state game automa-
ton A = (Σ,Q, q0, δ, I, �u, π) is the extensive form game given by G = (I, T, π, �u)
with players I, a rooted game tree T with non-terminal nodes pref(L(A)) and
terminal nodes L(A), the partitioning function π and utility functions �u. There
is an edge from some non-terminal node n to a non-terminal child n′ iff for some
α ∈ Σ : nα ∈ pref(L(A)) and an edge to a terminal child iff n ∈ L(A).

In the remainder of this paper we only treat such induced games, with the
understanding they were induced from by some process automaton.

The behaviour of players are represented using strategies [5, p. 4]. A strategy
σi for a player pi is an assignment of which successor node to choose for each node
where pi is choosing the successor1. To predict the outcome of a game different
solution concepts exists. A solution concept is a restriction on the strategies of
players, to describe only those strategies we would expect the players to follow,
narrowing the possible outcomes of the game to those rational players would
pursue to maximize their utility [5,14].

Following convention [5,14], we will refer to the vector of strategies as σ,
and the vector of strategies of every player except pi as σ−i. As notation, we
will use the strategy vector σ or (σi, σ−i) interchangeably with the outcome of
the game resulting from the players playing that strategy vector. The standard
solution concept for the type of game described in this paper is the sub-game
perfect Nash equilibrium [5]. A sub-game perfect Nash equilibrium (SPNE) is an
outcome where it is not in players’ interest to unilaterally change strategy, and
where the players are doing the best response to each others possible actions.
The traditional Nash equilibrium has the problem of allowing empty threats in
extensive form games, which are strategies that a rational player would not
credibly stick to, were the other player to ignore the threat.

Definition 6. For some extensive form game G = (I, T, π, �u), a strategy vector
σ is a Nash equilibrium in G iff, for all pi ∈ I, and for all strategies σ′

i:

ui(σi, σ−i) ≥ ui(σ′
i, σ−i)

1 From a practical perspective, if a node can never be reached based on a previous
choice it need not an assignment.
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A sub-game is a game obtained by using a non-terminal node as the root of a
new game. A strategy vector σ is a sub-game perfect Nash equilibrium iff
σ is a Nash equilibrium in any prefix of the original game [14].

For deterministic games, if payoffs are distinct, there exists only a single
SPNE [5,14]. That is, there exists a single outcome which maximize utility given
the expected behavior of the other party. For our applications, we can assume
such distinctness without loss of generality as a technical convenience.

We can find the unique SPNE using backwards induction [5,14], which is the
technique to analyze the behavior of players by starting at the end of the game
and working backwards. At the very last choice in the game, the player to move
simply chooses the terminal node available to him that gives him the greatest
utility. The non-terminal nodes are thus morally replaced by the outcome picked
by the player and the process can propagate up the tree, applying the same logic
at each step [5,14]. This also motivates the SPNE as the most reasonable solution
concept, since any strategy which would not follow this chain of logic would seem
irrational. We will refer to the player strategy of using backwards induction as
the backwards induction strategy (BIS) and the outcome resulting from every
player using BIS, as the backwards induction outcome (BIO).

Algorithm 1. BI
Input

G = (I, T, π, �u) � An extensive form game
Output

N ∈ L(G) � BIO terminal-node
1: function BackwardsInduction(n)
2: if n is terminal then
3: return n
4: end if
5: n′ ← argmaxc∈children(n) uπ(n)(BackwardsInduction(c))
6: return BackwardsInduction(n′)
7: end function
8: return BackwardsInduction(root(G))

Backwards induction does, however, require that the game is finite, which we
addressed earlier, and that the game is Common Knowledge, meaning that every
player knows the game (i.e. set of players, game tree, the partition function, as
well as the utility function of other players), and every player knows that the
other players knows the game, and that every player knows that every player
knows that the other players knows the game and so on ad infinitum2. In addi-
tion to the game being common knowledge, we also need to assume Common
Knowledge of Rationality. Common knowledge is required to reason over other
player’s behavior which in turn guides one’s own actions.
2 Technically the players are only required to have k-level knowledge of the game,
where k is the depth of the game tree.
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Example 7. The SPNE of the game in Fig. 1, is for the turbine to be shipped
to Malmö MMX, giving the production company P 350 utility and the shipping
company S 300 utility. P picks shipping by helicopter airlift, since P knows that
S will ship to MMX, not CPH, yielding 350 utility to P . This is prefered to P
over shipping by truck, since P knows that then S will deliver thu-fri, and will
thus only get 100 utility. P knows this, since P knows that S knows that were S
to deliver in the weekend instead, then P wants it delivered on sun, which would
only give S 150 utility instead of 400. Backwards induction uses the assumptions
of Common Knowledge when nodes are propagated up the tree.

Using Algorithm 1 on the induced game of a DFGA, businesses can determine
if it is in their interest to collaborate based on what they gain from the BIO. If
it is not beneficial for some party to collaborate, it may be possible to modify
the incentive structure such that it is.

4 Aligning Incentives Better

The previous section described how we can use game theory to find an outcome
which we expect businesses not to deviate from, since it is in nobody’s interest to
unilaterally deviate from their strategy leading to this outcome. But what if this
outcome is inefficient, and everybody agree another outcome would be better?

Example 8. We saw previously that the SPNE of the game in Fig. 1 is shipping
by airlift to MMX, yielding utilities (350, 300). However, shipping by truck on sat
with values (450, 450) is better for both. Why did they not choose that? This is
because, if P is given the choice of which day of the weekend to get the turbine
delivered, then P will always prefer sun, to get 700 utility instead of sat giving
only 450, meaning P cannot be trusted to cooperate, since it would be irrational,
without any external force, to choose to get less utility.

The issue with the SPNE, is that it may not be Pareto efficient [5,14], mean-
ing there might exist some other outcome which would give at least one players
more utility without resulting in less utility for the rest:

Definition 9. For all strategy vectors σ in some extensive form game G, an
outcome φ is Pareto dominated if there exists a strategy vector σ′ with outcome
φ′, for which ui(φ′) > ui(φ) for some player pi and for all j �= i : uj(φ′) ≥ uj(φ).
If an outcome is not Pareto dominated, it is Pareto efficient [5,14].

To improve efficiency of the game, we add fines for deviating from strate-
gies leading to a Pareto efficient outcome. We call the strategy leading to the
prefered outcome the collaborative strategy and modify the game such that the
collaborative strategy is an SPNE. These fines can be implemented in practice
as clauses in a contract between the businesses, making the modifications to the
game binding, ensuring that if a player deviates, they can be taken to court to
pay. In the example above, P would be fined for deviating from the collaborative
strategy by choosing sun when choosing the day of the weekend for delivery.
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We note that such fines correspond to the second stage in the four-stage model
of Rosemann [18], by adding fines for deviating we reduce perceived uncertainty
in the process, by making it clear which behaviour is undesired. Furthermore,
fines can serve as compensation to a business for any lost revenue which also
serves as the third stage in the four-stage model to reduce vulnerability.

There may, however, be multiple Pareto efficient outcomes in a game with
each player having conflicting preferences over which of these should be picked.
In Fig. 1, the outcomes giving (450, 450), (700, 150), and (950, 50) are all Pareto
efficient, where S mostly prefers shipping by truck sun, giving (450, 450), and
P prefers shipping by truck mon-wed, giving (950, 50). In order to maximize
efficiency, we pick the outcome which maximize total utility gained. This outcome
is Pareto efficient, since if it was not, then there would exist another outcome
which gave at least one player more utility without giving any other player less,
contradicting that it maximizes total utility gained.

Definition 10. For some game G = (I, T, π, �u), the total utility maximizing
outcome (TUMO) is the outcome Φ = arg maxφ∈L(G)

∑
i∈Iui(φ)

The TUMO may, however, lead to less utility for one player than if they
simply played BIS. To make sure it is beneficial for every player, the total utility
can be split, such that players get at least as much as the BIO, and any remaining
excess is then split according to some agreed upon parameter. Splitting utility is
possible, because in our case, utility is just money. This new modified outcome
is also still Pareto efficient following the same argument as before.

Definition 11. Let S = (S1, ..., Sk), be a tuple of unbounded, strictly mono-
tonically increasing, share distribution functions, such that for all i and all
v ≥ 0 : Si(v) ≥ 0 and

∑k
i=1 Si(v) = v.

It is then possible to redistribute the utility of the TUMO such that each
player gets at least as much utility from this outcome as they do the BIO.

Definition 12. For some game G = (I, T, π, �u), with a TUMO Φ, call T (G)
the surplus of G and let T (G) =

∑
i∈I ui(Φ) − ui(BI(G))

Proposition 13. For some game G = (I, T, π, �u), the TUMO Φ in G, the BIO
B = BI(G), and for every share distribution function tuple S where |S| = |I|:

∑

i∈I

ui(B) + Si(T (G)) =
∑

i∈I

ui(Φ)

Proof. By definition Φ = arg maxφ∈L(G)

∑
i∈I ui(φ), it follows that T (G) ≥ 0

and by definition of S,
∑

i∈I Si(v) = v, which leads to
∑

i∈I ui(B) + Si(T (G)) =∑
i∈I ui(B) + ui(Φ) − ui(B) =

∑
i∈I ui(Φ) ��

Example 14. In Fig. 1 the outcome which maximizes total utility is shipping by
truck mon-wed, giving (50, 950). It is not in S’s interest to pick this outcome over
shipping thu-fri, which gives them 400 utility instead of only 50, but if P were
to pay 351 to S for shipping mon-wed then S would prefer 50 + 351 = 401 over
400. And P would have 950 − 351 = 599. Both parties are now better off over
the BIO, and also neither should want to deviate.
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To account for businesses’ inabilities to predict optimal play in cases where
another party deviates, we base fines on the difference between the selected
outcome after redistribution and the businesses’ worst case outcome.

Proposition 13 along with the fines mentioned above, leads to the Incentive
Alignment (IA) Algorithm 2. The algorithm yields an outcome, which together
with redistributions and fines is an SPNE as specified in Proposition 15.

Algorithm 2. IA
Input

G = (I, T, π, �u) � Extensive form game of a DFGA
S = (S1, ..., S|I|) � Player indexed utility share distribution functions

Output
Φ ∈ L(G) � Utility maximizing outcome
D = (D1, ..., D|I|) � Player indexed list of utility to be redistributed at Φ
F = (F1, ..., F|I|) � Player indexed list of fines for deviating

1: B ← BI(G)
2: Φ ← argmaxφ∈L(G)

∑
i∈I ui(φ) � In case of ties with B, pick B

3: for all i ∈ I do � Redistribute total utility and calculate fines
4: Di ← ui(B) + Si(T (G)) − ui(Φ) � A positive value indicates getting paid
5: Fi ←

∑
j∈I\{i} uj(B) + Sj(T (G)) − minφ∈L(G)uj(φ)

6: end for
7: return (Φ, D, F )

Line 1 computes the BIO B, and line 2 the TUMO Φ. Lines 3 through 6
calculates, for each player, how much the player should pay or get paid at Φ,
the redistribution value, as well as the fine for deviating. The redistribution
is calculated according to Proposition 13 using S, subtracting what the player
gains at Φ. The fines are calculated as specified above, as the difference between
the worst possible outcome and what a player would otherwise have gotten.

Proposition 15. For any game G = (I, T, π, �u), and share distribution function
S, with (Φ,D,F ) = IA(G,S), the collaborative strategy vector σ in G, leading to
the TUMO Φ, is an SPNE in G after fines and redistributions have been added,
that is, for all i and any σ′

i: ui(σi, σ−i) + Di ≥ ui(σ′
i, σ−i) − Fi.

Algorithm 2 terminates with O(|T |×|I|+|I|2) calls to �u. Backwards induction
can be implemented such that each node is only visited a constant number of
times, and TUMO can similar be computed by a single pass through the terminal
nodes, but requires computing the total utility sum which means looping through
every player, leading to the upper bound O(|T | × |I|). Since T (G) only needs
to be calculated once D can be computed by looping through the players once.
Computing F requires looping through each player in the outer loop on line 3,
and then also another inner loop of players on line 5, which gives an upper bound
of O(|I|2) calls to �u. The min value of each player only needs to be computed
once which can again be done in O(|T | × |I|) calls to �u, leading to the total
mentioned O(|T | × |I| + |I|2) calls to �u. For games of reasonable size, calls to �u
can be done in constant time using a simple lookup table.
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Even though Algorithm 2 returns just a single outcome, this outcome may
not always be what happens in practice. A business may not have the resources
available at the time in order to fulfill their obligations, e.g. the fast delivery of
goods may be impossible because everybody is already working on something
else. Alternatively, an accident may happen which causes a delay. Algorithm 2
only insures that it is not in the businesses’ interests to trick each other, so when
everything goes as planned, everybody works towards the optimal outcome. In
practice we need to make sure the fines are not too punishing and that businesses
can renegotiate in case of unforseen situations, such that the businesses may
deviate from the computed outcome. This requirement can already somewhat
be accounted for in the choice of how to distribute excess profit and in the initial
utility values picked, e.g. using expected value. Including randomness into the
games to model unforseen situations is left as a point of future work.

In this section we demonstrated how to improve the efficiency of a process by
playing a collaborative strategy, leading to the TUMO of the process. Using Algo-
rithm 2, we can find the TUMO, redistributions of the surplus generated, and
appropriate fines, to make it a SPNE for every player to play the collaborative
strategy without anybody gaining less than if players had played the BIS instead.

5 Working Together Under Uncertainty

Section 4 demonstrated inefficiencies with SPNE and how using Algorithm 2
leads to a more efficient process for everybody by redistributing gains and adding
fines for deviating from the optimal outcome. But the DFGA is usually not
common knowledge, and businesses do not want to share their internal costs and
profits, since if leaked, competitors may be able to take advantage of this to take
over their market share. So, how can we compute the TUMO, redistributions,
and fines, without leaking private information?

Without common knowledge of the players’ utility functions it is not possible
for the players to use the chain of logic required to compute the SPNE. In Fig. 1,
without common knowledge, P cannot predict which choice S will take, so P
can either choose to ship by truck, and risk getting as little as 100 utility for the
chance of up to 950 utility, or choose to ship by airlift, to increase the lower bound
but also be unable to get more than 350 utility. This kind of game is refered
to as a game of incomplete information and uses different solution concepts
than the SPNE to take into consideration the players’ lack of knowledge [5,14].
But, because these solution concepts require assumptions that players have some
knowledge of each others’ utility functions, we will introduce a different approach
which works when nothing is known.

The solution we propose is to use Multi-party computations (MPC), also
known as secure computations. MPC uses cryptographic techniques for vari-
ous computational operations such that we can compute arbitrary algorithms
on player input without revealing their values to other parties, only revealing
the output of the algorithm [4]. Using MPC, businesses can keep their utility
functions secret during computation of Algorithm 2 and calculations made using
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them will likewise be kept secret. When the outcome and fines have been cal-
culated, these alone can be revealed to all parties involved. There exists MPC
protocols robust against malicious adversaries: any attempts to learn the input
of another party, or modify the result of the computation, can be detected before
they succeed and the protocol can thus be aborted to avoid it [4].

We assume there are no hidden internal parts of the process which influence
the decisions of any party. That is, the process can be accurately represented
such that everything except the utility functions of the induced game is common
knowledge. Incentive alignment in cases where businesses have internal actions
which are significant for the analysis of the game is left as a point of future work,
however, we note Guanciale et al. [7] as an example of how to use MPC to create
the combined process, without leaking one’s own, for the computation alone.

What if players misrepresent their utilities? Using MPC to run Algorithm 2,
based on the private input of the players, gives rise to an extension of the original
game, where players first pick the utility function they want to give to the algo-
rithm, without knowing the input of other players, and then execute the process
given the output of the algorithm. Game theory can describe when players may
want to lie about their utility function, and assuming rationality, if it is in a
player’s interest to lie, we would expect them to, unless changes are made to the
model, such that nothing to can be gained by lying.

We limit ourselves to security against a rational adversary who has strict
incomplete information over other player’s utility function. The adversary being
rational will in this context mean they will not lie about their own utility func-
tion unless it can guarantee more utility without risking losing any, and strict
incomplete information meaning that nothing is known about other player’s util-
ity functions, neither values, nor relations, and this information can thus not be
used to inform how to lie. We leave the point of how to extend the proposed
solution to adversaries with partial information as future work.

As notation, let Gu′
i
be the game obtained by changing the utility function ui

of pi with u′
i, that is Gu′

i
= (I, T, π, �u′) where �u′ = (u1, ..., ui−1, u

′
i, ui+1, ..., uk).

Assume a fixed G00 = (I, T, π, �u), where ui is the true utility function of player
pi. Let G10 = Gu′

i
be the game where pi reported some function u′

i �= ui. When
introducing a u′

j , we let G01 = G00
u′
j

and G11 = G10
u′
j
. Here G00 and G01 are to

be understood as two different games where pi gives their true utility function,
and G10 and G11 as the same games from before except pi lies. Figure 2 gives a
visual representation of the relationships between games where the arrows are
to be understood as a player reporting a different utility function.

G00 G10

G01 G11

u′
i

u′
i

u′
j u′

j

Fig. 2. Relation between
games.

Assume a fixed player indexed tuple of share dis-
tribution functions S, and let (Φt,Dt, F t) = IA(Gt, S)
for each of version of the game mentioned above. Note
that when a lying player pi reports u′

i instead of their
true utility function ui, they will still gain ui(φ) at any
reached outcome φ. We conjecture that there is no
guaranteed way to gain utility from misrepresenting
one’s utility function or deviating from the TUMO:
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Conjecture 16. For all functions, which given a game tree, a partition function,
and a player’s utility function ui, can compute a u′

i such that ui(Φ00) + D00
i <

ui(Φ10) + D10
i , there exists some u′

j for some player pj �= pi such that ui(Φ11) +
D11

i < ui(Φ01) + D01
i and for all φ �= Φ11, ui(φ) − F 11

i < ui(Φ11) + D11
i .

6 Implementation

The previous sections describe how we can use MPC and game theory to analyze
an inter-organizational business process and align incentives such that every
party is better off, without leaking private information. In this section we will
present a proof-of-concept prototype implementation of Algorithm 2 made using
MPC techniques such that the utility values of businesses are kept private and
only the outcome of the algorithm is revealed.

There are many different MPC protocols, the difference between these being
the necessary assumptions they work under, the security guarantees they pro-
vide, the kinds of computations they can most efficiently compute, and whether
or not communication is expensive, i.e. the latency between parties. In our case,
we want to support an arbitrary number of parties, has security against malicious
parties, and is efficient for computing comparisons and simple additions.

For the proof-of-concept we assume the communication is cheap, and based
on this the SPDZ [1] protocol based on secret sharing, with the MASCOT [11]
protocol for the offline phase seems appropriate. If communication is expensive
the more appropriate protocols are based on garbled circuits such as BMR [4].
The SDPZ protocol consists of an offline and online phase. The offline phase is
preprocessing to generate multiplication triplets, also known as Beaver triplets,
and message authentication codes (MACs) to be used in the online phase [1,4].

To implement the prototype, we have used MP-SPDZ version 0.2.9, a frame-
work for creating and testing MPC applications. MP-SPDZ consists of a virtual
machine, a compiler which compiles (restricted) python code to bytecode for the
virtual machine, and a library for privacy preserving data types and operations.
MP-SPDZ supports writing MPC applications using a wide variety of existing
protocols, for example the MASCOT and SPDZ combination we use [10].

The prototype consists of a Haskell program3 for transforming a binary tree
representation of the process structure, into code for the MP-SPDZ’s compiler.
The tree consists of information about which player is acting at which node and
unique identifiers for each node, but not the utility functions of the parties. This
tree is assumed common knowledge to the businesses. The generated code is
then compiled with the MP-SPDZ compiler to bytecode for the protocols.

Figure 3 gives an overview of the toolchain. Boxed nodes indicate executable,
dashed boxes indicate protocols used by an executable, and everything else is
input or the final output. MASCOT is ran alongside SPDZ, but could in theory
be ran at any point in the process. The player inputs are secret and are only
needed for SPDZ, the rest is common knowledge.

3 Online at https://github.com/Frehaa/mpc-games.

https://github.com/Frehaa/mpc-games
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MP-SPDZ
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MP-SPDZ
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Secret player inputs

SPDZ

MASCOT

Output

Fig. 3. Overview of toolchain

We assume without loss of generality that the game tree is binary. This can
be achieved by replacing internal nodes with only a single child node with that
child, and splitting any internal node with more than two children into a new
node with one child as one of the choices, and another child as a new node, with
the same player in control, and with the remaining choice, repeating the process if
necessarily. Nodes with only a single child do not represent a meaningful decision
(there is no choice), and nodes with multiple children still maintain the same
choices, possibly by going through a series of the new split nodes.

Nodes 511 1023 2047 4095

Compilation 53s 110s 216s 695s

Runtime 96s 190s 397s 774s

Total 149s 300s 613s 1469s

Fig. 4. Benchmarks

Benchmarks. MPC sometimes incurs
substantial overhead, so we present
exploratory benchmarks in Fig. 4 to
demonstrate the feasibility of the solu-
tion in practice. The benchmarks ran
on an i7-10750H CPU @ 2.60 GHz
with 32 GB of RAM. The benchmarks
comprised randomly generated com-
plete binary trees of specified increas-
ing heights using the Haskell pro-
gram “generateRandomTree.hs”, and player input was generated using “gen-
erate data.py”, both using the initial seed 1331. We use the default security
parameter of 40 specified by MP-SPDZ. Multiplication triples are calculated in
batches of 50. We used a constant 2 to 1 split and 2 players. For compilation, the
-M flag is used to ensure memory accesses are performed in the correct order.
Execution is done using the “mascot-party.x” virtual machine.

7 Conclusion and Future Work

We demonstrated how a combined inter-organizational business process can be
analyzed using game theory, in order to determine if it is worth collaborating, or
if incentives need to be better aligned. This includes a way to improve the pro-
cess such that the selected outcome is maximizing effectively without businesses
lossing out on profits. All done using MPC to make sure private information
about a business’ losses and profits are not leaked.
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Besides deciding Conjecture 16, we see repeated games as an avenue for
future work. Repeated games makes it possible to punish unwanted behaviour
in a following game from one a player is already deviating in. Since businesses
rarely collaborate only once and processes are often times repeated, the potential
for lost utility in subsequent games can itself be a better deterrent than any fine.
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with Bernardo David, as well as useful feedback from reviewers. This work is supported
by Independent Research Fund Denmark, grant 0136-00144B, “DISTRUST” project.
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Abstract. Business process simulation is a versatile technique to pre-
dict the impact of one or more changes on the performance of a pro-
cess. Mainstream approaches in this space suffer from various limitations,
some stemming from the fact that they treat resources as undifferenti-
ated entities grouped into resource pools. These approaches assume that
all resources in a pool have the same performance and share the same
availability calendars. Previous studies have acknowledged these assump-
tions, without quantifying their impact on simulation model accuracy.
This paper addresses this gap in the context of simulation models auto-
matically discovered from event logs. The paper proposes a simulation
approach and a method for discovering simulation models, wherein each
resource is treated as an individual entity, with its own performance and
availability calendar. An evaluation shows that simulation models with
differentiated resources more closely replicate the distributions of cycle
times and the work rhythm in a process than models with undifferenti-
ated resources.

Keywords: Process simulation · Resource allocation · Process mining

1 Introduction

Business Process (BP) simulation [1] is a technique to analyze “what-if” sce-
narios, such as “what would be the cycle time of a process if the number of
daily new cases increases by 20%?” (S1) or “what if two resources involved in a
process become unavailable for an extended period of time?” (S2).

The starting point for BP simulation is a simulation model consisting of a
process model enhanced with parameters capturing the available resource capac-
ity, activity processing times, arrival rate of new cases, etc. It has been noted
that existing BP simulation approaches suffer from various limitations [1,2,8].
Some of these limitations stem from incompleteness of, or inaccuracies in, the
BP simulation model. These limitations are partly addressed by data-driven sim-
ulation methods [5,11], which automatically discover and calibrate simulation
models from execution data (event logs). These methods ensure that the simula-
tion model is better aligned with the observed reality [1,5,11]. Other limitations
c© The Author(s) 2022
C. Di Ciccio et al. (Eds.): BPM 2022, LNCS 13420, pp. 361–378, 2022.
https://doi.org/10.1007/978-3-031-16103-2_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-16103-2_24&domain=pdf
https://doi.org/10.1007/978-3-031-16103-2_24
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of BP simulation approaches relate to assumptions made by the underlying BP
simulator [1,8], most notably the assumption that resources are interchange-
able entities. Specifically, mainstream BP simulation approaches, including data-
driven ones, make the following assumptions:

A1 Pooled resource allocation. Each resource belongs to one resource pool (e.g.,
a role or group). Resource pools are disjoint. All instances of an activity are
allocated to the same resource pool. For example, all instances of tasks Check
invoice and Schedule payment are allocated to an Accountant pool.

A2 Undifferentiated performance. The processing time of an activity does not
depend on the resource who performs it.

A3 Undifferentiated availability. All resources in a pool are available for work
during the same time periods, e.g., Monday to Friday, 9:00–17:00.

In practice, each (human) resource has their own capabilities, performance,
and availability. Previous studies have hypothesized that the above assumptions
affect the accuracy of simulation models [1–3,8], but without quantifying their
impact. In this setting, this paper addresses the following question: Do assump-
tions A1–A3 affect the accuracy of a business process simulation model, and if
so, to what extent? The paper studies this question in the context of simulation
models discovered from event logs. To address this question, the paper proposes
and evaluates: (1) a business process simulation approach with differentiated
resources; and (2) an automated method to discover a simulation model with
differentiated resources from an event log. In the proposed approach, resources
are not grouped into pools, but treated as individuals (unpooled allocation), the
performance of each resource is independent of that of other resources (differen-
tiated performance), and each resource may have its own availability calendar
(differentiated availability). As a result, a simulation model can be used not only
to answer what-if scenarios S1 and S2 above, but also scenarios such as: “what
if resource R is replaced by resource R′ with lower performance?” (S3) or “what
if a resource changes their availability from full-time to part-time?” (S4).

The paper is structured as follows. Section 2 discusses related work. Section 3
formalizes assumptions A1–A3 by presenting a simulation approach with undif-
ferentiated resources. Section 4 presents a simulation approach with differentiated
resources, while Sect. 5 proposes a corresponding method to discover simulation
models. Section 6 empirically compares simulation models with differentiated vs.
undifferentiated resources, and Sect. 7 concludes and sketches future work.

2 Related Work

Van der Aalst et al. [1,2] analyze three limitations of BP simulation approaches:
unreliability of simulation models for short-term prediction, insufficient reliance
on execution data to construct simulation models, and incorrect modeling of
resources. The authors emphasize that resources often work part-time and that
failure to capture this, leads to inaccurate simulations. In [13], the authors study
the impact of workload on resource performance, i.e., to what extent resource
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performance varies depending on workload and the impact of this variability on
simulation accuracy. Our contribution is related to these studies, but we focus
on limitations that arise when resources are modeled as undifferentiated entities.

Afifi et al. [3] note that existing BP simulation approaches, including the
BPSim simulation modeling standard [16], rely on role-based resource allocation,
and do not support a wider range of resource allocation styles such as those iden-
tified in [15]. However, the authors do not quantify the impact of the identified
limitations (e.g., role-based allocation) on concrete simulation scenarios.

Freitas & Pereira [8] reviews five BP simulation tools. They find that these
tools do not allow one to define unavailability periods for individual resources.
However, they do not evaluate the impact of this limitation. Some commercial
simulation engines such as IBM Websphere Modeler1 support the definition of
“named resources”, which can have their own timetables (differentiated avail-
ability). However, the activity processing times are defined at the level of tasks,
and hence they do not support differentiated performance.

This paper studies the impact of resource differentiation on simulation models
discovered from logs. Prior studies on BP simulation model discovery [5,11,14]
assume that resources are available 24/7. In [7], the authors address this limita-
tion by integrating a technique for discovering timetables into a simulation model
discovery pipeline, assuming all resources in a pool have the same timetable.

3 Simulation Models with Undifferentiated Resources

A BP simulation model with pooled allocation and undifferentiated resources
(herein, a classic BP simulation model) consists of a process model M (e.g., a
BPMN diagram) enhanced with simulation metadata described in Definition 1.

Definition 1 (Classic BP Simulation Model). A classic BP simulation
model is a tuple <E,A,G, F,RPools,Alloc, PT,BP,AT,AC>, where E,A,G
are respectively the sets of events, activities, and gateways of a BPMN model, F
is the set of directed flow arcs of a BPMN model, and the remaining elements
capture simulation parameters as follows:

1. RPools is a set of resource pools. Each resource pool p ∈ RP represents a
group of resources. The resource pools are disjoint, i.e., ∀ p1, p2 ∈ RPools :
p1 ∩ p2 = ∅. Each resource pool is described by the following properties:
– Size(p) ∈ N is the number of resources in the pool.
– Avail(p) is a calendar (a set of intervals) during which every resource

in p is available to perform activity instances.
– Cost(p) is the cost of each pool p per time unit (e.g., hour).

2. Alloc : A → RP is a function mapping each activity a ∈ A to one resource
pool p ∈ RPools. A resource pool can perform many activities.

3. PT : A → P(R+) is a mapping from each activity a ∈ A to a probability
density function, modeling the the processing times of activity a.

1 https://www.ibm.com/support/pages/download-websphere-business-modeler-
advanced-v70.

https://www.ibm.com/support/pages/download-websphere-business-modeler-advanced-v70
https://www.ibm.com/support/pages/download-websphere-business-modeler-advanced-v70
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4. BP: F → [0, 1] is a function that maps each flow f ∈ F s.t., the source of f
is an element of G to a probability (a.k.a., the branching probability).

5. AT ∈ P(R+) is a probability density function modeling the inter-arrival times
between consecutive case creations.

6. AC is calendar (set of intervals) such that cases can only be created during
an interval in AC.

Given that in classic BP simulation models, resource pools are disjoint, they
cannot capture scenarios where participants share their time across multiple
pools (cf. assumption A1 in Sect. 1). Also, since all resources in a pool have the
same timetable, these models cannot capture scenarios where a pool incorporates
some part-time resources and some full-time ones (assumption A3). Finally, in
classic BP simulation models, the processing times of an activity do not depend
on the resource that performs it. Hence, such models cannot capture scenarios
where some resources in a pool are faster or slower than others (assumption A2).

When executed in a simulation engine, a (classic) BP simulation model pro-
duces an event log as per Definition 2. Herein, we call simulated logs those logs
produced by a simulation and real logs those extracted from information systems.

Definition 2 (Event log). An event log E is a set of events, each representing
the execution of an activity instance in a process. An event e ∈ E is a tuple
e = <α, r, τ0, τs, τc>, where α is the label of one activity in a business process
(i.e., e is an instance of the activity α), r is the resource who performed α, τ0
is the timestamp in which the activity instance was enabled to be executed, and
τs, τc are, respectively, the timestamps corresponding to the beginning and end
of the activity instance. A trace (a.k.a., process case) is a non-empty sequence of
events t = <e1, e2, ..., en>, and an event log L = <t1, t2, ..., tm> is a non-empty
sequence of traces, each capturing one instance of a process (i.e., a case).

Various performance metrics can be computed from a log, including: waiting
time – the time-span from the moment the activity is enabled until the starting
of the corresponding event; processing time – the time-span between beginning
and end of the event; cycle time – the difference between the end time and start
time of a case; and resource utilization – the ratio between the time a resource
is busy executing activity instances, divided and its total availability time.

4 Simulation Models with Differentiated Resources

To lift the limitations imposed by assumptions A1–A3 (cf. Sect. 1), we propose
an approach to BP simulation with differentiated resources. In this simulation
model, the notion of resource pool is replaced by that of resource profile. Like a
resource pool, a resource profile models a set of resources that share the same
availability calendar. However, unlike classic BP simulation models, an activity
in a process model may be assigned to multiple resource profiles and the same
resource profile may be shared by multiple pools. For example, in a claims han-
dling process, there may be a resource profile for junior claims handler, another
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for senior claims handler and a third for lead claims handler, each with different
calendars. Activity Analyze claim may be assigned to junior claims handler and
senior claims handler, i.e., an instance of Analyze claim may be performed by
a junior or by a senior claims handler. Meanwhile, activity Assess claim may
be assigned to senior claims handler and lead claims handler. Finally, activ-
ity Approve large claim may be assigned to lead claims handler, i.e., only lead
claims handlers may perform this activity. Another difference is that in a classic
simulation model, each activity is mapped to a distribution of processing times.
Meanwhile, in a simulation model with differentiated resources, the distribution
of processing times depends not only on the activity, but also on the resource
profile. Thus, the distribution of processing times of the activity Analyze claim
when assigned to a junior claims handler is different than when assigned to a
senior claims handler, e.g., seniors may be faster, on average, than juniors.

Definition 3 (BP simulation model with differentiated resources). A
BP simulation model with differentiated resources DSM is a tuple <E,A,G, F,
RProf, BP,AT,AC>, where E,A,G are the sets of events, activities, and gate-
ways of a BPMN model, F is the set of directed flow arcs of a BPMN model,
and the remaining elements capture simulation parameters as follows:

1. RProf = {r1, ..., rn} is a set of resource profiles, where n is the number of
resources in the process, and each resource r ∈ R is described by:
– Alloc (r) = {α | α ∈ A} is the set of activities that r can execute,
– Perf (r, α) = R ×Am → Pm(R+) is a mapping from the resource r to a

list of density functions over positive real numbers, corresponding to the
distribution of processing times of each activity α ∈ Alloc, with m being
the number of activities that r can perform,

– Avail(r) is the calendar (a set of intervals) in which the resource r is
available to perform each activity α ∈ Alloc,

– Cost(r) is the cost of the resource r per time unit (e.g., hour)
2. BP, AT, and AC are defined as in Definition 1.

The key difference between Definition 3 and Definition 1 is that instead of
mapping each activity to a pool, Definition 1 maps each resource profile to the
set of activities, and for each activity, it captures the corresponding probability
density function of processing times. Note that a classic simulation model can be
converted into a model with differentiated resources by mapping each resource
pool to one resource profile. However, a scenario where an activity is assigned to
multiple resource profiles cannot be captured as a classic simulation model. Note
also that if every resource profile has a size of one (i.e., one profile per resource),
each resource may have different performance and availability. In Sect. 5, we
focus on discovering such models with individualized resources.

The operational semantics of simulation models with differentiated resources
is captured by Algorithm 1. This algorithm takes as input a simulation model
DSM according to Definition 3, the number pCases of process instances to sim-
ulate, and the timestamp startAt of the beginning of the simulation. Like in a
classic BP simulation engine, the simulation produces a log and the performance
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Algorithm 1. Snippet of processes simulation with differentiated resources
1: function SimulateProcess(DSM , pCases, startAt)
2: for each resource r ∈ DSM do
3: readyAt[r] ← minFrom(Avail , startAt)

4: diffResQ ← DiffResourceQueue (Alloc, Avail, SortingCriteria= min(readyAt))
5: evtQ ← GenerateAllArrivalEvents (pCases, DSM , AT, AC)
6: while evtQ not empty do
7: e ← PopEvent(evtQ)
8: e[r] ← PopResource(diffResQ, e[α])
9: e[τs] ← max(e[τ0], readyAt[e[r]])

10: e[τc] ← e[τs] + IdleProcessingTime (e[τs], e[r], e[α], Avail, Perf)
11: readyAt[e[r]] ← e[τc] + IdleT ime(r, Avail, e[τc])
12: UpdateResourceAvailability(diffResQ, e[r])
13: UpdateSimulatedEventLog(e)
14: state, enabled ← UpdateProcessState(e[α], e[pState], DSM , BP)
15: for each α′ ∈ enabled do
16: nE ← Event(α = α′, τ0 = e[τc], pState = state)
17: EnqueueEnabledEvent(evtQ, nE)

indicators in Sect. 3. Due to space limitations, we illustrate steps related to the
generation and update of the simulation events, focusing on the functions in Def-
inition 3, but omitting the details of the data structures and algorithms required
to handle the event logs, calendars, scheduling, and estimation of performance
indicators.

The first issue to handle in models with differentiated resources is that they
can be shared among several tasks. Unlike undifferentiated models, which allow
only one pool per activity, multiple resource profiles may be allocated to each
activity in differentiated scenarios. To address this, we use a multi-queue data
structure named DiffResourceQueue, initialized in line 4. The queue groups
the resources by activities according to function Alloc, restricting allocated
resources to the remaining shared activities. Besides, resources are sorted in
the queue according to a priority function SortingCriteria given as input.
By default, the resource sorting criteria consider the minimum timestamp in
which each resource will be ready to perform an activity, i.e., stored in the map
readyAt. Thus, the values in the map readyAt (initialized in lines 2–3) are calcu-
lated considering the resources working calendars, given by the function Avail,
and the periods in which resources are busy performing activities during the
simulation. The support for multiple sorting criteria in DiffResourceQueue
opens many options for prioritizing and sorting resources following different cri-
teria, e.g., allocate resources according to their expertise given some conditions.

Next, function GenerateAllArrivalEvents in line 5 produces the initial
event (see Definition 2) of each process case to simulate, i.e., according to the
arrival time distribution AT, in the intervals defined by the arrival calendar
AC. The queue evtQ stores and retrieves all the simulated events according
to the timestamp in which the corresponding activity α was enabled. Then the
simulation proceeds until there is not enabled event in evtQ (line 6). We are using
the notation e[r], e[α], e[τ0], e[τs] and e[τc] referring respectively to the resource
allocated, activity name, enabling, starting and completing times of the event e
(see Definition 2). Additionally, e[pState] represents the marking over the flow-
arcs of the corresponding process instance at the moment of the event creation.
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This marking simulates the token game as specified in the BPMN standard. For
each process instance created by the function GenerateAllArrivalEvents,
it generates tokens that traverse the flow-arcs in the model until reaching the
end event in the BPMN model. An element in the control flow becomes enabled
when one or many tokens arrive at its incoming flow-arcs (i.e., according to the
element execution semantics). Similarly, the execution of an enabled element
consumes the incoming tokens, generating new ones on its outgoing flow-arcs.

The queue evtQ only stores enabled events. Thus, the attributes e[r], e[τs]
and e[τc] are determined and updated once the corresponding event is popped
from evtQ, i.e., the event is then executed. In lines 7–8 of Algorithm 1, the event
with the lowest enabling timestamp in evQ is allocated to a resource, according
to availability and allocation criteria passed to the resources queue diffResQ,
i.e., selecting the participant being available the earliest as default criteria.

When the event is enabled, the allocated resource may not be according to
their calendar (and vice-versa). Thus, the starting timestamp of the event relies
on both task and resource availability (line 9). Next, in line 10, the completion
timestamp is calculated by the function IdleProcessingTime which adjusts
the ideal processing time (if the resource works in the task without interruption
according to Perf), plus the time the resource may rest from their calendar in
Avail. Similarly, function IdleTime calculates the next timestamp the resource
is available after completing the task, updating the resource queue accordingly
(lines 11–12). Finally, lines 14–17 update the process state, retrieving the activ-
ities enabled after executing the current event, queuing them as events in evtQ
with enabling time equal to the completion time of the previous event.

5 Discovering Differentiated Resources Profiles

This section proposes an approach to discover simulation models with differen-
tiated resources described in Sect. 4. Due to space limitations, we focus only
on the main steps to discover differentiated resource profiles from event logs,
i.e., to model each resource performance and availability independently. Before
describing our proposal, Definition 4 formalizes the weekly calendars, followed
by Definition 5 introducing some notations we will use across this section.

Definition 4. A weekly calendar ̂C is binary relation W × Δ between the
set of weekdays, W = {Monday, ..., Sunday}, and a set of time granules
Δ = {δ1, ..., δn} where

⋂n
i=1 δi = ∅. Each time granule δi ∈ Δ is a sorted

pair of time points <τw
s , τw

c >, such that τw
s , τw

c = <hour,minute, second>,
hour ∈ [0, ..., 23], minute, second ∈ [0, ..., 60], and τw

s ≤ τw
c . A calendar entry κ

is a tuple <ω, τw
s , τw

c > representing a time interval for a given day. For example,
κ = <Monday, 08:15:00, 12:00:00> describes Monday from 08:15 to 10:30.

Definition 5 (Notations).

– Given an event log L: E is the set of all the events in L, R and A are,
respectively, the sets of resources and activities in any event e ∈ E. Besides,
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Ar = {α ∈ A | ∃ e ∈ E, r ∈ R,α ∈ A : r, α ∈ e}, and Er= {e ∈ E | r ∈
R ∧ r ∈ e} are the set of activities and events executed by the resource r,
respectively. With, Eα = {e ∈ E | α ∈ A ∧ α ∈ e} being the set of events,
which are instances of the activity α, and Er,α = {e | e ∈ Er ∩ Eα} the set of
instances of α executed by the resource r.

– Γ is function mapping a timestamp in the event log into a calendar entry
κ = <ω, τw

s , τw
c >, where <τw

s , τw
c > spans n minutes. Specifically, Γ retrieves

an interval of size n containing the timestamp received as input. Note that,
Γ retrieves intervals assuming that days are split into intervals of equal size
n starting from the 00 : 00 : 00 h, e.g., from n = 15min days are split as
[00 : 00 : 00 − 00 : 15 : 00), [00 : 15 : 00 − 00 : 30 : 00), ..., [23 : 45 : 00 − 00 :
00 : 00). For example, consider a calendar with time intervals of 15min, for
the timestamp 2022 − 01 − 01T08 : 12, the function Γ returns the calendar
entry candidate <Saturday,<08, 00, 00>,<08, 15, 00>>.

– Ωn
r = {κm(κ) | ∀<τs, τc> ∈ Er, n > 0, κ = Γ (τs, n) ∧ κ = Γ (τc, n)} is a

multi-set of calendar entry candidates of duration n mapped from the starting
and ending timestamps of each event executed by the resource r, with the
supra-index m(κ) being the number of calendar entries κ in Ωn

r .
– Ωn

r,α = {κm | κ ∈ Ωn
r ∧ α ∼ κ, n > 0} is the subset of Ωn

r containing all
the calendar entry candidates that are instances of the activity α, with ∼
representing that an instance of α occurred in the calendar entry κ.

To discover resource availability calendars, we take inspiration from the app-
roach in [9], which discovers repetition patterns from a set of time granules with
a certain level of confidence and support. The latter approach assumes time
intervals that are covered entirely. This condition does not hold when discovering
working intervals of a resource, since the event log shows only the start and com-
pletion timestamps of each event, and gives no information about what happens
in two timestamps. Also, the start of an event is conditioned by the enablement
of the related activity, i.e., a resource can be available but still needs to wait to
start an activity until it becomes enabled in the process. Thus, we redefined the
confidence and support metrics in [9] to discover calendars over time granules not
fully described by the input data. Furthermore, we filter the resources with low
frequency according to their relative participation, to exclude external resources
(i.e., resource who seldom participate in the process), as there is insufficient data
to discover availability calendars for such resources individually.

Other approaches such as [12] can be used to discover resource availability
calendars. In this latter work, the authors use the activity waiting and processing
times of each activity to estimate the intervals resources are available according
to an input event log. Thus, [12] assumes that available resources will work as
soon as an activity is enabled, and they keep working during the entire activ-
ity’s execution interval (without any break). In this paper, do not make this
assumption. Instead, we only assume that the resource was working when the
activity instance starts and when it completes, and in-between, we consider that
the resource may or may not be working. In any case, the calendar discovery
approach in [12] could be used as an alternative to the approach presented here.
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Definitions 6, 7, and 8 describe, respectively, the metrics of confidence, sup-
port, and resource participation we use to filter and discover the resource pro-
files. The metrics retrieve a real number between 0 (worst assessment) and 1,
the best possible value. The activity-conditional confidence, given a calendar
entry κ = <ω, τw

s , τw
c > related to an activity α, measures the ratio between the

number of times α was started or completed on the weekday ω between τw
s and

τw
c , divided by the total of weekdays ω that α occurred. For example, it mea-

sures from every Monday a resource was observed executing a given activity,
how often it happened between 8:00 AM–8:15 AM. Definition 6 generalizes the
metric to a set of tasks executed by a resource in the same time granules as the
maximum between the individual value computed for each activity. The support
metric computes from all the timestamps a resource was active in the log, what
ratio is covered by some calendar entry. Finally, the participation metric esti-
mates the ratio of events performed by a resource compared with the number
of events executed by the most frequent resource. The comparison is relative to
the activities each resource can perform. For example, resources r1 and r2 may
execute 10 and 1000 events, respectively. If we compare r1 and r2 globally, then
r1 has a participation ratio of 0.01 compared to r2. However, if r1 and r2 execute
different activities, and if r1 is the only executing all the instances of an activity,
the relative ratio is 1.0 as r1 is relevant to the activity r1 performs alone.

Definition 6. Confidence(r, κ) =
max

α∈Ar,α∼κ
|Ωn

r,α|
|{ωm | ω∈W ∧ ω∈Ωn

r,α}| computes the
activity-conditioned confidence of a calendar entry κ = <ω, τw

s , τw
e >. The multi-

set in the fraction denominator computes how many times each activity α was
executed on the weekday ω.

Definition 7. Support(r, ̂C) = |{κm | κ∈Ωn
r ∧κ∈ ̂C}|

|Ωn
r | computes the support of a

given calendar ̂C, where the multi-set in the fraction numerator computes how
many calendar entries κ from the multi-set of candidates Ωn

r are covered by ̂C.

Definition 8. RParticipation(r) =
∑

α∈Ar
|Er,α|

∑

α∈Ar
max
r′∈R

|{Er′,α}| computes the relative

participation of a resource r. The fraction numerator computes the number of
events executed by r. The denominator sums up all the events executed by each
resource who executed the most events for each activity executed by r.

Algorithm 2 captures the main steps to calculate differentiated resource pro-
files. It takes as input an event log, a BPMN model, the size n of the granules in
the calendar, the desired support, confidence, and participation values, and the
minimum number of data points required to infer the processing-time distribu-
tions. Line 2 extracts from the log the sets and multi-sets described in Defini-
tion 5, followed by the initialization of the mappings Alloc, Avail and Perf
in Definition 3. Lines 4–9 discard the resources with low relative participation
(Definition 8), storing (in the mapping Avail) the discovered calendars of each
resource over the required threshold. Function ExtractCalendarEntries, in
line 5 transforms the timestamps in which each resource was active into calendar
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Algorithm 2. Resource Profiles Discovery (from event logs)
1: function DiscoverResourceProfiles(L, DSM , n, dSupp, dConf , dPart)
2: ParseEventLog(L) � To extract sets and multi-sets in Def. 5
3: Alloc, Avail, Perf ← ∅, ∅, ∅
4: for each r ∈ R do
5: Ωn

r ← ExtractCalendarEntries(Er, Γ , n)
6: if RParticipation(r) ≥ dPart then
7: Avail[r] ← DiscoverCalendar(Ωn

r , dSupp, dConf)
8: else
9: Avail[r] ← ∅

10: for each α ∈ A do
11: discarded ← ∅
12: for each r ∈ R : Avail[r] = ∅ and Er,α 	= ∅ do
13: discarded.Add(Er,α)

14: jointR ← MaxDisjointIntervals(discarded)
15: for each r ∈ jointR do
16: Ωn

r ← ExtractCalendarEntries(jointR, Γ , n)

17: ̂C ← DiscoverCalendar(Ωn
r , dSupp, dConf)

18: if ̂C 	= ∅ then

19: Avail[r].Add( ̂C)

20: if IsUnallocated(α) then
21: BuildUnrestrictedCalendar(jointR, Avail)

22: for each r ∈ Avail : Avail[r] 	= ∅ do
23: Alloc[r] ← Ar

24: for each α ∈ A do
25: Perf[α].Add(DiscoverProcessingTimes(Eα, R))

26: return Alloc, Avail, Perf

Algorithm 3. Calendar Discovery
1: function DiscoverCalendar(Ωn

r , dSupp, dConf)

2: ̂C, discarded ← ∅, ∅
3: for each <ω, τw

s , τw
c > ∈ Ωn

r do
4: if Confidence(<ω, τw

s , τw
c >, Ωn

r ) ≥ dConf then

5: ̂C.Add(<ω, τw
s , τw

c >)
6: else
7: discarded.Add(<ω, τ̂s, τ̂c>)

8: if Support( ̂C, Ωn
r ) < dSupp then

9: SortMultisetByMultiplicity(discarded[r], order=decreasing)
10: for <ω, τw

s , τw
c > ∈ discarded do

11: ̂C.Add(<ω, τw
s , τw

c >)
12: discarded.Remove(<ω, τw

s , τw
c >)

13: if Support( ̂C, Ωn
r ) ≥ dSupp then

14: break
15: return ̂C

Algorithm 4. Processing Time Distribution Discovery
1: function DiscoverProcessingTimes(Eα, R, binSize = 50)

2: ̂D ← ∅
3: pendingResources ← ∅
4: for each r ∈ R do
5: if |Er,α| ≥ binSize then

6: ̂D[r] = BestFittedDistribution(Er,α, Alloc, binSize)
7: else
8: pendingResources.Add(r)

9: jointD ← BestFittedDistribution(Eα, binSize)
10: for each r ∈ pendingResources do

11: ̂D[r] ← jointD

12: return ̂D
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entries according to Γ (cf. Definition 5). Function DiscoverCalendar in line
7 is described by Algorithm 3.

To discover a calendar, Algorithm 3 receives a multi-set of calendar entry
candidates of a given resource r. Then, lines 3–7 iterate over each candidate,
adding those with confidence above dConf in the calendar ̂C, discarding the
remaining ones. Next, line 8 verifies if the calendar achieved the required support
dSupp. If not, the algorithm adds the most frequent entries until reaching the
required support (lines 9–14). Thus, the algorithm relies on confidence only to
filter potential outliers among the entry candidates, prioritizing that the calendar
always covers the ratio of timestamps described by the support.

Filtering the resource and calendar entries in lines 6–7 of Algorithm 2 may
cause the coverage of some tasks to become too low. As a result, an activity
that is executed rarely or that is executed by external resources (i.e., resources
from outside the organization, who seldom participate in the process) can lose all
their resources, if none of them fulfills the participation threshold. This issue is
addressed by Algorithm 2 in lines 10–21 by grouping the events of the removed
resources related to each activity and assigning them to aggregated resources.
Function MaxDisjointIntervals takes those grouped events and: (1) Sort
them in ascending order of their start times τs, (2) add event e′ with the highest
τs, deleting all events whose time interval intersects e′, (3) repeat (1)–(2) until no
intervals remain. Next, an aggregated resource is created from each set of events
retrieved. The calendar of the aggregated resource is built from the maximal set
of mutually disjoint time intervals [4], i.e., by grouping the calendar entries that
were discarded due to low confidence. Then, lines 15–19 create a calendar for
each aggregated resource. If none fulfills the confidence and support requirement,
lines 20–21 retrieve a single calendar as an aggregation of all the discarded events
of the related activity without checking for confidence and support values.

Lines 22–23 of Algorithm 2 allocate, to each discovered resource, the activi-
ties executed by them in the event log. Then, function DiscoverProcessing-
Times (line 25) estimates the differentiated resource performance as described
in Algorithm 4, which from every pair activity resource (lines 4–5), validates the
number of events extracted fulfills a certain level of significance binSize (above 50
by default). Resources below the threshold binSize are grouped, with their per-
formance discovered as an aggregation of all their events (lines 7–11). Function
BestFittedDistribution adjusts each event duration by the calendar of the
corresponding resource. Then, it builds a histogram from the event durations and
applies curve-fitting to find a probability distribution, from a library of distribu-
tions, that best approximates the histogram (the one with lowest residual sum).

6 Implementation and Evaluation

We implemented the proposed approach as an open-source (Python-based) sim-
ulation engine, namely Prosimos, available at https://github.com/Automated
ProcessImprovement/Prosimos. Prosimos supports the simulation of processes
with an unpooled allocation model and differentiated availability and perfor-
mance as per Sect. 4. Besides, it provides a component to automatically discover

https://github.com/AutomatedProcessImprovement/Prosimos
https://github.com/AutomatedProcessImprovement/Prosimos
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Table 1. Characteristics of the business processes used in the experimentation.

LO-SL/ LO-SH/ LO-ML/ LO-MH/ P-EX/ PRD/ C-DM/ INS/ BPI-12/ BPI-17

Traces 1000 1000 1000 1000 608 225 954 1182 8616 30 276

Events 9844 9782 9768 9569 9119 4503 4962 23 141 59 302 240 854

Activities 15 15 15 15 23 23 18 11 8 9

Resources 19 19 34 34 47 54 337 125 68 141

Simulation Time 1.27 1.24 1.25 1.24 1.07 0.72 0.73 1.29 10.32 41.97

a simulation model with differentiated resources from an event log, as described
in Sect. 5. Prosimos takes as input a BPMN process model with simulation
parameters as per Definition 3 (encoded in JSON format). Like other simulation
engines, Prosimos produces an event log and a set of performance indicators
such as waiting, processing, and cycle times, and resource utilization.

Using Prosimos, we conducted an empirical evaluation aimed at answer-
ing the following sub-questions derived from the question posed in Sect. 1: EQ1
What impact does unpooled resource allocation have compared to pooled allo-
cation? EQ2 What impact does differentiated resource performance have com-
pared to undifferentiated performance? EQ3 What impact does differentiated
resource availability have compared to undifferentiated availability?

Datasets. We use five simulated (synthetic) logs and five real-life ones. Since our
proposal does not deal with process model discovery, we use the BPMN models
generated from the input logs using the Apromore open-source platform,2, which
we manually adjusted to obtain 90% replay-based fitness. Table 1 gives descrip-
tive statistics of the employed logs, including number of traces and events and
number of activities and resources. Row “simulation time” shows the average
execution times (in seconds) across five simulation runs.

The first four event logs were obtained by simulating a Loan Origination
(LO) process model using Apromore. The model contains 15 tasks assigned to 5
resource pools. We first simulated the model by assigning the same calendar to
all resource pools. Using this single-calendar (S) model, we generated two logs:
one where the resource utilization of each pool is around 50% (Low Utilization
– L) and another with a resource utilization of 80% (High Utilization – H). The
simulation parameters of the H model were identical to the ones of the L model,
except that we adjusted the case arrival rate to obtain higher resource utilization.
To test the techniques in the presence of multiple calendars, we simulated the
same model after assigning different (overlapping) calendars to each of the five
resource pools. We simulated this multi-calendar (M) model twice: once with
a low utilization (L) and once with high utilization (H). This procedure led to
four simulated logs: LO-SL, LO-SH, LO-ML, LO-MH. The fifth log (purchasing-
example (P-EX)) is part of the academic material of the Fluxicon Disco tool.3

The first real-life log (PRD) is a log of a manufacturing process.4. The second
and third are anonymized real-life logs from private processes. The C-DM comes
2 https://apromore.com.
3 https://fluxicon.com/academic/material/.
4 https://doi.org/10.4121/uuid:68726926-5ac5-4fab-b873-ee76ea412399.

https://apromore.com
https://fluxicon.com/academic/material/
https://doi.org/10.4121/uuid:68726926-5ac5-4fab-b873-ee76ea412399
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from an academic recognition process executed at a Colombian University. The
INS log belongs to an insurance claims process. The fourth real-life log is a
subset of the BPIC-2012 log5 – of a loan application process from a Dutch
financial institution. We focused on the subset of this log consisting of activities
that have both start and end timestamps. Similarly, we used the equivalent
subset of the BPIC-2017 log6, which is an updated version of the BPI-2012 log
(extracted in 2017 instead of 2012). We extracted the subsets of the BPI-2012
and BPI-2017 logs by following the recommendations provided by the winning
teams of the BPIC-2017 challenge.7

Experiment Setup and Goodness Measures. To address questions EQ1–EQ3, we
discovered five simulation models from each log using the following approaches:

– SP-NP-NA corresponds to an unpooled allocation with undifferentiated per-
formances and availability. We allocate the resources into a single pool, where
each resource can execute the same activities as in the log. The resources share
an aggregated calendar built from the entire log. The processing time of each
activity is discovered by aggregating all its instances without considering the
resource who executes them.

– MP-NP-NA represents a pooled resource allocation with undifferentiated
resource profiles. Resources are grouped into disjoint pools assigned to one or
several activities according to [5]. Each resource pool shares a single calendar
and shares processing time distribution functions for each related activity,
i.e., built by aggregating the events of the resources in the pool.

– MP-DP-NA is a pooled resource allocation with differentiated performance
and undifferentiated availability. We retain the pools and calendars discov-
ered for MP-NP-NA. However, we extract differentiated processing time
distributions for each pair activity-resource.

– MP-NP-DA is pooled resource allocation with undifferentiated performance
and differentiated availability. We retain the pools and processing-time dis-
tributions discovered for MP-NP-NA. However, we extract a differentiated
calendar from the activity instances of each resource in the pool.

– SP-DP-DA corresponds to the unpooled resource allocation with differenti-
ated resources and performances proposed in this paper.

We assessed the goodness of the discovered models by simulating them using
Prosimos and measuring the distance between the simulated logs and the orig-
inal ones. Camargo et al. [5] propose several measures to assess the goodness
of simulation models discovered from data. These measures cover two dimen-
sions: the control-flow and the temporal dimension. The techniques proposed in
this paper do not affect the control flow. They only deal with resource perfor-
mance and availability. Accordingly, we evaluate them using temporal measures.
In line with [6], we compare simulated and real logs by extracting temporal

5 https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f.
6 https://doi.org/10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b.
7 https://www.win.tue.nl/bpi/doku.php?id=2017:challenge.

https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
https://doi.org/10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b
https://www.win.tue.nl/bpi/doku.php?id=2017:challenge
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histograms from each log and computing the Earth Movers’ Distance (EMD)
between these histograms. We use two EMD metrics, namely EMD-CT and
EMD-WR. EMD-CT compares the distributions of cycle time of the traces
in the logs. This metric captures to what extent the total durations produced by
the simulation model resemble those in the real log. To calculate the EMD-CT,
we group the cycle times in the real log into 100 equidistant bins. Then, we
discretize the simulated log by grouping the cycle times of its traces into bins
of the same width as those of the real log. We then measure the EMD between
these histograms. The second metric (EMD-WR) compares the distribution of
timestamps of the events in the two logs. This measure allows us to assess if
the simulated and the real log capture similar work rhythms. To calculate the
EMD-WR, we transform each log into a histogram by extracting the start and
end timestamps of each event in the log, and we group the resulting set of times-
tamps by hour. We then calculate the EMD between the resulting histograms.

The EMD is defined on an absolute dataset-dependent scale. Thus, EMD
distances should not be used to compare the performance of the approach across
multiple logs. Below, we use the EMD metrics to assess the relative performance
of multiple simulation discovery approaches within a given dataset.

The selection of parameters for simulation model discovery may impact the
accuracy. Choosing a small granule size, e.g., n = 60 s, may lead to a fragmented
calendar with many intervals. Conversely, a large value, e.g., n = 24 h, may
lead to unrealistic calendars in which resources are always available. With a
low support threshold, the algorithm may discard many timestamps in the log,
leading to low coverage of the observed events. To mitigate these issues, we run a
grid search over a range of parameters to find a configuration with low confidence
(to filter outliers), high support (to cover a representative set of events), and mid-
to-low resource participation (to discard resources that rarely participate in the
process). The grid search returned a granule size of 60 min for all experiments.
The confidence values ranged from 0.1 to 0.5, and the support and resource
participation ranged between 0.5 and 1.0.

Results. Tables 2 and 3 show the results of the EMD-CT and EMD-WR met-
rics, respectively. The results of the SP-NP-NA models illustrate that unpooled
resource allocations with undifferentiated resource profiles yield, on average, poor
results on both metrics. This suggests that undifferentiated availability and per-
formance may lead to less accurate results, especially when resources have con-
siderable differences in availability and performance. Another drawback of this
unpooled approach, due to the activities sharing resources, is that resources
may become busy executing an activity that they execute rarely. Thus, increas-
ing the waiting times of other shared activities (with higher frequencies) due
to the unavailability of the resource. This problem may have more impact on
processes with external resources. Still, these unpooled resource allocations with
undifferentiated resources may perform well in processes where resources have
similar calendars and performance, as shown in the BPI challenge logs.

Comparing the pooled models MP-NP-NA, MP-DP-NA, and MP-NP-
DA is not straightforward. On average, they exhibited better results than the
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Table 2. Results of the EMD-CT metric.

LO-SL/ LO-SH/ LO-ML/ LO-MH/ P-EX/ PRD/ C-DM/ INS/ BPI-12/ BPI-17 Mean

SP-NP-NA 4.49 3.83 15.77 35.1 17.54 21.73 10.53 11.24 10.04 3.95 13.42

MP-NP-NA 3.77 3.58 4.64 14.44 15.11 17.2 10.53 11.28 9.99 3.94 9.45

MP-DP-NA 3.65 4.15 7.35 17.72 15.54 18.1 10.53 11.23 9.98 3.95 10.22

MP-NP-DA 4.31 6.06 4.64 8.5 10.49 18.32 10.02 11.25 6.55 3.85 8.4

SP-DP-DA 2.19 1.82 2.44 4.9 10.26 7.32 8.83 3.33 3.84 1.32 4.63

Table 3. Results of the EMD-WR metric.

LO-SL/ LO-SH/ LO-ML/ LO-MH/ P-EX/ PRD/ C-DM/ INS/ BPI-12/ BPI-17 Mean

SP-NP-NA 491.4 264.5 341.4 195.1 1728.8 511.9 302.7 9244.1 2510.3 5177.0 2076.7

MP-NP-NA 375.1 276.2 369.5 64.5 1755.7 518.0 254.8 9176.4 2545.8 5141.5 2047.8

MP-DP-NA 507.5 207.6 344.2 64.9 1722.7 447.5 266.9 9178.5 2518.9 5134.5 2039.3

MP-NP-DA 402.5 273.1 388.5 169.5 1807.7 467.1 347.1 9384.5 2638.4 5129.9 2100.8

SP-DP-DA 378.4 273.5 331.3 76.7 1692.2 216.8 238.7 8510.9 2628.9 5277.4 1962.5

unpooled and undifferentiated model SP-NP-NA. The latter is a consequence
of the pooled models preventing the issue of resources allocated to low-frequency
tasks (outliers), but at the cost of not modeling processes with resources shared
among tasks. Also, in pooled models, the similarity criteria used to group the
resources adjust the data points to discover the aggregated calendars and pro-
cessing time distributions, leading to more accurate approximations. The exper-
iment shows that, on average, the model MP-NP-DA gets better values for
the EMD-CT metric than the models MP-NP-NA and MP-DP-NA. Sug-
gesting that a pooled model with differentiated availability and undifferentiated
performance approximates trace cycle times better than the baseline of pooled
allocation with undifferentiated resources. In contrast, the pooled model with
undifferentiated availability and differentiated performance MP-DP-NA per-
forms better on the metric EMD-WR than MP-NP-DA and MP-NP-NA.

As highlighted in Table 2, the unpooled model SP-DP-DA with fully differ-
entiated performance and availability yields the best results w.r.t. metric EMD-
CT. On average, the values achieved by SP-DP-DA are twice better than MP-
NP-NA and almost three times better than SP-NP-NA. This shows that fil-
tering resources with low resource participation (Definition 8), combined with
differentiated modeling of performance and availability, heightens the temporal
accuracy of the discovered simulation models. With respect to metric EMD-
WR (Table 3), the unpooled models with differentiated resource performance
and availability exhibited the best average results. Here, differences are not as
significant as with the cycle time estimations. However, unlike with the EMD-
CT, histograms built for the metric EDM-WR are also impacted by the inter-
arrival times discovered. For example, assume the discovered inter-arrival inter-
vals would produce more dispersed starting events in the simulation than in the
actual process. Consequently, it may lead to a shift in the timestamps of the sub-
sequently simulated events. The EMD-WR metric compares the exact times-
tamps in which each event occurs. Then, a shift of those events may have a more
significant impact on the metric evaluation than in the EMD-CT metric, which
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compares the trace durations without taking into account the exact timestamps
involved. The inter-arrival time discovery is orthogonal to the primary goal of this
paper, thus, kept as future work [10].8

To summarize, with respect to question EQ1, unpooled models offer the
best results. However, as expected, these models perform poorly when the pro-
cess involves homogeneous resource pools. Regarding questions EQ2–EQ3, the
experiments show that, on average, models with differentiated performance yield
better results (w.r.t. replicating the work rhythm) than undifferentiated models.
Conversely, models with differentiated availability are able to better replicate the
cycle times. If we only take into account one dimension at a time (differentiated
performance or availability), we do not observe significant accuracy improve-
ments (w.r.t. to models with undifferentiated resources). Instead, the experi-
ments show that modeling differentiated performance and availability together
yield the most visible improvements, both when it comes to replicating the cycle
time distribution and the work rhythm.

Threats to Validity. The evaluation reported above is potentially affected by
the following threats to validity: (1) Internal validity : the experiments rely
only on ten events logs. The results could differ on other datasets. To mitigate
this limitation, we selected logs with different sizes and characteristics and from
different domains. (2) Construct validity : we used two measures of goodness
based on histogram abstractions. The results could be different if we employed
other measures, e.g. similarity measures between time series based on dynamic
time warping. (3) Ecological validity : the evaluation compares the simulation
results against the original log. While this allows us to measure how well the
simulation models replicate the as-is process, it does not allow us to assess the
accuracy improvements of using differentiated resources in a what-if setting, i.e.,
predicting the performance of the process after a change.

7 Conclusion

The paper outlined an approach to discover simulation models where each
resource may have its own performance profile (differentiated performance) and
its own calendar (differentiated availability). The paper empirically shows that
models with differentiated performance and availability produce simulation logs
that are closer to the actual logs from which the simulation model is discovered.

The proposal has a few limitations that warrant further research. First, to
estimate inter-arrival times, it applies curve-fitting to the data series consisting of
the start time of the first activity instance of each trace. However, the actual case
creation time may be earlier than the start time of the first activity instance. This
limitation may be tackled by using specialized approaches such as the one in [10].
Second, the approach to discover availability calendars is designed to discover

8 We estimate the inter-case arrival distribution by applying curve-fitting to the data
series consisting of the start time of each trace. Branching probabilities are estimated
by replaying the log over the model and counting the conditional flow traversals.
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calendars with weekly periodicity. In practice, the availability of a resource may
vary across the year (e.g. different availability in summer months than in winter
ones), or across a month (e.g., different availability at the start than at the
end of a month). Another future work direction is to discover calendars with
more complex periodicity. Third, the approach for calendar discovery relies on
three parameters: confidence, support, and resource participation. In the current
implementation, we apply a grid search over narrow parameter ranges to find an
optimal configuration. Another future work direction is to enhance the approach
with a hyperparameter tuning algorithm to explore large configuration spaces.

Reproducibility. The experiments on public datasets may be reproduced
by cloning the repository https://github.com/AutomatedProcessImprovement/
Prosimos (tag bpm2022) and following the instructions given thereon.
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Abstract. Object-centric event logs have recently been introduced as a means to
capture event data of processes that handle multiple concurrent object types, with
potentially complex interrelations. Such logs allow process mining techniques to
handle multi-object processes in an appropriate manner. However, event data is
often not yet available in this new format, but is rather captured in the form of
classical, “flat” event logs. This flat representation obscures the true interrela-
tions that exist between different objects and associated events, causing issues
such as the well-known convergence and divergence of event data. This situation
calls for support to transform classical event logs into object-centric counterparts.
Such a transformation is far from straightforward, though, given that the infor-
mation required for object-centric logs, such as explicitly indicated object types,
identifiers, and properties, is not readily available in flat logs. In this paper, we
propose an approach that automatically uncovers object-related information in
flat event data and uses this information to transform the flat data into an object-
centric event log according to the OCEL format. We achieve this by combining the
semantic analysis of textual attributes with data profiling and control-flow-based
relation extraction techniques. We demonstrate our approach’s efficacy through
evaluation experiments and highlight its usefulness by applying it to real-life event
logs in order to mitigate the quality issues caused by their flat representation.

Keywords: Process mining · Object-centric event logs · Semantic analysis

1 Introduction

Process mining focuses on the analysis of event data recorded by information systems
in order to gain insights into the true behavior of organizational processes [1]. This
behavior is captured in event logs, i.e., sequences of events that denote the execution of
activities in the process. Traditional process mining techniques assume that each event
in the log refers to exactly one case, represented by a single unambiguous case notion.
To define this case notion, researchers commonly choose the main object type that is
handled by the process, e.g., a request or an application.

However, defining a single unambiguous case notion becomes problematic if the
process handles multiple concurrent object types, with potentially complex interrela-
tions. For example, in an order handling process, multiple items can be part of one
c© Springer Nature Switzerland AG 2022
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order and multiple orders can be shipped in one package. For such a process, there is
no main object type to serve as an unambiguous case notion. Instead, one is forced
to select an imperfect object type for this purpose, such as an order, and represent the
event data accordingly. Once the log is recorded from this perspective, the informa-
tion related to the other object types is lost, though. It is hence impossible to switch
perspectives between object types or to analyze the relations between different objects
in the process. Moreover, this “flat” recording leads to spurious behavioral relations
in the log [2], which, for example, distort the results of automated process discovery
techniques [12].

To overcome these issues, researchers recently introduced object-centric event logs,
which can capture multiple types of concurrent objects in the process [2]. These object-
centric logs allow process mining techniques to handle multi-object processes in a more
appropriate manner. However, there is an abundance of event data captured in the form
of classical, “flat” event logs, without access to the original data source from which
these logs were extracted (cf. [8,9]). In this case, the only option is to transform the
flat event logs into object-centric ones. Such a transformation is far from straightfor-
ward, because it requires knowledge about which object types occur in the event log,
which object instances exist with which properties, and how these instances relate to
the events. This information is to a certain extend contained in flat event logs, but in
an unstructured, i.e., hidden way. Uncovering this information manually is a tedious
and time-consuming task, considering the complexity of real-life logs, with dozens
of attributes and thousands of events. Hence, the transformation from flat into object-
centric event logs needs to be supported automatically.

Therefore, we propose an approach that automatically uncovers object-related infor-
mation in flat event data and uses this information to transform the flat data into an
object-centric event log according to the OCEL format [13]. For this purpose, our app-
roach combines the semantic analysis of textual attributes in the flat event log with data
profiling and control-flow-based relation extraction. In the following, Sect. 2 first illus-
trates the challenges that our approach needs to address, before we define preliminaries
in Sect. 3. Our approach itself is presented in Sect. 4. Section 5 describes our evalua-
tion, which shows that our approach is able to accurately rediscover flattened OCEL
logs and can effectively mitigate quality issues in real-life logs. Section 6 summarizes
related work; Sect. 7 discusses limitations and concludes the paper.

2 Problem Illustration

In this section, we illustrate the problems caused by recording object-centric event data
in flat event logs and the challenges that must be overcome when transforming these
logs into object-centric counterparts. For this, we use an established running example of
an order handling process [2], which involves four types of objects: customers, orders,
items, and packages. As visualized in Fig. 1, a customer can place multiple orders, an
item belongs to exactly one order and one package, a package can contain multiple
orders, and an order can be split over multiple packages.

Problems of Flat Event Logs. We illustrate the problems of recording a multi-object
process in a flat format using the following trace, with an order as the case notion:
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Package

Item1 1..*

0..*
1..* 1..*

0..1

Customer Order1 0..*

Fig. 1. UML data model of the running example.

torder : 〈Create order, Reorder item, Pick item, Send package, Pick item, Send package〉.
The events in torder indicate the picking of two items and the creation of two pack-

ages. Although their ordering suggests that these activities occur in an interleaving
fashion, there is a clear relation between first picking an item and then sending it in
a package. This clear precedence relation on the item level is lost, because there can be
several items and packages per order, which we cannot distinguish on the trace level.
This phenomenon, called divergence, is unavoidable when recording processes with
object relations beyond 1:1 in the form of flat event logs [2]. It often occurs together
with another unavoidable issue, called convergence. Convergence emerges when we use
an individual item as the case notion to represent the events from trace torder, which
results in the following traces:

titem(1) : 〈Create order, Reorder item, Pick item, Send package〉,
titem(2) : 〈Create order, Pick item, Send package〉.
Because both items belong to the same order, the “Create order” event is duplicated
across the traces. As a result, the information that both items relate to the same order is
no longer captured at the trace level. Due to the m:n relations in the process at hand, the
impact of this issue is amplified, given that also multiple orders can relate to the same
package, and vice versa.

To overcome these issues and their associated information loss, a flat event log needs
to be transformed into an object-centric counterpart, as discussed next.

From Flat to Object-Centric Logs. To illustrate the transformation of flat into object-
centric event logs, consider the example in Table 1, which provides a flat event log with

Table 1. Flat event log of an order handling process with the order as the case notion.

CaseID Event Activity Timestamp PackageID Weight Customer

o1 e1 Create order 05-20 09:07 Pete

o1 e2 Reorder item 05-23 10:40 12.5 Pete

o1 e3 Pick item 05-23 14:20 70.8 Pete

o1 e4 Send package 05-23 17:26 p1 70.8 Pete

o1 e6 Pick item 06-04 15:20 12.5 Pete

o1 e9 Send package 06-06 16:20 p2 20.4 Pete

o2 e5 Create order 06-03 19:17 Pete

o2 e7 Update order 06-04 18:11 Pete

o2 e8 Pick item 06-05 11:48 7.9 Pete

o2 e10 Send package 06-06 16:20 p2 20.4 Pete



382 A. Rebmann et al.

two orders. The log captures information on the events related to each order, as well as
attributes that associate events with a PackageID, a Weight, and the Customer.

As shown in Table 2 and Table 3, constructing an object-centric version of this event
log requires information about: object types (customers, orders, items, and packages),
their instances and associated properties (e.g., that package p1 has a weight of 70.8), and
the relations between object instances and events (e.g., that event e1 creates order o1,
which relates to items i1 1 and i1 2). However, such crucial information is not explicit
in the flat version of the event log, but rather needs to be uncovered in order to transform
flat data into an object-centric log. This results in four main transformation tasks:

Table 2. Object-centric event log of the running example.

Event Activity Timestamp Orders Packages Items Customer

e1 Create order 05-20 09:07 {o1} ∅ {i1 1, i1 2} {Pete}
e2 Reorder item 05-23 10:40 {o1} ∅ {i1 1} {Pete}
e3 Pick item 05-23 14:20 {o1} ∅ {i1 2} {Pete}
e4 Send package 05-23 17:26 {o1} {p1} {i1 2} {Pete}
e5 Create order 06-03 19:17 {o2} ∅ {i2 1} {Pete}
e6 Pick item 06-04 15:20 {o1} ∅ {i1 1} {Pete}
e7 Update order 06-04 18:11 {o2} ∅ {i2 1} {Pete}
e8 Pick item 06-05 11:48 {o2} ∅ {i2 1} {Pete}
e9 Send package 06-06 16:20 {o1,o2} {p2} {i1 1, i2 1} {Pete}

Table 3. Objects of the object-centric event log.

Type Instances

Customer {Pete ()}
Order {o1 (), o2 ()}
Package {p1 (Weight: 70.8), p2 (Weight: 20.4)}
Item {i1 1 (Weight: 12.5), i1 2 (Weight: 70.8), i2 1 (Weight: 7.9)}

1. Detect object types. Object types in a process are not explicitly indicated in flat
event logs. Rather, transformation requires these types to be extracted from unstruc-
tured activity labels, such as the order type in “Create order”, and from certain event
attributes, such as Customer in Table 1.

2. Identify object instances. Due to divergence and convergence, a transformation
approach needs to identify distinct object instances within cases, e.g., that case o1
deals with two items and two packages, and relate object instances across cases,
e.g., that package p2 appears in both o1 and o2. This involves identifying event
attributes that represent identifiers of a specific object, e.g., that PackageID defines
individual packages. Furthermore, because such identifier attributes may not exist
for all object types, it also requires inferring certain object instances from the event
log itself, e.g., that events e3 and e6 yield two different items (i1 1 and i1 2).
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3. Relate objects to their properties. Flat event logs do not distinguish between
attributes that relate to a specific event, such as a resource performing it, and
attributes that provide information about the object handled in the event, such as
the Weight attribute, which captures information about an individual package or
item. When establishing an object-centric log, such relations must thus be derived by
separating event attributes from object properties, in order to have a comprehensive
view on the instances involved in the process, as captured in Table 3.

4. Associate object instances with events. Finally, instead of referring to a specific
case, each event in an object-centric log must be mapped to the object instances it
relates to. Obtaining a complete mapping requires a thorough analysis of the inter-
relations that exist between object instances. For example, this requires the recogni-
tion that package p2 relates to orders o1 and o2, as well as items i1 1 and i2 1, and
associating all these objects with event e9, even though the objects originally stem
from a range of different events and cases in the flat log.

In this paper, we propose an approach that tackles these tasks by combining the seman-
tic analysis of the textual attributes of flat events logs with data profiling and control-
flow-based relation extraction. In this manner, our approach uncovers object types, their
instances and properties, as well as the relations between instances and events.

3 Preliminaries

We define objects, events, flat event logs, and object-centric event logs as follows based
on the definitions by Van der Aalst [2].

Objects. An object is a tuple o = (oi, ot, vmap), with oi as its identifier, ot its type,
and vmap a value map, which captures the assignment of values to o’s properties. For
instance, object i1 1 has the identifier i1 1.oi = “i1 1”, the type i1 1.ot = item, and
has a value map assigning it a weight, i1 1.vmap = {Weight : “12.5”}.

Events. An event is a tuple e = (a, ts, omap, vmap), with a its activity label, ts its
timestamp, omap the object map, which captures the objects that e relates to, and vmap
the value map, which assigns values to e’s attributes. For instance, event e1 in Table 2
has an activity label e1.a = Create order, a timestamp e1.ts = 05-20 09:07, an object
map e1.omap = {o1,i1 1,i1 2,Pete}, and a value map e1.vmap = {Event : “e1”}.

Flat Event Logs. A flat event log L is a set of events that all have exactly one case iden-
tifier in their value map, i.e., ∀e∈LCaseID ∈ dom(e.vmap) ∧ |e.vmap(CaseID)| =
1, whereas their object maps are empty. Events that have the same CaseID are said
to be part of the same case. Events belonging to the same case are assumed to have
a total order, following, e.g., from their timestamps. For instance, event e1 in Table 1
has a value map e1.vmap = {CaseID : “o1”,Event : “e1”,Customer : “Pete”},
whereas, all events in this log have an empty object map, e.g., e1.omap = ∅. Note
that, for instance, e9 in Table 2 would be part of two cases of a flat event log, when the
order type serves as the case notion (cf. e9 and e10 in Table 1), because each event must
have exactly one CaseID, yet, e9 refers to two orders, o1 and o2 resulting in two case
identifiers.
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Finally, we define Att =
⋃

e∈L dom(e.vmap) as the set of attributes in L.
For the log in Table 1, we get: Att = {CaseID,Event,PackageID,Weight,
Customer}.

Object-Centric Event Logs. An object-centric event log O is a set of events that have
populated object maps. For instance, event e9 in Table 2 has an object map e9.omap =
{o1,o2, p2, i1 1, i2 1,Pete} and a value map e9.vmap = {Event : “e9”}. The events
in O are assumed to have a known partial order, following, e.g., from their timestamps.

4 Approach

As visualized in Fig. 2, our approach for the transformation of a flat into an object-
centric event log consists of five main steps. Step 1 extracts the object types and actions
from the activity label and other textual attributes of events, which yields object types
and the applied actions per event. Steps 2 and 3 jointly establish a set of object instances:
Step 2 first matches extracted object types to attributes that capture identifiers to rec-
ognize distinct instances of object types, whereas Step 3 aims to discover instances
for object types for which no such identifier attribute was found. Afterwards, Step 4
aims to assign properties to object types by identifying attributes that represent object
properties. Finally, Step 5 assigns the discovered object instances to events by exploit-
ing behavioral relations among object types and instances discovered in previous steps.
Based on the result of Step 5, we create an object-centric event log according to the
OCEL format [13]. In the remainder, we describe each of these five steps in detail.

Flat Event Log 
(e.g., )

1. Object-Type 
and Action 
Extraction 

Object-centric 
Event Log

3. Object-
Instance 

Discovery

4. Property-
to-Type 

Assignment

5. Instance-
to-Event 

Assignment 

Object Types & Actions Object Instances Object Properties Instance-Event-Relations

2.Type-to-

Matching

Fig. 2. Overview of the approach.

4.1 Step 1: Object-Type and Action Extraction

The first step of our approach extracts the object types and actions from an event log. As
illustrated in Sect. 2, object types need to be derived from unstructured textual attribute
values, such as activity labels, and attribute names of a flat event log. An action is
applied to an object, incurring a change in its state [14]. For instance, the “Create order”
activity label indicates that a create action is applied to an order. We extract actions
along with the object types since these can contain information about the creation of
new object instances, which we will exploit in a later step.

To achieve this, we use a semantic extraction technique from our earlier work [22].
This technique extracts parts of textual attribute values that correspond to different
semantic roles, such as object types and actions in two ways:
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1. Instance-level labeling: The extraction technique labels parts of unstructured textual
attribute values with semantic roles. The parts that correspond to the desired roles
are then extracted. For instance, for the “Send package” activity label of event e9,
the technique labels “package” as an object type and “send” as an action.

2. Attribute-level classification: The extraction technique also identifies event attributes
that in their entirety correspond to a certain semantic role. It does so based on an
attribute’s name and its value range. This, e.g., applies to the Customer attribute
in Table 1, which allows us to also identify customer as an object type contained in
the event log, assigning this type to any event that has a value for the attribute.

By taking the output of this extraction technique, Step 1 instantiates a function extract,
which, given an event e ∈ L, extracts the object types and the actions applied to them
(if any) from e. The result maps the object types to a (possibly empty) set of actions,
e.g., extract(e9) = {package → {send}, customer → ∅}. Each event’s object map is
then initialized with its object types, e.g., e9.omap = {package → ∅, customer → ∅}.
Finally, we establish a set of identified object types T =

⋃
e∈L dom(e.omap) and move

to Step 2, which aims to match these types to identifier attributes.

4.2 Step 2: Type-to-Identifier Matching

In this step, our approach tries to associate identifier attributes with the extracted object
types to be able to recognize distinct object instances. For our running example, we can
differentiate between the two packages p1 and p2 by recognizing that the PackageID
is an identifier for package objects. Such identifier attributes are not explicitly given,
meaning that we need to match object types to attributes. To establish these matches,
our approach first identifies a set AttID of potential object identifiers, by categorizing
attributes according to their domain. Then, we match these attributes to object types in
T , resulting in a mapping M , consisting of (ot, att) pairs with ot ∈ T and att ∈ AttID .

Finding Potential Identifier Attributes. To identify the set AttID ⊆ Att, we recog-
nize that identifiers generally use alphanumeric domains, i.e., string or int, such
as PackageID (“p1” and “p2”) and Customer (“Pete”) in Table 1. Therefore, we
categorize attributes according to their domain’s data type and add those with string
and int domains to AttID . In this manner, we discard attributes corresponding to, e.g.,
timestamps, boolean values, and floats, such as the Weight attribute.

Matching Identifier Attributes and Object Types. Next, we aim to identify matches
between the object types in T and potential identifier attributes in Att ID , resulting in
the set M . Some object types and attributes can be directly matched. For others, we first
establish candidate matches, and then verify the validity of these candidates.

Direct Matching. Object types in T that stem from the attribute-level classification of
Step 1 reflect objects that correspond to the name of a specific event attribute, such
as the customer object type corresponding to the Customer attribute. Because these
types were identified in this manner, we know that their identifiers are captured in the
corresponding attributes, if indeed these are part of AttID . Therefore, we can directly
add such pairs, e.g., (customer, Customer), to the matches in M .
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Establishing Candidate Matches. For object types that cannot be directly matched, such
as the package type extracted from activity labels, we first establish candidate matches,
collected in a set MC , using two strategies, considering attribute names and values.

First, we establish candidate matches by checking if the name of an unmatched
object type encompasses the name of an unmatched attribute, or vice versa. In this man-
ner, we recognize a candidate match between the package type and the PackageID
attribute, or between the item type and a, hypothetical, order item attribute.

Then, for attributes in AttID that are not yet in a candidate match with an object
type, we apply a strategy inspired by data profiling [4], which checks if an attribute
exclusively co-occurs with an object type. For the running example, all events associ-
ated with the package type (e4, e9, e10) have values for the PackageID attribute, but
this attribute does not apply to any other events. Therefore, even if PackageID was
named pID and hence not a name-based candidate match, our approach would still be
able to recognize it as a potential identifier for the package type and add it to MC .

Validating Candidate Matches. Although name-based similarity and co-occurrence are
useful indicators to identify relations between object types and attributes, there is no
guarantee that the candidate matches actually capture proper identifiers. Therefore, we
next validate each candidate match (ot, att) ∈ MC by determining if each unique value
of att is indeed associated with a specific instance of ot, and vice versa.

This validation task is complex, though, given that multiple events in a case can
relate to the same object instance (e.g., creating and updating an order) or multiple
instances of the same object type (e.g., shipping multiple packages for one order), and
that, due to duplication issues, the same event can essentially appear in two cases (cf. e9
and e10). For an object type ot, we deal with these issues by aiming to establish a set of
events E′(ot) that should each relate to a different instance of ot. Given E(ot) ⊆ L as
the events related to ot (i.e., that have ot in their omap after Step 1), we obtain E′(ot)
by avoiding duplicate events and by selecting only a single event per case. Our approach
avoids duplicates by only selecting events from E(ot) that have a unique combination
of an activity label, timestamp, and event attributes (aside from their CaseID and event
ID, if available). In this manner, we detect e9 and e10 as duplicates. Given the identified
duplicates, we select a single event per case related to ot, in a manner that maximizes
the size of E′(ot). For instance, given E(package) = {e4, e9, e10}, we select e10,
because e4 and e9 stem from the same case, and obtain E′(package) = {e4, e10}.

Finally, if the attribute values of att are unique for the events in E′(ot), we consider
att as a valid identifier of ot and add (ot, att) to M . For instance, we consider (package,
PackageID) a valid match, given that the two events in E′(package) have unique
values for the attribute, “p1” and “p2”. If there are multiple valid candidates for the
same object type, we match the type to the attribute with the largest number of unique
values and discard the other candidates.

Object-Instance Creation. For all matches (ot, att) ∈ M , our approach creates an
object instance o with its type ot for each unique value of att, i.e., its identifier oi, and
adds these instances to the object maps of the events that refer to this instance. For
example, we add package p1 to event e4 and package p2 to events e9 and e10.
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4.3 Step 3: Object-Instance Discovery

Next, we aim to discover instances for those object types for which no explicit identifier
attribute was found in the previous step, such as the item type in the running example.
For this, we try to find activities that indicate the instantiation of objects, either based
on their activity labels or based on the life cycle of an object.

Instance Discovery Based on Creation Actions. We first aim to identify activities
whose meaning hints at the instantiation of an object, such as “Create order”. To this
end, we use the action classification framework of the MIT Process Handbook [19],
which defines a set of 15 creation actions (see Table 4) describing the creation of some
output.

Table 4. Creation actions [19] used by Step 3.

build compute construct copy create
design develop document duplicate generate
make manufacture perform produce record

Given an event, we check if
any of its actions, extracted in
Step 1, corresponds to an action
in this set. If so, the occurrence of
this event implies the instantia-
tion of a new object. For instance,
we recognize that events e1 and e5, corresponding to the “Create order” activity label,
result in two new orders.

Although we here identify creation actions based on the 15 actions from the MIT
Process Handbook, our work is independent of this specific resource. It can be replaced
or enhanced with alternatives, such as the build verbs from the classification framework
by Levin [15], multilingual resources, such as ConceptNet [23], or a self-defined set.

Instance Discovery Based on Object Life Cycles. Although creation actions are a
reliable indicator for the creation of new objects, they are not always available for an
object type. Therefore, our approach next analyzes the life cycles of object types in
terms of the applied activities per case. To illustrate this, consider the life cycles in
Fig. 3.

Receive request, Update request, Complete request

Indicator activity: 

 life cycle 1
life cycle 2 Receive request, Complete request,Receive request, Complete request

Fig. 3. Recognizing activities that indicate new object instances.

For an object type ot, we aim to identify an indicator activity, which corresponds
to a new object instance. We look for such an indicator by checking if there are any
activities related to ot that occur for every case of this type. For example, assuming
only the two depicted cases relate to requests in the process at hand, both “Receive
request” and “Complete request” are candidate activities, since they occur in both life
cycles. In case of such a tie, we select the activity that most commonly occurs first
among the candidates—“Receive request” in the example—as the activity that we use
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to identify new object instances. Therefore, we recognize that the cases in Fig. 3 relate
to three distinct request objects: one in the first life cycle and two in the second.

Object-Instance Creation. For each event that indicates a new object instance, based
on a creation action or indicator activity, our approach establishes an object instance, for
which we generate a unique identifier oi, and add it to the event’s object map. Duplicate
events, as identified in Step 2, form an exception here. Since they correspond to the
creation of the same object instance, which is why we assign the same instance to them.

Note that we discard all object types for which neither Step 2 nor Step 3 identified
any instances, by removing the type from T as well as from any event’s object map.

4.4 Step 4: Property-to-Type Assignment

In this step, our approach tries to associate properties to object types, which are
attributes that capture information about an object instance associated with an event,
rather than relate to the event itself. For instance, although event e3 (“Pick item”) has a
Weight attribute with a value of “70.8”, it is clear that this refers to the weight of the
item, not of the event. Therefore, in this step we aim to establish a mapping between a
log’s attributes Att and the object types in T .

To establish this mapping, we first select all attributes that were not recognized as
object identifiers in Step 2. Then, we consider an attribute att to be a property of an
object type ot if (1) events related to ot have a value for att and (2) all events related to
the same object instance have the same value for att. The former ensures co-occurrence,
ascertaining that att indeed relates to ot, whereas the latter ensures that object properties
are immutable per object instance, in line with their definition in the OCEL format. In
this manner, we identify that Weight is an attribute of both the item and package
types, whereas attributes such as a timestamp or employee are not identified as
properties, because they change across the events related to the same object instance.

Finally, we avoid assigning an attribute att as a property to multiple object types if
the attribute name indicates a clear relation to one of the types. For example, we avoid
assigning an item category attribute to the package type, given that this property
clearly relates to items, irrespective of the co-occurrence of the attribute and packages.

4.5 Step 5: Instance-to-Event Assignment

Finally, our approach aims to complete the mapping between events and object
instances, which is necessary to account for missing instance-to-event and instance-
to-instance relations. The former involves events that correspond to a particular object
type, but for which no particular instance has yet been discovered. For example, event
e2 (“Reorder item”) is already recognized as relating to the item type, yet we still need
to identify that this event refers to the same item that is later handled by event e6 (“Pick
item”). The latter refers to the inter-relations that can exist among object instances,
which need to be reflected in the object maps of the corresponding events. For example,
since package p1 relates to order o1, event e4, which creates this package, should also
be associated with that order. We identify these missing relations as follows.
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Finding Missing Instance-to-Event Relations. To find missing instance-to-event rela-
tions, we first identify the events that are associated with an object type (through Step 1),
but for which no instance was discovered in Step 2 or 3. This applies, e.g., to event e2
(“Reorder item”) and e7 (“Update order”). Then, given such an event, we search within
the case for other events that are associated with an object instance of the same type and
verify that the object’s properties match across the events. For instance, since event e2
has a Weight of 12.5, we do not want to associate it with the item of event e3, which
has a weight of 70.8, but rather with the same item as event e6, which also relates to
an item weighing 12.5 kg. Should multiple object instances satisfy this requirement, we
associate the event to the instance of its nearest predecessor or successor.

Finding Missing Instance-to-Instance Relations. We look for instance-to-instance
relations by (1) considering relations between instances and cases, (2) identifying strict
orders among object types, and (3) consolidating cross-case relations.

Discovering Case Objects. We first exploit that, commonly, each case in a flat event log
corresponds to an instance of a particular object type, such as an order in our running
example. If such a case object can be identified, we know that any other object instance
handled in the same case also relates to that object, e.g., that the items and packages
handled in the first case all relate to order o1 as well.

However, to recognize such inter-relations, we need to identify the case object type,
if any, for a particular event log. Given that instances of this object type must, by def-
inition, be in a 1:1 relation with the cases in a log, we first discount all object types
for which this does not apply, i.e., which are affected by convergence and divergence
issues. Given an object type ot, we thus ensure that (1) no instance of ot is associated
with multiple cases in the log, such as the package type in the example, and (2) that no
case in the log is associated with multiple instances of ot, such as the item type.

If these checks yield a single case object type, otc, then we add each object instance
of that type to the object map of all events e in their case, using CaseID as the
instance’s identifier. For the example, order is the only object type that passes the
checks, which means that we assign orders o1 and o2 to all events in their respective
cases.

Strict Order Between Object Types. We next identify instance-to-instance relations by
looking for the existence of strict orders between object types. Here, we consider an
object type ot1 to be in a strict order with type ot2 if every time an event related to ot2
occurs, an event related to ot1 (directly or indirectly) precedes it. In this manner, we, for
example, observe a strict order between items and packages in the running example.1

Given such a strict order between ot1 and ot2, we relate an instance o1 of type ot1 to
an instance o2 of ot2 if the life cycle of o1 completes before the life cycle of o2 begins,
i.e., if the last event related to o1 comes before the first event related to o2. For example,
we relate item i1 1, which last occurs in e6, to package p2, which first occurs in e9.

Consolidating Cross-Case Relations. Last, we consolidate inter-relations across cases
by ensuring that duplicate events are associated with the same sets of object instances.

1 Note that these object types can still occur in an interspersed manner, as e.g., seen in case o1,
where events related to items also occur in between packages.
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Given two duplicates, e and e′, we achieve this by associating both events with all
object instances stemming from the union of their object maps. For example, having
recognized that events e9 and e10 are duplicates, we add all object instances stemming
from case o1 (associated with e9) to the object map of e10, and vice versa. In this
manner, we, e.g., recognize that package p2, which is created by these duplicate events,
deals with item i1 1 (stemming from case o1) as well as item i2 1 (stemming from o2).

Having associated events with all object instances, our approach has uncovered the
necessary information to construct its output, an object-centric event log.

4.6 Output

Our approach returns an object-centric event log according to the OCEL format [13],
which, at a high level, consists of an objects and an events map.

The objects map relates object identifiers to instances, which are in turn associated
with their type and property values. To populate this map, we add all instance iden-
tifiers, either detected in Step 2 or generated in Step 3, to the map and associate these
instances with their properties identified in Step 4. Simultaneously, we also disassociate
any object property from the events that they were associated with in the flat event log,
e.g., rather than having Weight as an attribute of event e4, we represent it as a property
of the respective package: objects[p1] = {package, {Weight:“70.8”}}.

The events map associates identifiers with events, which are associated with object
instances through their omap. It is important to recognize that these events are no longer
grouped per case. As a result, we can omit any duplicate event from consideration, e.g.,
by removing event e10 and preserving e9. The map is then populated with the remaining
events, which are each associated with the identifiers of their respective object instances,
as assigned in Steps 2, 3, and 5, e.g., e1.omap = {“o1”,“i1 1”,“i1 2”}.

Based on the established maps, we return the object-centric log, which can directly
be used by object-centric process mining techniques [3,17].

5 Evaluation

We implemented our approach as a Python prototype2, using the PM4Py library [7]
for event log handling. Based on this prototype, we perform evaluation experiments to
assess our approach’s capability to rediscover artificially flattened object-centric logs
(Sect. 5.1). Then, we illustrate its practical value by showing that it can resolve diver-
gence and convergence in real-life scenarios (Sect. 5.2). Finally, we discuss the main
insights from our evaluation and its limitations (Sect. 5.3).

5.1 Rediscovering Object-Centric Event Logs

We assess whether our approach is able to rediscover an artificially flattened object-
centric log by comparing its output with the original OCEL log.

2 https://gitlab.uni-mannheim.de/processanalytics/uncovering-object-centric-data.

https://gitlab.uni-mannheim.de/processanalytics/uncovering-object-centric-data
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Data. For our evaluation experiments, we use a publicly available OCEL log of an order
handling process.3 Currently, this is the only available log suitable for this evaluation.
It contains 22,367 events and 11,522 object instances of five object types: 2,000 orders,
8,159 items, 20 products, 17 customers, and 1,325 packages. From this original OCEL
log, we create three flattened logs, using the item, order, or package as the case notion.
The resulting logs capture 1:n, n:1, and n:m relationships between objects and include
object types both in attribute names and activity labels. Thus, all relation types are
covered, meaning that all strategies employed by our approach can be assessed.

Setup. To assess the ability of our approach to correctly discover relevant object-centric
information in the flat event log, we conduct experiments using two settings:

(1) All attributes. In this setting, we use all information from the flattened event logs as
input for the rediscovery task.

(2) Masked ID attributes. To assess the robustness of our approach, we also purposefully
reduce the information that is available by masking object ID attributes in the flattened
event logs. This increases the dependency of our approach on its instance discovery
techniques employed in Step 3. Specifically, we mask each ID attribute once for each
of the three flattened logs. Since the item and order logs include identifiers for all four
other types, and the package log captures only a customer identifier, we obtain nine
masked logs, one with package, four with item, and four with order as the case notion.

We measure the performance of our approach in terms of the well-known precision,
recall, and F1-score metrics with respect to the original OCEL log per type of element,
i.e., object types, object instances, properties, and instance-to-event assignments. Using
A to denote the set of elements uncovered by our approach and G for the set of elements
in the ground truth, i.e., the OCEL log, precision is the fraction of elements uncovered
by our approach that are actually correct (|A∩G|/|A|), recall is the fraction of elements
in the OCEL log that were also correctly uncovered by our approach (|A∩G|/|G|), and
the F1-score is the harmonic mean of precision and recall. Because flattening the log
causes a loss of information about entire object types, we only include object types in
G that are actually contained in a particular flattened log. To avoid propagating false
positives from object-type extraction (Step 1), we only include elements in A that relate
to object types actually present in the original OCEL log for the other steps.

Results. Table 5 reports on the results of our rediscovery experiments, micro-averaged
over the logs for the respective settings. In the following, we discuss the results for the
different tasks that our approach addresses.

Object-Type Extraction. For the extraction of object types, our approach achieves a
recall of 1.00 and a precision of 0.71, yielding an F1-score of 0.82. We thus accurately
identify all object types from the original log. The lower precision is caused by the
extraction of two additional object types, payment reminder and delivery. Although not
contained in the original OCEL log, their extraction is not problematic and can even
enable additional insights, e.g., on the number of payment reminders sent per order.

Object-Instance Identification. Our approach identifies object instances with perfect
accuracy in both the regular and masked settings. This highlights its ability to find and

3 http://ocel-standard.org/1.0/running-example.jsonocel.zip.

http://ocel-standard.org/1.0/running-example.jsonocel.zip
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match ID attributes to object types (Step 2) and the usefulness of our instance-discovery
strategies (Step 3), which can identify instances for types with masked ID attributes.

Property-to-Type Assignment. When assigning properties to object types, our approach
achieves a perfect recall, but a rather low precision of 0.37. An in-depth look reveals
that these different assignments are not problematic, though. For example, the attribute
cost is assigned to both product and item, whereas in the original it is only associated
with products. However, given that also items have costs, such assignments are redun-
dant, but not wrong. Similarly, our approach associates attributes such as price and
weight with orders, items, packages, and products. While these are realistic assign-
ments, the attributes are not considered as properties in the original OCEL log, but are
associated with events. Thus, our approach actually provides a more complete mapping.

Instance-to-Event Assignment. For instance-to-event assignment, we achieve an excel-
lent recall (0.998, rounded in Table 5) and a high precision (0.94) in the all-attributes
setting. Thus, our approach assigns relevant object instances to events they relate to. An
in-depth look into the constructed OCEL logs reveals that the superfluous assignments
of instances to events are mainly assignments of packages to events that relate to items
shipped in the respective package. Such assignments are not considered in the original
log, but can enable insights into the packaging process in a post-hoc analysis.

When masking identifier attributes, precision and recall decrease slightly, which
indicates that our approach occasionally makes incorrect assignments. This is especially
the case for 1:n relationships between object types and the case notion. For example, in
the order event log, where one order may contain many different items, items with the
same properties may be assigned incorrectly. However, it is important to recognize that
such assignments are simply not possible based on the information in the masked log,
whether done by an automated approach or manually.

Table 5. Results of the evaluation experiments averaged over flattened logs.

Element All attributes Masked ID attribute

Count Precision Recall F1-score Count Precision Recall F1-score

Object types 12 0.71 1.00 0.82 42 0.71 1.00 0.82

Object instances 24k 1.00 1.00 1.00 94k 1.00 1.00 1.00

Object properties 10 0.37 1.00 0.54 34 0.39 1.00 0.56

Instance-to-event 411k 0.94 1.00 0.97 1,559k 0.93 0.97 0.95

5.2 Real-Life Application Cases

We next demonstrate the practical value of our approach by showing that it is capable
of resolving convergence and divergence issues in well-known real-life event logs. The
full results and OCEL logs obtained by our approach can be found in our repository
(see Page 13). In the following, we use individual cases and events from these logs to
illustrate in detail how our approach mitigates divergence and convergence.
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Divergence. We use the BPI17 application log [8] to show how our approach mitigates
divergence issues. The log captures a loan application process, containing 1,202,267
events, 31,509 cases, and 26 distinct activities. Divergence is particularly frequent,
because the log uses the application as the case notion and one application can have
multiple offers. This means that cases in the log often contain multiple events that
denote execution of the same activity for distinct offers (divergence). Applying pro-
cess discovery to the log leads to loop-backs, as visualized in Fig. 4. This shows the
directly-follows graph (DFG) discovered for one case of the log, which is already quite
complex.

When applying our approach to mitigate the divergence issue, we discover that
42,995 offers are handled in the 31,509 applications and that offers have several prop-
erties, such as an offered amount and a monthly cost. For the particular case in Fig. 4,
we find that four distinct offers are handled in this application, that these all have differ-
ent properties, and that the process is linear with respect to a single offer, e.g., 〈Create
Offer, O Created, O Sent, O Canceled〉. It is important to stress that this information
on the sub-case level is not readily available in the flat log and has to be uncovered by
identifying the distinct offers handled in a single case. Our approach achieves this by
extracting the offer type, finding an identifier attribute for it, and assigning it, among
others, the MonthlyCost and OfferedAmount properties.

Create Application

Create O er

A Complete A Canceled

O Cancelled

O Created

O Sent

A Accepted

Fig. 4. Directly-follows graph of application 196483749 of the BPI17 log.

Convergence. To illustrate how our approach can mitigate convergence issues, we
chose the BPI19 event log [9], which captures data on the purchasing process of a
multinational company and contains 1,595,923 events across 251,734 cases with 42
distinct activities. Each event relates to a single purchase order item and multiple pur-
chase order items can belong to the same purchasing document. Consequently, events
on the purchasing-document level are duplicated across cases (convergence). For exam-
ple, the duplication of “Vendor creates invoice” events suggests the creation of invoices
per purchase order item, whereas in reality invoices can cover multiple such items.

When applying our approach to mitigate convergence, we discover, among others,
251,734 purchase order items, 76,349 purchasing documents, 86,868 invoices, 1,975
vendors, and 4 companies. The resulting OCEL log reveals the relationships between
object types, as shown in Fig. 5: Purchasing documents consist of any number of pur-
chase order items, a vendor creates multiple invoices, and each invoice is associated
with one purchasing document. Notably, in contrast to the input log, events related to
purchasing documents and invoices, such as “Vendor creates invoice” or “Document
created”, are not captured at the level of individual purchase order items, but at the
level of purchasing documents, thus eliminating duplicate events. This demonstrates
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that our approach is able to reveal actual relationships among objects and mitigate the
convergence issue present in real-life logs.

1

1..*

0..*

11

1..*

Vendor Purchasing Document1 1..*

CompanyInvoice

Purchase Order Item1 1..*

Fig. 5. UML data model with relations between object types found in the BPI19 log.

5.3 Discussion

Our evaluation experiments show that our approach is capable of accurately uncovering
object-centric information from an artificially flattened object-centric event log, using
different settings and case notions. We also observe that our approach even uncovers
more information than originally captured in the OCEL log. This includes additional
object types, properties, and relations, which allow for deeper insights into the pro-
cess. The main difficulty for our approach was the recognition of object inter-relations
for objects in a 1:n relation with the case object, which resulted in several incorrect
instance-to-event assignments. Despite their promise, the evaluation results must be
considered with care, given that only one original OCEL log was available as a basis.

The real-life application cases demonstrate that our approach can mitigate diver-
gence and convergence in real-life event logs. Although, due to a lack of a ground
truth, the completeness of uncovered object-centric information cannot be quantified,
the results nevertheless show that our approach provides considerable practical value
by extending the analysis potential for flat event logs of multi-object processes.

6 Related Work

Our work primarily relates to research on object-centric representations of event data
and discovering object-centric information from event logs.

After storing event data in flat formats like XES [5] for many years, the first data
format proposed for object-centric event logs was XOC [16], which does not require
a case notion and therefore avoids flattening multi-dimensional data. More recently,
researchers introduced the OCEL format [13], which allows for more efficient storage
and processing than its predecessor. Beyond log formats, another proposed option for
storing multi-dimensional object-centric event data are event graphs, which enable the
analysis of behavior of different objects handled in a process [11]. For our approach,
we adopt OCEL as the output format, which, among others, enables the subsequent
application of techniques for discovering object-centric process models, such as object-
centric behavioral constraint models [17] and object-centric Petri nets [3].

Approaches for the discovery of object types and their behavioral relations from
event data usually require relational data or rich logs that cover multiple perspectives
of a process as input. This includes approaches for the discovery of artifact (i.e., object)
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life cycles from raw logs of artifact-centric systems [10,21] as well as the discovery of
behavioral dependencies between object types based on such logs [20] or based on data
extracted from ERP systems [18]. Compared to these approaches, our approach takes
flat event logs, where no explicit relations between objects are given, and transforms
them into object-centric logs. The approach by Bano et al. [6] also uses flat event logs
as input data, but their goal is to discover UML models from activity labels and attribute
names to provide analysts with domain-specific context information.

7 Conclusion

In this paper, we proposed an approach to uncover object-centric data from flat event
logs to automatically transform them into object-centric logs according to the OCEL
format. To this end, our approach combines the semantic analysis of textual attributes
with data profiling and control-flow-based relation extraction. It extracts object types,
discovers object instances and their properties, and assigns these instances to events
they relate to. We demonstrated our approach’s efficacy in an evaluation by showing
that it is able to rediscover an artificially flattened object-centric log and that it can
mitigate convergence and divergence issues in real-life event logs.

Our approach is subject to certain limitations. First, object types must at least be
mentioned in the flat log for our approach to extract them. However, once an object
type is extracted, instances, properties, and relations can be identified through the use
of diverse strategies that include and go beyond the semantic analysis of events. Second,
to accurately handle n:1 and m:n relations with respect to the case notion, our approach
relies on duplicate detection, which requires (non-duplicate) events to have discrimina-
tive timestamps or attribute values. Finally, because the assignment of objects to events
often depends on domain knowledge about inter-object relations, our approach can cur-
rently not handle all scenarios. For example, it is not clear without domain knowledge
that items shall relate to packages but not vice versa. Nevertheless, as our evaluation
shows, our approach achieves promising results and thus provides an important contri-
bution towards the applicability of object-centric process mining.

In future work, we aim to give domain experts the option to provide input regarding
the higher-level relations between different object types in the form of rules. For exam-
ple, they could state that, if an event results in the creation of an order, it also relates
to the items of that order. Then, only assignments that adhere to these rules could be
made. Moreover, we want to integrate common-sense knowledge into our approach,
which could help to derive relations between object types through their meaning.

Reproducibility: The implementation, employed data, and obtained OCEL logs are
available through the repository linked in Sect. 5.
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Abstract. Scholarly literature discusses several goals companies pursue with
robotic process automation. These goals include both instrumental and human-
istic objectives, such as increased process efficiency or higher job satisfaction.
However, single case studies often focus only on single goals – not on the full
spectrum of goals. An overview and critical reflection of the range of potential
goals for employing robotic process automation is still missing. In this article, we
review scholarly literature and report on an analysis of multiple expert interviews.
In total, we identify 28 goals companies pursue with robotic process automation.
Further, we found that the goal dimensions mirror and extend beyond the well-
known devil’s quadrangle for business process management and form a robotic
process automation goal pentagon that also includes people as a goal dimension.
Despite the breadth of goals covered in literature, we found that practitioners
predominantly focus on financial goals. With our results, we enable an extended
discussion on theoretical insights of robotic process automation goals and pro-
vide guidance for users and software vendors alike to context-sensitively shape
development and implementation projects by focusing on a set of relevant goals.

Keywords: RPA · Robotic Process Automation · Goals · Meta-Synthesis

1 Introduction

Robotic Process Automation (RPA) is an important automation technology for compa-
nies today. In a survey of over 400 decision-makers from various industries, 53% of
respondents claimed to have started implementing or using RPA [1].

There is a broad spectrum of benefits in the literature that can be put into practice
by using RPA (e.g., [2]). The benefits range from the low cost of implementation over
the possibility that end users can implement solutions themselves to RPA being non-
invasive using the user interface of standard IT systems. In addition, a lot of work on
how to introduce RPA into companies exists (e.g., [3, 4]). Yet, in literature, there are
only brief mentions of the goals companies pursue with RPA. As RPA is still a practice-
driven topic, many insights surface via single case studies. Some of these case studies
briefly mention the companies’ goals. However, summative syntheses are comparably
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rare (e.g., [4]), and there has not been a focused study of RPA implementation and
usage goals in practice. Hence, the picture of the goals for implementing RPA projects
is vague. However, the ability to communicate the motives and targets that drive an RPA
implementation is a critical factor for its success [3]. In the same vein, Syed et al. call
for research to find ways to help companies to realize RPAs benefits following their
idiosyncratic business context [5]. As such, further research on the goals companies
pursue with RPA is necessary.

A systematic overview of goals would further the scientific understanding of why
companies use RPA. Thus, it would also be helpful for companies thinking about RPA
introduction or reflecting on their own use of it. From a research perspective, a deeper
understanding of different organizational goals allows researchers to contextualize future
studies on RPA. Comparing theory and practice on the importance of the goals comple-
ments this picture further. Also, it aids in aligning RPA technology development with
customer goals. Thus, with this research effort, we aim to close this gap and answer the
following research questions (RQ):

– RQ1: Which goals do companies pursue with RPA?
– RQ2: How can these goals be systematized?

This paper is structured accordingly: Sect. 2 presents a brief theoretical background.
Section 3 details our method to answer the research questions. The results are presented
in Sect. 4 and discussed in Sect. 5. The paper closes with a brief conclusion.

2 Background

2.1 Goals and Goal Setting

Goals formalize well-considered desired outcomes that entities plan to achieve. They
have two attributes: content (the result being sought) and intensity (goal setting) [6].
Organizational goals reflect these on an individual, team, or organizational level and
guide a company’s action as well as measure its performance [7]. Therefore, organiza-
tional goals direct a company’s behavior by setting guardrails for further development
[8]. As organizational goals are dynamic, these guardrails are formed by and can vary
depending on changes within a company’s internal and external context [9]. Kotlar et al.
distinguish organizational goals by being financial or non-financial [8]. While financial
goals can manifest in improving quality or direct cost reduction, non-financial goals
can be found in increased flexibility, control, or higher employee wellbeing. Similarly,
Sarker et al. differentiate between instrumental and humanistic goals [10].

Goal setting is a thoughtful activity to establish a desired future state [6].As numerous
studies have shown, setting the right goals improves performance in four ways: they
serve a directive function, they have an energizing function, they affect persistence, and
they arouse problem-solving strategies (for an overview cf. [11]). The process can be
guided by criteria or rules such as SMART [12] or advanced goal taxonomies such
as the balanced scorecard [13]. The latter proposes measures in the four perspectives
financial, customer, internal business processes, as well as learning and growth. Such



Why Companies Use RPA: A Critical Reflection of Goals 401

taxonomies enable a concerted and wary definition of goal systems, which may contain
complementary and competing goals.

In this respect, organizational goal objectives and goal setting are highly influenced
by the strategic planning and the context a company operates in [14]. Strategic planning
falls under the regime of long-term internal corporate vision. In contrast, context is,
among other factors, influenced by available tools and mechanisms, which facilitate to
achieve or even allow for the setting of specific goals. These goals in turn pose (possibly
new) reachable benefits [15, 16]. The availability of certain technological solutions, such
as RPA, can be an example of this contextual influence [17].

2.2 Robotic Process Automation

Even though RPA is a relatively new technology, it features a wealth of definitions
(see e.g., [18–20]). For the purpose of this paper, we understand RPA as “a technology
that allows the development of (multiple) computer programs (i.e., bots) that automate
rules-based business processes through the use of graphical user interfaces” [2].

That is, RPAenables the automation of already digitized, yetmanually executed busi-
ness processes. Therefore, it mimics user interactions with other business applications
to interact with and manipulate data [21]. In contrast to other automation solutions, RPA
is a non-invasive automation technology: underlying systems or infrastructures are not
affected by the introduction of RPA and do not need to be adapted [22]. This fundamen-
tally changes the options of how processes can be automated. Consequently, business
process management (BPM) practices and corresponding goals need to be revisited,
considering this new technology and its versatility.

BPMpursues distinct goal dimensionswhen (re)designing specific processes.Dumas
et al. structure these goal dimensions within the devil’s quadrangle [23]. The quadran-
gle consists of the four dimensions of time, cost, quality, and flexibility. The under-
lying assumption is that a change in one of the dimensions directly affects the man-
ifestation of the other dimensions. This interconnection between the goal dimensions
helps to highlight goal conflicts when applying BPMmethods. The four dimensions are
operationalized through distinct performance indicators [23].

BPM is context-sensitive, meaning the actual choice of appropriate BPM methods
and technologies varies depending on multiple situational factors, including the goal
dimension [24]. This implies that applying different automation technologies (such as
RPA or BPM) can form distinct goal configurations and vice versa.

3 Method

In our research, we followed a linear three-step approach starting with a structured liter-
ature review following vom Brocke et al. and Webster and Watson to cover already pub-
lishedgoals in the literature [25, 26].Wechose abroad search approachbyusing “Robotic
Process Automation” itself as the search term. To cover various aspects of the BPMfield,
we searched multiple databases with application-related research. This included the AIS
library, the Business ProcessManagement Journal, and the proceedings of the BPM con-
ference. Further, we included the AIS senior scholar’s basket not to miss high-quality
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articles not available in the AIS library but relevant to the field of information systems.
Lastly, we included SSRN to also cover unpublishedwork.We used the search term in all
relevant fields (abstract, keywords, title, body). We have not limited our search to a spe-
cific time period, but we included all relevant literature (n = 227). We browsed through
each article’s corresponding references for other potentially relevant articles (backward
search) (n = 26). All articles were read and classified in terms of their relevance [27].We
excluded duplicates (n = 4). Then, we carefully screened the remaining items and fur-
ther excluded papers that had a focus other than RPA or mention RPA only as a marginal
phenomenon (e.g., in the form of an exemplary technology) (n= 131). From the initially
identified 253 articles, we found 118 to be of relevance for our research.

In a second step, we added ten semi-structured expert interviews (interviews 1–10)
together with six additional interviews from an open data dataset (interviews 11–16)
to our data base [28]. For the selection of our new interview partners, we applied pur-
poseful sampling [29]. To maximize variation within our ten original interviews, we
composed the sample with companies from varying business sectors and sizes in terms
of number of employees per company. Besides the variation achieved through purpose-
ful selection on an organizational level, we also headed for a maximum of permeation
on an individual level. Therefore, we included different interviewee positions within
the companies (consultants, managers, team leads, etc.) as well as the type of access
to RPA (users, consultants, educators). Through this selection, we also strive to cover
both mainstream and more niche goals within one sample. We continued to conduct
interviews until saturation was reached. All interviews were conducted either via video
conferencing software or via telephone, later transcribed manually, and (if necessary)
translated. For the interviews, we applied a semi-structured approach, focusing on the
implementation and usage patterns and structures related to RPA within the respective
companies. Therefore, the guideline was loosely oriented on the RPA lifecycle, orga-
nizational peculiarities, and the governance of RPA operations. All topics included the
goals pursued with the respective structure and phase. While following the interview
guideline, we consciously allocated time for the interviewees to address further rele-
vant topics as they emerged. The interviews had a duration of between 40 and 60 min.
Table 1 gives an overview of the interviewees.

In a third step, we took the two sets of collected data (relevant scholarly publications
and 16 interviews with RPA experts) and extracted the goals companies pursue with
RPA (see Sect. 4.2). To this end, we read the texts and used open coding to identify
goals [30]. During the process, two researchers individually read the relevant papers
and interview transcripts and coded for goals of RPA implementation and use. We then
compared the corresponding codes and coded text passages and, in the event of any
discrepancies, reached an agreement in scientific discourse – if necessary, with all four
authors. Then, we used the initial coding as a starting point for multilevel axial coding
[31]. In a first step, the goals found were merged to summarize goals that are equivalent
in meaning. This stage was also iterative, and the procedure for disagreement was analog
to that described above. In a further stage, the goals found were further examined and
abstracted into distinct dimensions (see Sect. 4.1).
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Table 1. Overview of interviewees.

No. Type Interviewee
position

Sector Employee count

#1 Consultant Process automation
consultant

IT consulting <500

#2 Consultant Process automation
consultant

IT consulting <500

#3 User RPA manager Chemical industry ~15.000

#4 Consultant Organizational unit
manager, RPA
consultant, RPA
software developer

Manufacturing ~35.000

#5 User RPA manager Civil engineering ~55.000

#6 Consultant Management
consultant

Strategy consulting ~30.000

#7 Consultant RPA consultant
(especially scaling)

Strategy consulting ~30.000

#8 User RPA manager Service provider ~35.000

#9 User Manager of IT
division

Health insurance ~4.000

#10 Education provider Chief executive
officer

RPA consulting and
training

<100

#11 User Team leader RPA
center of excellence

Finance <500

#12 User Division manager
projects and
processes

Consumer goods ~4.500

#13 User Sales manager in
business customer
sales, process
analyst, RPA
developer

Logistics ~1.000

#14 User RPA process owner
of all marketing
processes

System house <100

#15 Consultant RPA consultant IT consulting <100

#16 User Department head in
a bank

Finance <500
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4 Results

4.1 The RPA Goal Pentagon

We uncovered several dimensions of goals for RPA that emerged from the data using our
methodological procedure as outlined above. Upon amore detailed inspection, we found
notable similarities between these dimensions and the four performance dimensions of
the devil’s quadrangle of BPM as outlined by Dumas et al. [23]. The devil’s quadrangle
includes the dimensions of time, cost, quality, and flexibility. As RPA can be understood
as an automation technology alternative to traditional BPM systems, naturally some
characteristics are shared.

However, we found that not all goals can be clearly related to the four classic dimen-
sions. In addition, we noticed that the anthropomorphic nature of RPA [32] takes shape
in goals as well, distinctively extending beyond the above-mentioned four dimensions.

In the following, we describe the classic four dimensions in their RPA coloring as
they emerged from our data. In addition, we introduce a novel fifth dimension present
in our data that we refer to as people to form the RPA goal pentagon (see Fig. 1):

Fig. 1. The RPA goal pentagon

Time. This dimension comprises all goals that we clustered because they affect the
acceleration of temporal sequences. According to Dumas et al. [23], goals in this dimen-
sion focus on optimizing the cycle or throughput time of a process and in the course
improve one or both of the following: processing time and waiting time. The technolog-
ical distinctiveness of RPA as opposed to BPM (see also Sect. 2) fuels further goals that
highlight its lightweight nature and the rapid implementation with RPA.

Cost. This dimension comprises all goals that affect the company’s income and expen-
diture. According to Dumas et al. [23], “Within process redesign efforts, it is widespread
to focus on reducing operation cost, particularly labor cost.” This coincides, for example,
with RPA’s ability to automate tasks even more directly as well as RPA’s comparatively
low license and implementation costs.

Quality. This dimension includes all goals that strive to improve the quality overall, or
of specific artifacts required in the company. This includes the quality perceived by the
customer and the quality perceived by other business process participants. A significant
factor of a process’s quality is the “[…] amount, relevance, quality, and timeliness of



Why Companies Use RPA: A Critical Reflection of Goals 405

the information […]” [23] used in the business process. By using RPA, companies can
improve processes through improving data quality (e.g., by reducing human errors) as
well as general accuracy in business processes [2].

Flexibility. This dimension encompasses all goals that aim to make processes, the use
of IT, operations, or the entire company more flexible and increase the ability to react to
changes [23]. It relates, for example, to RPA’s benefits in being able to quickly establish
and then change digital processes as well as the ability to cope with changing transaction
volumes.

People. This dimension constitutes a novel dimension of its own and highlights the
importance of humanistic goals for RPA. It comprises any goal that directly benefits a
human actor involved in or concerned with the process. Hence, it relates to the anthropo-
morphic nature of RPA being able to mimic human workers and relieve them directly of
arduous tasks or processes without significant intervention in existing work procedures
[32]. So far, in our data we see evidence for employee-centered goals as most robots
perform back-office tasks. For example, this dimension comprises improved work envi-
ronments or improved services that mitigate demographical or seasonal changes. Goals
of this dimension often impact the individual, but they are not exclusive to this level.
Further, it is conceivable to have goals at the team or organization level as well as
customer-focused rather than employee-focused goals.

Beyond the five dimensions of RPA goals, we found one distinctive and unique
goal relating to innovative technologies and collected it as a further goal without a
category (28.). It was noticeable in our interview study, and we felt obliged to highlight
its existence and discuss how to approach it in the following section.

While we have not had the opportunity to assess the interplay of the five dimensions
of the RPA goal pentagon for goal setting and realization empirically, we assume it to
behave similarly to the devil’s quadrangle. That is, pursuing a goal along one dimension
may weaken the performance along another dimension. As we found some goals to be
associated with multiple dimensions (see Sect. 4.2), we assume pursuing a particular
goal can strengthen or weaken multiple dimensions at the same time, respectively. Sub-
sequently, we use these dimensions as attributes to group the goals to better structure,
assess, and discuss them.

4.2 Goals for Introducing and Using RPA

In total, we found 28 goals for implementing and using RPA. We found 24 goals in
literature. We could confirm all but one in our interviews. In addition to these, we
found four goals in our interviews that were not mentioned in literature. Table 2 gives an
overview of the goals, their origin, and their respective goal dimensions. In the following,
we detail the goals with a focus on those not well understood since they were not
mentioned in either literature or practice.

As argued above, we could confirm the practical relevance of 23 goals that were
mentioned in literature. This includes the goals mentioned in case studies or directly
abstracted by us from the benefits and characteristics mentioned in literature. In contrast,
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Table 2. List of goals from literature and interviews sorted by dimensions.

Goal Found in Dimension

Interviews Literature Time Cost Quality Flexibility People Other

1. Improving process
speed/Increasing pro-
ductivity/efficiency
(in general, not
further specified)

(#2, #8,
#11, #14,
#16)

[18,
33–45]

x x x

2. Reducing
IT-implementation
time

(#1, #6,
#8, #9,
#15, #16)

[18, 34,
37, 39,
42, 44,
46–48]

x x x

3. Freeing up
resources within IT

(#4, #15) [39, 42] x x x

4. Mitigating the
effect of sporadic
high workloads

(#8) [48, 49] x x x x

5. Jumping the IT
development queue

(#15) [37] x x

6. Reducing cost (in
general, not further
specified)

(#2, #3,
#5, #6,
#8, #12,
#14, #15)

[33, 34,
37,
40–42,
44, 45,
50, 51]

x

7. Using RPA to
automate steps in
BPM-
projects/automating
processes/using RPA
as one element in a
BPM toolset/using
RPA to conduct
iterative BPM and
automation

(#4, #5,
#8, #10,
#12)

[35, 46,
52–56]

x

8. Dealing with high
transaction volume

(#9, #10,
#16)

[19, 21,
34, 48,
54]

x

9. Reducing
employee
count/reducing
full-time equivalent
(FTE) count/getting
more work done with
the same
employees/obtaining
the ability to grow,
scale

(#2, #3,
#4, #5, #7,
#9, #11,
#12, #13,
#15, #16)

[19, 34,
39, 41,
42,
44–46,
48, 49,
57, 58]

x x

10. Filling/mitigating
open positions

(#9, #16) [33] x

(continued)
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Table 2. (continued)

Goal Found in Dimension

Interviews Literature Time Cost Quality Flexibility People Other

11. Improving quality
(in general, not
specified)/improving
service
quality/improving
data
quality/increasing
accuracy/reducing
errors/reducing error
cost

(#2, #11,
#13, #14)

[18,
33–36,
38–42,
44, 45,
54, 56,
58, 59]

x x

12. Improving
process innovation

(#8, #10,
#11)

[36, 42,
49, 60]

x x

13. Standardizing
activities and
processes/improving
compli-
ance/improving
documentation,
transparency,
auditability

(#8, #12,
#14)

[33, 34,
36, 39,
44, 49,
59]

x x

14. Mitigating risk
(e.g., uncertainty of
cost of IT projects)

(#8) [35, 39] x x

15. Avoiding shadow
IT

(#1, #8) x x

16. Ensuring
operations outside of
business hours

[34, 39,
58]

x x x

17. Reducing IT
implementation effort
and cost

(#9, #14,
#16)

[2,
34–36,
41, 42,
46, 48,
51, 58,
61]

x x

18. Mitigating the
impact of
demographic change

(#8) [49, 61] x x

19. Ensuring
availability

(#14) [33, 34,
62]

x

20. Using RPA to
implement
substitution rules for
employees and ensure
fail-safe operation

(#12) x

21. Mitigating
staffing shortcomings
due to previously cut
positions

(#3, #5) [62] x

(continued)
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Table 2. (continued)

Goal Found in Dimension

Interviews Literature Time Cost Quality Flexibility People Other

22. Relieving
employees of boring
or unattractive tasks

(#4, #8,
#10, #11,
#12, #15)

[33, 35,
38–45,
47, 55,
56, 58,
59,
62–64]

x x

23. Connecting to
systems without
APIs/making legacy
software with new
pro-
cesses/overcoming
data silos/using RPA
as a bridging
technology

(#1, #4,
#6, #8,
#9, #10,
#11, #14)

[35, 36,
39, 48,
55, 56]

x

24. Getting the task
of process automation
closer to the domain
knowledge

(#8) [35, 37,
39, 51]

x

25. Giving the
departments the
opportunity to adapt
systems to
fast-changing
processes

(#11) [38] x

26. Raising
acceptance of
automation in
departments due to
fast implementation

(#8) [47, 49] x

27. Using RPA as a
door opener for BPM
with departments

(#8) x

28. Using RPA
because it is a trend

(#15) x

four of the goals found in the interviews were not included in the literature before. We
could not confirm the relevance of one goal (16.) in practice. In the following, we explain
selected goals and also detail the four goals not previously described in literature in more
detail.

Many of the goals do not fall into only one goal dimension. Instead, the goals satisfy
the intentions of multiple dimensions. For example, we classified the goal of mitigating
the effect of sporadic high workloads (4.), in which RPA is used to keep employees
from being overworked when periods with uncharacteristically high workloads occur, to
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belong simultaneously to the dimensions of time, cost, flexibility, and people as it also
ensures all tasks being processed in time without a (costly) reduction in service levels.

One of the goals heavily discussed in literature is the goal of relieving employees
of boring or unattractive tasks (22.). While we were able to establish the relevance of
this goal in practice, only two interviewees of the type “user” (#8, #12) stated this to be
a goal of interest to them despite being a goal of positive nature. The goal of reducing
employee count (9.) appears inverse in effect: while getting rid of unattractive tasks is
positive for employees, reducing their count and thus threatening their jobs will most
certainly be perceived negatively by employees.

Another common goal is that of freeing up resources in the IT department (3.).
Companies pursuing this goalmay have issues finding sufficiently qualified IT personnel.
Another reason may be to enable existing IT personnel to focus on more complex IT
problems or to have less complex automation problems be solved by “less expensive”
employees in the specialist departments. This goes hand in handwith the goal of jumping
the IT development queue (5.). This goal may also be pursued by companies whose IT
departments are overworked or with the intent of enabling specialty departments to
determine and change the development sequence and development speed more flexibly.
Interviewee #15 stated: “If it is possible [to solve an automation issue] otherwise, but
[it is] still done with RPA, then most of the reasons are […] that you have a very low
priority with IT. […] it will be implemented in 2023, but they want to have it today.”

Another noteworthy goal is using RPA to conduct iterative BPM and automation (7.).
Companies pursuing this goal see RPA as one tool of many in the pursuit of successfully
performing an automation project. This can correspond with the goal of using RPA as
a door opener for BPM with departments (27.), where companies aim to bypass social
barriers to BPM. By following through with RPA implementation, business departments
disclose the process flow and, in the course, create the opportunity for process improve-
ment or as interviewee #8 puts it: “We use RPA to access areas that we would not have
access to with other technologies, because then it’s a typical IT project again [which]
takes 2 or 3 years until I see results. […] we have already noticed that so much is already
achieved with standardization and optimization alone […]”.

Literature mentions the risk of creating shadow IT when using RPA [65]. In the
interviews, RPA was sometimes used contrary to the goal of avoiding shadow IT (15.)
by using governancemeasures to control RPA initiatives [#1, #8], giving the departments
an official way to solve their automation needs.

Aside from the goals classifiable with our pentagon, consultant interviewee #15
stated that some companies start RPA initiatives with the goal of using RPA because it
is a trend (28.): “And the other thing that might be interesting is that RPA is simply a
trend. People like to jump on trends and have a look at them. A lot of PoCs [proof of
concept] start when somebody has heard from another company that RPA is all the rage
right now, and in the future, it will be even better with artificial intelligence. That is also
always a motivation.” This is not a particularly rational goal, but it expresses a lack of
digitization and BPM strategy. It highlights that actual goals can be rather implicit and
rooted in human deficiencies and should be reviewed for their true rationale. We relate
this “goal” to novelty bias and the bandwagon effect, both of which are well-studied and
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provide advice on how to approach the effects. Due to its obvious practical relevance,
we felt obliged to highlight its existence.

The goal of ensuring operations outside of business hours (16.) stated in the literature
[34] could not be revalidated in the interviews.Yet, in the interviews,we found the goal of
using RPA to implement substitution rules for employees and ensure fail-safe operation
(20.) in the interviews, which was not previously covered in the literature, but is closely
related to ensuring operations outside of business hours (16.). Here the interviewee
intended to implement substitution rules within processes using RPA.

4.3 Discussion of the Prevalence of RPA Goals

The characteristics of RPA that are most frequently mentioned in literature focus on
the flexibility of the technology and its ability of relieving employees from performing
boring tasks (22.) [2, 34]. In contrast, these goals took a secondary role in the interviews.
Cost reduction (6.) and FTE savings (9.) were mentioned the most dominantly. All
interviewees mentioned at least one goal of the cost dimension, while fewer mentioned
goals in the quality, flexibility, and time dimensions. Goals from the people dimension
were mentioned the least often by our interviewees.

Most interviewees did not rank the importance of the pursued goals. Nevertheless,
some gave information on the importance of the goals. For example: “The topics higher
productivity, higher volume, thereby indirect cost savings. These are the classic [goals
for using RPA].” (#16). Interviewees #3, #5, #6, #9, and #16 even clearly stated that they
would mainly follow financial goals. Interviewee #6 stated: “I personally see RPA as
just a cheap version to automate things”, hinting at a clear financial focus. Interviewees
#12 and #13 pointed out that mainly quality goals where pursued. Yet, #12 stated: “We
have not carried out an overarching business case. Not one where we said how many
processes there are in the company, what potential they have, and now we are calculating
a business case. Instead, we are convinced that savings can be achieved [in our RPA
project].” In this case, the goal of increased quality was a sub-goal of decreasing cost.
Interviewee #13 stated: “The occurrence of errors is of course also associated with time
and cost, especially towards the customer.” Therefore, interviewee #13 did not pursue
goals from the quality dimension for their own sake either but to reduce error costs.

Building on the second finding, we found thatmany of the companieswhomentioned
multiple goals also stated to have created a business case before starting an RPA project.
Therefore, we argue that those companies, in fact, did have cost or profit (directly or
indirectly) as at least one of their main goals since their projects would not have started
without a positive business case. Somecompanies carry this focus foreword into choosing
which processes are implemented in RPA. One interviewee responsible for managing
bot creation projects and choosing processes to automate even stated: “If you come to
me without a business case, I’ll kick you out again” (#14).

Within those financially-driven business cases, FTE reduction or being able to scale
without increasing worker count was named as one of the most important levers of RPA.
This was also essential to RPA projects in general: “We are a very cost-driven company,
and headcount reduction, or FTE reduction, is definitely on the agenda [with RPA].
Even if people sometimes try to sweep it under the carpet, because of course, it is well
received by the shareholders but not necessarily by our own employees” (#3).
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In summary, we can conclude that in practice reducing cost is the most important
goal for using RPA.

5 Implications and Future Research

5.1 Implications for Theory and Practice

Based on our analysis, we found 28 goals companies pursue with RPA. Of these goals,
four have not been discussed in literature before. Thus, we extend the body of knowledge
by adding these goals to the body of knowledge. Thereby, we complement the picture
of RPA established so far by adding to the overviews of characteristics and benefits
[2, 34].

Further, we propose the RPA pentagon as a means to cluster the goals and provide
orientation and structure for goal setting. The pentagon shares four dimensions with
Dumas et al.’s devil’s quadrangle and adds a people dimension due to the unique (and
anthropomorphic) characteristics of RPA as opposed to traditional automationwithBPM
software.

Our RPA pentagon, similar to other goal-setting criteria or taxonomies such as the
devil’squadrangleandthebalancedscorecard,canhelpestablishamorewell-adjustedgoal
systemforRPAendeavors leading tobetter long-termutilityandsatisfactionwithsoftware
robots rather than purely following cost-centered goals. This is especially true for large-
scale installations that can have significant social and cultural impact on a company. The
goals in the RPA goal pentagon are not only goals in conflict but – as mentioned earlier –
can be complementary to each other aswell as applicable tomultiple dimensions. That is,
byfollowingspecificgoalssuchasmitigating the impactofdemographicchange(18.),one
will improveboth thecost and thepeopledimensionwhilepotentiallyweakening theother
three dimensions.

Typically, the use of RPA is contextualized by the main objectives pursued. Theory
on the use of RPA must, therefore, always consider these goals as a setting. Knowledge
about RPA gained in cost-focused contexts does not necessarily apply in people-focused
contexts. The focus on different goals by different companies may also influence the
success factors for RPA implementation. Therefore, current implementation models
should be re-evaluated on how they can be adapted to bring out those benefits most
aligned to the company’s goals. A clear picture of goals allows for a better alignment
across users within a company or across companies. For this, new models of setting up
governance to propagate goals across the company are necessary.

While it is conceivable that different companies will focus on varied goals depending
on their strategic orientation, project characteristics, and other context factors, one may
assume that all five dimensions are about equally important in general. However, our
findings from the expert interviews diverge starkly from this naïve assumption.Monetary
goals take precedence while other goals are pursued as secondary targets or as windfall
profit when fulfilling the monetary goals. Be that as it may, it was not our objective to
formulate a goal-setting strategy procedure for RPA goals but to focus on compiling and
structuring goals relevant and potentially unique to RPA. It remains to be seen if this
process differs from traditional goal setting in IT projects.
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On a broader scale, we also contribute to the ethical discussion regarding RPA.
Sarker et al. [10] stress that information systems research is a socio-technical discipline.
According to them, often the technical implications are more pronounced in research,
whichmay lead to “a lack of ethical standing of the discipline in society due to the failure
of IS scholars and practitioners to reflect on the consequences of information technology
and to critique and actively oppose initiatives where IT might facilitate the development
of a dehumanized and dystopian society” [10].

In the light of this call, the current use of RPA and the goals thereof should be
questioned. Despite the range of social benefits of RPA discussed in literature, these
appear not to be the focus of implementation projects in practice. Using RPA without
paying mind to the social aspects bears risks both for technology acceptance and for
achieving the full potential of RPA. We aspire that our findings – and especially our fifth
dimension people – facilitate and extend the discussion on how to mitigate these risks
for humans. Here, additional guidelines may become necessary as robots are commonly
employed to perform any or all of the 3D to 5D jobs that are described as dull, dirty,
dangerous, dear, or difficult. Not all of the above apply to the software robots of RPA
(in particular as knowledge work is rarely dangerous). Yet, performing difficult tasks for
humans may evoke other reactions from people that performing dull or (digitally) messy
tasks. It remains to be seen how applicable guidelines for robot use (see e.g. [66–68])
are for software robots.

Lastly, the finding that some companies only use RPA because it is a trending topic
opens implications for theory. We should be aware of this mimetic isomorphism in
relation to RPA and other automation technologies. First studies in this direction have
been conducted [69]. However, future research is still needed.

Our holistic overview of goals enables practitioners to be clearer on their own goals
for implementing and using RPA and question them and their balancing. Such clarity
will enable more successful implementation projects, especially from a socio-technical
perspective, by enabling a more targeted consideration of the framework conditions,
such as the observance or rejection of certain critical success factors [3]. The occurrence
of goals we identified allows companies to question the relevance of different goals
for their projects and have a more open discussion. A transparent and aligned set of
goals will facilitate the sustainable success of RPA projects. Moreover, companies can
question whether they fall into the fallacy of implementing RPA because it is a trend.
Lastly, our findings can aid RPA vendors and consultants to improve their solutions and
ensure that implementation projects are set up to address the specific desired goals.

5.2 Future Research

Due to the high impact of the goals for theory and practice, we need to better understand
the goals companies pursue with RPA as well as their respective nature. Therefore,
future research should examine additional case studies using the overview of goals we
established to broaden the understanding of current RPA projects. New case studies
should include the companies’ goals for conducting RPA projects and their importance.
This would help assessing the activities within RPA projects from the point of view of
their objectives.
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There might also be a divergence of the pursued goals or their importance in compa-
nies of different sectors, sizes, or with different strategies. This might have further impli-
cations for the success of RPA projects. Therefore, further research should systematize
the goals companies pursue with RPA according to these environmental characteristics
or additional contextual factors. Some interviewees hinted at a change in the importance
of goals during the implementation and usage phases, but they did not directly describe
such effects. Therefore, future research should examine how and at which points in the
implementation circle the goals of using RPA in companies change.

Additionally, we assume that there may be a hierarchy, different priorities, or causal
as well as temporal interrelation between different goals. Our data does not allow for
insights into such relations. Therefore, future research should examine the nature and
extent to which the goals are interrelated. This may also explain why practice focuses
rather on monetary goals (potentially short term) while research more broadly considers
humanistic goals as well (long term perspective).

Furthermore, it should be investigated how the companies’ goals influence the direc-
tion and success of RPA implementation and use. This also may include enquiring how
the knowledge of goals for using RPA and their occurrence affect previous insights on
the characteristics, benefits, and critical success factors of RPA. We also need to ques-
tion established theory and previous findings in light of the insights gained in this work.
Research should be conducted on how the complete set of goals presented reflects on the
case studies available in literature. It should be evaluated how goals could have influ-
enced the course of action of these projects and if there are any underlying goals that
were not discussed in the interviews that did impact projects in practice.

A further discussion on the social aspects of using RPA would be beneficial to
understand the use and success of RPA in companies. Research should assess why the
social goals of using RPA do not play a more prominent role in practice yet despite
the societal discourse on autonomous IT. Furthermore, it should be evaluated how RPA
projects should be set up to reap the full potential of RPA– not only focusing onmonetary
aspects but also on the social (and potentially the environmental) effects.

In addition, research is needed on a holistic or integrated goal framework covering
both heavyweight projects focused on BPM technology and lightweight projects focused
on RPA technology as both tend to interact and complement each other. That is, from a
practical as well as theoretical point of view goals should intersect and not be disparate
to prearrange for BPM technology that may be enhanced with RPA bots and RPA bots
that may be retired for comprehensive automation using BPM software [4].

Lastly – since goals are only valuable if they can be realized – further research should
examine RPA goal setting and determine under which circumstances and using which
procedures the goals can be realized. The influence factors determining the achievement
of goals should be evaluated in practice.

6 Conclusion

In this paper, we found and systematized 28 goals companies pursue with RPA in lit-
erature and practice. We compared which goals are mentioned in literature and which
bear relevance in practice and found four previously not reported goals. Further, we
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uncovered five distinct goal dimensions, four of which relate to the devil’s quadrangle
of BPM and one novel dimension, people, which forms an RPA goal pentagon.

The goals in this pentagon include instrumental and humanistic objectives, for exam-
ple, increased process efficiency or higher job satisfaction. We discussed the prevalence
of the goals and the implications of the interplay between the goal dimensions. In par-
ticular, our analysis shows that – with few exceptions – practitioners have so far almost
exclusively focused on the cost dimension’s financial goals.

Despite our careful research design, this paper has some limitations. In our keyword-
based literature search, we focused on the benefits and characteristics of RPA. There
might be additional work not captured by this search. We tried to mitigate this risk
through a backward search.We interviewed primarilyGermany-based companies, which
may introduce cultural and economic bias. Due to the explorative nature of our research,
our findings on the occurrence of goals can only be indicative.
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Abstract. Blockchain technologies have emerged to serve as a trust
basis for the monitoring and execution of business processes, particu-
larly business process choreographies. However, dealing with changes in
smart contract-enabled business processes remains an open issue. For
any required modification to an existing smart contract (SC), a new ver-
sion of the SC with a new address is deployed on the blockchain and
stored in a contract registry. Moreover, in a choreography, a change in
a partner process might affect the processes of other partners. Thus,
the change effect must be propagated to partners of the choreography
affected by the change. In this paper, we propose a new approach over-
coming the limitations of SCs and allowing for the change management of
blockchain-enabled declarative business process choreographies modeled
as DCR graphs. Our approach allows a partner in a running blockchain-
based DCR choreography instance to change its private DCR process. A
change impacting other partners is propagated to their affected processes
using a SC. The change propagation mechanism ensures the compatibil-
ity checks between public DCR processes of the partners. We demon-
strate the approach’s feasibility through an implemented prototype.

Keywords: Process choreography · Change propagation · DCR
graph · SC

1 Introduction

Blockchain technologies have emerged to serve as a trust basis for the monitoring
and execution of business processes [18], and particularly business process chore-
ographies [2]. This is due to several mechanisms, be it the consensus method
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applied among the nodes to validate a transaction, the immutable nature of
transactions, process automation using SCs and its ability to manage decentral-
ized, peer-to-peer interactions [10].

Both imperative and declarative process modelling paradigms have been
used to deal with blockchain-based business process execution. Proposed tech-
niques include translation of BPMN collaboration models into SCs [2] and exe-
cution engines of declarative orchestration processes called Dynamic-Condition-
Response (DCR) graphs [3]. However, dealing with changes in blockchain-
enabled business processes remains an open research issue [17].

Business processes managed by “static” SCs cannot be upgraded because
the SCs are immutable once deployed. Efforts exist to support versioning in
SCs [22]. For any required modification on the existing SC, a new version of
the SC with new address is deployed on the blockchain and stored in a contract
registry. So the process may have new version and in future interactions should
be consistent with it. However, with SC having many versions, it is difficult to
maintain inter-dependent SCs links and to copy data from old to new version of
the contract [22]. Moreover, these are all costly operations. We aim to enable a
way to integrate change management into SCs implementing the business logic
of process choreographies without deploying them again. This circumvents the
aforementioned problems related to versioning.

In a choreography, each partner manages its private process and interacts with
other partners via its public process. The model comprising all interactions is
called choreography process [7,9]. In a running choreography instance, a change
may consist of a simple change operation (ADD/REMOVE/UPDATE) or com-
bination of change operations [4,7]. A change in the instance of a partner process
may affect other partners’ process instances. Hence, change must be propagated
to the affected partners of the choreography instance [7,20]. In a trip e-booking
process, for example, a hotel may close its catering facility for reparations and
thus DELETE the dining service. A tourist having booked the hotel with dinner
included will be unable to reach the hotel service “ProvideDinner”. Additionally,
a new restaurant may want to establish (ADD) a convention with the hotel. This
new relationship will affect the tourist interested in trying the restaurant. Thus,
the ADD change must be propagated to the tourist process instance.

One has also to ensure that neither the structural nor behavioral compat-
ibility of partners processes are violated after a change [1,7,11,12]. Structural
compatibility checks consist of ensuring that there is at least one potential send
message assigned to a partner with a corresponding receive message assigned to
another partner [12]. Behavioral compatibility refers to ensuring that the chore-
ography process after the change is safe and terminates in acceptable state. In
other words, no deadlocks should occur between partners public processes dur-
ing the choreography execution after change [7,11]. For example, in the trip
e-booking process, the task “HaveDinner” is a public task. It is composed of two
messages, namely the send and receive messages, that are respectively assigned
to Tourist and NewRestaurant. When NewRestaurant DELETES the receive
message “HaveDinner”, a structural incompatibility occurs as the corresponding
send message is still present in the Tourist process.
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To the best of our knowledge, the integration of change management, and
especially change propagation, in blockchain-based declarative choreographies
management systems has not been studied. In this paper we focus on the fol-
lowing research question: (RQ) How to guarantee correct change propagation in
declarative blockchain-based DCR choreography process instances?

We propose a change mechanism to bring adaptiveness to the trustworthy
execution of declarative choreographies. We adopt the three levels of granular-
ity: (i) choreography, (ii) public and (iii) private processes used in imperative
languages such as BPMN and apply it to the declarative language called DCR
graphs [7]. With DCR, processes are modelled as a set of events linked together
with relations (a kind of temporal dependencies) [5,6]. In [14], authors propose
an approach for a trustworthy deployment and execution of DCR choreogra-
phies. Choreography participants build incrementally the choreography process
managed by a SC. Meanwhile, participants execute their private events off-chain
in their local process execution engine. We build on and extend this work with
the change management mechanism, focusing on the introduction, negotiation
and propagation phases at the process instance level. Similarly to declarative
languages, a DCR graph is specified as a set of rules. These rules are interpreted
at runtime. As they represent business requirements, it is easier to add or update
constraints if a requirement changes [5].

Our approach allows a partner in a running DCR choreography instance to
change its private process. Changes affecting private activities are applied off-
chain while changes impacting interactions with other partners are managed on-
chain through the SC [14]. Changes are mainly ADD/REMOVE and UPDATE
operations applied to the DCR choreography events and relations [4,7]. We only
focus on these change operations as that they are challenging by themselves and
that any change to a process can be written as a combination of these opera-
tions [13]. The on/off-chain separation ensures (i) the privacy of the partners as
private information in private processes is not shared and kept off-chain and (ii)
trust as the blockchain provides an immutable history of execution logs attest-
ing the enforcement of correct execution of the choreography interactions [14].
Besides, SC transactions act like “approval check points” during change nego-
tiation and propagation. Hence, claim resolution is eased between partners in
case of a misbehavior as the blockchain stores the negotiation and propagation
history on-chain. For example, when a partner wrongfully projects the change
and creates a behavioral incompatibility after the change, execution logs can
be used to check who is the source of and what is the erroneous behavior. To
summarize, we complement the work in [14] with the following contributions:

– We augment the SC managing the choreography process with change man-
agement techniques to enable change operations on a deployed instance of a
choreography.

– We propose a protocol that allows (i) partners to first negotiate the change
on-chain, (ii) then to dynamically update the choreography process instance
managed by the SC with the new process change information, and (iii) finally
propagate this information across partners processes affected by the change.



A Trustworthy decentralized Change Mechanism for Choreographies 421

– We leverage the platform in [14] to integrate change to running DCR chore-
ography instances.

The remainder of this paper is organized as follows. Section 2 presents funda-
mental definitions used in the approach and introduces an illustrating example.
Section 3 reviews the main known related work. Section 4 details our approach.
Section 5 presents an implemented prototype and some evaluation tests. Finally,
Sect. 6 concludes the paper and gives insights into future work.

2 Basic Concepts and Illustrating Example

DCR graphs are one of many declarative business process modeling languages
whose formalism is presented in [6]. A DCR graph G is represented by a triplet
(E, M , Rel). E is a set of labelled events. M denotes the marking of the graph
and is represented by the triplet (currently included events In, currently pend-
ing responses Pe, previously executed events Ex). Finally, Rel is the set of rela-
tions of the graph. Relations are of five types: condition−→ •, response• −→,
milestone−→ �, include−→ + and exclude−→ %.

A DCR choreography models interactions between partners. Its execution
is done in a distributed way. A DCR choreography is defined as follows [14]:

Definition 1. A DCR choreography C is a triple (G, I, R) where G is a DCR
graph, I is a set of interactions and R is a set of roles. An interaction i is a triple
(e, r, r′) in which the event e is initiated by the role r and received by the roles
r′ ⊂ R\{r}.

Which leads us to the definitions of one partner’s public and private DCR
processes. A public DCR process of one partner represents the projection
of the DCR choreography over this partner (see definition 4 in [14] for more
details). The private DCR process of one partner is a kind of a refinement of
the public DCR process, i.e., it comprises the public interactions in addition to
the internal events related to this partner.

Figure 1 presents the trip e-booking scenario that was initially presented in
the introduction (c.f. Sect. 1) translated into DCR: Fig. 1(a) presents the DCR
choreography and Fig. 1(b) presents the tourist private DCR process. The chore-
ography process is managed in the different partners processes, namely Tourist,
TouristOfficer, Hotel, and CastleAdmin, to ensure a separation of concerns. Pay-
Pass (p3) is an internal event of the role Tourist, managed off-chain to preserve
the privacy of Tourist. PurchasePass (e1) is a choreography interaction sent by
Tourist and received by TouristOfficer. It is managed on-chain (c.f. [14]). To
execute the send event, Tourist triggers the SC from its private DCR process.
Table 1 shows the choreography markings of Fig. 1 during a run. Each column
stands for the events of the choreography. Rows indicate markings’ changes as
events on the left are triggered. For example, initially no event is executed nor
pending and the event e1 is included. Thus, its marking is (1, 0, 0). Once Tourist
executes e1, the marking becomes (1, 0, 1). Partners have control over the set of
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Fig. 1. DCR choreography process and tourist private DCR process of the trip e-
booking process (Color figure online)

Table 1. Evolution of the markings (included, pending, executed) of the DCR chore-
ography process in Fig. 1 (before changes)

Markings

e1 e2 e3 e4

(init) (1, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)

e1 (1, 0, 1) (1, 1, 0) (0, 0, 0) (0, 0, 0)

e2 (1, 0, 1) (1, 0, 1) (1, 1, 0) (1, 1, 0)

internal and choreography interactions they are involved in. This set of events,
mentionned hereinafter as a partner private DCR process, is illustrated by the
tourist’s one in Fig. 1(b).

Both choreography and private DCR processes in Fig. 1 are susceptible to
changes. A change is composed of a set of change elements and a combination
of change operations. We define in the following these two concepts.

Definition 2. Change element. Let C = (G, I,R) be a DCR choreography.
Let ε be the set of internal events in G, i.e., events having one initiator r ∈ R.
I is the set of choreography interactions. GRef is a change element (also called
refinement element) iff one of the following conditions are met:

1. GRef ∈ {ε ∪ I∪ −→ • ∪ • −→ ∪ −→ �∪ −→ +∪ −→ %}
2. GRef = (e ∈ {ε∪ I},me(in, pe, ex), {−→ •∪• −→ ∪ −→ �∪ −→ +∪ −→ %})

This means that, GRef is a refinement element if it is either (1) an atomic
element, i.e., (i) an internal event in the set of internal events ε such as p2 in



A Trustworthy decentralized Change Mechanism for Choreographies 423

Fig. 1(b), or (ii) an interaction such as e3, or (iii) one of the five relations such
as the condition relation linking e3 and e2. (2) a DCR fragment, i.e., a sub-
graph with a minimal configuration: {one event, initial marking of the event,
one relation}. For example in Fig. 1, change #3 consists into adding the DCR
fragment (p2: (1, 0, 0), p2 −→ •e3, p2 −→ +e3, p2 −→ %p2).

Definition 3. Change operation. To define the change operations, we refer
to [4] where authors propose three change operations on DCR orchestration
processes. We re-adapt these operations to be used in the context of DCR chore-
ographies and where the change element can be one of the three types defined
in Definition 2. Change operations are of three major types1:

– C ⊕ GRef to ADD the refinement element GRef to the original DCR chore-
ography C. To apply the change, one has to compose the refinement element
with the original graph, i.e., one has to take the union of events, labels, rela-
tions and markings of the two parts of the composition.

– C � GRef to REMOVE a change element GRef from C. For example, to
remove an interaction, one has to remove it from the set of interactions I, its
marking from the marking (In, Pe, Ex) of the graph as well as the incoming
and outgoing constraints coming to/going from this interaction.

– C[GRef 	→ G′
Ref ] to UPDATE a change element. For the case of an event

(internal or interaction): the UPDATE operation is used for replacing one
event by another or re-labelling it. To replace, for example, one interaction with
another, one has to update the set of interactions I with the new interaction,
the marking of the graph and the set of incoming and outgoing constraints.

An example of an UPDATE operation is change #1 in red in Fig. 1. Here,
the pass purchased by the Tourist in the event e1 undergoes a change: it will let
the Tourist to have a dinner in NewRestaurant instead of having it in the Hotel.
Hence, the TouristOfficer, who manages the pass and can add new participants,
establishes a new convention with NewRestaurant. Consequently, the change
operations to make are: (i) add the partner NewRestaurant, (ii) an UPDATE
operation where the interaction e4 is replaced with the DCR fragment{e5, e6}.
These changes are called public changes.

To proceed with such a change: (i) the change should be negotiated (agreed on
or not) by the involved partners, (ii) the change proposition should be examined
by all involved partners, (iii) the negotiation outcome should be tamper-proof
to avoid that someone diverges from the common understanding, and (iv) the
change should be correctly propagated [5,6].

In the following section, we present the related work regarding change mech-
anisms in cross-organizational business processes.

3 Related Work

Change management at runtime in procedural processes has been studied in [7]
where change propagation algorithms ensure behavioral and structural soundness
1 We use the same notation of the operations defined in [4].
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of choreography partners private processes after the change. In [8,15], authors con-
sider the change negotiation phase but no mechanism is proposed to ensure that
all partners have trustfully applied the change, and no blockchain is used to deal
with this problem.

Change management has also been studied in DCR processes, mainly through
runtime changes. The first efforts appear with the notion of DCR fragments
where simple change/add/remove operations are implemented [4]. Authors fol-
low the build-and-verify approach to apply incremental changes to the frag-
ments. This approach consists of the continuous iterations of (i) modeling, (ii)
deadlocks and livelocks freedom verification, and (iii) executing until a further
adaptation is required. Nonetheless, partner trust into change propagation of
DCR choreographies is not addressed in this work. In [19], authors use a correct-
by-construction approach on running instances of DCR graphs. The structure
underlying a DCR is a labelled transition system. Starting from a user-defined
change, authors define a reconfiguration workflow. During the transition period,
old requirements are disabled and verified subpaths of activity executions are
enabled. This setting holds until new requirements are verified. However, not
every reconfiguration problem has a solution and for every change, one has to
build a new reconfiguration workflow. It requires heavy calculations to discover
the verified subpaths, which is not easy for large models. Finally, in [5], authors
use a set of rules ensuring the correctness of new instances of DCR graphs by
design. New change operations must respect these rules to prevent a misbehavior.

Regarding change management in blockchain-enabled processes, in [17],
authors propose an approach that allows collaborative decisions about (1) late
binding and un-binding of actors to roles in blockchain-based collaborative pro-
cesses, (2) late binding of subprocesses, and (3) choosing a path after a complex
gateway. A policy language enables the description of policy enforcement rules
such as who can be a change initiator and who can endorse a change. However,
authors do not consider ADD/REMOVE/UPDATE change operations like we
do. Additionally, the private processes of roles are not considered and neither is
the propagation of the effect of the new decisions over partners.

To summarize, most related work consider change in process orchestrations
only [4,5]. Additionally, approaches binding actors to roles in a process collab-
oration [17] currently push the burden of checking the transitive effect of new
changes onto the new parties. This checking, likely done in a manual way, which
can lead to errors. Finally, even when the change propagation soundness is dealt
with, the proposed approach does not provide a mechanism that ensures chore-
ography partners project the change and propagate it trustfully.

4 Proposed Approach

DCR business processes monitored in the blockchain are represented into SCs
as follows (c.f. [14]): the SC holds a set of activities, each assigned to an actor,
and linked to an execution state. A relation matrix which summarises the execu-
tion constraints is used to update activity states based on smart-contract based
execution requests.



A Trustworthy decentralized Change Mechanism for Choreographies 425

Table 2. Proposed allowed and denied changes for a DCR process

Type Rule

AR1 Change condition/response/milestone relations

DR1 Inclusion of an excluded event

DR2 Exclusion of an included event

AR2 Block temporarily/permanently an included event

Partners coordinate their own processes connected to the blockchain, and
propose/receive changes to/from other partners (step 1 in Sect. 4.1). Our goal
is to make it possible for each partner to (i) modify its private DCR process,
and (ii) suggest a change to the DCR choreography monitored in the blockchain.
If the change request is fully private, for e.g., it concerns an internal event or
a relation linking two internal events, (private-to-private relation) or a relation
linking an interaction to an internal event (public-to-private relation), then the
private process of the partner updates accordingly. If the change is public, it
is managed onchain (step 2 in Sect. 4.2). Public changes concern an interaction
or a relation linking two interactions (public-to-public relation) or a relation
linking an internal event to an interaction (private-to-public relation). Then, a
negotiation stage starts (step 3 in Sect. 4.3), followed by a propagation stage
(step 4 in Sect. 4.4.)

4.1 Step 1: Change Proposal

The role initiator defines the change of its private DCR process off-chain. She
may modify its internal events and interactions, as well as relations linking
events. The introduction of a change is called refinement (cf. Definition 2). It
is done before submitting it to other partners for examination.

A set of integrity rules need to be defined to ensure the correctness of the
updated graph. A DCR graph is correct iff it is safe, i.e., free of deadlocks and
live, i.e., free of livelocks. A DCR graph is deadlock free if for any reachable
marking, there is either an enabled event or no included required responses.
Whereas liveness describes the ability of the DCR graph to completion by con-
tinued execution of pending response events or their exclusion. To do so, we
leverage non-invasive adaptation rules, originally introduced in the context of
DCR orchestrations, to DCR choreographies [5]. We divide these rules in rules
describing (i) allowed change rule (AR) and (ii) denied change rule (DR) pre-
sented in Table 22.

One can ADD/REMOVE/UPDATE condition, response and milestone rela-
tions (AR1). The only restriction is not to have cycles of condition/response
relations to avoid deadlocks. However, one cannot include an already excluded

2 The reader can check [5] for more details about denied and allowed change operations
in DCR orchestrations that inspired the proposed changes.
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event (DR1) neither can she exclude an already included event (DR2). One
alternative to this is to block temporarily or permanently an event (AR2). We
suppose that we want to block permanently a DCR graph G of executing an
event e. We refine with the fragment Q: Q = {e: (0, 1, 0), g: (0, 1, 0)), g −→ •
g, g −→ • e}. Here, e can never fire (again) because it depends on g. Moreover,
by excluding and including g, one can selectively enable and disable e.

In our example, the change proposal #1 consists into replacing e4 by the
fragment composed of the events {e5, Pe6}. Here, one did not add an exclude
relation to the already included event e4, i.e., (DR2) evaluates to false. Con-
sequently, one is not concerned by blocking temporarily/permanently an event,
i.e., (AR2) is also verified. Only milestone and response relation are added to the
graph and thus (AR1) evaluates to true. Moreover, change # 1 does not contain
an include relation to an already excluded event and so (DR1) is also respected.
Hence, the change proposal evaluates to true because ∀i, (ARi) evaluates to true
and ∀j, (DRj) evaluates to false.

4.2 Step 2: Change Request for Public-Related Changes

The SC stores the list of change requests assigned to process instances as a
hashmap. Ongoing process instance changes are recorded with the identification
hash of the current process instance hcurr. The identification hash corresponds
to the IPFS hash of the process instance description3. This hash is generated
by the change initiator upon a change request, before the SC call. During the
change request lifecycle, the request is assigned to a status belonging to {Init,
BeingProcessed, Approved, Declined}. Status is set to Init if no change request is
ongoing, to BeingProcessed during the negotiation stage, to Approved or Declined
once the change request is processed by all endorsers.

Algorithm 1 presents the SC function registering a change request. The iden-
tity of the change initiator is checked: it should belong to the list of partner
addresses (line 2). Then, the change request is created for the current process
instance (line 3–8). The hash of the redesigned workflow is stored in hreq (line
4). This identification hash corresponds to the IPFS description of the requested
redesigned public workflow hreq. The status of the change request is set to Being-
Processed (line 5). The addresses of the change initiator and endorsers E are
attached to the request (line 6–7). Endorsing partners are, for example, in the
case of adding a choreography interaction i (i) the sender and the receiver(s) of
the event and, (ii) partners connected directly with the choreography interaction.
The change initiator also sets two response deadlines t1 for change endorsement
and t2 for change propagation to be checked by the SC (line 8–9). Finally, the
SC emits a change request notification to all partners listening to the SC (line
10). If one of the change endorsers does not reply before deadline t1 during
endorsement or t2 during propagation, an alarm clock triggers a SC function
cancelling the change request. If one of the change endorsers does not reply

3 InterPlanetary File System (IPFS) is a peer-to-peer protocol that uses content
addressing for storing and sharing files on the blockchain (https://docs.ipfs.io/).

https://docs.ipfs.io/
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Algorithm 1: Request change smart contract function
Data: changeRequests the list of change requests, E the list of endorser

addresses, hcurr the current ipfs workflow hash, hreq the ipfs hash of
requested change description, t1 the deadline timestamp for change
endorsement, and t2 the deadline timestamp for change propagation

Result: emits change request notifications to endorsers
1 Function requestChange(hcurr, hreq, E, t1, t2):
2 require msg.sender belongs to the list of business partners;
3 if changeRequests[hcurr].status == Init then
4 set changeRequests[hcurr].hreq ← hreq;
5 set changeRequests[hcurr].status ← ”BeingProcessed”;
6 set changeRequests[hcurr].initiator ← msg.sender;
7 set changeRequests[hcurr].endorsers ← E;
8 set changeRequests[hcurr].t1 ← t1;
9 set changeRequests[hcurr].t2 ← t2;

10 emit RequestChange(hcurr, hreq, E, msg.sender);

11 else
12 emit Error; // an ongoing change request is being processed

13 End Function

before deadline t1 during endorsement or t2 during propagation, an alarm clock
triggers a SC function cancelling the change request at a specified block in the
future corresponding to t1 or t2. It consists into a SC function being called by
incentivized users triggering the SC at the desired timestamp [16]. Upon trigger,
the SC function sets the change request status to cancelled and emits an event
notifying partners that the change has been cancelled. By so doing, we prevent
any deadlock that could occur due to one of the partners not responding.

In Fig. 1, Change #1 is public as it concerns three partners, namely Tourist,
Hotel, and NewRestaurant. Hence a negotiation must occur between the part-
ners to reach a consensus on the proposed change before propagating it.
NewRestaurant launches the change negotiation by triggering the SC. The SC
updates the change requests list linked to hcurr with the following informa-
tion: [(1) hreq the IPFS hash of the updated process description which com-
prises the operation UPDATE(e4) with (e5 + e6), (2) the list of endorsers:
{addressHotel, addressTourist}, (3) Change negotiation deadline t1 = 72 h, (4)
Change propagation deadline t2 = 120 h]

4.3 Step 3: Change Negotiation for Public-Related Changes

All partners subscribe to the change request events emitted by the SC. Endorsing
partners must send their decision request to the SC based on the rules in Table 2.
If the change once computed on the endorser’s process respects all ARi and DRj
rules, then the endorser approves the request. It is otherwise rejected. The rules
checks are manual and can be automated in the future work. The SC collects the
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Algorithm 2: Endorser decision management smart contract function
Data: changeRequests the list of change requests, es the endorser address, E

the list of registered endorsers, hcurr the hash of the current workflow,
hreq the hash of the desired workflow, rsp the endorser response ∈ {0, 1}

1 Function endorserRSP(hcurr, es, rsp):
2 require(block.timestamp <= changeRequests[hcurr].t1);
3 require(es ∈ E);
4 require(changeRequests[hcurr].changeEndorsement[es] != 1);
5 require(changeRequests[hcurr].status == (”BeingProcessed”);
6 if rsp == 1 then
7 set changeRequests[hcurr].changeEndorsement[es] ←− 1;
8 emit AcceptChange(hreq, es);
9 lockInstanceChecker(hcurr)

10 else if rsp == 0 then
// declineapprovalOutcomes

11 set changeRequests[hcurr].status ← ”Declined”;
12 emit DeclineChange(hreq, es);

13 else
14 emit Error(hreq, es);

15 End Function

different decisions from the endorsers to lock (or not) the choreography instance
and proceed (or not) with the change. We detail both stages hereinafter.

Algorithm 2 presents the SC function receiving one endorser’s decision. The
alarm clock should not have been raised (line 2), the endorser address es should
belong to the list of registered addresses (line 3), and not having answered to the
change request already (line 4). The change request should also be processable,
i.e., its status should be set to BeingProcessed (line 5). If all conditions are met,
the endorser response rsp is processed. If rsp equals 1 (line 6), the endorser has
accepted the change. Its response is saved into the change endorsement list (line
7), the notification of acceptance is sent to all endorsers as well as the change
initiator (line 8), and the SC checks whether the instance needs to be locked
(line 9). The lockInstanceChecker function assesses whether all endorsers have
accepted the change: the changeEndorsement list should be filled with ones. At
this stage, no further execution of included events is allowed and the mechanism
waits for pending events to terminate. The change status is then updated to
Approved.

In our example, we suppose that both endorsers confirmed the change request
(rspHotel = 1 and rspTourist = 1) while respecting t1. The SC locks the instance
for change propagation. As it manages the negotiation process, a tamper-proof
record of the negotiation is accessible by all partners. This prevents conflicts and
eases potential claim resolutions.
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Fig. 2. Sequence diagram of the propagation stage illustrating the interactions between
partners and the SC with A being the change initiator

4.4 Step 4: Change Propagation

Change propagation is to apply the change effect after the negotiation phase
succeeds to (i) the affected partners DCR public processes, (ii) each partner
propagates the change effect to its private DCR process. To ensure the correct-
ness of the change propagation, we introduce the following property where c is a
change, r, E are respectively c initiator and endorsers, Gr, Gr′ are respectively
the public DCR process of r and r′ where r′ ∈ E:

Property 1. If effect(c)‖Gr
: ⇒ Gr is correct-by-construction and ∀r ∈ E,

effect(c)‖G
r′ : ⇒ Gr′ is correct-by-construction then Gr and Gr′ are compatible

∀r ∈ E.

Property 1 states that if Gr is correct-by-construction and if ∀r′ ∈ E, Gr′

are also correct-by-construction, then compatibility is verified. In fact, a public
DCR process Gr is correct-by-construction means that computing the effect of a
change c over r introduces no deadlocks in Gr (see Sect. 4.1). Thus, if the DCR
public models of the change initiator and endorsers are safe, i.e., no deadlocks can
occur, then they are able to communicate in a proper way after the change and are
consequently compatible with each other. The SC enforces propagation correct-
ness as it maintains the tamper-proof record for the endorsement and application
of the change effect across partners. Another correctness criterion is checking the
consistency between one partner’s private and public DCR processes. This is out
of the scope of the present work and will be done in future work.

Indeed, Fig. 2 depicts the sequence diagram of the change propagation inter-
actions taking place between partners and the SC. Each partner projects locally
the DCR choreography in its projection using the process description given in
the IPFS hash (Fig. 2 step 1–4). Participant A first fetches the IPFS hash of
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Algorithm 3: Confirm change propagation smart contract function
Data: changeRequests the list of change requests, es the sender address, E the

list of registered endorsers, hcurr the hash of the current workflow
Result: manages the record of projections of the new public view

1 Function confirmProjection(hcurr, es):
2 require(es ∈ E);
3 require(block.timestamp <= changeRequests[hcurr].t2);
4 require(changeRequests[hcurr].didPropagate[id] != 1);
5 set changeRequests[hcurr].didPropagate[id] ←− 1;
6 emit LogWorkflowProjection(hcurr);

7 End Function

the new public view stored on-chain (step 1), and uses the hash to retrieve the
description stored in IPFS (step 2). Using this information, A projects locally
the new version of the process, merging its private process with the updated
public activities. Once completed, A notifies the SC to confirm the projection
(step 4). Algorithm 3 presents the function triggered by partners to confirm the
projection to the SC. A list didPropagate keeps track of the propagation status,
i.e., it records the private projection of each partner. The function checks that
the partner belongs to the list of endorsers (line 2), that the alarm clock has not
been raised (line 3), and that the endorser has not projected locally yet (line 4).
Each participant must proceed before the change propagation deadline t2. Else,
the propagation is cancelled, and the instance returns to its initial state before
the change request. Other endorsers follow the same steps.

The SC detects all local projections once didPropagate is filled with ones and
notifies the change initiator. The change initiator then retrieves the new DCR
choreography that was saved into IPFS using hreq (Fig. 2 step 5) and forwards
it to the SC (Fig. 2 step 6). The SC updates the relations and markings stored
into the process instance and resets the change status of the workflow instance:
a new change request can be processed (Fig. 2 step 7). In total, all participants
must complete two transactions with the SC and one transaction with IPFS.
The change initiator must also complete two additional transactions with the
SC to update the view stored on-chain and unlock the instance.

In our motivating example, the propagation of change #1 occurs with all
endorsers Tourist, Hotel and Restaurant updating their private DCR process
with the approved change. To do so, they retrieve the change description stored
in IPFS under hreq. They project the updated public change description on their
role following the same approach as in [14]. For example, Tourist will retrieve the
events {e5, e6}. Tourist then combines this projection with its private events {p1,
p2, p3}. Once all projections have been done and notified to the SC, the change
initiator NewRestaurant finally triggers the SC to update the DCR choreography
of the running instance with the updated process description e.g., the updated
relation matrices, event markings and access controls (c.f. [14] for a more detailed
description).
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5 Implementation and Evaluation

5.1 Implementation

In [14], authors presented a solution aiming at executing DCR choreographies
in a hybrid on/off-chain fashion. The DCR choreography description comprises
events descriptions (i.e., labels, roles, markings), relation matrices, and actors
linked to events. Here, we leverage this platform to integrate change at the
process instance level4.

We use a Ganache testnet to deploy a public SC S which manages each
process. S comprises (1) execution constraint rules, (2) a list of workflows ini-
tially empty, and (3) the list of change requests linked to the list of work-
flows. At the time of writing, 1ETH = 2581,86$. The initial cost of deploy-
ment of S is 0.10667554 ETH (439.21$) for a gas usage of 3,555,855. Addition-
ally, a SC manages roles authentication and access control rules. Its deployment
takes 1,953,149 gas (0.05859442 ETH or 241.25$). The SC is deployed in Rop-
sten at: 0x523939C53843AD3A0284a20569D0CDf600bF811b5. For each work-
flow, RoleAdmin (1) generates the DCR choreography bitvector representation,
(2) saves the textual DCR choreography input to IPFS, and (3) registers the new
workflow on-chain (cf. [14]). The workflow is identified by the IPFS unique hash.

Each partner can edit the running instance. Editing is done using the panel
manager, a tool to update DCR graph descriptions. Users can add private and
choreography interactions, as well as condition, response, include, exclude, and
milestone relations. They can also use the panel manager to remove and update
events and relations. The panel manager implements integrity rules presented
in Subsect. 4.1: the panel verifies the soundness of a desired change operation.
Hence, we obtain a redesigned DCR graph that is correct-by-construction. After
edition, the panel manager triggers the SC if it detects a public change. The
SC registers the request and forwards it to the identified partners. Each partner
accesses the change request and answers back to the SC. If the change request
is accepted by all, change propagation starts.

5.2 SC Evaluation Costs

The initial cost for deploying the motivating example instance is 0,00933308 ETH
(24,097$) for a gas usage of 311,103. Indeed, the consensus algorithm used in the
Ethereum blockchain is a proof of work [10], hence each SC transaction excepting
read transactions are payable to compensate miners from computation costs.
We evaluate the transaction costs to assess the computation costs related to the
change negotiation and propagation functionalities.

In our motivating example, three changes occur. Change#1, initiated by
NewRestaurant, is fully public: e5 and e6 replace e4, and two public-to-public
relations (response and milestone) are added. In the following, we investigate
the public negotiation and propagation SC costs for this change.
4 Code of the implemented prototype augmented with change management is accessi-

ble at https://github.com/tiphainehenry/adaptiveChangeDCR/.
5 This address can be used with Etherscan to access the record of transactions.

https://github.com/tiphainehenry/adaptiveChangeDCR/
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Table 3. SC change propagation gas costs and gas fees

Stage Step Partner Gas Cost (ETH) Cost ($)

Nego. LaunchNego NewRestaurant 213194 0,00639582 16,513

Case decline TouristOfficer 46773 0,00140318 3,623

Case accept TouristOfficer 78999 0,00157998 4,079

Tourist 86428 0,00181256 4,68

Propag. Upd. projection TouristOfficer 96448 0,00201296 5,197

Upd. projection Tourist 96375 0,0020115 5,193

Upd. projection NewRestaurant 87648 0,00175296 4,526

Upd. SC instance NewRestaurant 1321496 0,02642992 68,238

Table 3 presents the gas usage induced by the execution of the SC during the
negotiation and propagation stages. It is used to compensate miners for their
computation power in the blockchain cryptocurrency. The table also presents
the transaction costs in ETH and USD.

Regarding the negotiation stage, Tourist first launches the change request for
the replacement of one public task by a new fragment of two public tasks. The
transaction fees for the request are 0,00639582 ETH, and are the highest fees of
the negotiation stage. Indeed, the fee to be paid to decline or accept a role is
worth around 0.0015 ETH. Nonetheless, all fees are of the same order of magni-
tude (0.001 ETH). Regarding the propagation stage, the transaction fees of the
SC correspond to two stages. First, the change endorsers apply the change effect
to their private processes. No transaction fee is requested to fetch the IPFS hash
of the new DCR choreography. However, a transaction fee is necessary to update
the SC list didPropagate recording the projections. The SC notification of the
local update is worth 0,00201296 ETH and 0,0020115 ETH for both endorsers
(around 5$ per local projection). The change initiator finally updates its projec-
tion. The cost to switch the workflow locally is 0,00175296 ETH. NewRestaurant
sends a transaction to update the DCR choreography on-chain using the same
tool used to deploy a new instance on-chain. The cost for switching the DCR
choreography on-chain is 0,02642992 ETH. It is one order of magnitude higher
compared to other transaction fees, but close to the cost of instantiating a new
instance on-chain, due to the update of relation matrices and markings. Hence,
propagation transaction fees are higher than the negotiation ones. Additionally,
the cost of the propagation mainly comprises the cost of the DCR choreography
update. Execution times, represent the results obtained after the enactment of
one trace. The reported execution time factors the transaction confirmation time
obtained on the test network. In average, the execution time of on-chain interac-
tions is 14.8 s. Additionally, the average time for IPFS transactions is 7.6 ms. The
change initiator NewRestaurant needs to process four on-chain transactions and
two off-chain transactions with IPFS. Both endorsers TouristOfficer and Tourist
must process three on-chain transactions and two IPFS transactions. Hence, in
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total, the whole cycle of change management takes 152.6 s if all participants
launch their transactions on trigger (4 + 3 + 3 on-chain transactions requiring
14.8 s in average, and 2 + 2 + 2 IPFS transactions requiring 7.6 ms in average).

6 Discussion and Conclusion

In this paper, we propose a change propagation mechanism to bring adaptiveness
to trustworthy execution of declarative choreography instances. Our approach
comprises three main steps. First, the change introduction, where a partner
in a running DCR choreography instance wants to change its private process.
Here, we declare rules that specify the allowed and prohibited changes. These
rules provide a correct-by-construction DCR choreography after the change and
ensure that no deadlocks nor livelocks occur. All changes are applied at the pro-
cess instance level. Local changes are managed off-chain. Changes impacting an
interaction start on on-chain negotiation phase. If the negotiation succeeds, the
change effect is propagated to the partners affected directly by the change. We
suppose that all partners project trustfully the updated DCR choreography. The
SC records partners’ involvement in a tamper-proof fashion during the change
negotiation and propagation stages. If a misbehavior occurs, the blockchain logs
can be used as a shared source of truth.

We present a prototype implementation as a proof-of-concept to evaluate the
technical feasibility of the approach, and evaluate it experimentally by looking
at transaction fees for a typical change. We leverage IPFS temporarily during
the negotiation and propagation stages to process the updated DCR choreog-
raphy for cost optimization considerations. Only a hash of the DCR process is
stored into the SC. Our experiments show that the transaction fees required
for the propagation are one order of magnitude higher than the ones for the
negotiation, as the cost of the propagation mainly comprises the cost of the
DCR choreography update. We appraise these costs to have more significance
for heavy negotiation scenarios, and to be proportional to the number of partici-
pants involved in a public change, as the more participants, the more interactions
are necessary with the SC.

In this paper, we only consider the compatibility checks between public DCR
processes of partners as a correctness criterion. This ensures that the DCR chore-
ography is safe and terminates in acceptable state, i.e., is deadlock free after the
change. We are currently working on proving the consistency checks between one
partner’s private and public DCR processes. In the present work, we focus on the
current instance of the process. Nonetheless, it is also interesting to consider the
change at the process model level and that after change is validated, all future
instances follow the change.

A limitation of the approach is the fact that the change initiator specifies the
endorsers. This can be handled differently by considering a pre-specified list of
the endorsers and the choreography participants agree on this list before starting
the process instance [17]. In this way, the agreement on change negotiation and
propagation can be placed off-chain. An on-chain transaction saying that the
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agreement is reached is stored in a multi-signed document in IPFS (this might
require the use of a different blockchain platform). However, even with multi-
sig mechanisms, the risk of private key loss remains and recovery schemes such
as using secured wallets should be investigated [21]. Finally, governance should
also be considered carefully when choosing the access control setup. For public
blockchains, not every endorser should necessarily run their own full node to
preserve the consensus. For permissioned blockchains, governance should be well
shared between change endorsers to avoid any tampering or transaction misuse.
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Abstract. In the progressing digitalization, automated processes
increasingly integrate IoT devices. However, incorporating field devices
located in unstable environments can easily lead to situations in which
central automation systems are no longer connected to the devices and
their functionality. A temporary disconnection is especially likely for
location-independent mobile systems such as smartphones, drones, and
mobile robots. This situation can result in the suspension or interrup-
tion of the process execution. As a solution, we propose and analyze
an old architectural approach: the decentralized execution of one pro-
cess over multiple, collaborating process engines placed directly on the
devices. We name the overall system a decentralized Process Manage-
ment System (dPMS) and explain the architecture, the interfaces, and
several aspects of the process deployment. For the latter, one of the most
interesting procedures is Dynamic Deployment: it allows portable and,
to some extent, self-organizing processes.

Keywords: decentralized Process Management System · Distributed
and heterogeneous workflow enactment service · Business process
management system · Process automation · Process execution
environment · Process engine

1 Introduction

The digitization of work steps and process flows are omnipresent in today’s com-
panies. IT systems enable and support the automation of processes, especially of
repeating business processes. In order to increase efficiency, this topic affects all
sectors: business, public and private. Under consideration of the economic value,
attempts are made to exploit the automation potential as far as possible [13].

From a technical point of view, automating process flows consists of two parts:
the preparation/implementation of every process step and the connection of each
step in the correct sequence. The former can be achieved, for example, by building
and running a new software application, executing a business rule system, calling
c© Springer Nature Switzerland AG 2022
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the interface of an existing IT system, or creating work instructions for a process
participant. The latter connects and controls the data flow in the proper order
to realize the entire process. This connection logic could be hard-coded within
every application that realizes a process step. However, it would mean that any
process change requires an application change. So, for a more flexible realization,
central systems, such as Business Process Management Systems (BPMS) [11], usu-
ally manage the process and data flow based on a process description.

Conventional process automation systems, especially in the business domain,
interact with systems running on a stable backend with a performant network con-
nection. However, the growing number of integrations of all kinds of IT systems in
a digitalized process affects automation systems with the classic problems of dis-
tributed computing [18]. This becomes increasingly problematic in areas where
IoT devices are becoming more ubiquitous, such as in Smart Homes, Industry
4.0, Smart City, or logistics. Automating processes that include field systems like
robots, smartphones, smart devices, and drones do not provide the same reliable
connectivity. Some of these machines even have non-static locations, meaning they
can move from one place to another. Thereby, the network connection quality usu-
ally changes, which can result in a complete loss of connectivity.

Depending on the use case, a disconnection of minutes, hours, or days between
an IT system and the central controller can have critical consequences for the
business operation. Although most systems can work autonomously on a pro-
cess step, not being able to transmit the results will block the whole process
flow. Trying to avoid this situation brings challenges for a process automation
system. It requires deep technical knowledge, which delays the implementation
and therefore weakens the business-IT alignment.

The presented problem has been addressed in research in the past, partic-
ularly under the notion of distributed, heterogeneous, or decentralized Work-
flow Enactment Services. In addition, the use of multiple collaborating agents
has also been investigated in the context of process management systems (see
Related Work in Sect. 5). However, a detailed explanation of the overall con-
cept, the general architecture, the components, and the patterns of a direct and
decentralized process execution system is still missing. In summary, we make the
following contributions in this paper:

– We explain and define the concept of, what we call, a decentralized Process
Management System (dPMS)1 with its components, such as the Distributed
Process Engines (DPE).

– We abstractly define the interfaces of the components and their modules.
– We examine the options and patterns for process deployment.
– We introduce an open-source implementation of a dPMS called PROCEED.

In the field of process systems, different terms have been used in recent years for
the same or similar things. In the context of this paper, we also use some terms
interchangeably:

1 We do not extend the term Business Process Management System (BPMS) because
the word “Business” is not inclusive enough for the private and public sectors.
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* Workflow Management System (WfMS), (Business) Process Management
System (BPMS, PMS), and automation system

* Process/Workflow/Execution Engine and Workflow Enactment Service
* Process, process definition, process specification, process description, and pro-

cess model
* Work item, process step, task, and activity
* Tasklist and worklist

2 Example Use Case and Problem Definition

In the next decade, IoT devices will be ubiquitously deployed [6]. There will be an
extreme federation between network-enabled machines by their connection with
the Internet and the surrounding. Moreover, every machine will be an active
element of many automated processes. These processes need to be managed and
run reliably, but this is not always easy, as we will demonstrate in the following
example (extended from [10]).

Figure 1 illustrates the communication architecture of an automated process
in the Smart Home. The home network consists of a motion sensor, a camera, a
door opener, and a loudspeaker, all positioned next to the door. A smartphone
for displaying tasks and information is also connected to the network. To realize
individual Smart Home processes, the homeowner needs an automation system
(Process Management System, PMS) which nowadays is mostly a centralized
service in the cloud. The orange lines depict the logical data connections from
the automation system through the device manufacturer’s cloud services to the
devices. In contrast, the blue lines indicate that the physical data connections
pass through more systems like multiple routers and networks.

The PMS enacts the process shown in BPMN at the bottom of the diagram:
the motion sensor triggers a camera if it detects movement in front of the door.
Then, the camera forwards the picture to the owner’s smartphone, who needs to
decide to lock or open the door. In case of a negative decision, the homeowner
informs the visitor via the loudspeakers.

For the process execution, the automation system must continuously moni-
tor the states of the devices and, depending on the process definition, start the
subsequent step by contacting the involved devices. Unfortunately, the existing
architecture introduces several possible sources of infrastructure errors (illus-
trated with red flashes) that can occur regardless of the correct functionality of
the devices used to realize a process step. It may happen that the central sys-
tems, i.e., the PMS or the manufacturer’s cloud services, crash or malfunction.
Also, the underlying network infrastructure for data transmission may drop out,
become congested, or become misconfigured.

Problem 1. Executing processes in a centralized Process Management System
may be interrupted by many unrelated infrastructure errors, although the required
systems may be fully functional.



Architecture of decentralized Process Management Systems 439

Home Network

Internet

Cloud-based Process
Management System

Messaging
Service

Manufacturer
Cloud

Service

Manufacturer
Cloud

Service

Manufacturer
Cloud

Service

Manufacturer
Cloud

Service

Motion detected in 
front of the door

Take a picture 
of the visitor

Decide whether 
to open the door

Notify the visitor

Unlock the door
Yes

No

Motion Detection Process

Fig. 1. The diagram shows the components and data flows for realizing an automated
Smart Home process, which is depicted at the bottom in BPMN notation. The orange
lines indicate the logical connections, whereas the blue line depicts the physical data
flow. The process execution in a centralized Process Management System (PMS) usu-
ally requires connecting to multiple services, devices, and networks. The PMS, the
middleware services, or the connections can fail (red flashes), leading to situations in
which processes are interrupted, although the actual end devices are fully functional.
(Color figure online)

These errors can completely stop the execution and observations of all pro-
cesses, make the execution get stuck halfway through, or just be suspended. For
example, a simple Internet outage of the Smart Home can cause the camera to no
longer take the photo, although all systems in the home network work correctly
and reach each other. Applying such infrastructure issues to the business, safety,
and health domain, the situation can end critical if processes are not executed
any further. However, ensuring that everything is correct, consistent, durable,
and recoverable for process systems can become a challenge [1].

3 A decentralized Process Management System

For the problems shown, the fundamental reason for the interruption of the pro-
cess flow is the centralized nature of the (Business) Process Management Sys-
tem. It coordinates the process flow from a server, and for every process step,
it interacts with systems and machines located elsewhere. Hence, it can become
challenging to ensure a correct, consistent, durable, and recoverable process exe-
cution [1]. Solutions like compensational or ACID transactions can sometimes
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resolve some issues for some use cases. However, other cases require a more
continuous, uninterrupted execution.

Therefore we propose a decentralized process execution approach without a
central coordinator. The basic idea is that the devices, systems, or machines
know the process description themselves and can directly reach each other at
runtime for subsequent process steps. Hence, we suggest running the steps in
Distributed Process Engines (DPE) that are located next to or on the system
that executes a process step. One DPE executes only one part of the process
definition and cooperates directly with other DPEs to fulfill the process.

Definition 1. A decentralized Process Management System (dPMS) defines,
manages, and enacts processes in a decentralized manner, where multiple parts of
a process are executed on different Distributed Process Engines, allowing multiple
engines to control the process flow of a process instance during execution.

The fundamental idea of a dPMS was already summarized in the WfMC’s
Workflow Reference Model as distributed and heterogeneous workflow enactment
service [11, Sect. 3.3]. Processes can be split, grouped, executed, and monitored
on multiple workflow engines, either from the same or from a different vendor.

Figure 2 displays and compares the components of the classical and decen-
tralized approach. Essentially, the figure shows the same architecture: a process
can be managed and executed inside multiple process engines with the same
Interfaces2. In addition, there are tools for defining process models and moni-
toring the execution. However, the decentralized Process Management System
focuses on enacting one process within multiple process engines, with no single
engine having the overall responsibility for the process flow.

For successfully enacting a process, a dPMS uses multiple Distributed Pro-
cess Engines – a variant of a standard process engine. Its main tasks are the
execution of process steps and the coordination of the execution location of the
following process step. Each DPE can support different functionalities internally
(Sect. 3.3 describes a DPE in further detail). This configurability allows creating
different Distributed Process Engines for different system requirements of the
various Machine types. A Machine can be every system in an environment with
a processing unit and a network adapter, from low-power, constrained devices
to high-performance computers. Examples are every kind of IoT device, usual
server systems, laptops, smartphones, drones, or mobile robots.

Machines may have Capabilities, i.e., functional abilities that relate directly
to a Machine and that can be performed on or by the Machine, usually because of
a physical property or direct connection. For example, these are sensing/acting
activities on an IoT device, the possibility to take a photo with a connected
camera, or the ability to control a drone. A running process instance within a
Distributed Process Engine can use such Capabilities via Interface 6 (described
in Sect. 3.3).

2 In the course of the shift from Workflow to BPM systems, the naming has changed
a bit: Workflow Engine = Process Engine, Workflow Client Applications = Work-
list/Tasklist.
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Fig. 2. The components of a Workflow System (left) defined by the WfMC [11, Sect.
3.2] and the components of a decentralized Process Management System (dPMS)
(right). Although essentially the same, a dPMS emphasizes the decentralized coor-
dination of the process flow by using multiple Distributed Process Engines (DPE)
located on various Machines. The interfaces used are mostly identical. In addition, a
dPMS has Interface 6 for direct use of the Capabilities of a Machine and Interface 7
for decentralized coordination of the DPEs.

3.1 The Execution of Decentralized Processes

In order to realize a decentralized process, the process designer starts by creating
an executable process description in a Process Definition Tool. Executable means
that the tool generates a machine-readable serialization of the description, that
each element of the process notation is defined semantically unambiguously, and
that the specification is self-contained by including all execution instructions.
The Process Definition Tool is also responsible for initially deploying the pro-
cess or its parts to the Machines. There are several deployment mechanisms for
transferring a process description to multiple DPEs. For example, many process
steps require a specific Capability and therefore need to be transferred to differ-
ent Machines. The various mechanisms and the initial deployment are detailed
in Sect. 3.2.

At runtime, the DPE of a Machine creates a process instance and exe-
cutes the first process step by interpreting the process description and running
the execution instructions. After finishing the first step, the DPE searches for
a suitable execution location for the next process step with the surrounding
DPEs/Machines by evaluating the next steps’ requirements. This results in allo-
cating the step to either an external or the initiating DPE. Depending on the
deployment pattern, it may or may not happen that the process description is
deployed to the next engine during this allocation (see Sect. 3.2). Next, the ini-
tiating DPE transfers the instance data and process-related data like process
variables to the next executing DPE. This procedure repeats after each com-
pleted process step until the entire process is finished. By distributing process
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Fig. 3. Several aspects of the process deployment procedure.

steps across multiple Machines and potentially leveraging their Capabilities, the
automation of process steps shifts towards the direct execution on a specific
Machine. A typical pattern of a DPE will be to execute process steps that it is
capable of executing on the Machine and forward process steps to other DPEs
that it is not capable of executing.

Once the process execution has started, the process owner can monitor, dis-
able, or modify the process at runtime using the Administration & Monitoring
Tools. The tools can communicate with the involved DPEs by requesting data or
by receiving data (DPE-initiated transmission). The challenge with decentral-
ized process execution is that the execution can continue on local Machines while
a central administration system loses the connection to the Machines. This can
sometimes be handled by indirect data transmission, e.g., via a message queue,
if it is guaranteed that all involved systems have access to it. Nonetheless, there
are situations when Machines have constrained connectivity where centralized
administration is not possible anymore. In these cases, it is usually still possi-
ble to monitor the execution in the local environment. For example, when the
administration software is run directly in the Smart Home.

3.2 Deployment Patterns

For enacting one process on multiple engines, the deployment procedure of the
executable process definition becomes essential. Process deployment is the act of
finding and transferring the process description with its execution specification
to the correct Distributed Process Engines. It does not include the transfer of
the instance data at runtime. Figure 3 shows various aspects of the delivery: it
must be decided when, where, and how are which process parts deployed and by
whom. (In the following paragraphs, we explain the aspects. Because the paper’s
approach assumes that there is a DPE installed on each Machine, we reference
it with the abbreviation “D/M” or only use the terms DPE or Machine.)

An important aspect of a dPMS process deployment is which parts of a
process definition need to be delivered to a D/M for enacting one step (what).
I.e., how the process description is split into one or more process fragments.
A fragment contains one or more process steps. A process step is an atomic
unit that a process engine can execute, such as a task, event, or gateway. A
Machine must receive at least the process steps that it is intended to execute
itself. However, a fragment can contain more steps than necessary for execution.
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This can be relevant for administrative tasks or other deployment aspects, such
as runtime re-deployment.

When defines the time when the deployment happens. It can be at design
time or runtime. In fact, deployments cannot be exclusively at runtime because
the process would never start without prior delivery to a process engine. Thus,
deployment at runtime is always preceded by a one-time deployment at design
time, but afterwards it allows process parts to be forwarded during runtime.
The disadvantage of deploying all process steps solely at design time is that the
predefined D/Ms could no longer be reachable in the environment at runtime,
which can happen with location-independent Machines. So, it is possible that
the next process step cannot be triggered, which would lead to a deadlock. In
contrast, a DPE can select a currently available Machine if it further deploys
the process definition at runtime.

Each process step can have requirements that determine where or by whom
it is processed, i.e., on which D/M or by which human process participant.
Requirements are either hard or soft constraints. The former are conditions that
must be satisfied before a D/M is allowed to execute a step. The “Creation”
resource patterns in [19] define some possible hard constraints and can be used for
assignments in a dPMS environment. However, since these patterns mainly focus
on human agents and the physical Machines also play an essential role in a dPMS,
hard constraints can refer to all possible properties of a Machine. Examples
include the required Capabilities, a specific Machine address, a physical location,
or – human-wise – a person/role that must work on a task.
Soft constraints are optimization functions to select the best D/M for a criterion,
e.g., the one with the highest battery status or the lowest workload.

All requirements are evaluated at the time of deployment resulting in a pre-
selection of concrete, suitable D/Ms for a process step. A Decider component
and the new Interface 7 are responsible for this (see Sect. 3.3). The evalua-
tion includes the discovery of Machines and matching the Machine’s properties
against the next step’s requirements. The mechanisms are fundamentally the
same as in centralized workflow systems, and the resource patterns description
[19] discussed the aspects in detail. Nevertheless, the involvement of multiple pro-
cess engines in one process flow is different. Thus, resource discovery includes
searching for D/Ms in a dynamic network environment. Furthermore, the loca-
tion of the requirement matching can be distributed: all properties can either
be collected and matched at the deployment initiator, or all D/Ms receive the
requirements and decide for themselves whether they satisfy them.

How describes the actual transmission to the resource, meaning the offering of
a process step to the matching D/Ms and the final allocation. The pull and push
resource patterns can be used for this purpose [19]. However, challenges occur
with the transmission of a process step to human participants: unlike Machines,
where a task can be transferred directly, deployment can only be done indirectly
for humans via a Tasklist. In a centralized architecture, this is trivial because
the responsible Tasklist that the user is working with is known. In a decentral-
ized approach, it is much more difficult because a process participant can access
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and work on multiple Machines simultaneously. For example, the display of a
user task on a smartphone, a laptop, or a smart TV may depend on the process
participant’s current working location. Therefore, the deployment must typically
transfer the process step to each suitable D/M where the user is logged in (Pat-
tern: distribution by offer – multiple resources [19]). The user selects the task
in one of her Tasklists, which requires either a deletion on the other Tasklists
or a continuous status synchronization. This distributed coordination without
a central system gets even more complicated for indirect assignment patterns,
such as role-based allocation.

Another aspect of deployment is who triggers it and what kind of view they
have on the dPMS environment. It can be a manual (human) or an automatic
operator. The operator’s perspective influences to which D/Ms a process frag-
ment can be delivered. The centralized view of the process owner can probably
see many engines but cannot tell whether the local machines can reach each
other. Therefore, centralized deployment can lead to deadlocks at runtime. On
the other hand, the local perspective is the view of a D/M, which is particularly
interesting for runtime deployments.

The shown aspects can be combined to deployment methods. In the following,
we define two methods likely to be used in a dPMS.

Static Deployment deploys the process fragments at design time with direct
allocation to a DPE from a central perspective. Therefore, by evaluating all the
requirements, the fragments of a process are created. Each fragment is statically
assigned and delivered to a DPE before runtime. As a result, at runtime, the
selected DPEs only need to exchange the instance and process-related data for
executing a process.
When: Design Time, Where: any, What: any, How: “Distribution by allocation”
Push resource pattern, Who – Operator: any, Who – Perspective: Central

Dynamic Deployment refers to the transmission of the process description
from DPE to DPE at runtime3. Typically, a DPE executes the process step that
it is able to run and afterwards evaluates the next step’s requirements. As a
result, it selects an appropriate DPE4 and sends the process description to it (in
addition to the instance and process-related data).
When: Runtime, Where: any, What: constrained, How: any, Who – Operator:
any, Who – Perspective: Local

With deployment at runtime from the local Machines, a special type of pro-
cess emerges: a Portable Process. It is a self-contained, transportable package,

3 As mentioned before, the process description must be transmitted once at design
time for the process’s inception.

4 If the DPE finds no suitable execution engine, it may wait until one is available. This
is desirable because an environment contains Machines that are added or removed
over time.
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Fig. 4. The modules of a Distributed Process Engine, which implement Interface 1 to
7. The modules with a dashed border are optional.

similar to a transportable agent in [5]. It contains the complete process descrip-
tion, every process step specifications (e.g., source code), and metadata (e.g.,
requirements) for enacting a process step. Based on this data, a D/M searches
for a suitable or optimal engine for executing the next process step. Then, it
passes on the process package together with all runtime data. This way, the pro-
cess moves from one D/M to another and from one network to another. It is even
possible that the Machine itself, which stores the Portable Process, is transported
to another environment, where it can search for a suitable execution location.

3.3 Building Blocks of a Distributed Process Engine

In a decentralized Process Management System, Distributed Process Engines
(DPE) run on multiple Machines, executing parts of a process instance and
coordinating the transfer of the runtime data to other DPEs. They can interact
with process participants, the Machine’s Capabilities, and external applications
to fulfill the execution instructions.

Definition 2. A Distributed Process Engine (DPE) is a workflow engine with
the primary purpose to create, manage and enact process instances partially.
It coordinates the separated process execution with other DPEs. A Distributed
Process Engine runs on a Machine whose Capabilities it can make available to
the process instance.

A DPE has several modules, depicted in Fig. 4. They implement Interfaces
1 to 7. Some modules are optional to configure a DPE for a particular purpose,
such as a specialized engine with a small footprint that runs on constrained
devices.

The Process Execution Engine is a mandatory module. It allows stor-
ing, updating, deleting, and executing process specifications and fragments.
The module understands the process notation to create and manage process
instances. During execution, it offers the ability to start/stop/continue the pro-
cess at any time. After each executed step, it usually interacts with the Decider
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to determine the next D/M for the next process step. Although the Process Exe-
cution Engine is mandatory, it can also be trimmed down to achieve a smaller
footprint. For example, the engine may understand only some aspects and ele-
ments of a modeling notation.

The Tasklist is a module that handles process steps that need to interact with
process participants. The Process Execution Engine uses it to inform or request
input via a user interface. In the paper’s example, the Tasklist is responsible
for the process step, which requires the homeowner to decide whether to lock or
unlock the entrance door. The module is optional because only Machines that
interact with the user, such as smartphones, need it.

To execute a process in a decentralized manner, different Machines execute
parts of the process. The Decider determines where to deploy the next process
step for execution. To find a suitable location, the Decider compares the require-
ments of a process step (e.g., the demanded Capabilities) against the actual
properties of all available Machines in the current environment. Communication-
wise, there are two ways to achieve this. The first option is that the Decider itself
searches for a suitable Machine in the network. Therefore, every other Machine
must publish its properties, which is, for example, common in existing Smart
Home protocols. The second option is that the Decider sends the information
about the requirements to all available Machines, and they answer whether they
can execute the upcoming process step.

The Machine Capability module provides a standardized interface for access-
ing the Machine’s local functional abilities within the DPE. Its primary uses are
within the Process Execution Engine to activate some Capability and within the
Decider to validate the needed requirements. The module is optional because not
every Machine has Capabilities, and not each process step requires Capabilities.
Instead, there could be Distributed Process Engines that purely execute user
interactions or computation tasks.

The optional Machine Information module collects and returns data about
the Machine the DPE is running on, such as the current workload. Besides admin-
istering the systems, this can also be useful for the Decider to find an optimal
next Machine by considering various other properties than the Capabilities. The
Security module helps to secure decentralized network communication, including
encryption, signing, authentication, and authorization.

The network connection is a prerequisite for collaborating with other D/Ms.
For a mutual understanding of two network nodes, the communication must use
the same protocol suite. The Communication module is responsible for negotiat-
ing the utilized protocol stack. It allows a DPE to connect with different network
technologies such as Wifi, Ethernet, or Bluetooth, enabling various routing sce-
narios. Therefore, it abstracts the network interface for the DPE’s other mod-
ules so that multiple protocols can be used in the background. Another task
of the Communication module is to monitor the environment continuously, i.e.,
announce the D/M and discover other D/Ms.

The modules of a Distributed Process Engine realize Interface 1 to 7. The
Workflow Reference Model [11] abstractly defines Interface 1 (Process Specifi-
cation), Interface 2 (Tasklist), Interface 3 (Invoked Applications), Interface 4
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(Process Engine Interoperability), and Interface 5 (Administration & Monitor-
ing). The following briefly defines the newly introduced Interfaces 6 and 7.

Interface 6 specifies the interactions with the Machine’s Capabilities. It is
similar to Interface 3 for calling external applications, but without session
establishment:

– Retrieve capability descriptions
– Start/Suspend/Resume/Abort a capability and Query execution status
– Give/Retrieve process relevant/application data
– Signal events, Notify completion

Especially for the Decider, it is essential to retrieve a capability description,
which it can match against the process requirements. Furthermore, a process
instance uses Interface 6 to activate a Machine’s Capabilities during process
execution.

Interface 7 specifies the interactions with the Decider component:

– Retrieve properties of the DPE and Machine (external)
– Check requirements for local execution (external)
– Find an optimal D/M for the given requirements (internal and external)

Internally, the Decider module implements Interface 7, and the Process Exe-
cution Engine uses it to find the optimal D/M for the next process step. There-
fore, Interface 7 allows requesting the properties of other D/Ms for assessing this
data against the requirements. However, to protect the process participant’s pri-
vacy, for example, if the Machine is the user’s smartphone, the interface should
restrict the queried data. Instead, the Decider should send the requirements to
all external D/Ms so they can check for feasibility themselves.

4 Evaluation and Discussion

To validate our approach, we have created an open-source decentralized Process
Management System called PROCEED5. We used it to evaluate the decentral-
ized execution of the paper’s example and other processes.

4.1 The Proceed dPMS

PROCEED is an open-source dPMS that supports the Static and the Dynamic
Deployment pattern. It has two main components: a Distributed Process Engine
and a Management System. The latter contains the process definition, monitor-
ing, and administration tools within one software application.

The DPE aims to run on various kinds of Machines, from server systems
to microcontrollers. We chose JavaScript (JS) as the primary implementation
5 https://gitlab.com/dBPMS-PROCEED/proceed.

https://gitlab.com/dBPMS-PROCEED/proceed
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language because of its popularity and because many runtimes are available
for all types of platforms, even for microcontrollers [9]. However, it has the
disadvantage that system functionalities such as networking and storage are not
standardized. Instead, the JS runtime has to provide them, making it challenging
to create platform-independent applications like the DPE that need to run in
multiple runtimes. Therefore, we created a platform-independent abstraction
layer for the system functionalities. In this way, the PROCEED DPE can run
on all Node.js platforms (such as Windows, Linux, macOS), in the web browser,
on Android, on iOS, and on selected microcontrollers.

Processes in PROCEED are specified in BPMN. So the DPE needed a
BPMN-based Process Execution Engine written in pure JavaScript that can
start/stop/continue at any step in the process description and be interruptible
after each executed step. Since this did not exist, we created a new one6.

The Management System is a complete development environment for pro-
cesses, allowing process deployment in and monitoring of the local environment.
Besides many graphical helper elements, automated process steps are written
in JavaScript, and user tasks are created with an editor in HTML/CSS. It is
available as a desktop (Windows, Linux, macOS) and a server application.

PROCEED is one of the first systems to enable decentralized process exe-
cution. Furthermore, since the code and concepts are publicly documented, it
could help pave the way towards standardization of the interfaces or serve as a
testbed for new process automation approaches.

4.2 Evaluation of the the Scenario

Figure 5 shows the decentralized execution of the Smart Home example process.
Distributed Process Engines are installed on all devices except the loudspeaker
(to demonstrate that external applications can still be called traditionally via
remote calls). First, the homeowner (in the role of the process designer) cre-
ates the process specification in the Definition Tool. Then, she has to choose a
deployment method.

The blue lines depict the Static Deployment. They indicate that the process
definition can be split into multiple fragments. The homeowner can perform the
splitting manually, or the Definition Tool can do this automatically by evaluat-
ing the requirements of the process steps. Next, the Definition Tool pushes all
fragments to the suitable Machines at design time. With this method, the pro-
cess specification has been entirely distributed to multiple D/Ms and will need
no re-deployment of any fragment at runtime.

In contrast, the green lines show the Dynamic Deployment pattern. There
is no process splitting at design time, and the Definition Tool deploys the full
process specification only once to a suitable Machine for starting and executing
the first process step. This method will require a re-deployment at runtime of
the remaining process fragments, which the D/M is not capable of executing
anymore.

6 https://gitlab.com/dBPMS-PROCEED/neo-bpmn-engine.

https://gitlab.com/dBPMS-PROCEED/neo-bpmn-engine
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Fig. 5. The deployment and execution of a process in a decentralized Process Man-
agement System: the diagram depicts the deployment with the Static (blue arrows)
and the Dynamic method (green arrows). At runtime, the Distributed Process Engines
exchange the instance and process-related data (orange arrows). (Color figure online)

After the initial deployment, at runtime, the first DPE on the motion sensor
starts a new process instance if some movement is detected. The DPE then
detects that the next process step is either performed somewhere else (Static
Deployment) or requires taking a photo of the visitor, which the motion sensor
is not capable of doing (Dynamic Deployment). For the latter, it searches for an
appropriate Machine in the environment by evaluating the requirement of finding
a camera near the door. If successful, the D/M sends the process definition to
a suitable Machine. This re-deployment is unnecessary for Static Deployment
since the camera already has its process specification.

For starting the next step on the next DPE, the motion sensor sends the
instance data containing the token information to the camera (orange arrow).
The camera executes the “taking picture” step, analyzes the next step, and
realizes that it is not able to show the picture to the homeowner. So, it passes
the instance, the process-related data (the photo), and, if necessary, the process
description to the smartphone. Then, via the Tasklist, the homeowner decides
whether to open the door. The following process element, the exclusive split, is
also run on the smartphone because it has no special requirements. In case of a
positive decision, the smartphone forwards the process instance to the electronic
door opener. In case of a negative outcome, the smartphone executes the last
step by calling the loudspeaker via its API.

The presented way to control the process execution no longer requires a cen-
tral process engine as a coordinator at runtime. Instead, multiple DPEs interpret
parts of one process. This approach results in fewer intermediate infrastructure
nodes. Therefore, in the event of connectivity problems or the outage of the cen-
tralized Process Management System, the processes can still run on the involved
Machines if they can reach each other, which increases reliability.
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4.3 Discussion and Future Work

decentralized Process Management Systems offer some opportunities. As shown
in the paper’s example, one is the independent, offline process execution. Here,
the problem is usually not the failure safety of the central system, which can
often run reliably due to cloud computing techniques, but rather the connection
to field devices. Thus, the proposed approach could be particularly beneficial for
central systems that coordinate many distributed remote devices, such as in the
Industry 4.0 domain, Smart Home, or Smart Cities.

Other dPMS advantages may include better utilization and load balancing on
Fog and Edge devices, improved latency by eliminating the central coordinator as
a data proxy, adaptability to the surrounding context, and local data processing
for privacy reasons.

As a result, a decentralized PMS could support several future use cases to
coordinate the interactions between cloud, edge, and fog to form autonomous
applications with intelligent placement of process steps. It supports the self-
organized collaboration of systems within a process, which is a future research
and development direction [6] to tackle some of the upcoming megatrends.

However, decentralized process execution also brings some challenges. For
example, the reliability of Fog devices is usually lower than that of cloud systems,
and process recovery is generally easier to manage from a central perspective
than in the proposed decentralized approach. In addition, process deadlocks can
occur more often in a dPMS than in a BPMS since the coordination with the
network infrastructure introduces new failure points. For instance, if a DPE has
received the process description at design time but, at runtime, the Machine
is no longer available. Or if a process split results in parallel executions that
need to be rejoined on one Machine that may not be reached by all incoming
instance tokens. Recovering from such failures may require complex operations
that are not resolvable in every case, e.g., when a token has already left the
current environment.

Other challenges include ensuring security, monitoring, finding the optimal
deployment location, and guaranteeing process semantics such as performing
transactional operations.

We plan to provide a detailed analysis of the advantages and disadvantages
of decentralized Process Management Systems and their potential for different
application areas as future work.

In reality, a hybrid architecture is also possible: the centralized system would
mainly control the process execution, and the decentralized approach would
serve as a backup. This means that all involved Machines must store the process
description and the last state of the process instance on their local DPE. Then,
in the event of a connection error, the D/Ms can continue the process execution
without connecting to the central system.

For the decentralized process architecture to be realized, widely adopted, and
interoperable between multiple Machine vendors, it would be necessary for the
presented Interfaces 1 to 7 in Sect. 3.3 to be precisely specified and standardized.
Manufacturers would then have to implement or install a DPE on their Machines
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that comply with these standards. In multiple domains, the Machine owners and
users would significantly benefit from such a development since it increases the
interoperability of different Machines from multiple vendors, as the Smart Home
example shows. However, manufacturers would need sufficient incentives and a
good tool ecosystem to implement the specifications, which is not easy to achieve,
as can be observed, for example, in the Smart Home sector.

5 Related Work

As mentioned earlier, the concept of a dPMS is not new and has been addressed
under the notion of distributed, heterogeneous, or decentralized Workflow Enact-
ment Services, e.g., in [2–4,7,11,15,17,20]. It can be noted that very different
views on the topic are represented: from data and event distribution to the eval-
uation of optimal process definitions to the implementation using concrete tech-
nologies such as BPEL. Despite the large amount of related work, an overview
of the general architecture with an abstract interface definition and the possible
deployment mechanisms was still missing.

Moreover, many works focus on the combination with multi agent and grid
systems such as [5,8,12,14,16,21]. Even though a dPMS is mainly based on the
transfer of process descriptions and instance information, Distributed Process
Engines can be interpreted as cooperating agents.

In general, many concepts and technologies have emerged in the last decade
that advocate moving the computing parts of an application from centralized
systems to a more decentralized approach. Fog Computing, Edge Computing,
Content Distribution Networks, and Distributed Ledger Technologies are just
some examples. These are not counter-developments to the centralized comput-
ing paradigm but a complement to solve some of the deficiencies. The same
applies to process execution systems, and a shift towards more decentralized
processing can be helpful for some use cases.

6 Conclusion

In this paper, we introduced the concept of a decentralized Process Manage-
ment System. We explained the Distributed Process Engine, which is installed
on multiple Machines and locally coordinates the execution of process steps. As
a result, process execution does not require a connection to a central process
coordinator, which can improve the continuous process execution. We also ana-
lyzed the deployment procedure and defined two different methods: Static and
Dynamic Deployment. The latter leads to a Portable Process that can move
autonomously over Machines and through environments.
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