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Preface

From Data to Models and Back (DataMod) is an annual, international symposium
which aims to bring together practitioners, and researchers from academia, industry, and
research institutions interested in the combined application of computational modeling
methods with data-driven techniques from the areas of knowledge management, data
mining, and machine learning. The present proceedings marks the 10th edition of the
symposium.

Over the last decade, DataMod has covered a wide range of themes and topics. The
modeling and analysismethodologies covered in theDataMod series include agent-based
methodologies, automata-based methodologies, big data analytics, cellular automata,
classification, clustering, segmentation and profiling, conformance analysis, constraint
programming, data mining, differential equations, game theory, machine learning,
membrane systems, network theory and analysis, ontologies, optimization modeling,
petri nets, process calculi, process mining, rewriting systems, spatio-temporal data
analysis/mining, statistical model checking, text mining, and topological data analysis.

The symposium welcomes applications of the above listed methodologies in a
multitude of domains, such as biology, brain data and simulation, business process
management, climate change, cybersecurity, ecology, education, environmental risk
assessment and management, enterprise architectures, epidemiology, genetics and
genomics, governance, hci and human behavior, open source software development and
communities, pharmacology, resilience engineering, safety and security risk assessment,
social good, social software engineering, social systems, sustainable development, threat
modeling and analysis, urban ecology, smart cities, and smart lands.

Synergistic approaches may include

1. the use of modeling methods and notations in a knowledge management and
discovery context, and

2. the development and use of common modeling and knowledge manage-
ment/discovery frameworks to explore and understand complex systems from the
application domains of interest.

This year, in its 10th edition, DataMod was held as a satellite event of the 19th
International Conference on Software Engineering and Formal Methods (SEFM 2021).
The symposium was held as a two-day fully virtual workshop, due to the COVID-19
pandemic. This enabled, however, the participation of a wider audience across several
different time zones. All presentations and discussions were done online using the
conference facilities provided and Zoom.

All contributions in the form of either regular papers (up to 18 pages) or short
papers (up to 10 pages) were reviewed by three Program Committee members using
a single blind peer-review process, and papers were evaluated on the basis of orig-
inality, contribution to the field, technical and presentation quality, and relevance to
the symposium. EasyChair was used as an online system for both submission and
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review bidding and assignment. Before notifications were sent to authors, a few days
were set aside for a discussion among Program Committee members to finalize the
acceptance/rejection decisions.

All accepted presentations at the workshop were invited to submit a paper to be
reviewed after the workshop and to be considered for the post-proceedings. From 11
submissions, this resulted in a total of 10 accepted papers, after further review from 12
experts and researchers in computer science and computational modeling.

DataMod 2021 had two invited speakers. The first invited presentation was given
by Andrea Vandin on “Automated Statistical Analysis of Economic Agent-Based
Models by Statistical Model Checking”. The talk discussed recent work regarding a
novel approach to the statistical analysis of simulation models and, especially,
economical agent-based models (ABMs). In particular, Vandin presented MultiVeStA,
a fully automated and model-agnostic toolkit that can be integrated with existing sim-
ulators to inspect simulations and perform counterfactual analysis. The second invited
presentation was given by Antonio Cerone on “10 years of DataMod: Where to Go
from Here”. Cerone gave a detailed account on the ten years of activity of DataMod,
summarized the scientific achievements of the symposium over the years, and addressed
possible future developments for the symposium.

July 2022 Juliana Bowles
Giovanna Broccia

Roberto Pellungrini
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MultiVeStA: Statistical Analysis
of Economic Agent-Based Models
by Statistical Model Checking

Andrea Vandin1,2(B), Daniele Giachini1, Francesco Lamperti1,3,
and Francesca Chiaromonte1,4

1 Institute of Economics and EMbeDS, Sant’Anna School of Advanced Studies,
Pisa, Italy

{a.vandin,d.giachini,f.lamperti,f.chiaromonte}@santannapisa.it
2 DTU Technical University of Denmark, Lyngby, Denmark

3 RFF-CMCC European Institute on Economics and the Environment, Milan, Italy
4 Department of Statistics and Huck Institutes of the Life Sciences,

Penn State University, State College, USA

Abstract. We overview our recent work on the statistical analysis
of simulation models and, especially, economic agent-based models
(ABMs). We present a redesign of MultiVeStA, a fully automated and
model-agnostic toolkit that can be integrated with existing simulators
to inspect simulations and perform counterfactual analysis. Our app-
roach: (i) is easy-to-use by the modeler, (ii) improves reproducibility of
results, (iii) optimizes running time given the modeler’s machine, (iv)
automatically chooses the number of required simulations and simula-
tion steps to reach user-specified statistical confidence, and (v) automat-
ically performs a variety of statistical tests. In particular, our framework
is designed to distinguish the transient dynamics of the model from its
steady-state behavior (if any), estimate properties of the model in both
“phases”, and provide indications on the ergodic (or non-ergodic) nature
of the simulated processes – which, in turns allows one to gauge the
reliability of a steady-state analysis. Estimates are equipped with statis-
tical guarantees, allowing for robust comparisons across computational
experiments. This allows us to obtain new insights from models from the
literature, and to fix some erroneous conclusions on them.

Keywords: Agent-based models · Statistical model checking ·
Ergodicity analysis · Transient analysis · Warmup estimation · T-test
and power

1 Extended Abstract

We propose a novel approach to the statistical analysis of economic agent-based
models (ABMs). The analysis of ABMs is often constrained by problems of (i)
computational time, (ii) correct construction of confidence bands, (iii) detec-
tion of model ergodicity, and (iv) identification of transient behaviour. All these
c© Springer Nature Switzerland AG 2022
J. Bowles et al. (Eds.): DataMod 2021, LNCS 13268, pp. 3–6, 2022.
https://doi.org/10.1007/978-3-031-16011-0_1
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issues are pivotal to the validity of a model, both when it is used for thought-
experiments, and when it aims at delivering policy insights. Nevertheless, they
are often overlooked [17] or solved informally without a commonly shared pro-
cedure [10].

We propose fast, easy-to-use, automated, and statistically rigorous proce-
dures to address all these problems. We implement such procedures in Multi-
VeStA, a model-agnostic statistical analyser which can be easily tool-chained
with existing ABMs. Independently from the nature of the ABM at hand, the
analyser performs simulations, distributing them in the cores of a machine or a
network, computes statistical estimators, and implements the minimum number
of simulations necessary to satisfy given conditions on confidence intervals.

The above-mentioned problems are not specific to the ABM context; they
affect most simulation-based analysis approaches and were therefore tackled by
many scientific communities in the past. In computer science, several automated
procedures have been proposed to mitigate these problems. An example is the
family of techniques known as statistical model checking (SMC) [1,18]. Roughly
speaking, SMC can be seen as an automated Monte Carlo analysis guided by a
property of interest given in an external property specification language. Here
we focus on the statistical model checker MultiVeStA [11,16,20]. While previ-
ous versions of MultiVeStA have been successfully applied in a wide range of
domains including, e.g., threat analysis models [4], highly-configurable systems
[2,3,19], public transportation systems [9,11,12], robotic scenarios with planning
capabilities [5,6], and crowd steering scenarios [15], it has never been employed
for the analysis of ABMs. Here, we have redesigned and extended MultiVeStA to
target analyses of interest for the ABM community (e.g. [13]). For example, we
integrated a series of tests that allow for (i) counterfactual analysis, (ii) detection
of ergodicity, and (iii) estimation of the transient period.

We demonstrate our approach in [20] using two ABMs from the literature.
The first is a macro stock-flow consistent ABM from [8]. We first replicate the
results from the original contribution, scaling the runtime analysis from 15 days
to 15 h thanks to the automated parallelization of simulations. We also show
how the statistical reliability of our approach allows us to perform meaningful
counterfactual analysis.

The second ABM is a simple financial market model from [14]. This model has
analytical solutions [7] which we use to assess the effectiveness of our approach.
Contrarily to computational analyses reported in prior literature [14], which were
biased by erroneous under-estimations of the transient period duration and of
the process autocorrelation, we match the correct analytical results of the model.

In the near future, we plan to extend the number of tasks performed in an
automated and user-friendly manner by our tool, e.g., including the identification
of multiple stationary points. We also plan to use our tool for the analysis of
other classical and novel ABMs.

The tool, models, and more information are available at: github.com/
andrea-vandin/MultiVeStA/wiki.

https://github.com/andrea-vandin/MultiVeStA/wiki
https://github.com/andrea-vandin/MultiVeStA/wiki
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Ten Years of DataMod: The Synergy
of Data-Driven and Model-Based

Approaches

Antonio Cerone(B)

Department of Computer Science, School of Engineering and Digital Sciences,
Nazarbayev University, Nur-Sultan, Kazakhstan

antonio.cerone@nu.edu.kz

Abstract. DataMod was founded in 2012 under the acronym of MoK-
MaSD (Modelling and Knowledge Management for Sustainable Develop-
ment). The original aim of the Symposium, established by the United
Nations University, was to focus on modelling and analysing complex sys-
tems while using knowledge management strategies, technology and sys-
tems to address problems of sustainable development in various domain
areas. The focus was soon expanded to generally addressing the comple-
mentarity of model-based and data-driven approaches and the synergetic
efforts that can lead to the successful combination of these two approaches.
Hence the new name of the Symposium: “From Data to Models and Back”
and the new acronym, which have been used since 2016.

In this paper we will start from the origins and history of DataMod
and will look into the community formed around the Symposium in
order to identify some research areas that have been addressed during
its first 10 years of life. In this perspective, we will try to understand to
which extent the two components of the DataMod community managed
to integrate and which synergies between data-driven and model-based
approaches have emerged. We will also have a look at what is happening
outside DataMod and we will finally discuss which research and collab-
oration challenges should be addressed by future editions of DataMod.

Keywords: Data-driven approached · Model-based approaches ·
Formal modelling · Machine learning · Process mining

1 Introduction

Although DataMod (the International Symposium “From Data to Models and
Back”) was officially founded in 2012 under the acronym of MoKMaSD (Mod-
elling andKnowledgeManagement for Sustainable Development), the ideas under-
lying the symposium developed during the previous years and found their first

Work partly funded by Project SEDS2020004 “Analysis of cognitive properties of inter-
active systems using model checking”, Nazarbayev University, Kazakhstan (Award
number: 240919FD3916).

c© Springer Nature Switzerland AG 2022
J. Bowles et al. (Eds.): DataMod 2021, LNCS 13268, pp. 7–24, 2022.
https://doi.org/10.1007/978-3-031-16011-0_2
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implementation in a special track on “Modelling for Sustainable Development”
at the 9th International Conference on Software Engineering and Formal Meth-
ods (SEFM 2011). The keynote talk by Matteo Pedercini, Millennium institute,
and the four accepted papers of this special track, which were included in the
SEFM 2011 proceedings [7], ranged over a number of application domains: agro-
ecosystems, policy analysis, energy consumptions, and knowledge transfer pro-
cess. Such application domains were explored by using agent-based systems, sys-
tem dynamics and formal methods.

This first effort, initiated through a collaboration between the International
Institute for Software Technologies of the United Nations University (UNU-
IIST), which was later renamed the United Nations University Institute in
Macau1, and the Millennium Institute2, aimed at the use of mathematical/formal
modelling approaches and had a strong focus on sustainable development as an
umbrella for the pool of considered application domains, in line with the common
objectives of the two organising institutions.

However, during the discussion at the Conference, it was recognised that
mathematical/formal modelling was not enough to fully characterise the appli-
cation domains addressed by the special track contributions. The large quantity
and heterogeneous quality of the information involved in the modelling process
could not be entirely mathematically/formally represented and manipulated, but
required a multidisciplinary approach integrating a variety of knowledge man-
agement techniques. Following these considerations, it was then decided to start
a symposium series with a larger scope than the one of the special track.

The rest of the paper is structured as follows. Sects. 2 and 3 go through
the history of the Symposium, with Sect. 2 devoted to the MoKMaSD events
(2012–2015) and Sect. 3 devoted to the DataMod events (2016–2020). Section 4
compares and discusses the approaches, extends our overview with important,
synergetic work that has been carried out outside DataMod, and and explores
research challenges in the context of the scope of DataMod. Finally, Sect. 5 sug-
gests possible directions and initiatives in the ambits of the DataMod community
and DataMod future events.

2 Building up an Interdisciplinary Community
and Elaborating on Its Scope: MoKMaSD 2012–2015

MoKMaSD 2012, the first edition of the Symposium, was held on 2 October
2012 in Thessaloniki, Greece [23]. The aim of the symposium, as highlighted in
a short position paper [22],

was to bring together practitioners and researchers from academia, indus-
try, government and non-government organisations to present research
results and exchange experience, ideas, and solutions for modelling and
analysing complex systems and using knowledge management strategies,

1 https://cs.unu.edu.
2 https://www.millennium-institute.org.

https://cs.unu.edu
https://www.millennium-institute.org
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technology and systems in various domain areas, including economy, gover-
nance, health, biology, ecology, climate and poverty reduction, that address
problems of sustainable development.

As a result of the discussion at the SEFM 2011 special track, it was decided
that formal modelling could not be the exclusive focus of the new symposium.
Instead, there was an explicit attempts to put together two distinct communities,
the modelling community and the knowledge management community, with the
initial objective of exchanging experiences, presenting ideas and solutions to each
other and trying to explore possible ways of collaboration and integration of the
approaches. This first edition of MoKMaSD comprised a reasonable balance of
modelling and knowledge management contributions.

On the modelling side the focus was on ecosystems. Corrado Priami’s invited
talk [39] introduced LIME, a modelling interface featuring the intuitive mod-
elling of plant-pollinator systems and their automatic translation into stochastic
programming languages equipped with analysis support aiming at providing an
assessment of the functional dynamics of ecosystems. Barbuti et al. [6] pre-
sented a formalism, inspired by concepts of membrane computing and spatiality
dynamics of cellular automata, for modelling population dynamics. Bernardo
and D’Alessandro [8] analysed different policies for sustainability in the energy
sector, through a dynamic simulation model aiming at evaluating the dynamics
of different strategies in terms of their economic impact.

On the knowledge management side there were two contributions. Bolisani
et al. [11] analysed the knowledge exchange that occurs in online social networks
and revisited the literature available at that time in order to identify mod-
elling and simulation approaches that may support the analysis process. Gong
and Janssen [33] defined a framework for the semantic representation of legal
knowledge, aiming at the automatic creation of business processes by selecting,
composing and invoking semantic web services. In particular, these two works
on knowledge management tried to look at ways for combining some forms of
rigorous modelling with informal knowledge management techniques, thus fully
addressing MoKMaSD scope and providing important ideas for the future direc-
tions of the Symposium.

However, since MoKMaSD originated from a modelling community, mostly
interested in applications to biology and ecology, and was collocated with SEFM,
a formal methods conference, during the next two editions [17,27] there were
stable contributions from the original modelling community, with a large pre-
dominance of the applications of formal methods to the domains of biological
systems and ecosystems.

MoKMaSD 2013 [27] featured four papers on ecosystem modelling and
three papers on knowledge management. Two of the latter went beyond the
integration of modelling in a knowledge management setting and considered a
linked data perspective to combine data from different sources and facilitate data
extension and management [16,52].

MoKMaSD 2014 [17] featured three papers on ecosystem modelling
(including one position paper [25]), one paper on biological modelling in a
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medical context [59], two papers on the application of data mining to the anal-
ysis of social networks [51] and to people’s mobility flow [30], and one paper on
the formal modelling of learning processes that are originated by collaboration
activities within an open source software (OSS) community [47]. The application
domains were expanded, with no longer an explicit focus on sustainable devel-
opment. This was formalised by changing the symposium name to “Modelling
and Knowledge Management applications: Systems and Domains” while pre-
serving the acronym. The emphasis on data, which had already appeared in the
2013 symposium, was further strengthened in 2014. A data mining community
joined the symposium contributing not only in terms of the new analysis tech-
niques but also in terms of application domains: social networks [51] and social
contexts [30,36,47]. These new injections gave the Symposium a very interdisci-
plinary flavour. And, actually, interdisciplinarity was explicitly recognised as a
key research challenge by a contribution in the area of ecosystem modelling [25].
Moreover, a twofold role of the data in the modelling process started to appear.
On the one hand, data can be used to calibrate the model, as seen in ecosystem
modelling and biological modelling [59] and, on the other hand, it can contribute
to the actual definition of the model itself [30,36,51].

MoKMaSD 2015 [9] represented an important milestone for the scope of
the Symposium. The event programme featured two inspiring keynote talks:
“Constraint Modelling and Solving for Data Mining” by Tias Guns and “Machine
Learning Methods for Model Checking in Continuous Time Markov Chains”
by Guido Sanguinetti. Tias Guns’ talk reviewed motivations and advances in
the use of constraint programming for data mining problems. In addition, in a
contributed paper in the same area Grossi et al. presented expressive constraint
programming models that support the extension of a given standard problem
with further constraints, thus generating interesting variants of the problem [35].
Guido Sanguinetti’s talk considered models with uncertain rates, which often
occur in biology, and presented interesting ideas for using machine learning to
synthesise those parameters that were to be quantified in order to run the model
and use it to carry out reachability analysis and model checking.

During the discussion at the Symposium, it was explicitly recognised that
modelling, even when considered in the large by incorporating formal or informal
knowledge management techniques, was not enough to deal with the more and
more increasing complexity of the system and size of the data. In fact, it was clear
that, especially when dealing with big data, it is essential to consider real-data
and compare them with the model prediction in order to validate the model and
be able to use it in a practical context. As proposed in Sanguinetti’s keynote
talk, machine learning can provide a tool for making up for uncertainty and
enriching incomplete models, thus, to some extent, allowing real-world data to
drive the modelling process. A similar role can be played by process mining by
extracting a descriptive process model from big data and use such a synthesised
model in a number of analytical ways [19]. These synergetic aspects of modelling
and data analysis paved the way for the new main scope of the Symposium.
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3 Exploring Synergetic Approaches and Encouraging
Interdisciplinary Collaboration: DataMod 2016–2020

DataMod 2016 [45] was the first edition using the new name of the Symposium:
“From Data to Model and Back”. Since then, the call for papers and the website
have been clearly stating that the Symposium

aims at bringing together practitioners and researchers from academia,
industry and research institutions interested in the combined application
of computational modelling methods with data-driven techniques from
the areas of knowledge management, data mining and machine learn-
ing. Modelling methodologies of interest include automata, agents, Petri
nets, process algebras and rewriting systems. Application domains include
social systems, ecology, biology, medicine, smart cities, governance, edu-
cation, software engineering, and any other field that deals with complex
systems and large amounts of data. Papers can present research results
in any of the themes of interest for the symposium as well as applica-
tion experiences, tools and promising preliminary ideas. Papers dealing
with synergistic approaches that integrate modelling and knowledge man-
agement/discovery or that exploit knowledge management/discovery to
develop/synthesise system models are especially welcome.

Data mining and machine learning joined knowledge management as key areas
on the data-driven side. And, most importantly, there was a new strong emphasis
on synergistic approaches. Finally, as a follow-up of the Symposium, an open call
for a special issue of the Journal of Intelligent Information Systems (JIIS) on
“Computational modelling and data-driven techniques for systems analysis” was
devoted to research results in any of the themes of interest of DataMod 2016
and the previous MoKMaSD editions [42].

The programme of DataMod 2016 started with a keynote talk titled “Mining
Big (and Small) Mobile Data for Social Good”, in which Mirco Musolesi explored
challenges and opportunities in using big (and small) mobile data, which can be
collected by means of applications running on smartphones or directly by mobile
operators through their cellular infrastructure, within the modelling process and
to solve systems-oriented issues. He also discussed the societal and commercial
impact of this approach. Guidotti et al. showed that musical listening data from
the large availability of rich and punctual online data sources can be exploited
to create personal listening data models, which can provide higher levels of self-
awareness as well as enable additional analysis and musical services both at
personal and at collective level [37]. Inspired by process mining, Cerone proposed
a technique, called model mining, to mine event logs to define a set of formal rules
for generating the system behaviour. This can be achieved either by sifting an
already existing a priori model by using the event logs to decrease the amount
of non-determinism [20,21] or by inferring the rules directly from the events
logs [21].

In a second keynote talk titled “The Topological Field Theory of Data: a
program towards a novel strategy for data mining through data language”,
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Emanuela Merelli presented a topological field theory of data by making use
of formal language theory in order to define the potential semantics needed to
understand the emerging patterns that exist among data and that have been
extracted within a mining context. Along the same lines Atienza et al. used
topological data analysis to separate topological noise from topological features
in high-dimensional data [3,4]. In a more practical perspective, Reijsbergen com-
pared four approaches for generating the topology of stations in a bicycle-sharing
systems and found out that a data-driven approach, in which a dataset of places
of interest in the city is used to rate how attractive city areas are for station
placement, outperformed the other three approaches [56].

DataMod 2017 [24] was the first two-day edition. It featured a tutorial
titled “On DataMod approaches to systems analysis” by Paolo Milazzo and
three keynote talks. The tutorial provided a taxonomy of approaches based on
levels of knowledge of internal logic that is externalised by the system behavioral
description mechanisms, ranging from purely data-driven approaches, which are
essentially black boxes, to model-based, in which the internal logic is fully exter-
nalised. It then focused on approaches that combine different levels of knowl-
edge, e.g. process mining, statistical model checking and applications of machine
learning in formal verification.

Two keynote talks were on smart cities: “Understanding and rewiring cities
using big data” by Bruno Lepri and “Exploring change planning in open, com-
plex systems” by Siobhán Clarke”. The third keynote talk was “Applications of
weak behavioral metrics in probabilistic systems” by Simone Tini. Another spe-
cial issue on “Computational modelling and data-driven techniques for systems
analysis” was organised, this time in the Journal of Logical and Algebraic Meth-
ods in Programming (JLAMP) and restricted to revised and improved version
of contributions accepted at DataMod 2017 [31].

Human cognition and human behaviour were interesting application areas
that appeared in DataMod contributions for the first time in 2017. Broccia
et al. proposed an algorithm for simulating the psychology of human selective
attention, aiming at analysing how attention is divided during the simultane-
ous interaction with multiple devises, especially in the context of safety-critical
systems [14]. Nasti and Milazzo took a neuroscience perspective in modelling
human behaviour and proposed a hybrid automata model of the role that the
dopamine system plays in addiction processes [49,50]. Finally, Carmichael and
Morisset proposed the use of a methodical assessment of decision trees to pre-
dict the impact of human behaviour on the security of an organisation. In their
approach, learning the behaviour from different sets of traces generated by a
designed formal probabilistic model appears as an effective approach to building
either a classifier from actual traces observed within the organisation or build-
ing a formal model, integrating known existing behavioural elements, which may
both present high complexity, the former in selecting the best classifier and the
latter in selecting the right parameters [18].

The 1st Informal Workshop on DataMod Approaches to Systems Analy-
sis (WDA 2018), held on 5 February 2018 in Pisa, aimed at promoting the
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development of a research community on DataMod approaches by bringing
together researchers from the computational modeling and data science com-
munities in order to let them discuss on potential collaborations in a friendly
and informal context.

DataMod 2018 [43] included various contributions on human-computer
interaction (HCI): the keynote talk titled “Data-driven analysis of user interface
software in medical devices” by Paolo Masci, two contributed papers and two
presentation-only contributions. The other two keynote talks were “Safe Com-
position of Software Services” by Gwen Salaün and “Computational oncology:
from biomedical data to models and back” by Giulio Caravagna.

The two contributed papers on HCI showed a clear synergetic flavour. Cuculo
et al. used automatic relevance determination to classify personality gaze pat-
terns, but with the additional, important aim of showing how machine learning-
based modelling could be used for gaining explanatory insights into relevant
mechanism of the studied phenomenon [28]. This form of explainable machine
learning, which is fundamental in the synergy of model-based and data-driven
approaches, will be further discussed in Sect. 4.2. Cerone and Zhexenbayeva
used the CSP process algebra, to define a compositional formal model of a lan-
guage learning app, a user’s profile and a formal representation of data from
the real usage of the application. Such a formal model is then used in a model-
checking framework that supports the validation of research hypotheses relating
the learner profile to the user behaviour during interaction [26]. In this synergetic
approach, a formal modelling and verification method is used in a data-driven
way to carry out some form of validation.

DataMod 2019 [60] featured two keynote talks: “Verification of Data in
Space and Time” by Mieke Massink and “Diagrammatic physical robot models
in RoboSim” by Ana Cavalcanti . Massink presented spatial and spatio-temporal
logics and their use within efficient model checking methods to investigate spatial
aspects of data (which may be gathered in various domains ranging from smart
public transportation to medical imaging). Cavalcanti presented RoboSim, a
diagrammatic tool-independent domain-specific language to model robotic plat-
forms and their controllers and automatically generate simulations and mathe-
matical models for proof.

The Symposium also featured a number of synergetic contributed papers. Two
HCI contributions build up on previous DataMod papers. Broccia et al. put their
previous work on modelling selective attention [14] in a synergetic context by
presenting its validation against data gathered from an experimental study per-
formed with real users involved in a“main” task perceived as safety-critical, which
was performed concurrently with a series of “distractor” tasks [13]. Based on
Cerone and Zhexenbayeva work [26], Aibassova et al. presented a language learn-
ing application equipped with instrumentation code to gather data about user
behavior and use such data for testing new forms of exercises and their combina-
tion on samples of users and, after converting raw data into a formal description,
also for formal verification and validation purposes [1]. Garanina et al. proposed
an approach to automatically extracts concurrent system requirements from the
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technical documentation and formally verify the system design using an exter-
nal or built-in verification tool. [32]. Bursic et al. proposed an automated app-
roach to log anomaly detection. Their approach requires no hand-crafted features
and no preprocessing of data and uses a two part unsupervised deep learning
model, one applied to text for training without timestamp in order to learn a
fixed dimensional embedding of the log messages, and the other applied to the
text embeddings and the numerical timestamp of the message in order to detect
anomalies [15].

DataMod 2020 represents an important milestone in the history of the
Symposium. For the first time an LNCS volume was entirely devoted to the
Symposium and titled after it [12]. This was an important step in officialising the
already well-established identity of the Symposium. The keynote talk “Towards
AI-driven Data Analysis and Fabrication” by Michael Vinov, IBM, presented two
complementary methods for data management: a rule-based method that pro-
vides declarative language to model data logic and data rules in order to fabricate
synthetic data using a constraint satisfaction programming solver, and machine-
learning-based methods both for analysis of existing data and for creation of
synthetic data. The latter methods themselves already match the DataMod phi-
losophy to go “from data to model and back”, but a combination with the former
rule-based method could enrich machine-learning-based direction “from data to
model” by adding knowledge of the behavioural logic in the spirit of explain-
able machine learning. In fact, a possible future combination of the two IBM
approaches was discussed during the talk.

The Symposium featured 3 session: Machine Learning, Simulation-Based
Approaches, and Data Mining and Processing Related Approaches. A number
of approaches were presented in the area of healthcare, some of which obviously
related with the COVID-19 pandemic.

Silvina et al. modelled and analysed the initial stage of the pathway of a
cancer patient, from suspected diagnosis to confirmed diagnosis and start of a
treatment (cancer waiting time). The approach is data-driven, in the sense that
the structural information present in graphical data is exploited by aggregating
information over connected nodes, thus allowing them to effectively capture rela-
tion information between data elements [61]. Bowles et al. presented an approach
to evaluate the actual performance and quantify the capacity of an emergency
department to support patient demand with limited resources in pre- and post-
COVID-19 pandemic scenarios [?]. Milazzo considered the SIR model for spread
of disease, which is based on the number of susceptible, infected and recovered
individuals, and applied it to the COVID-19 pandemic to carry out stochastic
analysis using the stochastic model checker PRISM. The SIR model is modified
in order to include governmental restriction and prevention measures and make
use of parameter estimation based on real epidemic data [44].

In addition to these simulation-based approaches, there were two more con-
tributions in the area of healthcare. Rahman and Bowles proposed an app-
roach to automatically infer the main components in clinical guideline sentences,
using model checking to validate their correctness and combining them with the
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information gained from real patient data and clinical practice in order to give
more suitable personalised recommendations for treating patients [53]. Munbodh
et al. developed a framework that, for a given standardised radiation treatment
planning workflow, provides real-time monitoring and visualisation and supports
informed, data-driven decisions regarding clinical workflow management and the
impact of changes on the existing workflow, depending on optimisation of clin-
ical efficiency and safety and new interventions incorporated into clinical prac-
tice. [57].

Finally, Barbon Junior et al. studied how the performance of process mining
depends on the used encoding method [5], and Nasti et al., building on work
first presented at DataMod 2017 [49,50], showed that the current online social
networks’ notifications system triggers addictive behaviors [48].

4 Looking Around and Planning for the Future:
DataMod Beyond 2021

In Sects. 2 and 3 we have gone through the history of DataMod and encountered
essentially two kinds of model-driven approaches to system analysis, simulation
and model checking, and a number of kinds of data-driven approaches, including
machine learning, deep learning and data mining. All approaches have been used
within several application domains: biology, ecology, medicine, healthcare, smart
cities, IoT, social networks, human/social behaviour, human cognition and HCI.

Section 4.1 compares the three fundamental kinds of approaches aiming at
analysing system dynamics: formal methods (model simulation and model check-
ing), machine learning (including deep learning) and process mining. Section 4.2
summarises the synergetic work that has currently being carried out as well as
some recent results and explore research challenges in the context of the scope
of DataMod.

4.1 Comparing the Approaches

In our comparison we start considering model-based approaches and, in par-
ticular formal methods, which represent the most rigorous and mathematical
approach to define a model of a real-world system. The key word in formal
approaches is “define” and must be intended as formal definition or formal
specification, aiming not just at describing the system but, more precisely, at
providing a mechanistic way to generate the system behaviour. An important
aspect of this system specification process is that the resultant system model
also provides an explanation of the way the system work. Although this means
that we need to start from our idea and vision of the real system, which represent
a sort of a priori explanation driving our design process, the resultant model is
not just a product of our creative effort but is largely affected by the real system
we observe, its behaviour, the data it receives as an input and the way such data
is transformed in the output. This role of the real-world data is always present in
the design process, at least implicitly, and is sometime made explicit by specific
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design approaches, such as iterative design, participatory design and, more in
general, by all forms of agile design. However, the use of real-world data is nor-
mally an informal one and is carried out through an abstraction process. This
also means that what we model is not a full representation of the real-system,
but one of its possible abstract representations. Which abstraction we consider
depends on what is the goal of our modelling effort, that is, on whether we
aim at performing simulation and at which level of detail or we aim at proving
properties and which kinds of properties.
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Fig. 1. Comparing Formal Modelling, Machine Learning and Process Mining

Therefore, as shown in the top part of Fig. 1, Formal Modelling starts from
an informal use of real-world data (depicted at the top of Fig. 1 as the irregular
shape on the left) to carry out an abstraction process that leads to the creation
of a formal model, which provides an explanation of the relevant aspect of the
past behaviour of the system (depicted at the top of Fig. 1 as the squared shape
on the left) and supports the prediction of its future behaviour, still limited to
the considered aspects (depicted at the top of Fig. 1 as the squared shape on
the right).

As shown in the middle part of Fig. 1, Machine Learning processes real-
world data trough a training process in order to learn the system behaviour
and be able to carry out an accurate prediction of its future behaviour. The
real-world data may comprise only input data (unsupervised learning), or also
include the desired output (supervised learning), or may be explored in a dynamic
environment trying to maximise the provided feedback, which is intended as a
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sort of reward (reinforcement learning). The training process, which is essentially
a generalisation process, aims at achieving an accurate prediction of the future
behaviour (depicted in the middle of Fig. 1 as the irregular shape on the right,
which is very similar to the one on the left). Obviously, since the training data
is finite and the future is uncertain, there is no guarantee of the performance
of the training process. Therefore, it is quite common to consider probabilistic
bounds in order to quantify generalisation error.

Process Mining exploits real-world data by structuring datasets in a spe-
cific way in order define a process model that describes the system behaviour.
Here the key point is to structure the data, which is expressed in terms of event
data, also called event logs. An event is seen as consisting of at least three com-
ponents: case, activity and timestamp. An activity names what has happened, a
case correlates different events under the same identifier to describe an instance
of the process, and a timestamp is the time when the event occurs, which also
provides a partial ordering of the events. There are many ways for choosing what
a case, an activity and a timestamp are, while structuring the event. Different
choices lead to different perspectives in describing the system. But, in general, as
shown in the bottom part of Fig. 1, with respect to the considered perspective,
the model is described exactly as it is observed in the real-world (depicted at
the bottom of Fig. 1 as the irregular shape on the left) and can be even replayed
to reproduce the exact observed behaviour. Moreover, the description is formal,
typically in some variant of Petri nets, and, although a full description tends
to be very complex and appears as a spaghetti-like network, it is possible to
lower the detail threshold (for example by removing the least frequent process
instances) to make it understandable.

Each of these three fundamental approaches have pros and cons. The pros
can be summarised as follows.

Formal Modelling Pros. Formal Modelling allows us to both explain the
past and predict the future. Moreover, having a model that explains the
behaviour, we can also explicitly modify the model to carry out some form
of intervention or perform control on the future behaviour. And we actually
understand what we are doing.

Machine Learning Pros. Trained models may reach a very high degree of
accuracy and allow us to predict the future in very fine details. We can also
aim at some form of control on the system, although this is normally somehow
implicitly achieved by the training algorithm in some obscure way.

Process mining Pros. Process mining supports a formal description, which is
virtually a perfect description of the past. Moreover, looking at the main-
stream behaviour allows us to explain the past and identify deviations and
bottlenecks.

The cons can be summarised as follows.

Formal Modelling Cons. A first problem is that by working on an abstract
representation we have only a partial description of the real-world system
that focuses on specific aspects but it is not accurate. A second problem
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is the complexity of the analysis algorithms, which may cause state-space
explosion or require too long a computational time.

Machine Learning Cons. Trained models are not in general explainable and
this has two negative consequences. First, there are a number of contexts in
which it is necessary to explain to customers and/or users how the prediction
is attained. This is the case for safety critical systems, which require to prove
that the used training algorithms are correct and the prediction accuracy
covers the most critical cases, as well as for informing the customer on how
the system carries out its tasks. Second, it is not possible to explicitly modify
the model in order to carry out a deliberate intervention, since changes to
the model can only implicitly occur through learning.

Process Mining Cons. Process models are descriptive, but in general not
predictive. The full description is too large and complex to be understandable
and usable and the mainstream behaviour is normally not sufficiently detailed
to attain a correct prediction.

4.2 Current Research on Synergetic Approaches

In Sect. 3 we have seen a number of synergetic approaches presented and/or
discussed at DataMod. Guido Sanguinetti’s keynote talk at MokMaSD 2015
showed how to use machine learning to synthesise parameters that are needed to
carry out reachability analysis and model checking, paving the way to the general
use of machine learning for making up for uncertainty and enriching incomplete
models. Then, starting with Mirco Musolesi’s DataMod 2016 keynote talk, we
have seen attempts to use real-world data to synthesise a formal model [18,21]
and to enrich [53], improve [1,20] or validate [13] an existing system model.
We have seen that data from documentation may be used to extract system
requirements, which can then be fed to a formal verification tool [32]. And we
have also seen that real-world data may be combined with a formal model in
order to support the validation of research hypotheses [26].

As Milazzo discussed in the tutorial he presented at DataMod 2017, data-
driven approaches are essentially black boxes whose internal logics is not visible.
As we mentioned in Sect. 4.1, normally this is also the case for machine learning.
However, among the several works on machine learning presented at DataMod
events, Cuculo et al. showed how machine learning-based modelling could be
used for gaining explanatory insights into relevant mechanisms of the studied
phenomenon [28].

Explainable machine learning may be seen as an implementation of the right
to explanation [29], whereby the user or the customer acquires knowledge about
the internal logic of the system. Domain knowledge is a necessary prerequisite
for effectively using machine learning to get scientific results but is not suffi-
cient in order to understand how a specific model operates and the underlying
reasons for the decisions made by the model. In fact, three further elements
are necessary in order to gain scientific insights and discoveries from a machine
learning algorithm: transparency, interpretability and explainability [58]. Trans-
parency is achieved if the processes that extracts model parameters from training
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data and generates labels from testing data can be described and motivated by
the approach designer (what has been used and why). Interpretability refers to
presentation of properties of the trained model making their meanings under-
standable to a human, that is, mapping the abstract concepts that define the
meanings to the domain knowledge of the human (how we understand the train-
ing model). The concept of explainability, however, still belongs to a gray area,
due to its intrinsic vagueness, especially in terms of completeness and degree
of causality. Although a recent work [46] partitions explanatory questions into
three classes, what-questions (e.g., What event happened?), how-questions, (e.g.,
How did that event happen?) and why-questions (e.g., Why did that event hap-
pen?), it is the actual machine-learning user’s goal that must drive the choice
of the appropriate questions. This means that even if transparency and inter-
pretability are met, they can only lead to a satisfactory explanation if we ask
the appropriate questions.

Therefore, the lack of a joint concept of explainability has resulted in the
development of several alternative explainability techniques, each of them with
a different emphasis and different advantages and disadvantages. Islam et al.
carried out a survey of 137 recently published papers in the area of explainable
artificial intelligence (another name for ‘explainable machine learning’) finding
that most of the work is in the safety-critical domains worldwide, deep learn-
ing and ensemble models are the most exploited models, visual explanations
are preferred by end-users and robust evaluation metrics are being developed
to assess the quality of explanations [38]. However, there is a lack of work that
aims at exploiting synergies between machine-learning-based and model-based
approaches. One of the few exceptions is the work by Liao and Poggio, who
suggested to convert a neural network to a symbolic description to gain inter-
pretability and explainability [41]. They propose to use “objects/symbols” as a
basic representational atom instead of the N-dimensional tensors traditionally
used in “feature-oriented” deep learning. This supports the explicit representa-
tion of symbolic concepts thus achieving a form of “symbolic disentanglement”
that makes properties interpretable. Although little explored so far, Liao and
Poggio’s proposal appears as a promising direction towards a higher explainabil-
ity of machine learning models. In Sect. 3 we discussed another proposal along
these lines: in his keynote talk at DataMod 2020, Michael Vinov presented IBM
ideas for combining their complementary methods for data management, i.e., a
rule-based method and a machine-learning-based method.

In general, we can say that the DataMod community represents the ideal
ensemble to pursue the objective of exploiting synergies between machine-
learning-based and model-based approaches. Working together towards this
objective should be set as a priority goal for the future DataMod events and
initiatives.

Finally, we would like to consider the large amount of open data made avail-
able in OSS repositories. These data repositories not only include code but
also documentation, emails and other forms of communication, test cases, bug
reports, feature proposals, etc. Traditional data mining techniques as well as
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process mining have been used to analyse various aspects of OSS communities,
project and the processes involving them, such as contribution patterns, learn-
ing and skill acquisition [19]. Machine learning and deep learning techniques
have also been used for probabilistic learning of large code bases (called big
code) from OSS repositories [2]. Here the objective is the exploitation of the
information extracted from such existing code bases in order to provide statisti-
cally likely solutions to problems that are hard to solve with traditional formal
analysis techniques (statistical code modelling). Examples of such problems are:
program synthesis [40,55], code property prediction [54] and code deobfuscation
[10]. The dual of statistical code modelling is probabilistic programming, which
aims at deploying programming language concepts to facilitate the program-
ming of new machine-learning algorithms [34]. Exploiting the big code available
on OSS repositories through process mining and machine learning could be an
other objective on which the DataMod community should join forces and focus
in the future.

5 Conclusion and Future Initiatives

We have gone through the history of the DataMod symposium since its begin-
ning in 2012 under the acronym MoKMaSD. We have highlighted some impor-
tant works that have been contributed during these ten years of life of DataMod.
In particular, we have considered those contributions that addressed synergies
between data-driven and model-based approaches. We have also compared dif-
ferent approaches to modelling and put DataMod contributions in the context
of the current research. Finally, we have identified two priority areas in which
the heterogenous DataMod community has the potential to work successfully:
explainable machine learning and the application of data-driven approaches to
big code. We have proposed these areas as common objectives on which the
DataMod community should join forces and focus in the future.

We would like to conclude that putting this proposals into practice requires
the commitment of the DataMod community to invest time and resources into
their concrete implementation. In particular, organisational and collaborative
efforts are needed to create motivations and the appropriate context to enable
us to productively work together. Time seems to be mature for a second infor-
mal workshop with a similar scope as WDA 2018, possibly with a more flexible,
hybrid format (physical and virtual), which would encourage extensive partic-
ipation. A number of further initiatives could be used to foster and focus col-
laboration, including the creation of working groups on specific research top-
ics/challenges and/or addressing specific objectives, the preparation of one or
more joint position paper(s) and the inclusion of talks from experts in the con-
sidered priority areas within the programme of the next WDA workshop.
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Abstract. Many biochemical processes in living cells involve clusters
of particles. Such processes include protein aggregation and the devel-
opment of intracellular concentration gradients. To study these mecha-
nisms, we can apply coagulation-fragmentation models describing pop-
ulations of interacting components. In this context, the Becker-Döring
equations - theorized in 1935 - provide the simplest kinetic model to
describe condensations phenomena. Experimental works on this model
reveal that it exhibits robustness, defined as the system’s capability to
preserve its features despite noise and fluctuations. Here, we verify the
robustness of the BD model, applying our notions of initial concentra-
tion robustness (α-robustness and β-robustness), which are related to the
influence of the perturbation of the initial concentration of one species
(i.e., the input) on the concentration of another species (i.e., the output)
at the steady state. Then, we conclude that a new definition of robust-
ness, namely the asymptotic robustness, is necessary to describe more
accurately the model’s behavior.

Keywords: Becker-Döring equations · Robustness · Modeling ·
Simulation

1 Introduction

Many biochemical processes in living systems are combined with the formation
of clusters of particles, such as protein aggregation [23], polymerization [14,15],
and formation of intracellular concentration gradients [13]. These biological phe-
nomena have been studied through the application of coagulation-fragmentation
models that describe populations of interacting components [12,17].

In this context, one of the most common models is based on the Becker-
Döring equations (BD), which were theorized for the first time in 1935, by the
two authors who gave the name of the model [6]. They proposed an infinite
system of ordinary differential equations as a model for the time evolution of the
distribution of cluster sizes for a system [3,8].

In parallel with experimental work [23], it has been observed that
coagulation-fragmentation models can show robustness with respect to pertur-
bations: changing parameters (such as the particles’ concentration) does not
change the cluster distribution.
© Springer Nature Switzerland AG 2022
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Indeed, at various frequencies and timescales, internal and external fluctua-
tions can alter specific functions or traits of biological systems, causing genetic
mutations, loss of structural integrity, diseases, and so on. Nevertheless, many
biological networks can maintain their functionalities despite perturbations: this
distinct property is known as robustness [16]. Robust traits are pervasive in
biology: they involve various structural levels, such as gene expression, protein
folding, metabolic flux, species persistence. For this reason, the study of robust-
ness is essential for biologists, whose aim is to understand the functioning of a
biological system.

In general, investigating biological systems is extremely challenging because
they are characterized by non-linearity and non-intuitive behaviors. They can
be studied by performing wet-lab (in vitro) experiments, or through mathemat-
ical or computational (in silico) methods on pathway models [4]. Unfortunately,
the applicability of these approaches is often hampered by the complexity of the
models to be analyzed (often expressed in terms of ordinary differential equations
(ODEs) or Markov chains). An alternative way is to infer a specific property from
the system [5], such as monotonicity [1,10,21] and steady-state reachability [9],
by looking only at the structure of the system, without the need of studying or
simulating its dynamics. Establishing such properties, indeed, provides informa-
tion on the Chemical Reaction Network (CRN) dynamics without the need of
performing several numerical simulations [19]. Unfortunately, the applicability
of these structural approaches is often limited to rather specific classes of CRNs.

We proceed by verifying the robustness of the Becker-Döring model applying
different approaches. We first apply the sufficient condition proposed by Shinar
and Feinberg in [24,25], which allows robustness to be derived directly from a
syntactical property of the pathway, without the need of studying or simulating
its dynamics. In particular, they investigate the specific notion of the absolute
concentration robustness, for which a system is robust if there is at least one
chemical species that has – at the equilibrium – the same identical concentra-
tion even in presence of perturbations. We show that the definition given by
Shinar and Feinberg is particularly limiting in the description of the BD model’s
behavior. Then, we proceed applying our definition of α-robustness [20], which
can help us to quantify the influence that the initial concentrations of a species
has on the steady state of the system. In this context, a system is α-robust with
respect to a given set of initial concentration intervals if the concentration of a
chosen output molecule at the steady state varies within an interval of values
[k − α

2 , k + α
2 ] for some k ∈ R. In addition, we can apply the relative notion of

β-robustness, which can be obtained easily by dividing α by k, to study which
perturbation influences more the distribution of the clusters and in which way.

By using this approach, we find that by increasing the initial concentration
of the input in Becker-Döring system, the α value decreases continuously. Thus,
in order to describe more accurately the model’s behaviour, we introduce the
notion of the asymptotic robustness. In addition, to support our result obtained
by simulations, in this case we are able to study analytically the steady state of
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the BD system. Note that, as already mentioned, this analysis is possible only
in particular cases because of the complexity of the biological systems.

This work is organized as follows. Before introducing in detail the mathemat-
ical properties of Becker-Döring equations in Sect. 2.2, in Sect. 2.1 we present
some notions that will be assumed in the rest of the paper about the representa-
tion of chemical reactions. In Sect. 3 we verify the robustness of the BD model,
we define the new notion of the asymptotic robustness, and we present the ana-
lytical study of the steady state. Finally, in Sect. 4 we draw our conclusions and
discuss future work.

2 Background

We introduce some notions that will be assumed in the rest of the paper. In
the first part, we focus on the representation of chemical reactions, considering
one of the main methods that we can use to describe them: the deterministic
approach. In the second part, we illustrate the characteristics of the BD model,
focusing on its mathematical aspects.

2.1 Chemical Reaction

A chemical reaction is a transformation that involves one or more chemical
species, in a specific situation of volume and temperature.

We call reactants the chemical species that are transformed, while those that
are the result of the transformation are called products. We can represent a
chemical reaction as an equation, showing all the species involved in the process.

A simple example of chemical reaction is the following elementary reaction:

aA + bB
k1

k−1
cC + dD (1)

In this case, A, B, C, D are the species involved in the process: A and B are
the reactants, C and D are the products. The parameters a, b, c, d are called
stoichiometric coefficients and represent the number of reactants and products
participating in the reaction. The arrow is used to indicate the direction in which
a chemical reaction takes place. In the example, the double arrow means that
the reaction is reversible (it can take place in both ways). When we have only
one arrow, it means that the reaction is irreversible, that is it is not possible to
have the opposite transformation. The two reaction rates constant k1 and k−1

quantify the rate and direction of a chemical reaction, where the rate is the speed
at which a chemical reaction takes place. To describe the dynamical behaviour
of the chemical reaction network, we can use the law of mass action, which
states that the rate of a reaction is proportional to the product of the reactants.
Applying the law of mass action to the system, we obtain, for each chemical
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species, a differential equation describing the production and the consumption
of the considered species. Considering the generic chemical Eq. 1, we obtain:

d[A]
dt

=

direct reaction
term

︷ ︸︸ ︷

−ak1[A]a[B]b

inverse reaction
term

︷ ︸︸ ︷

+ak−1[C]c[D]d

d[B]
dt

= −bk1[A]a[B]b + bk−1[C]c[D]d

d[C]
dt

= +ck1[A]a[B]b − ck−1[C]c[D]d

d[D]
dt

= +dk1[A]a[B]b − dk−1[C]c[D]d.

where, in each equation, we isolated the term describing the direct reaction from
the one describing the inverse reaction. With these two terms, we implicitly
considered, for each element, the processes of consumption and production.

We can abstract the dynamics of the CRN using the stoichiometric matrix
Γ = {nij}, where each row corresponds to a substance Si and each column
to a reaction Rj . The matrix entries nij are determined considering how the
substance is involved in each reaction of the system. If the substance is a reactant
or a product of the reaction, the entry is the stoichiometric coefficient of the
species, otherwise, the entry is 0. The sign of the stoichiometric coefficient is
conventionally assigned as positive if the species is a product and negative if it
is a reactant. The stoichiometric matrix of the CRN (1) is:

Γ =

⎛

⎜

⎜

⎝

R1 R−1

A −a +a
B −b +b
C +c −c
D +d −d

⎞

⎟

⎟

⎠
.

2.2 The Becker-Döring equations

The Becker-Döring equations (BD) describe two principal phenomena, namely
the coagulation and the fragmentation of clusters of particles, based on two
processes:

1. a monomer (or elementary particle) is a cluster characterized by a size i equal
to 1. Hitting a cluster of size i ≥ 1, it gives rise to a coagulation phenomenon,
producing a cluster of dimension i + 1;

2. a cluster of size i ≥ 2 can be subjected to a spontaneous fragmentation,
splitting itself in a cluster of size i − 1 and a monomer.

BD equations can be described by a CRN that, for each i ∈ N, includes the
reaction

C1 + Ci
ai

bi+1
Ci+1 (2)
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where Ci denotes a cluster of i particles, while kinetic coefficients ai and bi + 1
stand for the rate of aggregation and fragmentation, respectively. Coefficients ai

and bi +1 may depend on i, but for the moment we assume them to be constant
values (denoted a and b).

By applying the law of mass action to the BD model we obtain a differen-
tial equation for each cluster size i, which can be generalized by the following
recursive definition:

{

d[C1]
dt = −J1 − ∑C1(0)

k≥1 Jk
d[Ci]

dt = Ji−1 − Ji

(3)

for every i ≥ 2, where Ji is the flux:

Ji = a[C1][Ci] − b[Ci+1]. (4)

In Formula (4), it is possible to recognize the generic process of coagulation, as a
second order reaction, and the generic process of fragmentation, as a first order
linear reaction.

At the basis of this model there are three fundamental assumptions:

– only a monomer coalesces to give rise a cluster;
– a cluster can release spontaneously a (single) monomer;
– at the initial stage of the system, only C1(0), namely the initial concentration

of monomers, is different from 0, hence all the clusters, with size i ≥ 2, develop
successively.

From the last assumption, it follows that the initial concentration of C1

determines the mass of the system, hence the largest dimension of the cluster
that can be formed. Indeed, if we add 5 molecules in an ideal closed pot, the
maximum cluster will have size 5, and the only possible clusters will be C2,
C3, C4, and C5. Then, in a model with the initial concentration of monomers
C1(0) = 5, we will actually only have 4 enable reversible reactions (so, the size
of the CRN is actually finite) as follows:

C1 + C1
a
b

C2

C1 + C2
a
b

C3

C1 + C3
a
b

C4

C1 + C4
a
b

C5

(5)

Then, we obtain the following equations:
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

d[C1]
dt

= −2a[C1]2 + 2b[C2]− a[C1][C2] + b[C3]− a[C1][C3] + b[C4]− a[C1][C4] + b[C5]
d[C2]
dt

= +a[C1]2 − b[C2]− a[C1][C2] + b[C3]
d[C3]
dt

= +a[C1][C2]− b[C3]− a[C1][C3] + b[C4]
d[C4]
dt

= +a[C1][C3]− b[C4]− a[C1][C4] + b[C5]
d[C5]
dt

= +a[C1][C4]− b[C5].
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We notice that the expression for the biggest cluster is different from the
others. In the previous example, indeed, the biggest cluster is C5, which can
only participate in fragmentation, otherwise other interactions it would create
cluster bigger than 5, which is the total mass of the system. This is evident, also
considering the fluxes.

Considering again a system with C1(0) = 5, there are 4 fluxes, as follows:

J1 = a[C1]2 − b[C2]
J2 = a[C1][C2] − b[C3]
J3 = a[C1][C3] − b[C4]
J4 = a[C1][C4] − b[C5].

(6)

There is not a flux J5 because the cluster of dimension 5 can be only involved
in a spontaneous fragmentation because of the mass conservation.

The mass of the system (ρ) is conserved, hence the considered system has
neither sinks nor sources. From the generic Formula (3) of differential equations
we can deduce that the mass of system depends on the initial condition of the
system and has the following form:

∑

i≥1

iCi(t) = ρ (7)

3 Verification of Robustness Properties in Becker-Döring
model

The Becker-Döring equations can be used to study different biological phenom-
ena, as the formation of gradient concentrations, which we can define as the
measurement of the variation of quantity of molecules from one area to another
in the same system. This phenomenon is experimentally observable in unicellu-
lar and multicellular organisms, and it is involved in various processes, such as
cellular differentiation, as described in [23,27].

In [23], the authors develop a theoretical model describing cluster
aggregation-fragmentation in subcellular systems, based on the Becker-Döring
equations, and show that, in particular conditions, the concentration gradient
can be robust to relevant biological fluctuations. Therefore, we proceed to ver-
ify formally the robustness of the system based on Becker-Döring equations,
applying different approaches that we can summarize as follows:

– Application of Feinberg’s Deficiency Theorems;
– Application of α-robustness and β-robustness;
– Analytical study of the steady state solution.

3.1 Application of Deficiency Theorems

Biological properties are challenging to study because they require the observa-
tion of the system behavior, considering all the possible initial states.
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For example, regarding the robustness evaluation of a signaling pathway,
all the combinations of initial concentrations of chemical species need to be
examined, and this requires many simulations with different hypotheses. For
this reason, in literature, numerous papers introduce methods and approaches
that assess this property by avoiding simulating the entire system. In particular,
the study of how network structure/topology affects its dynamics, known as
Chemical Reaction Network Theory (CRNT), has introduced concepts, such as
the deficiency, and gives conditions for the existence, uniqueness, multiplicity,
and stability of equilibrium points on networks endowed with different kinetics
(e.g. mass action) [11]. In this context, the work done by Shinar and Feinberg
provides a clear example of CRNT’s application and lays the foundations to prove
how the structure of a CRN characterizes its behavior. In [9], the Deficiency
One Theorem and Deficiency Zero Theorem are presented, and both of them
give crucial information about the steady state of the system, using only linear
algebra and without any simulation.

In [24,25] the authors identify simple yet subtle structural attributes that
impart concentration robustness to a mass action network that owns them.
In their framework a biological system shows absolute concentration robustness
(ACR) for an active molecular species if the concentration of such species is iden-
tical in every positive steady state the system admits. To describe their result,
we need to introduce some terminology from CRNT. Consider the following mass
action toy system, consisting of two species (A,B) and two reactions (R1, R2):

A + B
k1 2B

B
k2 A,

(Example 1)

where (k1, k2) are commonly referred to as kinetic or rate constants.

Fig. 1. SRD representation of our toy model

The authors represent the system
above as a directed graph, using the
Standard Reaction Diagram (SRD),
shown in Fig. 1. Each node of the
graph is a complex of the net-
work, defined as the group of reac-
tants/products that are linked by
arrows. In this case, there are 4 nodes
(A+B, 2B, B, A), represented in the solid boxes. A complex is called terminal,
if it lies always at the tail of reaction arrows, otherwise it is non-terminal. In the
example, there are two non-terminal nodes (A+B, B), in grey, and two terminal
nodes (2B, A), in white. The groups in which the network is divided are its
linkage classes; here, there are two linkage classes, in the dashed boxes. Finally,
we introduce the deficiency δ of the network, a non-negative integer index rep-
resenting the amount of linear independence among the reactions of the network
and it is calculated as δ = n− l− r, where n and l are the numbers of nodes and
linkage classes, respectively, r is the rank of the stoichiometric matrix Γ . The
deficiency of the network is equal to 1 (δ = 4 − 2 − 1).
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Shinar and Feinberg prove that a mass action system, which admits a positive
steady state and is characterized by δ = 1, shows absolute concentration robust-
ness if it has two non-terminal complexes that differ only in one species [24]. In
our example, complexes “A+B” and “B” differ in species “A”.

On the contrary, if the deficiency is equal to zero, no matter what values
the rate constants take, there is no species relative to which the system exhibits
absolute concentration robustness, as proved in [25].

Application of the Deficiency One Theorem on BD Model. In order
to verify the robustness of the Becker-Döring model, as first step we proceed
calculating its deficiency. We consider the set of reactions of Example 5.

As for Example 1, to calculate the deficiency δ, we need to define the number
of nodes and the linkage classes, and the rank of the matrix stoichiometric matrix,
Γ . In this case, we consider as a species each possible cluster Ci.

– Nodes (n) are one or more chemical species involved in forward and backward
reaction. We have 8 nodes: C1 + C1, C2, C1 + C2, C3, C1 + C3, C4,C1 + C4,
C5;

– linkage classes (l) are the “groups” of reactions which compose the network,
then we have 4 linkage classes;

– Considering the following matrix r × N (which is the transpose of the stoi-
chiometric matrix Γ ), we obtain that the rank (r) is 4.

C1 C2 C3 C4 C5

R1

R1b

R2

R2b

R3

R3b

R4

R4b

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−2 +1 0 0 0
+2 −1 0 0 0
−1 −1 +1 0 0
+1 +1 −1 0 0
−1 0 −1 +1 0
+1 0 +1 −1 0
−1 0 0 −1 +1
+1 0 0 +1 −1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

Then, the deficiency δ = n− l − r is equal to δ = 8− 4− 4 = 0. Therefore, as
described in [25] each of the clusters involved in the system cannot be considered
robust according to the definition given by Shinar and Feinberg. Therefore, we
proceed applying our definition of the initial concentration robustness, which
extends the definition given in [25].

3.2 Application of α-robustness and β-robustness

As already described in [20], we want to focus on the evaluation of the initial
concentration robustness. We want to vary the concentration of at least one
chemical species (namely the input) and to verify, at the equilibrium, if the
concentration of another species (namely the output) is included in an interval
of possible values. In order to do that, we recall the definition of the initial



Analysis and Verification of Robustness Properties in Becker-Döring model 35

concentration robustness, that are formalized by continuous Petri nets. Petri
nets has the advantage to provide a graphical support that abstracts away from
technical details in the system description. As demonstrated by many biologists,
in fact, graphical representations of qualitative trends are often useful to provide
intuitions on the network main features [7].

Definition 1 (Continuous Petri net). A continuous Petri net N can be
defined as a quintuple 〈P, T, F,W,m0〉 where:

– P is the set of continuous places, conceptually one for each considered kind
of system resource;

– T is the set of continuous transitions that consume and produce resources;
– F ⊆ (P ×T )

⋃

(T ×P ) → R≥0 represents the set of arcs in terms of a function
giving the weight of the arc as result: a weight equal to 0 means that the arc
is not present;

– W : F → R≥0 is a function, which associates each transition with a rate;
– m0 is the initial marking, that is the initial distribution of tokens (representing

resource instances) among places. A marking is defined formally as m : P →
R≥0. The domain of all markings is M.

Tokens are movable objects, assigned to places, that are consumed by transi-
tions in the input places and produced in the output places. Graphically, a Petri
net is drawn as a graph with nodes representing places and transitions. Circles
are used for places and rectangles for transitions. Tokens are drawn as black dots
inside places. Graph edges represent arcs and are labeled with their weights. To
faithfully model biochemical networks, the marking of a place is not an integer
(the number of tokens) but a positive real number (called token value represent-
ing the concentration of a chemical species. Each transition is associated with
a kinetic constant, that determines the rate of (continuous) flow of tokens from
the input to the output places of the transition.

In order to give the definition, we recall some notions introduced by Nasti
et al. in [20]. The initial marking is defined as an assignment of a fixed value
to each place p. Now, it is possible to generalize the idea of initial marking by
considering a marking as an assignment of a interval of values to each place p
of the Petri net.

We first recall the definition of the domain of intervals.

Definition 2 (Intervals). The interval domain is defined as

I = {[min,max] | min,max ∈ R≥0 ∪ {+∞} and min ≤ max}.

An interval [min,max] ∈ I is trivial iff min = max. Moreover, x ∈ [min,max]
iff min ≤ x ≤ max.

We now define interval markings.

Definition 3 (Interval marking). Given a set of places P , an interval marking
is a function m[ ] : P → I. The domain of all interval markings is M[ ].
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An interval marking in which at least one interval is non-trivial represents
an infinite set of markings, one for each possible combination of values of the
non-trivial intervals. Therefore, given an interval marking, we relate it with the
markings as in the original Petri nets formalism in the following way:

Given m ∈ M and m[ ] ∈ M[ ],m ∈ m[ ] iff ∀p ∈ P,m(p) ∈ m[ ](p).

In a Petri net we assume that there exists at least one input place and exactly
one output place representing input and output species of the modeled bio-
chemical network, respectively. Under this assumption, we can give the formal
definition of robustness.

Definition 4 (α-Robustness). A Petri net N with output place O is α-robust
with respect to a given interval marking m[ ] iff ∃k ∈ R such that ∀m ∈ m[ ], the
marking m′ corresponding to the concentrations at the steady state reachable
from m, is such that

m′(O) ∈ [k − α

2
, k +

α

2
].

To compare the α-robustness of different systems or the α-robustness of the
same system with different perturbations, we have to introduce another notion:
the relative β-robustness. First of all, we introduce the concept of normalization
of α-robustness defined as:

Definition 5 (Normalized α-robustness). Let N , α ans k be as in Definition
4. The normalized α-robustness of the output O, denoted nO, is defined as α

k .

Definition 6 (Normalized Input). Let N and α be as in Definition 4. Let
[min,max] with min = max be the interval marking of the input I, defining its
initial conditions, and kI be its midpoint. The normalized input nI , is defined
as max−min

kI
.

Therefore, we can state the definition of relative initial concentration robust-
ness as follows:

Definition 7 (Relative β-robustness). Let N be as in Definition 4. The
relative initial concentration robustness, denoted as β-robustness, is defined as:
nO

nI
, where nO and nI are respectively the normalized α-robustness and the

normalized input I.

Application α-robustness and β-robustness on BD Model. In order
to apply our definition 4, we need to build the Petri net of the BD model, as
represented in Fig. 2. We associate to each cluster a place, represented by a circle,
and to each reaction a transition, represented by a square. We connect places and
transitions by arrows that are defined by the reactions. We identify as input and
output of the network the concentration of monomer C1, in agreement with the
assumptions we mentioned in Sect. 2.2. Indeed, C1 is the only cluster present at
the initial state of the system, and it is the cluster involved in every aggregation
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Fig. 2. The Petri net for the BD model. C1 is both the input and the output of the
network. The encountered problems are that the Petri net is potentially infinite and,
by changing the initial conditions of the network, we obtain different Petri nets

and fragmentation process. We notice that the Petri net is potentially infinite,
because every time we change the initial concentration of the system we change
the set of differential equations, describing the system.

We change the mass of the system, in a wide range of values, to study the
concentration of monomers at the steady state. As we can notice in Fig. 3, we
find out that, assuming as constant the coefficient rates a = 1 and b = 1, the
concentration of C1 tends to 1 at the steady state, even with very different initial
conditions: we change the initial concentration of C1 in the range [5, 1500].

Then, we proceed applying the definition of β-robustness (Definition 7). Con-
sidering as initial conditions the interval C1 = [100, 300]. By looking at the simu-
lation results, we find that at the steady state, the concentration of C1 is within
the interval and [0.91, 0.95].

We calculate the normalized α-robustness (Definition 5), obtaining:

nO =
α

k
=

0.04
0.93

= 0.04.

The normalized input values is calculated as follows:

nI =
mI

kI
=

[300 − 100]
[300+100]

2

= 1.

Then, the relative β-robustness is trivially calculated as follows:

β − robustness =
nO

nI
= 0.04.

In Table 1, we summarize the initial concentration of C1, its concentrations
at the steady state, the α and the β-robustness. We notice that increasing the
initial concentration of the input, we obtain that the α-robustness of the model
tends to 0. This result leads us to formalize a new notion of robustness, namely
the asymptotic robustness.
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Fig. 3. Simulations result of Becker-Döring model. We plot on the horizontal axis the
initial concentration of C1, in a range [5, 1500], and on the vertical axis the concentra-
tion of C1 at the steady state. We assume the coefficient rates a and b are constant
and equal to 1

Definition 8 (Asymptotic Robustness). Let N , α and k be as in Definition
4. A Petri net N with output place O is asymptotically robust iff as k → ∞,
α → 0.

Table 1. The intervals, the concentrations of monomer reached at the steady state,
and the value of the α and β-robustness

Intervals Steady state concentration α-robustness β-robustness

[100, 300] [0.91, 0.95] 0.03 0.04

[300,500] [0.95, 0.97] 0.02 0.04

[500,700] [0.97, 0.98] 0.01 0.03

[700,900] [0.9806, 0.985] 0.005 0.004

The simulations about the asymptotic robustness persuade us to analytically
study the solution of the steady state formula because we want to verify this
particular systems behaviour formally. However, this approach cannot be applied
indistinctly because of the biological systems’ complexity. Indeed, in most cases,
it is not possible to derive analytically the steady state formula.

3.3 Analysis of the Steady State

In the simulation result shown in Fig. 3, the concentration of monomer C1

appears to be robust at the steady state. Indeed, we change, in a wide range
of values, the input of the system (C1) and we notice that the output (C1) tends
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to 1 at the steady state, considering the coefficient rates a and b constant and
equal to 1.

Then, in line with the other works presented in literature [3,18,22], our main
result in the analytical study of steady state is the following:

Theorem 1 (Monomers Steady State). Let a and b be the coefficient rates
of coagulation and fragmentation process in the Becker-Döring system, ρ the
mass of the system and [C1]ss the concentration of monomers at the steady state.
Then, as ρ → ∞, [C1]ss → b

a .

Proof As described in Sect. 2.2, the crucial assumption of the Becker-Döring
model is mass conservation, which therefore depends on the initial concentration
of monomers, hence the mass ρ at the initial state will remain the same at the
steady state, that is the sum of the fluxes of the species goes to zero. Then,
recalling Formula 7, we can write:

ρ(0) = ρ(∞) =
k

∑

i=1

i · Ci, (8)

where k is the maximum number of molecules in the system, hence it is k = ρ.
Generalizing the fluxes formulas, as in example 6, we deduce the general steady
state formula for a cluster of dimension i, as follows:

[Ci]ss =
(a

b

)i−1

[C1]iss. (9)

Replacing (9) in (8), we obtain:

ρ =
k

∑

i=1

i
(a

b

)i−1

[C1]iss

=
b

a

k
∑

i=1

i
(a

b
[C1]ss

)i

=
b

a

k(a
b C1)k+2 − (k + 1)(a

b C1)k+1 + (a
b C1)

(1 − a
b C1)2

.

(10)

We want to study the asymptotic behaviour of C1, then we define:

lim
t→∞ C1(t) := xk.

Equating (10) with its general form, we get:

k = x +
a

b
2x2 + ... +

ak−1

bk−1
kxk =

b

a
· k · a

b x(k+2) − (k + 1) · a
b x(k+1) + a

b x

(1 − a
b x)2

.
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We can rearrange the previous expression as follows:

1 =
x

k
+

a

b

2
k

x2 + ... +
ak−1

bk−1
xk =

b

a
· k · a

b x(k+2) − (k + 1) · a
b x(k+1) + a

b x

k · (1 − a
b x)2

, (11)

and we define:

gk(x) =
x

k
+

a

b

2
k

x2 + ... +
ak−1

bk−1
xk,

=
b

a
· k · a

b x(k+2) − (k + 1) · a
b x(k+1) + a

b x

k · (1 − a
b x)2

.

We will need both expressions because they make it simpler to observe different
properties.

– gk(x) is an increasing function of x
– with simple algebraic manipulation, we get:

gk(x) =
1
k

· b

a

(

a

b
x +

a2

b2
2x2 + ... + k

ak

bk
xk

)

from which it is easy to see that:

gk

(

b

a

)

=
1
k

· b

a
(1 + 2 + ... + k) =

b

a
· k + 1

2
.

– Following the first two items, we notice that there is one and only one solution
for the equation gk(x) = 1,∀k, in the range

[

0, b
a

]

.
– Looking at the other expression for the function gk(x), we find that

lim
k→∞

gk(x) = 0, ∀x ∈
[

0,
b

a

)

.

– Because of the previous limit, if we now take a generic x∗ < b
a , then, for k

large enough we will have gk(x∗) < gk(xk) ≡ 1 Since the function is increasing
and monotonic with respect to x, then:

gk(xk) − gk(x∗)
xk − x∗ > 0 ⇒ xk > x∗.

This shows that, for k large enough, xk > x∗,∀x∗ < b
a . Therefore xk ≥ b

a .

For an intuitive visualization of what just said, in Fig. 4 we show a plot of
the gk(x) in the particular case where a = b.

Our result is shown also in Fig. 3, where we consider as rates of the system
a = b.
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Fig. 4. The plot of the function g(x). Graphically, we see that the curves of function
g(x) will be closer to zero, increasing the value of k

4 Conclusion and Future Work

In this paper we focused on the study of robustness of Becker-Döring equa-
tions [2], a model that describes condensations phenomena at different pressures.
First, we show that the definition given by Shinar and Feinberg is particularly
limiting in the description of the BD model’s behavior. Then, by applying our
definitions of α and β robustness, we show how the BD model is robust with
respect to the perturbation on the initial concentration of monomers.

Concerning this, we prove that the concentration of monomer tends to the
ratio of coefficients at the steady state and we show this result by simulations.
This result leads us to introduce a new notion of robustness, namely the asymp-
totic robustness. This new notion intends to describe how a system becomes
more robust increasing the initial concentration of the input. In order to sup-
port our result, in this case, we studied analytically the solution of the steady
state formula. Note that, as remarked in the text, it is not always possible to
solve the differential equations system.

We have analysed so far the Becker-Döring equations assuming that the coef-
ficient rates of agglomeration and fragmentation are constant real values. We
could improve this analysis introducing some physical aspects of the model. As
described in [3,22,26], the size and the shape of clusters involved in the reac-
tions influence the dynamical properties of the system. The next step of this
preliminary research will be to simulate this system using real rates from spe-
cific application domains, useful to describe biological phenomena such as protein
aggregation in neurodegenerative diseases.
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Abstract. With ever increasing amounts of travel, it is essential to
have access to a patient’s medical data from different sources including
many jurisdictions. The Serums project addresses this goal by creating
a healthcare sharing system that places privacy and security aspects at
the center. This raises significant challenges to both maintain privacy
and security of medical data and to allow for sharing and access. To
address these strict requirements the Serums system design is supported
by formal methods where design decisions are modelled and checked to
meet safety and security properties. We report an experience in support
of the system design with formal modelling with the Uppaal tool and
analysis with exhaustive and statistical model checking. Results show
that statistical model checking being a simulation-based technique can
significantly improve feasibility of analysis while providing support for
design decisions to ensure privacy and security.

Keywords: Healthcare · Data sharing · Privacy · Security · Design
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1 Introduction

Improving patient care has become a priority across European healthcare
providers and government establishments [19]. There is an increasing movement
towards fulfilling patients’ rights to securely access and share their health data
across borders [27]. For example, when traveling abroad a patient may require a
specialist to follow up their ongoing treatment; the patient may even experience
some kind of medical emergency. Such data sharing can help healthcare profes-
sionals and organisations to improve their care services to patients in terms of
efficiency, effectiveness, and enhanced decision making [10]. However, a health-
care data sharing system must ensure data protection and security and be in
line with the European General Data Protection Regulation1 (GDPR).
1 Information on GDPR can be found at https://gdpr-info.eu/.
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The EU Horizon 2020 research project Serums2 aims to increase healthcare
provision in Europe through the proposal of a secure and transparent data shar-
ing platform able to ensure privacy when accessing patient data [23]. Serums
is grounded in two major pillars. First, the application of innovative techniques
and emergent technologies like Blockchain and Data Lake to increase reliability
and resilience against cyber-attacks. Second, to promote user trust in the safe
and secure operation of the system in hospitals and clinics. The literature points
out that Blockchain and smart contracts have great potential for enabling secure
medical data access to healthcare parties [30,35].

The core of the Serums Smart Health Central System (SHCS), which is the
focus of this paper, involves several software components interacting with each
other to provide fine-grained access control with audit trail to the patients’
medical information stored in multiple data vaults.

A mechanism to customise access control over medical records is put in place
between Blockchain and Data Lake technologies to allow authorised users to
access medical data on demand, following data access rules predetermined by
patients and healthcare organisations within the system. The data exchange
format provided by Data Lake in Serums is the Smart Patient Health Record
(SPHR), which provides metadata information linking the patients to subsets of
medical data distributed across different hospital databases. Access rules to the
SPHR are part of the smart contracts that can be customised by users in the
Blockchain.

Serums provides the means in which patients can create access rules over
personal records to healthcare professionals as well as healthcare organisations
(i.e., administrators) can manage its users and specific rules to establish the
boundaries for accessing patient data. For instance, the system allows authorised
users to define who and when exactly what parts of medical records can be
accessed. The Serums SHCS aims to maintain the system’s security with reduced
likelihood of privacy breaches. Due to the sensitive area that concerns Serums,
verifying its platform is an important step in the system development cycle of
the project [23]. Especially, one must prove that the architecture design choices
ensure meeting strict privacy and security requirements. Such validation shall
be done at design time as per request of the GDPR.

In this paper, we focus on this validation objective using formal methods, i.e.,
by applying approaches that work on a formal representation of both the system
and the requirements under validation. Such representation is language agnostic
which allows us to concentrate on the requirements to be verified. Another advan-
tage of formal representation is that this naturally offers a clear semantics, which
are particularly useful to improve the system in case of bug detection. Formal
methods have been used in multiple projects to support the analysis of systems
and their design, e.g. [8,13,21,24,26]. One of the commonly used representations
for systems is transition systems [4] where system behaviour is modelled with a
set of states and a relation between them describing how the system can change
states. In formal methods, requirements are represented with temporal logic [5].

2 For more information refer to https://www.serums-h2020.org.

https://www.serums-h2020.org
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Such logic is a temporal extension of the classical Boolean logic that permits the
validation of a hypothesis on sequences of transitions.

Among existing formal methods that can be applied to transition systems
and temporal logic, there is Model checking (MC) [14,32]. MC offers an exhaus-
tive exploration of the state space of the system. Contrary to software testing,
MC guarantees that any behaviour of the model satisfies the property. Unfor-
tunately, albeit the approach has been widely deployed, it is still subject to the
so-called state space explosion problem: state space of non-trivial systems can be
extremely large making exhaustive exploration infeasible. To avoid these issues,
several authors have proposed Statistical Model Checking (SMC) [22,28,29,34]
as a compromise between testing and MC. The core idea of SMC is to run many
simulations on which a property is checked and to use a statistical algorithm
to decide the probability of the property to be satisfied with a selected degree
of confidence. SMC has been broadly applied in different areas and projects
including [6,7,18,25,36,38].

The contribution of the paper is to provide a formal representation of the
Serums platform and to validate Serums requirements on the formal represen-
tation. The SMC approach has been implemented in a wide range of tools (a
comparison can be found in [3]), among which we have selected the Uppaal
toolset [1,9,16] that includes an SMC engine. Uppaal supports both MC and
SMC, is efficient, and has been used in many projects, e.g. [20,31,33]. The Serums
platform in Uppaal is represented with stochastic timed automata, i.e., tran-
sition systems equipped with both timed and stochastic information [17]. The
timing constraints are currently not being used, though the tool support offers a
possibility to extend the model and to consider time-dependent properties in the
future. Our model is parametrisable, scalable, and modular in such a way that
we offer a library of automata to represent and hence duplicate at will each piece
of the system. This aspect allows easy incorporation of any conceptual change
that may occur in the project and simulation of real-life situations.

We first verified a set of safety and reachability properties on increasing model
size (obtained by increasing the number of users of the model). This allowed us to
show that the system behaves correctly in non-trivial instantiations with many
users. While MC can only be applied to a significantly simplified model, SMC
can verify the full model. In a second step, we proposed a transition-system
based representation of an attacker, i.e., a malicious user that would try to have
access to Serums Data Lake without going through the central system. In case
of success, such attacker could get access to private data of others which would
compromise the security of the entire design. With our model we were able to
show that the first version of the platform integration was indeed subject to
such attack. By using Uppaal, we were able to correct our model and hence the
corresponding concrete design.

The structure of the paper is as follows. Section 2 introduces Uppaal tool
and related concepts. Section 3 overviews the Serums platform architecture detail
specifying components and interactions in the form of a workflow. Section 4
presents the model created with the Uppaal tool that is used for the evaluation
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of the Serums platform design. Subsection 4.1 demonstrates the model checking
process considering reachability and safety properties and providing a compar-
ison between MC and SMC approaches. Section 5 introduces a security aspect
to the verification process exploring the resilience of the design to attacks and
the necessity of security consideration at design stage. Section 6 highlights the
applicability and the need for SMC in cases like Serums to ensure the system
reaches the expected behaviour providing privacy and security to end-users.

2 Background

Systems in Uppaal are modelled as a set of timed automata interacting with
each other via channels controlling the synchronisation of transitions of several
automata and shared variables. Uppaal also provides a mechanism to model
multiple automata with identical behaviour - a template that can have param-
eters and be instantiated any number of times for the simulation. Templates
provide means to analyse different scenarios with various number of automata.

For the properties, Uppaal provides a query language based on a simplified
version of Timed Computation Tree Logic (TCTL). Temporal operators require
a property to hold in either all execution paths, denoted with A, or in at least one
execution path, denoted with E. In addition, operators have different modalities
quantifying over specific paths. For example, A�p requires proposition p to hold
in all states of all execution paths and E�p requires p to hold in at least one
state of at least one execution path. Note that Uppaal does not allow nesting
of formulas involving temporal operators, i.e. temporal operator can only be the
outermost operator in the formula, therefore formulas like E�p && E�q shall
be separated into 2 queries for p and q respectively.

Contrary to MC exhaustively exploring the state space, SMC is based on
the idea of performing large number of system executions and monitoring the
desired property on the executions. For non-deterministic systems, each execu-
tion would be different, thus multiple executions would explore various parts of
the system behaviour. Being a simulation-based approach, SMC is known to be
less time and memory consuming than MC. Uppaal SMC [16] is an extension
of Uppaal to perform Statistical Model Checking. The extension works with
stochastic timed automata, adds probabilistic choice between enabled transi-
tions and probability distribution for time delays. For the interaction between
automata only broadcast channels are allowed to be used to ensure components
be non-blocking.

For the queries, Uppaal SMC uses an extension of Metric Interval Temporal
Logic (MITL). Note that property check with SMC engine is performed on finite
traces unlike in original Uppaal tool, therefore linear time is considered instead
of branching. Basic temporal operators in Uppaal SMC are �p and �p checking
that p holds in all or at least one state of the trace respectively. There are
different types of SMC queries supported by Uppaal, the following ones are
used further in the paper. The first type computes a probability of a property to
be satisfied and is specified with Pr[# ≤ N ] F , where F is a property specified
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Fig. 1. An instance of the Serums platform with local Blockchain, Data Lake, and
Authentication Components.

with MITL, N is the maximal trace length and # indicates that we consider
number of transitions in the trace length instead of time. The result of such
query would be an interval [x − ε, x + ε] with a confidence α, where ε and α are
selected parameters. Another query type checks a hypothesis that probability of
a property to be satisfied is above a given threshold: Pr[# ≤ N ] F ≥ p0, where
F and N are defined as above. For each query Uppaal SMC builds a monitor
that can check the property during the simulation, thus avoiding creation of a
full simulation trace if the property can be decided on the first few steps. For
the details of the monitoring, we address the reader to [12].

3 Serums System Design

The Serums project [23] addresses the need to securely share medical data to
allow healthcare provision across different healthcare providers. For a patient
visiting a new hospital, e.g., after the relocation to a different city or country,
there shall be a simple way to access the patient’s medical history as it is essen-
tial to provide effective healthcare. In contention with data sharing, the GDPR
requires that the data shall be under the control of the patient: a patient’s con-
sent and approval are necessary for data access. The project goal is to create
a platform for accessing and transferring these medical records in a secure and
privacy-preserving manner among parties [23] that also meet regulatory require-
ments.

The overall architecture of the proposed platform is shown in Fig. 1. Serums
platform architecture consists of several components interacting with a Smart
Health Centre System (SHCS) [37]. The SHCS is a front-end that interacts with
users (patients and professionals) and it is connected directly to other architec-
tural components [11]. The Authentication component, which is central to check
users’ credentials, enables users’ requests placed to other core components, like
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Fig. 2. Serums sequence diagram design showing the workflow for the main function-
alities in the system.

Blockchain and Data Lake. The Data Lake component is responsible for per-
forming on-demand data acquisition and data processing: it can retrieve data
from different sources and create a Smart Patient Health Record (SPHR) [10]
structuring medical data as metadata. Upon request a patient’s data can be
securely retrieved and visualised by a given authorised healthcare professional.

Patients can control the data sharing with fine-grained access rules stored
in smart contracts in the Blockchain component. The smart contracts contain
access rules defining the access granted or denied to individuals, to parts of
the patient’s record, and for a given period of time. For example, a patient can
make general information such as name and blood type be available to all medical
personnel while specific test results shall be visible to the treating doctor only.

The main workflow of the Serums system is shown in Fig. 2. At first step
(1) a patient tries to connect to the Serums SHCS and the request (1.1) is
processed by the Authentication component. Authentication is done via JSON
Web Token (JWT): a user after successful login receives a token that identifies
him in all subsequent requests. At the next step (2) the patient can create a
data access rule, for example, allowing a given healthcare professional to see
his treatment history. This rule is added to the Blockchain (2.1), which first
checks the forwarded access token for eligibility (2.1.1). At any further time, a
healthcare professional can login (similarly via authentication component) and
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Fig. 3. SHCS component model.

choose to request patient’s record (3). The request is sent to Blockchain (3.1)
which confirms the access token eligibility (3.1.1) and afterwards returns to the
SHCS the authorised metadata (3.2) that can be retrieved to the user according
to the current rules in place for him. The SHCS then requests the medical data
retrieval to the Data Lake component (3.3), which acquires data from varied
data sources (3.3.1) and return the SPHR data to the requester in the front-end
(3.4).

4 Serums System Modelling and Verification

Formal model being developed during design time can vastly improve safety and
security of the resulted system. Building models of well-defined design decisions
is straightforward and these models can then be analysed or verified using tech-
niques such as MC and SMC. Given such a set of requirements, MC and SMC
can provide insight on which decisions provide more guarantees.

For the verification of the Serums system design we are building a model
within the Uppaal tool and using it to check properties and to test different
design options. In the figures automata are represented with a graph where
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Fig. 4. Data Lake component model.

nodes are states of the system (their names are labelled with maroon) and edges
are transitions defining how the system change states. Transitions have optional
labels: tan label defines local variables to be used in other labels; green label is a
guard controlling transition availability; turquoise label specifies synchronisation
channel; blue label describe variables updates. Committed states marked with
symbol C provide an additional control over system execution: if at least one
automaton is in committed state then next transition shall be from one of such
states. Detailed description of Uppaal models can be found in [9].

The model follows the Serums platform (Fig. 1) design and involves one or
several automata for each component. The SHCS automaton shown in Fig. 3
is the central component interacting with users and other Serums components.
Automata modelling patients and healthcare professionals are quite similar: they
first can try to login to the Serums SHCS which includes interaction with the
front-end Authentication automaton and then send one of the requests depicted
in the sequence diagram in Fig. 2. In the model and properties, the term doctor
is used in place of healthcare professional.

Login requests are initialised by users via interaction with SHCS that trans-
fers them to the Authentication component modelled with two automata. The
first automaton interacts with users during login and sign-up procedures and
the second serves as a back-end simply responding to requests. Upon successful
login, the back-end automaton generates an abstracted JWT that is shared with
the user. The JWT is included in all subsequent user requests.

To create and modify access rules, user interacts with SHCS which forwards
the request to the Blockchain automaton. Currently, we do not check properties
of the Blockchain technology or smart contracts. Therefore, we abstract the
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Blockchain as a matrix storing data access rules. Whenever a patient creates or
modifies access rule for a doctor, a corresponding cell of the matrix is updated.

Requests for medical data are performed in two steps. At first, SHCS interacts
with the Blockchain automaton checking the access. If the access is granted,
SHCS interacts with the Data Lake modelled with two types of automata. A
single automaton shown in Fig. 4 represents the central part of the Data Lake: it
receives a request for a patient’s SPHR, collects it from local hospitals’ databases
and transfers the combined data. In addition, there is a set of automata modelling
local data storage in multiple hospitals; the data can be updated by the hospital
and been requested by the central Data Lake automaton.

4.1 Verification: Model Checking vs. Statistical Model Checking

We are now ready to analyse properties of the model with Uppaal. In order to
show that the system behaves correctly with many users, we would vary the num-
ber of users by changing the number of instantiated doctor and patient automata
during the analysis. For the paper, we consider two properties described here-
after.

1. Reachability property: doctors are able to receive an SPHR, in particular for
any doctor there exists an execution path where the doctor can receive an
SPHR of some patient.

2. Safety property: a doctor receives a patient’s SPHR only if there is an access
rule allowing the doctor to do so at the moment of request.

Uppaal encoding of the reachability property consists of a set of queries; each
query concerns a single doctor. The queries are E�(di.SPHRReceived), where di
is the ith doctor and SPHRReceived is a state of doctor’s automaton in which
SPHR is received. We consider a property satisfied if all queries are satisfied, the
property checking time is computed as a sum of query times, and the memory
consumption is the maximal consumption among all queries. Note that in the
query we check presence of at least one execution path reaching SPHRReceived
state rather than all paths; indeed one potential execution is all patients blocking
some doctor forever.

Committed states in the model forbid parallel execution of SPHR requests
and access rule modifications ensuring that no rule can be added or modified
during SPHR request. Therefore, the safety property can be checked by the
presence of [rules in the blockchain allowing access to the doctor at the state
where the doctor receives SPHR. It must hold for any doctor at any point of time.
The property is specified with the formula A� ∀d :Doctor (d.SPHRReceived =⇒
blockchain.rules[d][sphr.patient] = ALLOW).

In our experiments we are interested in a verification result as well as in
time and memory required to perform them. Properties have been checked on a
laptop with i7-8650U CPU and 16 Gb of RAM.

Exhaustive MC is known to be afflicted by state space explosion [15]. On our
model, MC quickly runs out of available RAM. One option to perform MC is to
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Fig. 5. Simplified automaton of a doctor.

simplify the model: we only keep automata and transitions directly related to
request SPHR routine (cf. Fig. 2) and remove everything else. In particular, we
keep:

1. automata for doctors, assuming them to be logged in and having an access
token (i.e. all transitions related to login and to sign up are removed) shown
in Fig. 5;

2. SHCS keeping only top part of the Fig. 3 (Request SPHR area);
3. Blockchain processing a single request to check access rules with assumption

that rules are already created by patients and cannot be changed ensuring
that for each doctor there is at least 1 patient providing access to the data;

4. Data Lake with an assumption that all patients’ data in the model is accessible
directly from central automaton without requesting storage at the hospitals.

The model checking results are shown in Fig. 6. Reachability property queries
are evaluated within milliseconds: there are only a few available execution paths,
and the desired state is reachable in less than 20 transitions. The safety property
requires checking all the states of the model and, since the number of states grows
exponentially with the number of doctors, there was not enough RAM to check
the model with 8 doctors3.

SMC provides an alternative to the exhaustive method since the simulation
does not require computation of full state space while high confidence can be
achieved without large time expenses [22,28]. Memory consumption is also low
since states that are not visited during the simulation are not generated. Encod-
ing of properties is adapted as follows. For the reachability property we compute
the probability of the state to be reached on traces of bounded length. In the
original property we were checking the existence of at least one path, therefore
for SMC we consider the property to be satisfied if the resulting probability is
not close to 0. Note that the results of the SMC query provide more information:
it also provides an estimation of the number of paths visiting the state.
3 It is possible to simplify the property by checking it separately for each doctor,

however the simplification doesn’t affect RAM consumption while single doctor check
takes almost the same time as the check for all doctors.
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Fig. 6. Model checking time and memory with respect to the number of doctors on the
simplified model. Safety property for 8 doctors runs out of RAM after 10min execution
without providing the result.

Fig. 7. SMC time on a simplified model
for the reachability property with differ-
ent confidence levels.

Fig. 8. SMC time on a simplified model
for the safety property with different con-
fidence levels.

The safety property has been checked with a hypothesis testing: H0 states
that the property is satisfied with a probability above a selected threshold θ
and H1 that the probability is below. An indifference region around θ covers the
cases when it is not possible to select one of the hypotheses.

To compare results with the exhaustive model checking we used the same
model and the following parameters for the SMC: traces are bounded with 1, 000
transitions, ε value for approximation interval for reachability property is 0.01,
threshold for safety hypothesis is 0.99 with indifference region [0.985, 0.995],
confidence levels are 0.95, 0.99, 0.999, and 0.9999. The SMC engine is also able
to estimate the number of data requests done within traces of given length, for
1, 000 transitions the expected value is 75.

The results of SMC evaluation are shown on Fig. 7 and Fig. 8. Reachability
property is computed slower than with exhaustive model checking due to fact
that evaluation is not stopped after finding a single trace reaching the desired
state but exploring multiple traces until the probability is computed with the
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Fig. 9. SMC time on a complete Serums
model for the reachability property.

Fig. 10. SMC time on a complete Serums
model for the safety property.

desired confidence. Confidence level 0.95 requires almost 200 simulations and
level 0.9999 requires more than 500 simulations. Safety property can be validated
with SMC within 3 s even with 20 doctors, while the exhaustive method requires
more than 40 s for 7 doctors and 1 Gb of RAM. All SMC checks required just
50 Mb of RAM.

While MC fails to check properties on a complete Serums model, SMC due to
low memory requirements can provide results on the complete model. It involves
patients modifying access rules at runtime; therefore, doctors could have access
to the data during a limited interval of time and there is no guarantees that a
doctor would have any access granted. Since the complete model is much larger,
we raised the trace length to 10, 000; and expected number of SPHR requests to
450.

The plots presented in Fig. 9 and Fig. 10 show the computation times for
both properties. Again, 50 Mb of RAM was sufficient to calculate the results.
Safety property can be evaluated within 1 min even for a 0.9999 confidence.
For the reachability property, we report time for a single query for one doctor.
This property requires a large number of simulations to provide the satisfaction
probability interval with the desired confidence due to high randomness of the
system (the SPHR can be received only after a patient creates a rule allowing
that). For 20 doctors, the confidence level of 0.9999 requires more than 20, 000
simulations, thus taking about 12 min.

Figure 11 and Fig. 12 show the average time needed for a single simulation
on simplified and complete models respectively computed as a total verification
time divided by the number of simulations. Unsurprisingly, simulation time is
independent from the desired level of confidence. Simulations for the reachability
property are on average faster than for safety: the former ones can often be
decided after few simulation steps while the latter ones (in case of being satisfied)
requires simulating steps until the trace length bound. Note that the complexity
of the model does not have a big impact on the simulation time: switching from
a simplified model to a much more complex complete model and raising trace
length by a factor of 10 affects the simulation time by a factor of 20.
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Fig. 11. SMC average time per simula-
tion on a simplified model.

Fig. 12. SMC average time per simula-
tion on a complete model.

5 Adding Security Requirements

Systems working in the real world should consider not only reachability and
safety properties but security properties as well. Security properties shall check
correctness of system behaviour in the presence of attackers. One cannot expect
that users would follow the behaviour expected by the developers and the system
must prevent all threatening interactions. Consideration of security properties
shall be done at the design stage since vulnerabilities can be introduced there. In
this section we show a simple attack vector and illustrate how formal modelling
can help with detection of vulnerabilities.

The modular structure of the Serums system enables a distributed setup. In
this case the components’ API becomes available to the attackers. A problem
arises with API of the Data Lake component. Considering an SPHR retrieval
request (step 3.3 in Fig. 2), the only information received by the Data Lake is
metadata about which part of patient’s data shall be collected. The information
of the original requester is not provided.

The existence of the Serums formal model allows us to validate whether this
decision and the presence of an attacker can violate some of the properties.
The modifications applied to the model are the following. Firstly, we model an
attacker that imitates a doctor, but sending a request to the Data Lake instead of
SHCS system. Metadata is not taken from the Blockchain rule but generated by
an attacker. Secondly, we add a transition to the Data Lake automaton to receive
request from the attacker (like receiving request from SHCS) and a transition to
send the reply back. The modification has been done on both complete Serums
model and its simplified version.

Exhaustive MC performed on the modified simplified model shows that the
safety property defined in Subsect. 4.1 is violated. There is a possibility to receive
patient data without the stored rule allowing this. Indeed, an attacker can fab-
ricate metadata granting unrestricted access to the patient’s record and request
all the data allowed by this fabricated metadata. SMC performed on both ver-
sions of the modified model rejects the hypothesis that the property is satisfied
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Fig. 13. Sequence diagram with alternate design for the SPHR data request function-
ality in the system.

with probability above 0.99, i.e., there exist simulations on which the property
is violated. This conclusion was drawn in less than 10 simulations.

The presence of this attack required us to modify the design of the system.
The second proposed version of this functionality has a different behaviour and
is illustrated with bold arrows in Fig. 13. Arrows depicted in light grey represent
the previous interactions among components to make clear the system changes
towards increased security. In this new version, the SHCS component directly
sends all information to the Data Lake (3.1) and it is the Data Lake’s respon-
sibility to interact with the Blockchain and collect the data access rules (3.1.2).
The Data Lake receives a patient id, a doctor id, and a doctor’s access token
and checks that the data is requested for the owner of the access token.

The Serums model has been updated to respect the new design flow. An
attacker in this model can try to send any patient and any doctor id, however
we assume that attacker cannot steal or forge someone else’s access token. Ver-
ification of the properties with both exhaustive and statistical model checking
showed that the properties are satisfied even with the presence of an attacker.
The reachability property shows that the attacker can still receive some patient’s
data, however the safety property guarantees that the access to such data has
been granted. Thus, we can conclude that the new design prevents the considered
attack and covers the vulnerability.

Under the assumption that components’ API is available from the outside
world and that the request source cannot be identified, the model checking shows
that the first version of the design has a vulnerability breaching the data con-
fidentiality. For the second design the considered attack vector does not work.
Thorough exploration of the design with the formal modelling allows us to find
issues at the design time.
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6 Conclusion

The Serums project aims to provide more secure smart health care provision
with reduced potential for data breaches, and significantly improved patient
trust and safety. This paper shows that formal methods and SMC in particular
can provide significant support for architectural design decisions to ensure data
sharing among healthcare providers with privacy and security.

Modelling of real-world projects that have multiple complex components
results in large formal models on which exhaustive MC is infeasible. Only extrac-
tion of the behaviour related to a specific property results in a model small
enough to be verified. Extraction requires manual work; in addition, it loses the
ability to detect problems caused by interaction of different parts of the sys-
tem. Alternatively, SMC can provide results with a high level of confidence on
a complete model, exploring interactions between different functionalities and is
capable of finding design flaws.

Future work includes two main directions. Verification of the Serums design
to satisfy the remaining requirements and resilience against other attack vectors,
including modelling and verification of smart contracts used in the blockchain
model based on the approach from [2]. The other is the evaluation of the effec-
tiveness of this proposed design on real-world healthcare environments provided
by the Use Case partners in the project.

Acknowledgements. This research is funded by the EU H2020 project SERUMS
(grant 826278). We thank Matthew Banton from the University of St Andrews for
comments that greatly improved the platform security properties and Serums partners
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Abstract. The architectural design of a healthcare data sharing sys-
tem must cope with security requirements especially when the system
integrates different data sources and patient-centric features. The design
choices come with different risks, where vulnerabilities and threats highly
depend on how the system components interact and depend on each other
to operate as well as how it handles the external connections. This paper
focuses on security aspects arising early in the design phase of a patient-
centric system. The system presents a blend of emergent technologies
such as novel authentication methods, blockchain for access control, and
a data lake for patient metadata storage and retrieval based on access
rules. We exploit a model-based approach to tackle security assessment
using attack-defense trees (ADtrees) formalism and other support dia-
grams altogether as a way to model and analyse potential attack paths
to the system and its countermeasures. The modelling approach helps
creating a framework to support the attack vectors analysis and the pro-
posal of appropriate defense mechanisms within the system architecture.

Keywords: Healthcare systems · Patient-centric system · Data
sharing · Security assessment · Attack-defense trees

1 Introduction

With data breaches on the rise especially after the Covid-19 pandemic [25],
the design of robust healthcare platforms leveraging patient-centric features is
crucial to allow vital health data to be securely shared among professionals and
organisations without leaking patients’ private confidential information to any
unauthorised user [6].
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The EU project Serums1 [5,6,13,37] proposes a secure patient-centric archi-
tectural model integrating modern technologies for user authentication [4,8],
granular access to medical records through personalised access rules stored on a
blockchain [1], and a data lake for patients’ metadata storage and retrieval [37],
among other goals. Both blockchain and data lake in the platform are essential
components for the access control over medical records, where the former autho-
rises users’ data requests in real-time and on-demand, and the later subsequently
retrieves only to authorised users the agreed medical data to be shared, running
an underlying fine-grained authorisation scheme [6,7].

Serums platform propose features that allow patients full control over their
data, which can be stored in different locations, under different data protection
regulations and formats [6,18], however, it also opens opportunities for malicious
actors to exploit the vulnerabilities to access the system and exfiltrate confiden-
tial data or even compromise patient safety [2,22,36]. Attacks in this sense may
vary from threatening patients’ privacy and data confidentiality, for example,
targeting specifically the system authentication module to gain access to sen-
sitive data through social engineering (e.g., phishing attacks), to sniffing the
network to intercept traffic using ample techniques and resources, which could
also threaten data integrity and availability [31,36].

Model-based security assessments [27] are a viable and visual way of under-
standing and mapping most likely threats and vulnerabilities of a system. It
increases situational awareness and assists modellers in addressing the set of
attack vectors (and pathways) at the same time ensuring security controls in
place are addressing potential issues that may arise. Several cyber security
databases provide information and knowledge on threats, vulnerabilities, tactics
and techniques based on real-world observations. MITRE Adversarial Tactics,
Techniques, and Common Knowledge (ATT&CK) [24] is a framework that con-
tains information on adversary behaviour (tactics and techniques), providing a
structured view on attack lifecycles and target platforms, helping analysts to pri-
oritise the threats to organisations and systems. Vulnerabilities databases across
the world (e.g., CVSS, CVE) map and provide a common interface for security
analysts when addressing such shortcomings [23,28].

Among different formalisms to reason and describe security aspects [27],
Attack-Defense trees (ADtrees) [12] are an approach that extends the Attack
Trees formalism [38], including not only the actions of an attacker, but also
possible counteractions of the defender. Its strength is that it provides a broad
visualisation of discovering attack vectors and defenses to system architectural
designers and developers [12]. ADtrees are also capable of providing quanti-
tative evaluation when the model reaches a reasonable state of maturity and
refinement, e.g., calculating a set of measures like probability, cost and time,
through a bottom-up procedure implemented in the ADTool software [15].

Focusing more on software architecture, Mal-activity diagrams (MAD), which
are a form of UML activity diagram, could be complementary to the ADtree

1 For more information on Serums project please refer to https://www.serums-h2020.
org.
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approach since they allow modelling the progression of malicious activities and
actors within the system while including information on how the system could
defend against these activities [20]. The strength of MAD is the flexibility to
detail the model with internal system processes and components interactions.
We can therefore use an ADtree to gather an overview of possible attacks and
countermeasures, particularly related to adversaries trying to gain access to sen-
sitive data like credentials information through social engineering, then escalat-
ing their attack to make use of system features. Using MAD [19] we can show
how these attacks and countermeasures would work in practice.

While ADtrees and MAD have been proposed to work together in the past
[19], few papers have discussed how to link them, or the process that should be
involved in doing so. In this paper, we apply a process that starts with building
an ADTree based upon a well-known cyber-adversary behaviour and taxonomy
knowledge database (i.e., MITRE [24]) and conclude with a MAD model based
upon a threat identified in an initial security assessment [2]. These models are
part of an overall security analysis of Serums, which includes formal verification
methods [27] and broad security assessment through models [10].

This paper is structured as follows. Section 2 brings background information
and related work on the formal modelling of systems focusing on security aspects,
especially using ADtrees and MAD. Section 3 presents a brief description on the
Serums system design (Subsect. 3.1) and a description of the Serum security
assessment using ADTrees (Subsect. 3.2). Section 4 expands the ADtrees scope,
modelling MAD to include a more visual description on the system pathways
whilst under attack highlighting architectural aspects and mechanisms to miti-
gate the risk of these attacks. Section 5 presents considerations on the way that
modelling activities can demonstrate aspects of security within Serums system,
and how they can evolve to serve as basis to quantitative evaluations in future.

2 Background and Related Work

Cyber-security assessment is essential in healthcare systems to keep confidential
data safe, especially with the increase in threats during the recent pandemic and
the financial impact on the health sector [3,21,25]. Moreover, patients have legal
rights in regard to the way healthcare organisations and systems store, access,
process, transmit and share their private information [18]. Thus, when design-
ing patient-centric systems for data sharing it is important not only to include
security practices and comply with regulations related to data protection such
as GDPR, but also conduct different assessments on the system vulnerabilities,
threats and security controls enabled by the chosen technologies [31,35].

Being able to combine the above-mentioned requirements (that the system
be dependable and secure [27] whilst providing patients full lawful access to their
data) requires the data sharing system to be evaluated from both a theoretical
and practical level. From the theoretical viewpoint, the system must be able
to mitigate common security vulnerabilities and threats. This can be analysed
with different security assessment methodologies, using frameworks and widely
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recognised security knowledge databases [23,24] but also with diverse modelling
practices for security inspections [16,19,27,34]. Typically, multiple complemen-
tary modelling approaches together can provide a richer, more comprehensive
cyber security assessment on the system under study [26,27].

Several studies using mostly tree-based format [19,26,30,38] have been pro-
posed to model and inspect security aspects in systems, e.g., identifying security
threats such as attempts to gain unauthorised access, unsafe system pathways
leading to confidential data, among other related security risk analysis [35]. Fault
Tree Analysis (FTA) [27] is a traditional method of evaluating the reliability of
safety critical systems. The advantages of FTA include being able to identify
potential failures deductively, creating a graphical aid for system analysis, and
being able to highlight important elements of a system related to the failure.
Research on applied FTA for enhanced design of security-critical systems include
requirements identification and analysis for an intrusion detection system (IDS)
[11] and more recently security failure analysis of smart homes [39].

However, fault tree analysis is both complex, and not suited to security spe-
cific situations, i.e., understanding an attackers specific capabilities, or what the
life cycle of an attack might include. Further, Attack Trees (AT) [33] introduce a
methodical way of describing systems based on the attacks they may encounter.
AT provide a method to formally reason about the security of a system, and
to capture and reuse the security expertise within the system. They focus more
on the mapping of security breaches as system failures, thus modelling possible
attacks against the system [26]. They are particularly useful for plotting the
progression of possible threats and how to deal with them. The AT root node is
the attacker’s goal (e.g., information disclosure), and each leaf node is a poten-
tial subgoal (or step) the attacker can exploit to reach the root, which means
the attack is complete. In the literature, recent applications of AT formalism to
assess healthcare systems security include the analysis of IoT devices and their
interconnections, just to name a few [14,40].

Attack-Defense Trees (ADtrees) [16] extended AT formalism adding counter-
measures to the tree, using green squares for defenses as opposed to the red circles
representing attackers. This allows for an intuitive and visual representation of
the interaction between possible attacks and defensive measures. The ADTree
modelling allows refinement of nodes into sub-goals nodes. These refinements
can be either disjunctive (the goal of a node is achieved when at least one of its
sub-goals is achieved) or conjuctive (the goal of a node is achieved when all of its
sub-goals are achieved; graphically this includes an arc joining sub-goals nodes
of a node). Moreover, ADtrees can be also extended to analyse quantitatively
attack-defense scenarios and rank possible attacks for given attribute domains
using the Attack-Defense Tree Tool (ADTool) [15]. However, this attack-centric
view of the system limits the precision defensive strategies can be analysed with,
as it does not account for existing defensive strategies within the system. It also
does not allow for the visualisation of the evolution of a system’s security, since
that evolution can only be understood in view of both the attackers and defend-
ers’ actions in the tree [16].
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Alternatively, from a software design perspective, Misuse Cases [29,34] were
applied to encourage the system developer (or software architect) to think like
an attacker and represent the requirements of (malicious) users in comprehensi-
ble models applying UML-based graphical format. The approach facilitates the
communication of system requirements among developers and stakeholders and
may lead to the development of a system with decreased cyber security risks.
However, such models are not well suited to expand the view on the lifecycle of
an attack, thus Guttorm [19,34] proposed Mal-activity diagrams (MAD). MAD
provide a way to view the lifecycle of an attack, and the various actions one or
more attacks may perform to realise an attack, as well as a way to view these
internal interactions. They provide elements to represent the actions performed
by users (attackers) to realise an attack within a system, also depicting the
existent interactions among components.

Finally, modelling security aspects of systems through different formalisms is
an invaluable way to comprehensively study security issues, detecting system’s
weaknesses and vulnerabilities [27]. We can assume that multiple modelling
techniques are helpful in different ways, and that they can be complimentary
[9,19,38]. Therefore, it is recommended to use different models and frameworks
to assess system security during its design phase [27].

3 Assessment of Attack Scenarios

In this paper we model a high-level cyber security scenario in which we assess
the kinds of attacks a particular data sharing system may come under, as well
as offer countermeasures. We then expand on this high-level scenario by drilling
down into one type of attack (through social engineering) that has been high-
lighted in a previous research paper [2], with description of four potential threat
scenarios concerning both confidentiality and availability aspects of the data
sharing system. In this paper, we discuss a threat mostly related to confidential-
ity, specifically phishing attack scenarios.

3.1 Serums System Design Overview

Serums proof-of-concept (POC) system [13] integrates different software compo-
nents and technologies to provide a confidential, secure and transparent medical
cross-country data sharing platform to users in the healthcare domain. Users
are mainly patients and healthcare professionals. Administrators in organisa-
tions also make part of the system, contributing to access control over confiden-
tial medical records (management of access rules) and creation of new Serums’
users. The system should allow organisations to follow laws and regulations (such
as GDPR), in a similar manner to how they already do [6].

Figure 1 depicts a high-level overview of the system as a deployment diagram.
Serums POC system is a web-based application containing both a front-end and a
backend. The front-end consists of both the Serums API, and the SHCS (Smart
Health Centre System). The SHCS allows patients users to securely login in



66 M. Banton et al.

the platform, retrieve own records that are stored in multiple locations (organ-
ised by a data lake) through secure data transfers along a blockchain network.
They can also create their individual set of access rules, which either enable
or deny selected professionals from accessing their confidential medical records.
The Serums API alternatively integrates the SHCS with the various technolo-
gies being used by Serums in the backend (i.e., the blockchain, data lake and
authentication module).

Fig. 1. Serums POC system deployment diagram.

Healthcare professionals, once authenticated in the system (within the
SHCS), can search for patients, and retrieve medical records according to their
set of access rules provided by patients and administrators. A Serums ID and suc-
cessful authentication are important requirements to start performing activities
in the system. Professionals can also create requests for medical data access to
patients, especially to refer to historical data on this patient (i.e., records stored
in different locations that are not originally granted access) or current/new col-
lected medical data (e.g., health tracking devices, other health monitoring sys-
tems). Patients can promptly accept (or reject) these access requests in the
system once they are successfully authenticated in the system.

Internally, the backend is composed of loosely coupled software components in
order to fulfil the above-mentioned requirements and provide enhanced security
in transactions performed within the system [37]. The authentication module [8]
contains novel methods and pictorial passwords, along with traditional textual
passwords and other security techniques, to ensure different levels of security
checks in this first layer of system access [4]. After it releases a secure access
token, functionalities related to medical records retrieval invoke the Serums data
lake to process the requests and build a Smart Patient Health Record (SPHR)
[5] to the user. SPHR contains authorised health metadata from different sources
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(locations), provided the user has conflict-free access rules in place. These rules
establish which professional (considering location and authorisation) can have
access to what (granular medical data selected by the patient) and when (valid-
ity of the rule) [1]. The blockchain component stores and manages the patients’
access rules, providing secure authorisation process for data retrievals requested
by users (patients and professionals) based on stored access rules [7] with audit
trail. Serums POC system aims to demonstrate the interoperability among tech-
nologies but also evaluate the public trust and security perception on the pro-
posed solution for healthcare provision.

3.2 Serum Security Assessment Using ADtrees

Serums POC system design presents modern technologies integrated to mitigate
several modern cyber threats. During its design, we choose ADtrees [12] as a
threat modelling methodology to visualise and analyse potential attacks to the
Serums system. ADtrees provide useful construct set capabilities to model the
exploit of attack vectors and to propose countermeasures considering top level
components of the system architecture.

Our initial assessment published in [2] has provided insights into the possible
attacks to Serums system related to malicious users gaining access to confidential
medical records. The scenario we are dealing with involves applying phishing
technique, which is a known Initial Access tactic employed by adversaries aiming
to get into the system [24].

Fig. 2. ADtree for initial access based on MITRE ATT&CK.

The MITRE ATT&CK framework [24] presents a comprehensive list of attack
vectors and threat actors in such a well-structured way that enables to integrate
the knowledge on unique tactics, techniques, and procedures (TTPs) into the
ADtrees. Figure 2 shows an ADTree interpretation of the Initial Access tactic
unfolding its techniques and countermeasures.



68 M. Banton et al.

We have identified possible attack vectors and established which malicious
actions (i.e., red circles in the ADtree are adversaries’ goals and respective sub-
goals) could be performed by their means like exploitation of a public facing
application, supply chain, trusted relationships, valid accounts, or Spearphish-
ing. The sub-goals nodes in the ADtree are disjuctive, which means at least one
of them, when reached, make the goal achieved. Potential countermeasures (i.e.,
green squares), especially for phishing, include ‘Restricting web-based content’,
‘Training’, ‘Software’, ‘Anti-malware’ and ‘NIPS’ (i.e., Network Intrusion Pro-
tection System) to mitigate different types of phishing attempts. It can be seen
that, for example, “Threaten Supply Chain” is refined into two potential actions
(sub-goals), either hardware (e.g., ensure hardware is distributed with built in
vulnerabilities the attacker can access) or software (e.g., create a software update
for software used in the system that gives the attacker access to the systems it is
installed on). These actions have the potential mitigation applying ‘Vulnerability
Scanning’, ‘Software Policies’, and ‘Integrity Checks’. ‘Vulnerability Scanning’
helps to ensure that software updates are free from known vulnerabilities, even
if distributed by a trusted source, whereas ‘Software Policies’ can help limit the
impact of a successful attack through methods such as ‘Sandboxing’.

Meanwhile, integrity checks can help ensure that the software (or hardware)
being installed does come from a legitimate source and has been approved by
the manufacturer. Primarily we are interested in the phishing technique, which
has malicious link, attachment or via third party messages as vectors. Links can
be mitigated through software disabling links, and through restricting access
to potentially malicious sites as well as training users. Attachments are similar
but can also be mitigated through the use of anti-virus software or intrusion
detection systems. Third party messaging services (e.g., WhatsApp) are also a
risk, and can be mitigated by anti-malware software. Once the malicious actor
has gained access to the account, the next step would be to gain persistence
through the creation of a ‘Healthcare Professional’ account, or an ‘Administrator’
account. Persistence like this could only be gained through compromising an
‘Administrator’ account, since healthcare professionals and patients do not have
the ability to create new other accounts on their behalf, nor it is possible to
elevate a patient or professional account to perform administrator role in the
system. It is likely that some discovery techniques (e.g., Account Discovery,
Password Policy Discovery, Account Control Policies) would also be used at this
point by adversaries according to MITRE [24].

The persistence ADTree is shown in Fig. 3. In this case we are concerned with
‘Account Creation’, although ‘Account Manipulation’ would also be possible. We
can identify promising mitigation being Multi-factor Authentication (‘MFA’)
and ‘Account Management’. It would make sense to employ both countermea-
sures, potentially having MFA second check when a new professional account
is created (as this should only happen when a new medical professional starts
working at an organisation), as well as having automated tools to track new
employees being created, and ways to link them to external data to ensure the
employee is real (e.g., using an employee ID). Once the actor has access to
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a medical professional account, they would need to employ more Spearphish-
ing attempts, this time defined under Lateral movement (Fig. 4), and internal
Spearphishing specifically. This would take the form of asking patients to give
the malicious actors account permission to access their medical records.

Internal Spearphishing is difficult to mitigate, since it is based on abuse of
system features. As such, training is listed as the main mitigation. It would
be important to ensure that patients are informed of who may be expected
to access their data and are informed of any requests ahead of time so that
unsolicited access requests are unusual and could raise a patients suspicions.
Financial institutions often advise their customers on possible fraud and threats
by ensuring their correspondence contains phrases such as “We will never call
and ask you to provide your bank details.”

Fig. 3. ADtree for credential access. Fig. 4. ADtree for lateral movement.

However, with a healthcare organisation and systems having potentially thou-
sands of users, it is likely that some patients would allow their data to be viewed.
Detection is therefore the next best mitigation approach, requiring both net-
work and application logging. In Serums case, the logs could be stored on the
blockchain, ensuring that they are not deleted or edited, and that the account
making the requests can be identified and any rules created can be undone
quickly, or the request removed if the patient has not replied. It is likely the
logged information would also feed into a Security Information and Event Man-
agement system (or SIEM).

Once patients have given access to the malicious medical account, the actor
would need to collect and then exfiltrate the data. The malicious actor would
assume the medical account will be identified eventually, and the data will need
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to be sent to a location the actor can access it independently of the Serums.
This would likely take the form of automated collection, for instance, a script
that automatically attempt to access records of any patients a request has been
sent to, and if successful, save the data to an external file by reading the archive
files (WAR) xml. Again, this activity is difficult to mitigate, since the data is
supposed to be accessible by anyone that has been given permission. However,
information requests are logged on the blockchain (even if successful or not) and
would likely be a part of a SIEM as security measure.

When aggregating these trees together, we obtain the ADtree in Fig. 5. The
aggregation is performed by connecting the afore-mentioned trees in the order of
the attack, with the goal (‘Accessing patient data’) being at the top. Requesting
patient data (i.e., exfiltrating) is next, followed by the Spearphishing attempt
to receive permission to access the data (‘D1’ and ‘E1’). Persistence is gained
in ‘F1’ and ‘G1’, while the initial phishing attempt is shown in nodes ‘H1’, ‘I1’
and ‘J1’. We can observe the top of the tree mitigation primarily consist of ‘Log-
ging’, whereas further down we identify more mitigation options, as the attacks
use fewer internal tools. For the ADtree we have discussed, we follow ‘Create a
Healthcare Professional Account’, ‘Access to Admin Account’, ‘Obtain Creden-
tials’, ‘Obtain Username/Password’, ‘Social Engineering’. ‘Obtain Authorised
Device’ is a secondary protection, connected to ‘MFA’, showing ‘MFA’ is imple-
mented in the system.

An ADtree as an abstract model can represent attack goals and paths in
different levels of detail, depending on the security properties being analysed
(confidentiality, integrity, and availability), the knowledge on the system design
and on the information flow within the system, as well as on the experience
to perform threat modeling. It is out of the scope of this paper to analyse the
quality of the models we proposed in contrast with security properties, however,
we supported our models using a standard framework and documentation for
security analysis in such a way that they provide paths semantically meaningful
and refinements can be added in further modeling iterations. In future, we plan
to quantitatively assess these attack-defense scenarios for Serums, particularly
in terms of time, detectability, and impact, seeking to determine a satisfiability
attribute (the probability of the scenario succeeding) [15,17].

4 UML-Based Mal-Activity Diagrams

We have expanded the ADTrees into a process, detailing where and how the
mitigation’s can play a role in diminishing the attack. As stated in Sect. 1 and
Sect. 2, Mal-activity diagrams (MAD) are an intuitive way to visualise this pro-
cess based on UML activity diagram principles [32]. They allow us to observe
what vulnerabilities occur in the functional system with coded defenses. The
ADTrees in Sect. 3 set the outline for the MAD, with each red circle being an
action the attacker performs, and each green square being a potential counter-
measure. All that remains is to build the process and insert what the reactions
of the system would be, assuming a successful attack at each stage.
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Fig. 5. Integrated ADtree based on MITRE ATT&CK for the ‘access of patient data’
threat scenario. Nodes containing arcs represent conjunctive sub-goals nodes to achieve
a goal node in the tree.

4.1 Mal-Activity Modelling Process

The ADtree provides a broader overview of possible vectors but is not tied to
specific attacks (refer to Sect. 2). Thus, extending it to a MAD, we approach a
specific attack followed by its vector. As we are tackling the Scenario 2 identified
in [2], the vector being followed is one where the malicious user gains control
over an ‘Administrator’ account and uses it to create a ‘Professional’ account
and assign several patients access rules to it. This means following the branch
on the left, starting at node ‘I1’ in Fig. 5. The red circles proceeding up the tree,
create a path from ‘I1’ (then up to ‘H1’, ‘G1’, ‘F1’, and so on), which will then be
interpreted as the malicious actions within the MAD. However, some of the paths
derived from the ADtree (Fig. 5) are not actions that would be included in the
MAD simply because the MAD is more specifically referring to a single attack
vector. Of note is node ‘H1’ (‘Obtain Administrator Credentials’), which would
also assume the theft of an authorised device mentioned in the MAD (i.e., this
would warrant its own diagram). Without this action being shown, nodes ‘G1’
and ‘H1’ are essentially the same node. Additionally, not all mitigation strategies
are appropriate for the system, and the attacker behaviour modelled in some of
the ADtree branches will not need to be replicated in the MAD. Within the
ADtree, the mitigation nodes are generic responses, not suited to a design view
of the system itself. Within the MAD, we can design where and when specific
mitigation strategies are implemented and integrated into the system. Figure 6
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and Fig. 7 show the attack process, including the various components that must
be targeted to successfully perform the attack as described in Sect. 3.

In Fig. 6 we start with an assumption that admin’s credentials have been
leaked, and this is protected against with training specifically, however as Fig. 2
shows, it is possible to have other defenses, including ‘Software’ and ‘Limited web
access’. The attacker (malicious user) needs to log into the system, which has
protections of MFA and being location limited. This step is shown more explicitly
in Fig. 5, however, it is difficult to stop the process since it is an intended use
of the system. The next step is to gain persistence by creating a professional
user. From Fig. 3 we added the potential mitigation for this step, which include
‘MFA’ and ‘Privileged Account Management’. The mitigation included in Fig. 6
shows ‘Account Management’ with secondary proof being required before a new
privileged account can be created. Credentials are also checked (via checking the
authentication token). MFA is not included here, since it was included in the
previous step (logging into the system). It should also be noted that all steps so
far have been logged on the immutable blockchain.

The next stage begins with a choice for the attacker. They can either apply
organisational rules to the Doctor using the Admin account, or they can start
a new Spearphishing campaign, on this opportunity using Serums’ own tools to
get users to give the attacker access to their data. In both cases the new rules
are logged. In Sect. 3 we discuss the route of requesting access from users using
Serums own tools. The potential protection includes ensuring that patients are
aware of when they should and should not be expecting requests for access to
their data (which is included in Fig. 7). This is connected to Fig. 4, however

Fig. 6. Mal-activity diagram based on the ADtree on Fig. 5.
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Fig. 7. Mal-activity diagram based on the ADtree on Fig. 5 (cont.).

as mentioned in Sect. 3.2, this would be difficult to mitigate since it is hard
to differentiate from normal system use and the steps of an attack, unless a
mass campaign was launched that could be detected by a SIEM. Another action
difficult to detect would be data collation. The attacker would only need to
log into Serums as the professional user and access the data, potentially using
external browser-based tools to automatically collate it.

We can now observe the proposed countermeasures, and how they fit into
the system overall. For every action the attacker performs, there is a log or a
secondary check to attempt to ensure the action is legitimate. We can also see the
process maps well from the ADtree (Fig. 5). For example, on creating a new user,
the countermeasure listed is to have a secondary check to ensure new users are
legitimate. In Fig. 6 we reinforce this with the countermeasure ‘Secondary proof
of new user’. From the combination of these models, we can observe broadly
(using the ADtree) that the attack processes should be discoverable, and from
the MAD we can review how these checks would work in practice.

5 Conclusion

Model-based approaches such as ADtrees and other rich diagrams like MAD
together can be a way to model and analyse potential attack paths and its coun-
termeasures within systems. They surely expand the knowledge on vulnerabilities
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and help demonstrate how platforms could reduce security risks. ADtrees and
MAD can support in expanding initial security assessments providing a broad
visualisation of the system pathways, its vulnerabilities and defenses, and can be
used as a base to design software architectures that are more resilient to attack.
Where the strength of ADtrees is to provide a broad visualisation of attack vec-
tors and defenses, the descriptive potential of a MAD is to provide a close view
of single components and system flow when under attack. Related work already
argued that these are complimentary models that provide holistic view of the
system design leveraging security requirements, enabling the early discovery of
attack vectors, intrinsic detail of system processes, and responses against attacks
[20].

Within this paper we have practised the process on how to construct the
ADtree for a system, based upon a security knowledge database like MITRE [24]
to produce a sound model, and then used this ADtree as input to model a MAD.
With a detailed MAD we could then further refine and build other useful dia-
grams to describe the system architecture, or even to help developers visualise
the activities that need to be completed to fulfil the system security require-
ments. We have performed this process considering an identified attack for the
Serums system, and this has aided identifying its security measures (focus on
users training, the need for extensive log analysis, probably as part of a SIEM).
In future we intend to cover other aspects of security and apply this modelling
process to other attack types. At present we have only shown one attack type
and vector, and it would be beneficial to show the process has broad applicabil-
ity. Finally, we would like to include a quantitative evaluation of the ADtrees
especially to prioritise the required MAD. Quantitative evaluations of ADtrees
have been discussed by [17], and we believe that such an evaluation would give
further inputs to build secure systems.
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Abstract. We present a feasibility study on the use of spatial logic
model checking for real-time analysis of high-resolution video streams
with the tool VoxLogicA. VoxLogicA is a voxel-based image analyser
based on the Spatial Logic for Closure Spaces, a logic catered to deal
with properties of spatial structures such as topological spaces, graphs
and polyhedra. The underlying language includes operators to model
proximity and reachability. We demonstrate, via the analysis of a series
of video frames from a well-known video game, that it is possible to
analyse high-resolution videos in real-time by exploiting the speed-up of
VoxLogicA-GPU, a recently developed GPU-based version of the tool,
which is 1–2 orders of magnitude faster than its previous iteration.
Potential applications of real-time video analysis include medical imaging
applications such as ultrasound exams, and other video-based diagnos-
tic techniques. More broadly speaking, this work can be the first step
towards novel information retrieval methods suitable to find information
in a declarative way, in possibly large collections of video streams.

1 Introduction

The topological approach to Spatial Model Checking, introduced in [8,9], pro-
vides tools and techniques, typical of the Formal Methods community, for the
analysis of graph-based spatial data. Some early, prominent applications of the
technique can be found in the area of Smart Cities and Smart Transportation
(see [12,13], and also the more recent work in [15]). The spatial model checking
approach of VoxLogicA1 (see [4] and the tutorial [11]) aims at encoding Expert
Knowledge in executable form in the domain of Medical Imaging. The focus is

1 VoxLogicA is Free and Open Source Software. Source code and binaries are available
at https://github.com/vincenzoml/VoxLogicA.
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on procedures that are intelligible by domain experts and not solely by pro-
grammers. By design, this idea can operate in conjunction with other forms of
analysis; for instance, a VoxLogicA procedure could be used to delimit a larger
area within which a Machine Learning procedure can be used to provide a more
detailed analysis. This would give rise to a form of Hybrid Artificial Intelligence.
Such larger areas could reflect specific domain oriented guidelines or analysis pro-
tocols, for example to make sure that the Machine Learning procedure focuses on
the right region of interest to reduce the number of false positives. The spatial
model checker VoxLogicA automatically computes the result of ImgQL (Image
Query Language) queries on (possibly large) image datasets.

In [4], a ten-lines-long ImgQL specification was used for the segmentation
of Glioblastoma, a common form of brain tumour, in circa 200 cases from the
2017 “Brain Tumour Segmentation (BraTS) challenge” dataset. Spatial Model
Checking is fast, and specifications are intelligible to domain experts and can be
discussed in the wider community for further improvement. In terms of accuracy,
the procedure scores among the top ranking methods of BraTS 2017 – the state
of the art in the field, currently dominated by machine-learning methods – and
it is comparable in quality to manual delineation by human experts (see [4] for
further details comparing our results with the 18 alternative techniques used
in BraTS 2017 that were applied to at least 100 cases of the dataset). The
segmentation procedure takes only a few seconds per case to complete.

In [3], VoxLogicA has been used for skin lesions segmentation, which is the
first task in melanoma diagnosis. An ImgQL procedure was applied to images
of skin lesions from two datasets released by ISIC (International Skin Imaging
Collaboration) for the 2016 challenge – a training set (900 images) and a test
set (379 images) – obtaining results, in terms of accuracy and computational
efficiency, in line with the state of the art.

Graphical Processing Units (GPUs) are high-performance, massively parallel
computational devices that are available in various sizes (and computing power),
in diverse machines ranging from smart phones, tablets, laptops, workstations
to large-scale cloud-based computing facilities. GPU computing differs from the
multi-core paradigm of modern CPUs in many respects: the execution model is
Single Instruction Multiple Data; the number of computation cores is high; the
memory model is highly localised and synchronisation among parallel threads is
very expensive. In [7] a GPU-based version of VoxLogicA was introduced. The
obtained speedup on synthetic benchmarks, using an office workstation equipped
with a good consumer GPU, was between one and two orders of magnitude.
The main challenges that were faced in [7] concerned the minimisation of the
expensive read/write operations from and to the GPU memory, and turning each
algorithm into a massively parallel one. To date, VoxLogicA-GPU implements
the core logical primitives of VoxLogicA on GPU, including reachability (based
on connected component labelling). Such effort shares some motivation with a
recent trend on implementing formal methods on GPU [5,16,17,19,20].

The work in [3,4] concerns the analysis of individual images. In our future
work, we are interested in extending the technique to the analysis of medical
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imaging applications, such as ultrasound exams, and other video-based diagnos-
tic techniques in real time. Such analysis would require processing of videos in
real time. This paper presents a case study that aims at investigating whether
spatial model checking can be used to analyse high-resolution videos in real-
time. As we shall see, the GPU implementation is the key to achieve this. Since
VoxLogicA cannot yet load videos directly, our experiments operate on individual
video frames, saved on disk as separate png images, but these frames are loaded
in a single model-checking session in batches (say, each one corresponding to 5 s
of video) in order to maximise throughput. Loading single frames introduces a
high overhead due to loading and saving separate files. Therefore in order to
measure the “real” execution time, we defined a strategy to mitigate the impact
of such overhead, which will not be present e.g., if frames are streamed from a
webcam. After this, we demonstrate that the GPU implementation operates in
real-time with large margins for future improvement.

As an abstract, but still feature-rich, example, we use a video of the Pac-Man
video game2. The results show that with the spatial model checking approach
we are able to precisely identify the video frames where interesting aspects of
gameplay are present.

The paper is organised as follows. Section 2 provides the relevant background
on spatial model checking. Section 3 presents the experimental set-up and Sect. 4
presents the results. Section 5 concludes the work and provides an outlook on
further research.

2 Background: Spatial Model Checking on GPU

We briefly review the syntax of the Spatial Logic for Closure Spaces (SLCS),
defined in [8,9], and its interpretation, restricted to the case of two-dimensional
images which is currently handled by VoxLogicA-GPU. For the general definition
on so-called closure spaces, and the link between (multi-dimensional) images,
graphs, closure spaces and topological spatial logics we refer the reader to [1,4,9].
The syntax of the logic we use in this paper is its most up-to-date rendition,
where the surrounded connective from [9] is a derived one, whereas reachability
is primitive, as in [2,10,14]. Given set P of atomic propositions, with p ∈ P , the
syntax of the logic is described by the following grammar:

φ ::= p | ¬φ | φ1 ∧ φ2 | Nφ | ρ φ1[φ2] (1)

The logic is interpreted on the pixels of an image M of fixed dimensions. The
truth values of a formula φ on all the pixels can be rendered as a binary image of
the same dimensions of M. Therefore, in particular, atomic propositions cor-
respond to binary images. However, concretely, when working on images, atomic
propositions also include constraints (e.g., thresholds) on imaging features, such
as intensity, or red, green, blue colour components. Boolean operators are
defined pixel-wise: ¬φ is the complement of the binary image representing φ,

2 PAC-MANTM & c©1980 BANDAI NAMCO Entertainment Inc.
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and φ1 ∧ φ2 is binary image intersection. The modal formula Nφ is satisfied
by a pixel x that shares a vertex or an edge with any of the pixels that satisfy
φ (adopting the so-called Moore neighbourhood); in imaging terminology, this is
the dilation of the binary image corresponding to φ. The reachability formula
ρ φ1[φ2] is satisfied by a pixel x if there is a pixel y, a path π and an index � such
that π0 = x, π� = y, y satisfies φ1, and all the intermediate pixels π1, . . . , π�−1

(if any, hence the notation for optional [...]) satisfy φ2.
Note that Nφ can be derived from ρ, and viceversa. In this paper we use N

explicitly because of its specific implementation in the tool.
From the basic operators, several interesting notions can be derived, such as:

– interior corresponding to the imaging primitive of erosion;
– surroundedness;
– contact between regions (see also [10]) denoted as T (from ‘touch’).

Concerning region based analysis, the discrete Region Connection Calculus
RCC8D of [18] has been encoded in a variant of SLCS with operators on sets of
points instead of single points [10].

In ImgQL, the input language of VoxLogicA, these operators have their own
syntax. In particular, in the context of the present work we will use:

– |, &, ! for the boolean operators disjunction, conjunction and negation,
respectively;

– N for the near operator;
– I for the interior operator, where I (x) = !(N !x);
– mayReach(x,y) for the reachability operator ρ x [y];
– touch(x,y) = a & mayReach(y,x) for the contact operator;
– .<= , .>= and so on for constraints involving constant bounds (on the side

of the dot) and pixel attributes such as intensity or colour.

The tool VoxLogicA-GPU is a global, explicit state model checker for SLCS,
aiming at high efficiency and maximum portability. VoxLogicA-GPU is imple-
mented in FSharp, using the Microsoft dotnet infrastructure, and exploiting the
imaging library SimpleITK and the portable GPU computing library OpenCL3.

Efficiency is one of the major challenges, as outperforming the CPU imple-
mentation of VoxLogicA [4] inherently means designing in-GPU imaging primi-
tives faster than the state-of-the-art library ITK. The focus of the first release
of VoxLogicA-GPU has been on demonstrating its scalability. The tool takes as
input an ImgQL specification and automatically creates a computing pipeline,
consisting of a set of tasks to be run. Each task corresponds to a basic primitive
(including SLCS operators, and basic imaging primitives such as thresholds).
Each arrow denotes a dependency between two tasks, namely that the output
of the source task should be fed as the input to the target one. Such task graph
is then sent to the GPU, exploiting the so-called events mechanism of OpenCL

3 FSharp: see https://fsharp.org. NET Core: see https://dotnet.microsoft.om.
OpenCL: see https://www.khronos.org/opencl. ITK: see https://itk.org.

https://fsharp.org
https://dotnet.microsoft.om
https://www.khronos.org/opencl.
https://itk.org
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to describe the dependencies. The pipeline is then run on the GPU, respecting
the input/output dependencies created by the events mechanism, but otherwise
without a specified order.

3 Experimental Setup

The huge speedup attained with the switch to GPUs is theoretically capable of
processing video streams in real time. Our work aims at verifying up to which
extent this is true using VoxLogicA-GPU, and at establishing preliminary use
cases for experimentation. Video streams are composed of several frames, each
one capturing an instant of a whole scene.

Our envisaged future applications mainly concern two scenarios: that of med-
ical imaging, as mentioned in the introduction, and the field of smart transporta-
tion (see e.g. [12]). However, first of all a preliminary study is needed, in order to
assess effectiveness of the proposed method, e.g. in terms of complexity of logic
formulas, interesting logical operators, and so on.

To this aim, we propose an example based on a video game, namely Pac-Man.
We provide here a detailed description of the experimental setting, including how
execution times are measured, and why we chose to use a footage of a video game
as a benchmark.

Pac-Man is a famous 2D video game, released in 1980 by Bandai-Namco.
The main character is Pac-Man, represented by a yellow circle, whose goal is
to eat all the dots in a maze, avoiding to be captured by the coloured ghosts
(Blinky, Pinky, Inky and Clyde) following him. Pac-Man can also eat energiser
pellets (bigger, blinking dots on the same path as the smaller dots) to gain in
turn the ability to catch ghosts. Once caught by Pac-Man, ghosts will re-appear
in the centre of the maze. There are various reasons why this simple video game
represents an interesting benchmark. The topology of the space remains the
same over time, but there are several entities appearing and disappearing. These
entities can be effectively specified via a declarative procedure. For this reason,
the analysis does not require any kind of preprocessing: video footages have been
recorded and split into multiple frames in the png format, and then processed
directly using VoxLogicA.

The ImgQL specification of the game elements is shown in Specification 1.
Pac-Man is yellow. This is specified by thresholds on the intensity of the red,
green and blue components of each pixel. Similarly, for the ghosts and the dots
and energiser pellets.

As can be observed in a typical video frame of the game (see Fig. 1), any
auxiliary lives of Pac-Man are indicated by small Pac-Man images at the bottom
of the frame. Pac-Man itself is inside the maze, so sufficiently far from the border
of the frame. In ImgQL ‘border’ is an atomic proposition that holds at all pixels at
the extremes of the image. So, Pac-Man itself can be characterised by satisfying
the formula pacmans, but being sufficiently far from the border, i.e. not touching
an area composed of pixels that are at a distance of less than 12 pixels from the
border. The ImgQL specification is shown in Specification 2.
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ImgQL Specification 1: Pac-Man game elements.

1 //find all characters and other elements

2 let pacmans = (252 .<= red(img)) & (252 .<= green(img)) &

3 (10 .>= blue(img))

4 let blinky = (250 .<= red(img)) & (10 .>= green(img)) &

5 (10 .>= blue(img))

6 let pinky = (250 .<= red(img)) & (175 .<= green(img)) &

7 (190 .>= green(img)) & (245 .<= blue(img))

8 let inky = (15 .>= red(img)) & (240 .<= green(img)) &

9 (240 .<= blue(img))

10 let clyde = (240 .<= red(img)) & (190 .>= green(img)) &

11 (165 .<= green(img)) & (90 .>= blue(img))

12 let dotsAndPellets = (240 .<= red(img)) & (200 .>= green(img)) &

13 (175 .<= green(img)) & (190 .>= blue(img)) &

14 (165 .<= blue(img))

ImgQL Specification 2: Active Pac-Man.

1 let N12 (x) = N N N N N N N N N N N N x

2 let pacman = (pacmans & !touch(pacmans, N12 (border)))

Pellets and dots have the same colour, but pellets are larger than dots. This
information can be used to distinguish them. Taking the area characterised by
dotsAndPellets and shrinking this area in several steps using the interior oper-
ator results in an area comprising only the inner parts of the bigger pellets. The
pellets themselves can then be retrieved by extending the thus obtained area by
pixels near the remaining area (i.e. centres of the pellets) within 4 steps. This is
shown in the second line of Specification 3. The dots are those pixels satisfying
dotsAndPellets that are not satisfying pellets. Figure 1.3 shows the result
of dots, and Fig. 1.4 shows the result of pellets. As we will see, we need to
introduce the concept of “uninterrupted paths of dots”, specified via the formula
auxDots, consisting of all pixels that are at most 13 steps (13 times N) from a
dot (including dots themselves). Figure 1.5 shows all pixels satyisfing auxDots.

ImgQL Specification 3: Dots and pellets.

1 let N13 (x) = N N N N N N N N N N N N N x

2 let pellets = N N N N I I I dotsAndPellets

3 let dots = N N (dotsAndPellets & !pellets)

4 let auxDots = N13 (dots)

The key points of the game constitute interesting spatial properties. Let’s
focus on the behaviour of ghosts: each of them will try to catch Pac-Man,
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following different routes. We can specify the situation in which Pac-Man is
caught by a ghost using ImgQL as follows:

touch(pacman, blinky) | touch(pacman, pinky)
| touch(pacman, inky) | touch(pacman, clyde)

Another significant property, involving reachability, is the fact that Pac-Man
can follow a path of dots and reach a pellet (recall that for a game level to be
completed, Pac-Man is required to eat all dots in the maze):

touch(pacman, mayReach(pellets, auxDots))

Intuitively, the property is true if Pac-Man “touches” the beginning of a path
of dots leading to a pellet. This is shown in Specification 4. In the second line
of the specification the operator mayReach is used, denoting the ρ-operator of
SLCS. auxReach is satisfied by all pixels of pellets and paths formed by enlarged
dots as specified in the last line of Specification 3. In the last line one only needs
to check whether Pac-Man touches the pixels identified by auxReach.

ImgQL Specification 4: Pac-Man reaches pellets and Pac-man caught by ghost.

1 let auxReach = mayReach(pellets, auxDots)

2 let result = touch(pacman, auxReach)

3 let caught = touch(pacman, blinky) | touch(pacman, pinky) |

touch(pacman, inky) | touch(pacman, clyde)

This concludes the ImgQL specification of the spatial analysis for Pac-Man.
The intermediate results of all definitions can be saved separately and numerical
information on each frame can be printed as shown in Specification 5. This is
how the images in Fig. 1 have been obtained.

ImgQL Specification 5: Saving and printing.

1 save "00 pacman.png" pacman

2 save "01 dots.png" dots

3 save "02 pellets.png" pellets

4 save "03 auxDots.png" auxDots

5 save "05 result.png" result

6 print "pathToPellets $NUMFRAME" volume(result) .>. 0

7 print "pacmanCaught $NUMFRAME" volume(caught) .>. 0
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In order to check the results for each frame, a simple Python script has
been written. The script accepts as input a specification fragment such as the
ones we have shown so far, and generates a (possibly very large) VoxLogicA
specification that repeats the given fragment for each video frame, loading each
time a different one. In order to identify the result of the analysis on different
frames, the placeholder ($NUMFRAME) can be used when naming the result values
(see also the last line in Specification 5). This placeholder will be replaced with
the number of the frame by the Python script while generating the specification.
Note also that the result can be both saved as an image or printed as a boolean
value. The boolean image False corresponds to a completely black image, so we
can print the truth value of the formula volume(resultImage) . > . 0. As the
volume of an image is the sum of its non-zero components, the result will clearly
mirror the truth value of the formula. All tests were performed on a workstation
equipped with:

– An Intel(R) Core(TM) i9-9900K CPU @ 3.60 GHz (16 cores, 32 threads);
– An NVIDIA GeForce RTX 3080 1785 MHz, 10 GB global memory.

Each test has been run 5 times, in such a way to get an approximate aver-
age running time. In our experimental setup, execution times cannot be mea-
sured directly by just running the specification. The fact that our video has
been expanded to single frames on disk makes input/output times dominate
over computation, thus rendering it impossible to measure in a direct way how
much time exactly is spent on computation. To overcome this, VoxLogicA and
VoxLogicA-GPU have been modified to accept a command line switch that will
let the tool load just one image and reuse it multiple times. Note that this
methodology is only used to measure performance and gives a good approxima-
tion of the processing time, whereas the loading time is negligible, as only one
image is loaded. By carefully choosing, as the representative image, one that
exhibits a reasonable complexity, the obtained measurements are representative
enough to get a sensible indication of the total computation time. In future work,
we will cater for loading video files directly, and unpacking each video frame in
memory using optimized (possibly in-hardware) functionality, so that on the one
hand, loading of single frames from disk will no longer affect video processing in
VoxLogicA-GPU, and on the other hand the model checking result will be correct.
By the above considerations, we expect the obtained performance to be in line
with the measurements that we present in this paper.

4 Results

In this section, we report the results of our experiments. We recall that both the
CPU and the GPU versions are tested against contact and reachability formulas,
as described in the previous section. In the considered frame (Fig. 1.1), there is
a way for Pac-Man to reach the bottom-right pellet by only eating dots, thus
the result image will highlight Pac-Man.
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We restricted the tests to a benchmark of 150 frames. This is due to the
fact that the CPU version of VoxLogicA does not feature any kind of memory
management mechanism, thus it suffers from memory limits (on the other hand
the memory management mechanism embedded in VoxLogicA-GPU allows for
larger tests to be run). Videos are RGBA videos, with a resolution of 1600×1200
and 30 fps, namely, 150 frames capture circa 5 s. In Table 1, execution times for
the above mentioned formula are reported.

Table 1. Comparison between CPU and GPU execution times, reported in milliseconds

Execution time of sample formulas (150 frames)

Formula GPU CPU

Pac-Man is caught by a ghost (caught) 3,800 ms 12,200 ms

Pac-Man can reach a pellet via dots (result) 3,000 ms 54,000 ms

The comparison of results shows that using GPUs enable real-time analysis.
In this case, we load a pre-recorded video, but our results suggest that monitoring
video streaming might be feasible using our technology. It is also interesting to
note that the more involved formula actually requires less time on GPU than
the simpler collision detection one. This type of results, that may be counter
intuitive, depends on the operators involved in the computation:

– in the reachability formula result, connected components are computed only
once per frame, namely to check if the desired path exists, and “proximity”
operators, like Interior and Near, are massively used to find dots and pellets
and to enlarge them, in such a way that they form a path. GPUs are more
beneficial to this kind of operators, as devices’ parallelism can be exploited
at its best.

– in the collision detection formula caught, connected components must be
computed four times for each frame; in fact, we must compute touch (which
requires computing Connected Components) between Pac-Man and each
ghost. Such computation affects the performance of the GPU, as multiple
kernels must be called and randomised write and read on the global device
memory are required.

Despite these considerations, the execution time stays far below the required
real-time threshold. Note that currently it is not possible to state spatio-temporal
properties in ImgQL, and no temporal analysis is performed in VoxLogicA. We
leave the possibility to add temporal operators as a future work, possibly still
exploiting GPUs.

One may have noted that step 5 in Fig. 1 could cause some false positives.
This is due to the fact that enlarging dots using the Near operator causes the
paths to touch each other in proximity of pellets. This can be actually avoided
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1: Original frame 2: 00 pacman.png

3: 01 dots.png 4: 02 pellets.png

5: 03 auxDots.png 6: 05 result.png

Fig. 1. Analysis of a video frame (1). Using thresholds, we isolate Pac-Man (2), dots
(3) and energy pellets (4). We then enlarge dots in such a way that they touch each
other, thus forming a path (5). The result for the formula Pac-Man can reach a pellet
via dots represents Pac-Man itself (6), as it touches a path leading to a pellet.

by replacing Near with a distance operator based on Euclidean distance (see
Fig. 2), whose implementation is currently in progress on VoxLogicA-GPU.

Another interesting point to note is GPU memory and cores occupation.
Figure 3 shows that the GPU load is actually quite low. The nvtop tool, which is
used to monitor processes currently running on GPU, shows that the occupation
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Fig. 2. Path found via the Euclidean distance operator.

Fig. 3. Memory and cores occupation on GPU, while processing 300 frames.

is circa 25% for both memory and cores, suggesting that the GPU may be used to
process larger images and benchmarks, and possibly to monitor 3D simulations.

5 Conclusions

In current work-in-progress, the results obtained in [7] have been vastly improved
(ranging from a speed-up of 50× on case studies to 500× on artificial bench-
marks). The aim of such optimisation was initially focused on enabling inter-
active calibration of analysis parameters in ImgQL specifications by end-users of
VoxLogicA, and a faster analysis development cycle by domain experts, also in
conjunction with a dedicated user interface. The latter is currently being devel-
oped taking also cognitive aspects of usability into account (see [6]). However,
our preliminary experiments confirmed that this encouraging result can also be
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used for a real time analysis of video streams. Despite the fact that temporal
operators are currently not available in VoxLogicA, it is possible to state and
check interesting properties, and this can be done on high resolution videos, in
real-time. Furthermore, we showed that the GPU is far from being stressed by
the task, thus we expect the speedup to be even larger in case of higher quality
videos, 3D animated simulations, or more complex properties.

Still, a large amount of execution time is devoted to I/O operations (in
particular loading frames as png files). Therefore, a major goal of future work
will be to provide VoxLogicA with a video loader, possibly exploiting the state-
of-the-art OpenCV library4.

As mentioned above, another goal is to implement temporal operators and
a temporal model checking algorithm in VoxLogicA-GPU. This will widen the
set of properties amenable to spatio-temporal model checking of video-streams,
opening possibilities of new scenarios.

Our experiments will also be useful in future work for expanding the logical
language with dynamic binding predicates, giving the language the ability to
capture the concept of a “new entity”, different from all the previously known
ones which appears in a video stream at a given instant, and that may reappear
later. In our physical simulation example, binding can be used e.g. to answer
queries like “was Pac-Man caught twice by the same ghost x”, independently
from the moment in which x appears for the first time, and the identity of x.
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Abstract. In the modern Internet era the usage of social networks such
as Twitter, Instagram and Facebook is constantly increasing. The analy-
sis of this type of data can help us understand interesting social phenom-
ena, because these networks intrinsically capture the new nature of user
interactions. Unfortunately, social network data may reveal personal and
sensitive information about users, leading to privacy violations. In this
paper, we propose a study of privacy risk for social network data. In par-
ticular, we empirically analyze a set of privacy attacks on social network
data by using the privacy risk assessment framework PRUDEnce. After
simulating the attacks on real data, we first analyze how the privacy risk
is distributed over the whole population. Then, we study the effect of
high-risk users sanitization on some common network metrics.

Keywords: Privacy · Attack models · Social networks

1 Introduction

Social networks are used by people everyday for different purposes: for interact-
ing with friends (Facebook), for professional activities (LinkedIn), for spreading
information, news and multimedia material (Twitter and Instagram). Nowadays,
the analysis of social network data is fundamental to study and understand social
phenomena. The social network analysis can help in understanding customer
interactions and reactions [15], marketing strategies based on communities or
singles users, migration flows, fake news diffusion or virus spread [16], etc. How-
ever social network data may contain sensitive and private information about
the real people that actively operate in the network. Therefore, different tech-
niques have been used to anonymize the data, the simplest way being replacing
identity with pseudonymous keys. However, Backstrom et al. [3] showed that
this technique is not enough for privacy protection as malicious adversaries still
may succeed in re-identifying individuals using a background knowledge attack.

In order to enable a practical application of the privacy-preserving techniques
proposed in the literature, Pratesi et al. in [14] proposed PRUDEnce, a frame-
work for systematic privacy risk assessment. This framework follows the idea of
the EU General Data Protection Regulation, which explicitly imposes on data
controllers an assessment of the impact of data protection for the most risky
c© Springer Nature Switzerland AG 2022
J. Bowles et al. (Eds.): DataMod 2021, LNCS 13268, pp. 93–106, 2022.
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processes.1 In [14], Pratesi et al. show the applicability of their framework on
mobility data. In this paper, we propose to apply PRUDEnce framework for the
privacy risk assessment in social network data. This requires to first formally
define a set of privacy attacks on social network data, then simulate them on
real data to empirically evaluate the individual privacy risks, and then, evaluate
the data utility by considering only non-risky data. In order to evaluate the data
utility, we perform an analysis that highlights the degradation of the social net-
work structure in case we only consider non-risky nodes and their connections.

The paper is organized as follows. In Sect. 2, we discuss some of the related
works in the literature. In Sect. 3, we define the data structures to describe social
network data according to different data aggregations. In Sect. 4, we introduce
the framework used for the privacy risk assessment. In Sect. 5, we formally define
the privacy attacks on social network data. In Sect. 6, we show the results of our
experiments on the attack simulations. In Sect. 8, we present an analysis on
the network degradation, discusses some related work. In Sect. 9, we draw our
conclusions and discuss future works.

2 Related Work

The concept of privacy-by-design was initially developed by Ann Cavoukian [5]
to address the ever-growing and systemic effects of Information and Communi-
cation Technologies, and of large-scale networked data systems in the 90’s. This
concept basically expresses the general approach of embedding privacy into the
design, development and management of information. A related study on the
application of the concept of privacy-by-design to social media is [7] where the
authors develop a social networking privacy framework and privacy model for
applying privacy-by-design principles to social networks for both desktop and
mobile devices. This approach mitigates many current social network privacy
issues, and leads to a more controlled form of privacy assessment.

One of the classical works in the field of privacy risk assessment is the
LINDDUN methodology [6], a privacy-aware threat analysis framework based
on Microsoft’s STRIDE methodology [19]. PRUDEnce [14] builds on these prin-
ciples, developing a privacy risk assessment framework applicable to any kind
of data [12]. While the models and methodology presented in these works have
been used previously on human mobility data, they are flexible enough to be
adapted to social network data. For modeling the attacks, we rely on the contri-
butions made in [1,9,17,20,21]. We apply the general structure of these attacks,
tweaking some of them to our specific need, as explained in Sect. 5.

Privacy for social media networks is a high interest topic, as show in works
such as [11] where the authors highlight how privacy awareness changes the
perspectives and motivations of users of a social media. In the context of privacy
for online social networks Liu and Terzi [10] propose a framework for computing
privacy scores for each user in the network. Such scores indicate the potential
risk caused by her participation in the network. Our effort in defining possible
1 The EU General Data Protection Regulation can be found at http://bit.ly/1TlgbjI.

http://bit.ly/1TlgbjI
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attacks and studying their applications on real network goes in the direction
of offering more tools to actually provide realistic evaluation of privacy risk to
individuals. In [4] Becker and Chen propose a framework called PrivAware, a
tool to detect and report unintended information loss in online social networks.
In [2] Ananthula et al. discuss a “Privacy Index” (PIDX) used to measure a user’s
privacy exposure in a social network. They have also described and calculated
the “Privacy Quotient” (PQ) i.e. a metric to measure the privacy of the user’s
profile using a naive approach. Pensa and Blasi in [13] have proposed a supervised
learning approach to calculate a privacy score of an individual in social network
data based on the actual people allowed to access the profile of the individual.

3 Data Definitions

Social network have traditionally been modeled as graphs:

Definition 1 (Social Network). We model a social network as a simple graph
G = (V,E,L, Γ ), where V is the set of vertices representing individuals, E ⊆ V
× V is the set of edges representing the relationships between individuals, L is
a set of labels, and Γ : V → l is a labeling function that maps each vertex to a
subset of labels l with l ⊆ L.

To keep our definition simple, we assume that edges do not have any labels.
In a social network, the direction of an edge indicates the relationship between
vertices and can be used to distinguish the type of relationship: single-sided or
mutual. For our purposes, we will assume that all relationships are mutual. From
the social network graph we can derive data structures representing aggregated
information. These are used to expose less information while still enabling the
computation of standard network metrics. Clearly, this data transformation helps
privacy preserving analyses and the respect of data minimization principle.

Definition 2 (Friendship Vector). The friendship vector Fv of an individual
v ∈ V is a set of vertices Fv = 〈v1, v2 . . . , vn〉 representing individuals connected
to v in the social network graph.

The friendship vector of a node v essentially represents the neighborhood of
the individual v at distance 1.

Definition 3 (Label vector). The label vector of an individual v is a set of
labels LAv = 〈la1, la2 . . . , lam〉. Each laj = (f, l) (with j ∈ {1, 2, . . . , |L|}) is a
pair composed of a feature name f and the associated label value l. The label
vector of an individual can be empty.

Each label describes a profile feature of an individual, for example gender:
‘female’ or ‘male’, educational information: ‘Pisa University’ or ‘Stanford Uni-
versity’, etc.
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Definition 4 (Degree vector). The degree vector of an individual v, denoted
by Dv = 〈dv1 , dv2 , . . . , dvn

〉, represents the number of friends of each friend of
v. Thus, each element dvi

is equal to the length of the friendship vector of the
individual vi in the social network graph, i.e., dvi

= |(Fvi
)|.

Definition 5 (Mutual Friendship vector). The mutual friendship vector of
an individual v, denoted by MFv = 〈mf1, . . . ,mfn〉, represents the number of
common friends of v with each one of its friends vi. Thus, each element mfi is
equal to the cardinality of the intersection between the friendship vector of v and
the one of vi, i.e., mfi = | Fv ∩ Fvi

| .

Taking in consideration all of the structures defined above we can define a
Social Network Dataset as follows:

Definition 6 (Social Network Dataset). A social network dataset is a set of
data structures S = {S1,S2, . . . ,Sk} where Sv (1 ≤ v ≤ k) is the social network
data structure of an individual v.

A Social Network Dataset represents a possible aggregation of a social net-
work that some data provider may share or publish for some usage. A malicious
adversary can attack a Social Network Dataset using some previously acquired
knowledge about one or more individuals in the dataset, i.e., a background knowl-
edge.

4 Privacy Risk Assessment Framework

Given the rapid growth in the number of services and applications based on
social networks, there is increasing concern about privacy issues in published
social network data. The prevention of node/individual re-identification is one
of the critical issues. With some background knowledge about an individual
in a social network, an adversary may perform a re-identification attack and
disclose the identity of the individual. To preserve privacy, it is not sufficient to
remove all identifiers, as shown in [20,21]. In this paper we want to empirically
study the privacy risk in social network data using the framework proposed in
[14]. PRUDEnce is a system enabling a privacy-aware ecosystem for sharing
personal data. The main components of its architecture are shown in Fig. 1.
The typical scenario considered is one where a Service Developer (SD) requests
personal data, such as social network data, from a Data Provider (DP) to develop
services or perform an analysis. The Data Provider has to guarantee the right to
privacy of the individuals whose data are recorded. Thus, the data stored by DP
cannot be shared directly without assessing the privacy risk of the individuals
represented in the data. Once privacy risk has been assessed, DP can choose how
to protect the data before sharing, selecting the privacy preserving methodology
most appropriate for the data to be shared. Assuming that the Data Provider
stores a database D, it aggregates, selects, and filters the dataset D to meet the
requirements of the Data Analyst and produces a set of social network datasets
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Fig. 1. PRUDence: privacy-aware data sharing ecosystem

{S1, S2, . . . , Sk} each with a different data structure and/or aggregation of the
data. The Data Provider then performs the privacy risk assessment.

The privacy risk assessment component of the framework has to produce
a quantitative measure of privacy risk. Such measure depends on the kind of
attack simulated, the kind of data, and on the aggregation on the data itself.
The simulation of a privacy attack takes place in two phases: first, we assume
that a malicious adversary gathers, in some way, a background knowledge about
an individual (e.g., a part of their friendship vector) and then the adversary uses
the acquired background knowledge to re-identify the individual in the social
network dataset. Every background knowledge can be configured in many ways,
and for each configuration there can be many background knowledge instances.
To explain how risk is computed, we give the formal definitions of these concepts:

Definition 7 (Background knowledge Category). A background knowledge
category B of an attack is the type of information known by the malicious adver-
sary. It represents the dimensions of data considered by the adversary, i.e., the
knowledge of the friendship vector, or the neighboring vector etc.

Definition 8 (Background Knowledge Configuration). A background
knowledge configuration Bk ∈ B = {B1, B2, ..., Bn} represents the k elements
of the background knowledge category B known to the adversary. For example,
the adversary might know k = 3 of the friends in the friendship vector of an
individual.

Definition 9 (Background Knowledge Instance). A background knowledge
instance b ∈ Bk is a specific information known by the adversary, i.e., the actual
portion of data structure known by the adversary.

As an example, suppose that an adversary has, as background knowledge
category, the friendship vector of a user, and suppose Fv = 〈v1, v2, v3, v4〉. If the
background knowledge configuration that we assume for the adversary is B2, a
possible instance could be b = v1, v4 or b = v3, v4 for example. Each instance
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gives to the adversary a probability of re-identifying the individual v in the
dataset.

Definition 10 (Probability of Re-identification). Given an attack, a func-
tion matching(s, b) indicating whether or not a record s ∈ S matches the
instance of background knowledge configuration b ∈ Bk, and a matching set
M(S, b) = {s ∈ S | matching(s, b) = True}, we define the probability of re-
identification of an individual v in dataset S as:

PRS(s = v|b) =
1

|M(S, b)|
that is the probability of correctly linking the data structure s ∈ S to v given the
background knowledge instance b.

Note that PRS(s = v|b) = 0, in case an individual v does not belong to S.
PRUDEnce is a worst-case scenario framework, so when simulating an attack

we have to assume that the adversary has access to the worst possible background
knowledge instance. We take the maximum probability of re-identification among
all b ∈ Bk as risk of the re-identification risk for that individual:

Definition 11 (Risk of re-identification). The risk of re-identification of an
individual v is Risk(v, S) = max PRS(s = v | b),∀b ∈ Bk, i.e., the maximum
probability of re-identification.

Our definition of probability of re-identification and privacy risk derives from
the work of Sweeney in [18].

To better understand these concepts, we provide an example of risk compu-
tation definitions of probability and risk of re-identification.

Let us consider a set of individuals (nodes) V = {1, 2, 3, 4, 5, 6, 7} and the
corresponding dataset S composed of the friendship vectors of individuals:

F1 = 〈‘3’, ‘4’, ‘6’〉 F2 = 〈‘4’, ‘6’〉
F3 = 〈‘1’, ‘5’, ‘7’〉 F4 = 〈‘1’, ‘2’, ‘6’〉
F5 = 〈‘3’, ‘7’〉 F6 = 〈‘1’, ‘2’, ‘4’, ‘7’〉
F7 = 〈‘3’, ‘5’, ‘6’〉
Let us assume an adversary wants to perform an attack on individual 6 and

knows two friends of that individual. The background knowledge configuration
in this case is B2. We compute the privacy risk of the individual 6, given the
dataset S of friendship vectors and the knowledge of the adversary as follows:

1. We compute every possible instance b ∈ B2 which are: {(1, 2), (1, 4), (1, 7),
(2, 4), (2, 7), (4, 7)}

2. We compute the probability of re-identification for each background knowl-
edge instance, matching it with the dataset S and counting the matching
individuals. For example, the first instance b = (1, 2) has the probability of
re-identification PRS(s = 6|(1, 2)) = 1

2 because both 4 and 6 include b =
(1, 2) in their friendship vectors. We do this for every instance, obtaining the
following values: 1

2 , 1, 1
2 , 1, 1, 1.

3. We take the maximum probability of re-identification as risk for individual 6:
Risk(6, S) = max(12 , 1, 1

2 , 1, 1, 1) = 1
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5 Privacy Attack on Social Networks

Given the privacy framework we presented, the definition of an attack depends
entirely on the matching function used to understand if a particular background
knowledge instance can be found in the data structure of an individual. In this
section, we describe the different type of attacks detailing their matching func-
tion.

5.1 Neighborhood Attack

The neighborhood attack considers an adversary who only knows a certain num-
ber of friends/neighbors of an individual. More technically, the adversary has
an information about the nodes which are connected to the victim node in the
social network graph. This type of attack was introduced in [20]. Background
knowledge instances for this kind of attack are portions of the friendship vector
Fv of an individual.

Definition 12 (Neighborhood Attack Matching). Given the instance b, we
define the matching function of the neighborhood attack as follows:

Matching(b, Fv) =

{
true b ⊆ Fv

false otherwise
(1)

5.2 Label Pair Attack

The label pair attack considers an adversary who knows a certain number of pairs
of features with their values of an individual. Each label pair in key-value format
lai = (f, l) is distinct in a label vector of an individual. Similar type attack has
been defined in [9] by using the label pair knowledge on two connected nodes.
In our work, we consider that an adversary uses label pair knowledge of just one
individual and it may be sufficient for his re-identification within S. Therefore,
background knowledge instances for this kind of attack are portions of the label
pair vector LAv of an individual.

Definition 13 (Label Pair Attack Matching). Given the instance b, we
define the matching function of the label pair attack as:

Matching(b,LAv) =

{
true b ⊆ LAv

false otherwise
(2)

5.3 Neighborhood and Label Pair Attack

Starting from the previous two attacks, we define a new and stronger attack
that we call neighborhood and label pair attack. In this case, we consider an
adversary knowing a certain number of friends/neighbors and a certain number
of feature labels of an individual at the same time. In other words, it combines
the background knowledge of the two previous attacks.
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Definition 14 (Neighborhood and Label Pair Attack Matching). Given
the instance b = (b′, b′′), we define the matching function of the neighborhood
and label pair attack as:

Matching(b, Fv,LAv) =

{
true b′ ⊆ Fv ∧ b′′ ⊆ LAv

false otherwise
(3)

5.4 Friendship Degree Attack

In a friendship degree attack, the adversary knows the degree of a number of
friends of the victim as well as the degree of the victim. This type of attack has
been defined in [20]. A background knowledge instance for this kind of attack
will be a portion of the degree vector Dv of an individual.

Definition 15 (Friendship Degree Attack Matching). Given the instance
b, we define the matching function of the friendship degree attack as:

Matching(b,Dv) =

{
true len(Dv) ∧ d ∈ Dv∀d ∈ b

false otherwise
(4)

5.5 Mutual Friend Attack

In a mutual friend attack, the adversary knows the number of mutual friends
of the victim and some of its neighbors. This type of attack has been already
defined in [17]. A background knowledge instance for this kind of attack will be
a portion of the mutual friendship vector MFv of an individual.

Definition 16 (Mutual Friend Attack Matching). Given the instance b,
we define the matching function of the mutual friend attack as:

Matching(b,MFv) =

{
true b ⊆ MFv

false otherwise
(5)

5.6 Neighborhood Pair Attack

In a neighborhood pair attack, the adversary knows subset of the friends of the
victim who are friends with each other, that is a subset of Fv in which vi and
vj are connected to each other vi ∈ Fvj

, vj ∈ Fvi
and vi, vj ∈ Fv. Similar type

of attack has been already defined in [1]. With respect to the original definition,
in our work, we reduce the knowledge of adversary by eliminating the degree
knowledge of the victim about the individual, because we would like to simulate
a less powerful kind of attack.

Definition 17 (Neighborhood Pair Attack Matching). Given the instance
b, we define the matching function of the neighborhood pair attack as:

Matching(b, Fv) =

{
true vi ∈ Fvj

∧ vj ∈ Fvi
∧ vi, vj ∈ Fv∀(vi, vj) ∈ b

false otherwise
(6)



Privacy Risk and Data Utility Assessment on Network Data 101

6 Experimental Dataset

In our work, we use the Facebook Dataset provided by Stanford University’s
“Stanford Large Network Dataset Collection” [8]. This dataset includes node
features (profiles), circles and ego networks. Nodes have been anonymized by
replacing the Facebook-internal id’s for each user with a new value. Feature
vectors from this dataset have also been provided while the interpretation of
those features has been anonymized. After aggregating all data, we obtain a
social network graph of 4039 nodes and 88,234 edges. Roughly half of the all
individuals have 30 friends/neighbors or less. In Fig. 2 we can see some visual
information about the dataset.

(a) Degree Statistics (b) Network Visualization

Fig. 2. Visual information about Stamford Facebook dataset

7 Privacy Risk Assessment Results

In this section, we present the results of the simulation of attacks defined in
Sect. 5. We simulated all the defined attacks setting the background knowledge
configuration value to k = 1, 2, 3, 4, that is with four different lengths of the
adversary background knowledge. We discretized the privacy risk in six intervals:
[0.0], (0.0, 0.1], (0.1, 0.2], (0.2, 0.3], (0.3, 0.5] and (0.5, 1.0] from the lowest privacy
risk to the highest.

Figure 3 shows as privacy risk for the attacks on network data varies signifi-
cantly. In general and as expected, the number of individuals in the highest risk
level and lowest risk level increases while the background knowledge configura-
tion value k increases. We can observe that, for most of the attacks, we reach a
sort of plateau increasing k to values 3 and 4. This is a phenomenon observed
also in other types of data [12]. The most interesting results can be seen for
the neighborhood label pair attack: with respect to the simple label attack or
neighborhood attack, the mixed attack leads to an increase of the number of
high risk individuals by a great margin. The mutual friend attack is weaker with
respect to all the others. Indeed, in each setup of the background knowledge con-
figuration value k, many individuals belong to the privacy risk level (0.0, 0.1].
This is not surprising since the Mutual Friend attacks uses the number of mutual
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(a) Friendship Degree (b) Label Pair (c) Mutual Friend

(d) Neighborhood (e) Neighborhood Label
Pair

(f) Neighborhood Pair

Fig. 3. Cumulative distributions of privacy risk for social network data.

friends of one node, which has a pretty even distribution over the entire network.
Overall, the results suggest that basic topological information such as immediate
neighborhood yield sufficient information for powerful privacy attacks, and that
even a small amount of information can result in significant risk for the entire
network.

8 Analysis on Network Degradation

Given the risk found in our assessment, we now remove from the data those
individuals that are at or above a certain threshold of privacy risk and try to
understand what impact will this have on the network: removing certain nodes
from the network may lead to a disconnected networks. In these cases we compute
the metrics and statistics on the biggest component of the unconnected network,
thus we exclusively study the network’s giant component. In order to verify the
network degradation varying the minimum privacy risk guaranteed we compute:
the total number of nodes preserved in the network, number of nodes preserved
in the giant component, the total number of edges between individuals in the
giant component and number of disconnected components generated.
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We chose four thresholds of the privacy risk for all possible attacks. Thus,
for each attack and background knowledge configuration value we created four
distinct datasets which are:

– D1: The dataset with all individuals
– D0.5 The dataset with individuals whose privacy risk is between 0.0 and 0.5

included.
– D0.33 The dataset with individuals whose privacy risk is between 0.0 and

0.333 included.
– D0.25 The dataset with individuals whose privacy risk is between 0.0 and 0.25

included.

Tables 1 and 2 show the results of degradation analysis for the above statis-
tics. For each attack the tables report the statistics for both k = 1 and k = 4
(the lowest and the greatest adversary knowledge). In these tables we indicate
with NA the neighborhood attack, LA the label pair attack, NLA the neigh-
borhood and label pair attack, FDA the friendship degree attack, MFA the
mutual friend attack and NPA the neighborhood pair attack.

The results indicates that also considering an attack with a weak background
knowledge the effect of taking into consideration only non-risky nodes has an
important negative impact on the network quality. First of all, we can observe
that for any attack there is an increment of the disconnected components in the
networks (Table 1), that leads to a decrease in connectivity for the network. This
effect is present even with weak attacks such as the mutual friend attack.

Tables 2 and 3 show that both the number of nodes in the whole network
and in the giant component are mainly affected by the consequences of attacks
based on the neighborhood information such as neighborhood attack, friendship
degree attack and neighborhood pair attack.

Instead, Table 4 show that the number of edges is sensitive to the attacks that
take into consideration the relationship between nodes such as the friendship
degree attack.

Figure 4 shows what happens to the social network structure under the
mutual friend attack, varying k. We can see how the network changes when
we remove individuals with risk equal to 1 varying the background knowledge
configuration. Even more evident effects can be seen for more powerful attacks.
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(a) k=1 (b) k=2

(c) k=3 (d) k=4

Fig. 4. Cumulative distributions of privacy risk for social network data.

Table 1. Number of disconnected components varying privacy risk.

NA LA NLA FDA MFA NPA

k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4

D1 1 1 1 1 1 1 1 1 1 1 1 1

D0.5 91 453 1 160 246 150 131 247 1 120 1 431

D0.33 171 460 78 159 227 143 143 239 19 120 112 413

D0.25 226 412 84 157 203 140 162 239 19 120 112 405

Table 2. Number of Nodes in the network varying privacy risk.

NA LA NLA FDA MFA NPA

k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4

D1 4039 4039 4039 4039 4039 4039 4039 4039 4039 4039 4039 4039

D0.5 4029 907 4026 1282 883 976 2573 295 4039 2982 3971 511

D0.33 3940 700 3251 1178 648 937 1836 276 4021 2982 3351 488

D0.25 3792 579 2885 1131 498 925 1378 276 4021 2982 3313 472

Table 3. Number of nodes in the giant component varying privacy risk.

NA LA NLA FDA MFA NPA

k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4

D1 4039 4039 4039 4039 4039 4039 4039 4039 4039 4039 4039 4039

D0.5 3732 25 4026 506 192 348 1426 7 4039 2226 3971 13

D0.33 3507 23 2995 451 118 337 800 6 4003 2226 2566 13

D0.25 3293 20 2618 429 83 335 326 6 4003 2226 2532 13
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Table 4. Number of edges in the giant component varying privacy risk.

NA LA NLA FDA MFA NPA

k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4 k = 1 k = 4

D1 88234 88234 88234 88234 88234 88234 88234 88234 88234 88234 88234 88234

D0.5 82305 88 87688 2940 545 1587 12310 21 88234 15160 87744 71

D0.33 80335 223 46610 2506 851 1528 4527 15 82800 15160 30900 71

D0.25 77368 163 34520 2276 211 1503 1753 15 82800 15160 30758 71

9 Conclusions and Future Works

Social network data are a precious proxy to improve our understanding of social
dynamics. Nevertheless, it contains sensitive information which, if analyzed with
malicious intent, can lead to privacy violations for the individuals involved. In
this paper, we proposed to apply PRUDEnce framework for assessing privacy
risk in social networks and for evaluating the network degradation in case we
consider only non-risky individuals and their connections. Our study indicates
that for social network, privacy attacks can yield high privacy risk, even when
the background knowledge is based on aggregated structures. We also showed
how basic sanitization of the network is difficult, due to several properties of
the network being disrupted by the cancellation of high risk nodes. PRUDEnce
demands high computational costs for attack simulations. In order to address this
problem it would be interesting to investigate the possibility to apply machine
learning methods able to learn the relationship between some graph properties
and the privacy risk, in order to predict the node privacy exposure.
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Abstract. Anxiety can manifest through a range of physiological
changes. We develop methods to detect anxiety among medical residents
making case presentations in a clinical setting using wearable sensors and
machine learning. A number of classifiers are tested on different features
extracted from real-time physiological measurements. Our results indi-
cate that anxiety can be detected among healthy volunteers in clinical
setting and serve as an introduction to future wearable sensing studies
for applications in radiation oncology.

Keywords: Wearable sensors · Machine learning · Anxiety detection ·
Radiation oncology · Heart Rate Variability (HRV)

1 Introduction

It is well known that different mental states can manifest themselves through
physiological signals. Particularly, anxiety and stress, which are the body’s adap-
tive neural responses to threats, have been attributed to physiological changes in
the body [1]. Our brain detects certain situations to be stressful including loss of
control, unpredictability and level of threat to self [2]. After the brain processes a
situation as “stressful,” it triggers a pathway that ultimately activates the sym-
pathetic nervous system (SNS), which leads to various physiological and behav-
ioral changes that are detectable and distinguishable from baseline (rested) phys-
iology [1–3]. Thus, physiological signals can be objective biomarkers to detect
anxiety and stress. Heart rate (HR), heart rate variability (HRV), skin conduc-
tance or electrodermal activity (EDA)1, and body movement or accelerometry
(ACC), have been correlated successfully with stress and anxiety in a number of

1 The variation in electrical conductance of the skin due to sweat secretion.
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situations including public speaking, mental health monitoring, and on-the-job
anxiety [4–7].

Although the SNS is responsible for the body’s physical responses to stres-
sors, it works in tandem with the parasympathetic nervous system (PNS),
which responds to rest and relaxation. These complimentary systems are highly
involved in activities of the heart. Increases in sympathetic activity relate to an
increased heart rate whereas heart rate decreases can be attributed to relative
increases in parasympathetic activity. This dynamic balance can be altered due
to different neurological or psychological activities [12]. Thus, it is not surprising
that anxiety can have measurable impacts on the heart rate activity [7].

Public speaking, an essential skill for learning and career development, is
also a task that contributes to social stress and anxiety among many individ-
uals. The National Institute of Mental Health states that around 73% of the
U.S. population has a fear of public speaking even though it is a common occur-
rence in everyday life [26]. For many, it is a regular part of their professional
careers. Because there is a high prevalence of public speaking anxiety, many
researchers have used wearable sensors to detect physiological features of anxi-
ety during public speaking tasks. However, most of these experiments have been
held in laboratory settings with controlled tests on subjects [9]. Although there
have been studies focused on targeted groups of people in real-world settings,
they have often been limited in scope and to controlled activities. Few studies
have focused on real-time anxiety detection in real-world activities [4,5]. Here,
we present a feasibility study to detect anxiety throughout real-world public
speaking situations that are an essential job function. Specifically, we address
the detection of anxiety among medical residents making case presentations in
a hospital-based radiation oncology department.

2 Related Work

Previously, wearable sensors have been used to detect physiological signals of
stress and anxiety which are then used to train classifier algorithms that aim to
quantify stressful or anxious states [8,9]. Studies analyzing HRV, EDA [9,10],
and ACC [11] have been conducted in a wide range of settings. However, most of
these studies are carefully controlled with participants undergoing specific public
speaking tests such as the Trier Social Stress Test [24] and the Maastricht Acute
Stress Test [25]. In these studies, physiological signals are analyzed using a vari-
ety of supervised learning techniques such as support vector machines (SVM),
decision trees, k-Nearest Neighbors (KNN), random forests, logistic regression,
and multilayer perceptron [22,23,26]. The acquired physiological signals vary
between studies. Several studies acquire multimodal sensor information such as
electrocardiography (ECG), electroencephalography (EEG), photoplethymogra-
phy (PPG), and electrodermal activity (EDA) [25,26], while others focus on a
single physiological signal. Lee et al. conducted a study that analyzed only EDA
data from student volunteers in a real-world classroom setting [4]. The EDA data
was collected from students while they were delivering regular presentations in
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class. After processing, the EDA data was analyzed using k-means clustering
to classify data into two groups based on anxiety levels. Although this study
collected physiological data in a real-world setting, researchers focused on one
type of signal and a single classification method.

Heart activity is measured by looking at changes in the volume of blood at
a localized area of the body, such as the wrist and is commonly detected by
a PPG sensor [13,14]. PPG uses light to measure variations of blood volume.
Several features from time series and frequency domain data of PPG data can
be extracted and derived. These features, such as HRV, have been shown to be
indicators of heart activity and can be used to gain insight into the person’s
psychological state [1].

In this study, we use wearable sensors to collect real-time HRV data from
healthy subjects who are performing an essential job function that involves pub-
lic speaking to a group of supervisors. Supervised machine learning techniques
are applied to the HRV data with the aim of identifying how to best classify
and predict anxiety in the subjects. Here we are testing multiple classification
methods of one type of physiological signal (HRV). Our overall goal is to use
this knowledge to develop real-time methods of detecting and analyzing anxiety
experienced in real-world situations.

3 Methods

Healthy subjects (N = 3) were recruited from a group of radiation oncology
medical residents. The subjects were studied during a known anxiety-inducing
activity in medical residents: presentations during chart rounds [15–17]. Dur-
ing these regular presentations, residents sit and review patients’ records with
peers and supervising physicians. To acquire data, the subjects were fitted with
an Empatica E42 wearable sensor on the wrist. The Empatica E4 acquires
blood volume pulse (BVP), EDA, accelerometry data (ACC), and body tem-
perature (BT). These signals were recorded for approximately 20 min before,
during chart rounds (up to one hour) and after chart rounds (at least 5 min).
The residents were seated during the chart rounds and their presentations. They
were instructed to remain as still as possible so that the physiological measures
would not be affected by motion. Deidentified physiological data was recorded
in real-time and transferred to the cloud-based storage system. Residents were
asked to mark the start and end of chart rounds in addition to the time they
presented their cases during chart rounds using the event marking capability on
the Empatica E4. Thus, the 3 main sections of the data are the baseline period
(starting 20 min before chart rounds), the chart round period (lasting up to 1 h),
and the recovery period (at least 5 min after chart rounds end). Each subject
was involved in 2–3 chart rounds sessions. Hence, we collected a total of seven
sets of data during seven different chart round sessions from the three subjects.

2 https://www.empatica.com/en-gb/research/e4/.

https://www.empatica.com/en-gb/research/e4/
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3.1 Extraction of HRV Features

In this study, we use time-domain and frequency-domain HRV features to detect
anxiety. Extraction of the HRV features is described below.

In the Empatica E4, heart activity is measured through BVP at a sampling
rate 64 Hz. The sensor has a built-in algorithm that calculates and displays a time
series of inter-beat intervals (IBIs), which is the time between two consecutive
heart beats, in real-time. The IBI conversion algorithm also removes spurious
peaks that can occur due to rigorous movement, and thus can lead to data
loss during high intensity movements [18]. From the time series of IBIs, the
instantaneous heart rate (HR) in beats per minute (bpm) is given by Eq. 1.

HR =
60
IBI

bpm (1)

In order to account for variations in inherent heart rate among study subjects,
the heart rate time series for each experimental session was normalized using the
mean of the baseline heart rate data from the experiment. For the normalization,
the mean of the truncated baseline data is taken by excluding 90 s of data from
both the start and the end of the baseline section (see the red section of Fig. 1).
The first 90 s of the data was excluded because the raw BVP signal required
some time to stabilize after the device is turned on due to signal noise observed
within the first few minutes of data collection.

A 90-s window with 75% overlap was used to extract HRV features from the
IBI, interpolated IBI (IIBI) and HR time series. The 75% overlap was chosen
to have sufficient meaningful data points for HRV feature extraction even with
the short time window [9]. The time-domain HRV features extracted for each
window were:

– SDNN: Standard deviation of the inter-beat intervals
– nAVHR: Normalized average heart rate
– nMAXHR: Normalized maximum heart rate
– nMINHR: Normalized minimum heart rate
– nPNN90: Normalized 90-th percentile heart rate
– NN50: The number of IBIs in a time window which differ by more than 50ms

from their preceding IBI
– PNN50: The proportion of the IBIs which differ by more than 50ms from

their preceding IBI in the time window.

From the IIBI time-series, a Welch’s periodogram is computed [2]. Welch’s
method for periodogram estimation [19] uses fast Fourier transforms (FFT) on
overlapping segments of the time series and averages the FFT power to estimate
the power spectrum for the signal. Frequency domain HRV features extracted
for each time window were:

– VLF: Band-power of the very low frequency (<0.04 Hz).
– LF: Band-power of the low frequency (0.04 Hz–0.15 Hz).
– HF: Band-power of the high frequency (0.15 Hz–0.4 Hz)
– HF/LF: The ratio of high frequency to low frequency.
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3.2 Data Labeling

For data labeling, features from only the truncated baseline are were labeled
as ‘0’. From the chart rounds data, features from 90 s before the start of the
presentation to 3–5 min after the start of the presentation were labeled as ‘1’ (the
time duration depended on each session). In general, the presentation sessions
lasted from 3 to 15 min. An example of the segments used to label the training
data is shown in Fig. 1.

Fig. 1. How the dataset is segmented shown on the IBI time series (blue plot). Black
vertical lines from left to right: i) Chart round starts, ii) Presentation 1, iii) Presentation
2, iii) Chart Round ends. Segments: i) Red: Baseline segment, ii) Green: Presentation
segment (Color figure online)

3.3 Classifier Training and Validation

The labeled features (0 = not anxious and 1 = anxious) from all the first chart
round sessions of each subject (N = 3) were combined into a training set. The
training set was fed into the different classification algorithms with 10-fold cross
validation in the MATLAB Classification Learner App and the prediction accu-
racy on the training sets was recorded.
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Feature Selection: Three different feature selection methods were used: (1)
Principal component analysis (PCA), (2) Least absolute shrinkage and selection
operator (Lasso) regression and (3) the Chi-squared test.

PCA is an unsupervised dimension reduction method used to derive a low-
dimensional feature set from a large number of variables [27]. The lower dimen-
sional feature set is obtained by projecting the multivariate data points onto
the first few principal components, which are selected to maximize the variance
of the projected data. These projections or linear combinations of the variables
constitute the predictors in the classifiers. We used PCA with 3 component
retention.

Lasso regression performs both regularization and variable selection
towards obtaining a classifier with improved prediction accuracy and inter-
pretability [27]. The Lasso regularization for generalized linear models selected
the features NN50, MAXHR, MINHR, VLFP, HFP.

The Chi-squared test is used to determine if a feature variable is indepen-
dent of the response variable (i.e., the label), wherein a smaller p-value indicates
that the predictor is dependent on the response variable and therefore is impor-
tant. The predictor importance score calculated by the MATLAB function gives
a value calculated by −log(p). Hence higher scores will indicate higher impor-
tance. Hence, the predictor importance of the 11 predictor features from IBIs was
calculated using a Chi-squared test with MATLAB’s built-in predictor impor-
tance function (fscchi2) [20,21] was calculated and the three features selected
were AVHR, PNN90, MAXHR.

Feature Classification: The classification algorithms evaluated were: mul-
tivariate logistic regression (LR), SVM and KNN. The feature combina-
tions/feature selection methods that were used for the classifier training were:

– FS1: PCA with 3 component retention
– FS2: Lasso GLM selected features (NN50, MAXHR, MINHR, VLFP, HFP).
– FS3: The three features with the highest predictor importance in the Chi-

squred test (AVHR, PNN90, MAXHR).

3.4 Classifier Testing

The three trained classifier models (LR, SVM and KNN) were then used to pre-
dict anxiety on labeled features from the new and repeated chart round sessions
for the participants (4 sessions). These test data were labeled similarly as the
training data (see Sect. 3.2). Using the predicted labels from each trained classi-
fier models on test data, classifier performances metrics such as the testing accu-
racy, recall and precision were calculated to compare the model performances.
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4 Results

In general, presenters are aware that it is their turn to speak about 20–30 s before
the start of their presentation. Verbal accounts from the residents indicated that
they were aware that it was their turn to speak about 20–30 s before the start
of their presentation.

As mentioned in Sect. 3.3, the labeled features from the first chart round
session for each participant were used for training, and validation of different
classification algorithms with the different feature selection methods. Testing
was done on the remaining chart round sessions to verify testing accuracy, recall,
precision and F-measure on new sets of experiments. Two-dimensional grouped
scatter plots were generated of the different features extracted from IBI and HR
in all the experiments. Figure 2 shows a graph of the standard deviation of the
IBIs plotted against the average normalized heart rate for the baseline period
and the period surrounding the presentations.

Fig. 2. Comparison of standard deviation of the IBIs with the average normalized
heart rate in all 7 experimental sessions. 0 = Baseline/“Not Anxious” in Red, 1 =
Presenting/“Anxious” in Blue (Color figure online)

The accuracy (on both test and training data), and precision, recall and
F-measure (on test data only) of each of the classifiers with different feature
combinations are shown in Table 1.
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Table 1. Performance of different classifiers on different feature combinations. The
accuracy (acc.), recall, precision (prec.) and F-measure (F-meas.) for SVM, KNN and
LR are shown for Feature set 1 (FS1), Feature set 2 (FS2), and Feature set 3 (FS3)

Features Classifier Training Testing

Acc. Acc. Recall Prec. F-Meas.

FS1 SVM 86.4 58.2 0.02 0.14 0.03

KNN 89.1 71.2 0.41 0.73 0.52

LR 86.4 62.1 0.03 0.67 0.06

FS2 SVM 90.9 61.4 0.32 0.5 0.39

KNN 94.1 63.4 0.22 0.56 0.31

LR 87.7 54.9 0.08 0.25 0.13

FS3 SVM 92.7 73.2 0.51 0.71 0.59

KNN 93.6 69.9 0.44 0.67 0.53

LR 86.8 67.3 0.15 1 0.26

5 Discussion

The main goal of this study was to identify classifiable differences in heart activ-
ity data, indicative of anxiety, in medical residents presenting to an audience.
Eleven features were extracted from heart activity data. Different feature com-
binations were used to train supervised learning models. Preliminary analysis
showed classifiable differences between features of the baseline and presentation
data, with an increased normalized heart rate during the presentation period.
In the absence of other known factors causing these physiological changes, the
increased individualised heart rate may indicate heightened anxiety and is consis-
tent with previous findings that have concluded that anxiety can increase heart
rate from the baseline [1,4]. In this study, normalization was used to account for
the inter-subject variations in heart rate. The 90th percentile normalized heart
rate was not used in other similar papers, but it ranked as second most important
feature in our predictor importance analysis using Chi-squared test.

A specific challenge for this study is the lack of set thresholds for heart rate
and other heart activity metrics that indicate anxiety. Therefore, we need to
compare the heart rate data at baseline (rest) to heart rate during the anxiety-
inducing situation. Modeling situational anxiety in a real-life scenario can bring
about its own challenges: the lack of a controlled environment can corrupt data
through movements and environmental changes. In this study, the labeling of the
data was particularly challenging and it was necessary to make certain assump-
tions as to when the subjects were anxious.

A unique aspect of the data labeling employed in the project was to label only
a fixed-time segment around the presentation as “anxious” rather than the whole
presentation segment since the subjects might not stay anxious throughout chart
rounds. Model accuracy on training data was highest when all HRV features were
used to train an optimizable KNN. However, the high number of features in this
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model may indicate overfitting of the data. In this study, KNN on FS3 had the
highest accuracy, recall, precision and F-score on the test data. Interestingly,
SVM was the classifier of choice in similar studies in the literature. A limitation
of this study is the low sample size (n = 7). To increase the number of data
points from each experiment, a 75% overlap was used with the 90-s window for
feature extraction, which is slightly higher than the recommended overlap.

From the initial results, we can see that there is distinguishable differences
between HRV features between the baseline state and early presentation state.
Also, KNN worked the best for all feature selection methods with the best testing
accuracy with PCA.

This early study served as a feasibility study and an introduction to future
wearable sensing studies for applications in real-world settings. In the future,
as we increase the number of subjects in the study, we plan to investigate dif-
ferent machine learning methods to construct the classifiers including alternate
schemes for splitting the data into training and test sets. We are also exploring
other machine learning methods such as unsupervised learning methods which
automatically group the data into distinct clusters. We plan to extend this study
to include EDA and accelerometry data in the future.
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Abstract. Continuous time Markov chains are a common mathemati-
cal model for a range of natural and computer systems. An important
part of constructing such models is fitting the model parameters based
on some observed data or prior domain knowledge. In this paper we con-
sider the problem of fitting model parameters with respect to a mix of
quantitative data and data formulated as temporal logic formulae. Our
approach works by defining a set of conditions that capture the dynamics
inferred by the quantitative data. This allows for a straightforward way
to combine the information from the quantitative and logically specified
knowledge into one parameter inference problem via rejection sampling.

1 Introduction

Quantitative models like continuous time Markov chains facilitate the under-
standing of processes and phenomena from a variety of areas like performance
modelling, epidemiology and biology. A large part of constructing these mod-
els deals with fitting the model parameters using existing data or prior domain
knowledge. In the context of formal methods such parameter inference problems
have been considered in [4,5] where logic specifications are used to specify the
constraints on the behaviour of the model. The emphasis is on identifying param-
eters for which a given logical formula holds or parameters where the probability
of satisfying the formula is maximised. These ideas can be used effectively in the
area of control where the logic specifications are used to define the requirements
for a successful controller [17]. Outside of formal methods, the inference prob-
lems are generally based on fitting the model parameters using existing observed
data. The observed data can come in the form of quantitative data, like measured
time trajectories, or qualitative data [14].

In this work we concentrate on parameter inference for models where the
knowledge about the behaviour of the system comes in different forms. Firstly,
we have observed time trajectories corresponding to a part of the modelled sys-
tem’s behaviour. Secondly, we have aspects of the system behaviour that are not
directly measured but where the prior knowledge about the system’s behaviour
can be given through a logic-based specification. We combine those two sources of
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information into a single parameter inference problem. The benefit such integra-
tion brings is that lack of time-series data about parts of the system’s behaviour
can be compensated via a logic-based high level specification.

To that end, we implement a rejection sampling-based algorithm where sam-
ples of parameters from a defined prior distribution are accepted as posterior
samples if the corresponding model trajectories are close enough to the quanti-
tative data and also satisfy the logic specification. The decision on whether or
not model trajectories are close to the available quantitative data is made in two
ways. One follows standard approximate Bayesian computation [15] by defining
a discrepancy measure between statistics of the quantitative data and simulated
model trajectories. Secondly, we propose an approach where the observed data
is translated into a logical specification capturing the temporal dynamics of the
data. This specification is then combined with the logical specification corre-
sponding to the knowledge about the system’s properties. We then study the
resulting posterior distributions empirically by considering the quantities corre-
sponding to expected satisfaction probability of a logical specification over the
recovered approximate posterior distributions.

We start by giving an overview of the related work in Sect. 2 and the required
background in Sect. 3. In Sect. 4 we introduce the main contribution of the
paper—a method for performing inference based on both quantitative data and
logical specifications. In Sect. 5 we present computational experiment results for
two illustrative examples—a rumour spread and a client server model. Finally,
we end in Sect. 6 with conclusions and further work.

2 Related Work

Often the most useful types of data for inferring parameters of stochastic models
are experimental time courses. However, these can be supplemented or replaced
by observations or prior knowledge about the behaviour of a system in the
form of categorical or qualitative characterisations. Several recent papers present
work on parameter fitting for non-stochastic models of dynamics based on such
data [12–14]. All of these consider deterministic ordinary differential equation
models. In [12] the qualitative observations are formalised as inequality con-
straints on the model output. The parameter identification is then treated as a
constrained optimisation problem through a heuristically constructed objective
function. In [13] this work is extended to give a Bayesian formulation of param-
eter inference from qualitative data. The authors of [14] take an alternative
approach where the best quantitative representation of the qualitative observa-
tions in the form of categorical data is found via optimal scaling methods. The
found quantitative representation is referred to as surrogate data. This approach
is based on an assumption that the qualitative data comes in the form of ordered
categorical data, like “low”, “high” and “very high”, directly corresponding to
quantitative trajectories. In the context of formal methods, the authors of [4]
propose a method of fitting model parameters based on a logic specification by
framing the problem in a Bayesian optimisation framework. However, integration
of quantitative and logically specified knowledge remains an open issue.
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3 Background

In this section we present an overview of the necessary background topics. Specif-
ically, we introduce the main models of study, called parametric continuous time
Markov chains and the related statistical model checking and inference problems.

3.1 Parametric Continuous Time Markov Chains

In this paper we consider discrete-state stochastic models, namely continuous
time Markov chains. We give the following definition, common in the verification
literature [2].

Definition 1. A continous time Markov chain is a model of the form M =
{S,Q, A, L} where

– S = {s0, s1, · · · , sn} is a finite set of states.
– Q is the transition rate matrix. In particular, Q is a |S| × |S| matrix such

that the off-diagonals are non-negative and the diagonal elements

aii = −
∑

i�=j

aji (1)

– L : S → 2A is a labelling function mapping a state s ∈ S to a subset of atomic
propositions A that hold for s.

An infinite path of a CTMC M is a sequence s0t0s1t1 . . . where the transition
rate ai,i+1 > 0 and ti > 0 for all i ≥ 0. The state s0 denotes the initial state of
the CTMC and is assumed to be fixed. The time ti represents the time CTMC
spends in a given state. The times ti, called holding times, are drawn from the
exponential distribution with rate parameter −aii. A trace of M is the mapping
of path s0t0s1t1 . . . through the labelling function L.

The state of the CTMC remains constant between jumps. Thus, in addition
to the trace we can give the trajectory of a CTMC as a left-continuous function
ω : R≥0 → S that is constant for the duration of the holding time and then
jumps to the next state. We can simulate the CTMC via, for example, Gillespie’s
stochastic simulation algorithm [8]. Finally, we give a definition of the parametric
extension of continuous time Markov chains.

Definition 2. A parametric continuous time Markov chain over parameter vec-
tor θ is a model of the form Mθ = {S,Qθ, A, L} where S, A and L are defined
as before. Additionally,

– θ = (θ1, · · · , θk) is the vector of parameters taking values in some domain
D ⊂ R

k
≥0.

– Qθ is the parametric transition rate matrix such that each entry in Qθ depends
polynomially on θ1, · · · , θk.

In particular, Mθ defines a family of continuous time Markov chains with param-
eters θ varying in a domain D.
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CTMC-based models are often expressed in a high-level modelling language
such as stochastic process algebras [7,9], generalised stochastic Petri nets [3] or
Chemical Reaction Network (CRN) models [1]. For simplicity we consider the
latter option defined as follows:

Definition 3. A chemical reaction network model is defined by a

– a vector of population variables X = (X1,X2, · · · ,Xn) ∈ N
n counting the

number of different agents in the system.
– a set of reaction rules in the form

r1X1 + · · · + rnXn
τ(X,θ)−−−−→ s1X1 + · · · + snXn

where ri and si are the counts of agents consumed (respectively produced) in
a reaction. τ is the rate function depending on the state of the model X and
a vector of model parameters θ.

The dynamics of the reaction network are interpreted as a parametric CTMC,
or a CTMC if the model parameters θ are fixed, where each state in the CTMC
corresponds to a vector of counts.

Example 1. In order to illustrate the ideas let us consider the following
susceptible-infected-recovered (SIR) model defined as a CRN

S + I
kI−→ I + I I

kR−−→ R

where S gives the number of susceptible, I the number of infected and R the
number of recovered individuals in the system. The first type of transition corre-
sponds to infected and susceptible individuals interacting, resulting in the num-
ber of infected individuals increasing and the number of susceptible decreasing.
In particular, the susceptible agent turns into an infected one. The second type
of transition corresponds to recovery of an infected individual and results in
the number of infected decreasing and the number of recovered increasing. The
states of the underlying CTMC keep track of the counts of different individuals
in the system. The model parameters are given by the vector (kI , kR) result-
ing in transition rates kI × S × I and kR × I for infection spread and recovery
respectively.

3.2 Statistical Model Checking

An important problem in statistical model checking is estimating the proba-
bility that a model satisfies a given logical specification [10]. In this paper we
assume that the logical properties are defined in the time-bounded fragment of
metric interval temporal logic (MiTL) [11]. MiTL is a linear temporal logic for
continuous time trajectories with the syntax given by

ϕ:: = true | μ | ¬ϕ | ϕ1 ∧ ϕ2 | ϕ1U[T1,T2]ϕ2 (2)
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where U[T1,T2] denotes the time-bounded until operator. The atomic proposi-
tions are inequalities on population variables of a CRN model. A MiTL for-
mula is interpreted over a real-value function of time x(t) that corresponds to
a trajectory of a CTMC. The time-bounded until is then defined as follows:
x, t |= ϕ1U[T1,T2]ϕ2 if and only if there exists a time t1 in the interval [t+T1, t+T2]
such that x, t1 |= ϕ2 and for all t0 in the interval [t, t1] we have x, t0 |= ϕ1. Other
temporal modalities can then be defined using the until operator. For example,
time-bounded eventually and always are given by F[T1,T2]ϕ ≡ true U[T1,T2]ϕ and
G[T1,T2]ϕ ≡ ¬F[T1,T2]¬ϕ respectively.

One of the quantities of interest is the satisfaction probability with respect
to a MiTL formula. This is defined as follows.

Definition 4. Let Mθ be pCTMC over parameter vector θ ∈ D ⊂ R
k
≥0 and ϕ

be a temporal logic formula. The satisfaction probability associated with ϕ is the
probability

fϕ(θ) = P (ϕ = true | Mθ). (3)

Statistical model checking provides a way to estimate the defined satisfaction
probability and relies on analysing a set of simulated trajectories of the model
Mθ for different parameter values θ. Supposing Dθ is a set of N trajectories for
θ we can give a Monte Carlo estimate of the satisfaction probability

fϕ(θ) ≈ f̄ϕ(θ) =
1

|N |
∑

t∈Dθ

1[t |= ϕ]. (4)

In particular, we take a mean over the trajectories in Dθ with respect to the
indicator function that returns 1 if the trajectory satisfies the temporal logic
formula ϕ and 0 otherwise. Note that this corresponds to the maximum likelihood
estimate of the parameter of a Bernoulli distribution. Thus the variance of the
estimate is given by

Var(f̄ϕ(θ)) =
f̄ϕ(θ)(1 − f̄ϕ(θ))

N
. (5)

The size of the simulated data set Dθ can then be chosen such that the vari-
ance of the estimate gives acceptable confidence for the intended application. An
alternative to statistical methods for estimating the defined satisfaction proba-
bility are numerical approximation methods [6] which suffer greatly from state
space explosion.

3.3 Approximate Parameter Inference

Parameter inference for stochastic systems in general, and continuous time
Markov chains in particular, is a difficult problem. Supposing we have a pCTMC
model Mθ and a set of observed data D. The aim of parameter inference is to
describe the distribution over parameters θ such that the pCTMC Mθ offers



126 P. Piho and J. Hillston

a good model for the data. In the Bayesian setting we are looking to find the
posterior distribution over model parameters θ

p(θ|D) ∝ p(D|θ)p(θ)

given the observed data D. The posterior is proportional to the product of the
likelihood p(D|θ) and the prior p(θ). In the context of parameter inference of
stochastic systems like CTMCs the likelihood term is usually computationally
intractable. Because of this, the methods that rely on computing the likelihood
are infeasible. Thus, likelihood-free methods such as approximate Bayesian com-
putation [15] and synthetic likelihood methods [16] are commonly used to iden-
tify model parameter values such that the data simulated by the stochastic model
resembles the observed data.

In this section we concentrate on approximate Bayesian computation (ABC).
The idea is to simulate the model for different parameters and compare the
outcomes with the observed data. Let us consider the observed data D and
the data Dθ simulated from a model Mθ with a parameter value θ. In this
paper we think of both D and Dθ as sets of time-trajectories. The first step
in such methods is to reduce the observed data set D to appropriate summary
statistics. Let D = {z1, · · · , zn} denote the observed data set and let the function
Sn : Rn → R

d represent the chosen vector of summary statistics. The likelihood
L(θ) is approximated by

L(θ) = p(Sn(D)|θ)
which is the likelihood of data D under the summary statistic Sn. This likelihood
however is also not known and in practice L(θ) is approximated further.

The method we consider is based on the summary statistics Sn(Dθ) computed
from the simulated data Dθ. In particular, consider the standard ABC rejection
sampler. This method relies on defining a discrepancy measure

Δθ = ‖Sn(D) − Sn(Dθ)‖
for some norm ‖ · ‖. ABC methods proceed to draw samples θ from the prior
distribution and simulate the corresponding summary statistics Sn(Dθ). The
parameters θ sampled from the prior p(θ) are retained as samples from the
posterior p(θ|D) if the corresponding summary statistics Sn(D) and Sn(Dθ) are
within a chosen distance ε of each other. In other words, θ is retained as a
posterior sample if the acceptance criterion Δθ < ε is satisfied.

The notable problem with this approach is the sensitivity of the results to
the choice of the discrepancy measure Δθ and the threshold. In this paper we
work with the discrepancy measure defined in terms of the Euclidean distance
between the summary statistics. The choice of the threshold value is generally
less obvious and several values need to be tried to find a performing one. Setting
the value too high will result in a rejection sampler that discriminates poorly
between different parameter values of the model. Setting the value too low results
in computation time blowing up as too many samples are rejected.

Another common class of likelihood-free inference methods is synthetic like-
lihood methods where the intractable likelihood p(Sn(D|θ) is approximated by
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a normal likelihood. The likelihood is then used in a Markov chain Monte Carlo
scheme like the Metropolis-Hastings algorithm. Such methods are out of the
scope of this paper and are left for future work.

4 Inference

In this section we discuss the main contribution of this paper—a method for
performing inference with quantitative and logically specified information about
a system’s behaviour. The Bayesian inference problem we are looking to solve
is constructing the posterior for model parameters θ under the evidence from
observed data D and logical specification ϕ. From the Bayes’ theorem we know
that the posterior of interest is proportional to likelihood multiplied by the prior:

p(θ|D, ϕ) ∝ p(D, ϕ|θ)p(θ)

The likelihood p(D, ϕ|θ) in the case of continuous time Markov chain models
is generally intractable. Further, the likelihood p(D, ϕ|θ) which considers both
quantitative and logic-based specifications is more complex than considering
the quantitative and logic-based specifications independently. In particular, it
is clear that conditional on the parameter θ the likelihood of D and ϕ are not
independent. From the law of conditional probability we know that either

p(D, ϕ|θ) = p(D|θ, ϕ)p(ϕ|θ)
or

p(D, ϕ|θ) = p(ϕ|θ,D)p(D|θ)
It is not clear how to treat the conditional likelihoods p(D|θ, ϕ) and p(ϕ|θ,D)
corresponding to the likelihoods of observed data given parameter θ and specifi-
cation ϕ holding and the likelihood of ϕ holding given observed data D. Neither
the ABC methods or synthetic likelihood methods mentioned in Sect. 3.3 can
be applied directly to the problem at hand. In the case of ABC the challenge is
defining a set of summary statistics from the available (quantitative and logical)
data and a corresponding discrepancy measure. In the case of synthetic likeli-
hood methods we also have a problem with defining a set of summary statistics
that are approximately Gaussian.

In order to overcome these challenges we propose the following approach.
The quantitative data in the form of observed trajectories is translated into a
logical specification ϕD. The joint likelihood p(ϕD, ϕ|θ) can then be estimated
via statistical model checking methods. The main difficulty is in constructing the
specification ϕD from the quantitative data D such that the posterior p(ϕD, ϕ|θ)
approximates well the posterior p(D, ϕ|θ). Note that this problem of choosing a
suitable way to transform the quantitative observations into logical specification
is in spirit similar to choosing a set of summary statistics and a discrepancy
measure in ABC. Once we have an appropriately constructed logical specifica-
tion we can use rejection sampling to sample from the approximate posterior
p(θ|ϕ,ϕD).
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4.1 Quantitative Data

The most trivial method for transforming the observed trajectories to a logical
specification is to define a discrepancy measure Δθ = ‖Sn(D) − Sn(Dθ)‖ and a
threshold ε as done for ABC. We then consider a property that is satisfied when
the discrepancy is less than ε. Suppose then that ϕ denotes the logical speci-
fication corresponding to the knowledge about the system’s properties. When
implementing the rejection sampling we only keep the samples θ for which both
the discrepancy measure is below a threshold and the logical specification for
the system’s properties is satisfied.

Alternatively we can convert the quantitative data into the same logic, MiTL,
as the specification of the system’s properties. Suppose D = {z1, · · · , zn} are time
trajectories observed at a finite number of points. Each trajectory zi consists of
a set

{(yi
0, t0), (y

i
1, t1), . . . (y

i
m, tm)}

where yi
j is a measured vector of data points at time tj . As with the approximate

Bayesian computation we consider the summary statistics Sn(D) = {s1, · · · , sm}
at times t0, · · · , tm. Recall that ω(t) is the function that maps a CTMC to its
summary statistic at time t. We say that the trajectory is close to a point (sj , tj)
if for a small time εt and a time interval [tj − εt, tj + εt] there exists a time
t ∈ [tj − εt, tj + εt] such that d(ω(t), sj) < δ where d is a distance measure
defined between the state space of the CTMC model and summary statistic of
the observed trajectories. For chosen tolerances εt and δ this can be encoded as
a MiTL specification in the following way

F[tj−εt,tj+εt]{d(ω(t), sj) < δ}. (6)

That is, eventually in the given time interval the discrepancy between the trajec-
tory and the summary statistic from observations is less than δ. A useful special
case is when εt = 0.0 which gives

F[tj ,tj ]{d(ω(t), sj) < δ}. (7)

meaning at time tj the inequality d(ω(t), sj) < δ holds. In the rest of the paper
we are going to work with this special case.

Let us denote this formula by ϕi. The full specification corresponding to the
observed time trajectories is then given by the conjunction ϕD =

∧
i∈{1,··· ,m} ϕi

corresponding to the model trajectories close to the observed quantitative data.
This can be taken together with the logical specification ϕ for the system’s
properties. In particular, the assumption is that p(D, ϕ|θ) is approximately pro-
portional to p(ϕD, ϕ|θ).

Similarly to ABC we can then implement rejection sampling from the poste-
rior

p(θ|ϕD, ϕ) ∝ p(ϕD, ϕ|θ)p(θ) (8)

by randomly sampling from the prior p(θ) and accepting those samples for which
the model Mθ satisfies the constructed logical specification. Note that the rejec-
tion sampling will only accept samples if there is part of the parameter space



Combining Quantitative Data with Logic-Based Specifications 129

covered by the prior where both the satisfaction probability to both ϕD and ϕ
are non-zero.

4.2 Expected Satisfaction Probability

The assumption in the previous section that p(D, ϕ|θ) is approximately propor-
tional to p(ϕD, ϕ|θ) is difficult to verify in practice. Moreover, as discussed we
do not have access to the true posterior p(θ|D, ϕ). Thus, in order to study the
resulting posteriors we compare the expected satisfaction probabilities calculated
over the approximate posterior distributions p(θ|ϕD), p(θ|ϕ) and p(θ|ϕD, ϕ).

Suppose ϕ is a logical property and p(θ|D) is a posterior distribution. We
can compute the expected satisfaction probabilities over the distribution as

∫

θ

fϕ(θ)p(θ|D)dθ. (9)

For example, with respect to the posterior arising from the logical specification
for quantitative data we have

EϕD
[fϕ(θ)] =

∫

θ

fϕ(θ)p(θ|ϕD)dθ. (10)

Clearly, analytical solution of this will be infeasible as neither the satisfaction
probability function fϕ(θ) nor the posterior density p(θ|ϕD) have analytical
forms. However the expectation can be estimated from the posterior samples
S by giving the following Monte Carlo estimate

EϕD
[fϕ(θ)] ≈ 1

|S|
∑

s∈S
fϕ(s). (11)

The satisfaction probability fϕ(s) requires another Monte Carlo estimate as
described in Sect. 3.2. Thus, for example, we can study the change in expected
satisfaction probability of properties ϕ and ϕD when going from posterior p(θ|ϕ)
to p(θ|ϕ,ϕD). This serves as a proxy for the trade-off being made when attempt-
ing to fit a posterior distribution with respect to both quantitative and logic-
based specification of the system’s properties.

5 Results

In this section we present parameter inference results for two examples. Namely,
a rumour spread model [4] and a client-server model, both defined as CRNs.
In both cases the quantitative data considered are samples of trajectories at
a given set of times. Both approaches of describing the time trajectory as a
logical property presented in the previous section require us to specify a threshold
parameter and are analogous to each other in the context of rejection sampling.
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5.1 Rumour Spread Model

To illustrate the proposed method we are going to first consider a simple rumour
spread model. This model is a variant of the commonly studied susceptible-
infected-recovered model from epidemiology. The agents in the model can be
in one of three states—ignorant I, spreading S or repressing R. As a chemical
reaction network the model is given as follows.

S + I
kI−→ S + S

S + S
kR−−→ S + R

R + S
kR−−→ R + R

In particular, the rumour spreads from spreading individuals to ignorant. Only
novel rumours are deemed worthy of sharing and thus if two spreaders meet,
one of them will stop spreading the rumour. Finally, a repressing individual will
quash the rumour if they meet a spreading individual, and turn them into a
repressor. We assume two parameters kI and kR governing the rates at which
ignorants become spreaders and spreading individuals are converted to repressing
ones. The initial state of the model is given by 10 ignorants and 5 spreaders.

The experimental set up is as follows. For the quantitative data we assume
that only one of the species in the chemical reaction network is directly observed.
In particular, suppose only the number of repressors is quantitatively measured.
The quantitative observations are taken to be the mean values of 1000 tra-
jectories simulated from the model with fixed parameters at 6 equally spaced
time-points in the time-interval [0.0, 5.0]. We repeat the experiment for 3 dif-
ferent parameter combinations from the half-open intervals kI ∈ (0.0, 1.0] and
kR ∈ (0.0, 1.0]. Namely, we consider {kI = 0.2, kR = 0.5}, {kI = 0.4, kR = 0.8}
and {kI = 0.1, kR = 0.1}. We then construct the discrepancy measure and
MiTL-based logic specifications for the quantitative data as described in Sect. 4.

For the logical property let us suppose the following condition:

G[0,1.0]{I > S}. (12)

That is, in the time-interval [0.0, 1.0] the number of ignorants is greater than
the number of spreaders. Clearly, this indirectly constrains the rate at which
the rumour spreads. Note that we have now said something about all three
populations in the model.

The parameter for the MiTL formula construction and rejection criterion for
the approximate Bayesian inference construction is chosen such that the rejection
rates are similar between the two conditions. In particular, we fix the acceptance
criterion parameter for the ABC as ε = 1.0. With that in mind, choosing the

parameters for the MiTL formula construction to be δ =
√

1
6 and εt = 0.0

ensures that a parameter accepted based on the MiTL formula is also accepted
by the Euclidean metric-based condition. In this case this selection of parameters
also happens to give a similar acceptance rate between the two methods.
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(a) Quantitative. (b) Logical property. (c) Quantitative and logical
property.

Fig. 1. Plot of the kernel density estimator based on accepted parameters for the
rumour spread model. The quantitative data was sampled from the model with param-
eters kI = 0.2 and kR = 0.5. (a) shows the approximate posterior based on quantitative
information only. (b) shows the posterior based on logical properties only. (c) shows
the posterior for the combined information as found by method in Sect. 4.

(a) Quantitative. (b) Logical property. (c) Quantitative and logical
property.

Fig. 2. Same as Fig. 1 but with the quantitative data sampled from the model with
parameters kI = 0.4 and kR = 0.8.

(a) Quantitative. (b) Logical property. (c) Quantitative and logical
property.

Fig. 3. Same as Fig. 1 but with the quantitative data sampled from the model with
parameters kI = 0.1 and kR = 0.8.

Figures 1, 2 and 3 show the distributions resulting from the rejection sam-
pling based on combined quantitative data and the logical property as well as
each separately. For each posterior we gathered 1000 samples. As discussed in
Sect. 4.2 we assess the method by comparing the recovered posterior distribution
when only quantitative data, only the logical property and both sets of informa-
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Table 1. Expected satisfaction probabilities under different combinations of logical
specifications.

Parameters Formula Expect. sat. w.r.t

p(θ|ϕD) p(θ|ϕ) p(θ|ϕ, ϕD)

(0.2, 0.5)

MiTL ϕ 0.37 0.63 0.39

ϕD 0.021 0.009 0.017

Discrepancy measure ϕ 0.39 0.63 0.41

ϕD 0.033 0.015 0.028

(0.4, 0.8)

MiTL ϕ 0.20 0.64 0.21

ϕD 0.11 0.048 0.12

Discrepancy measure ϕ 0.21 0.64 0.23

ϕD 0.12 0.056 0.13

(0.1, 0.8)

MiTL ϕ 0.62 0.63 0.61

ϕD 0.11 0.077 0.11

Discrepancy measure ϕ 0.64 0.63 0.64

ϕD 0.13 0.095 0.13

tion are used. In particular, Table 1 shows the trade-offs that are made to make
the posterior agree with both types of data as closely as possible. The trade-off is
smaller in the cases where the two posteriors p(θ|ϕ) and p(θ|ϕD) have the most
overlap. Here, this would be the parameter combination kI = 0.1 and kR = 0.8.
It can also be seen that there is very little difference between the two methods
for taking into account the quantitative trajectories. However, the interpreta-
tion or construction of the MiTL method is simpler. In our case the parameter
was chosen to give similar results with the discrepancy measure-based condition.
However, the MiTL formula construction parameter can easily be interpreted as
the measurement noise or uncertainty.

5.2 Client Server Model

As the second example we consider the client-server model implemented as the
following chemical reaction network
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Client + Server
kreq−−→ ClientThink + Server

ClientThink kthk−−→ Client

Server kbrk−−→ ServerBroken

ServerBroken
kfix−−→ Server

The model consists of two types of agents, clients and servers. The clients request
data from the server, receive the requested data and perform some independent
action with the data. The servers in addition to serving the clients are susceptible
to failure. The initial state of the model is given by 20 clients and 3 servers.

The model parameters are the various rates with which the transitions occur.
There are four rate parameter kreq , kthk , kbrk and kfix . We are going to assume
that two of them, namely kthk , kbrk are fixed at 0.1 and 0.2 respectively. In
the following we use the methods previously described to fit the remaining two
parameters.

Let us assume that the data available for parametrising the model are the
time-series observations of the available servers. Furthermore, let us assume the
following logical formula

G[0,10.0]{Client > ClientThink}. (13)

This means, in the time interval [0, 10.0], we always have more clients ready to
request data from the server than thinking. In this case again we have quanti-
tative and a logical property about different aspects of the system dynamics.

The threshold for the discrepancy measure and MiTL formula construction
parameter were again chosen by hand: they were fixed as ε = 3.0 and {δ =
2.05, εt = 0.0} respectively to give similar acceptance rates. The experiments
were repeated for three parametrisations of the pCTMC model. Namely, {kreq =
0.4, kfix = 0.3}, {kreq = 0.2, kfix = 0.6} and {kreq = 0.8, kfix = 0.8}.

Figures 4, 5 and 6 show the distributions resulting from the rejection sam-
pling based on combined quantitative data and the logical property as well as
each separately. In this case the effect of taking the quantitative data and the
logical property together has a stronger effect on the resulting posteriors than
in the previous case-study. As discussed in Sect. 4.2 we assess the method by
comparing the recovered posterior distribution when only quantitative, only the
logical property and both sets of information are used. Similarly to the previous
examples, Table 2 gives an overview of the trade-off in satisfaction relative to
the quantitative data and the logical property when attempting to satisfy both.
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(a) Quantitative. (b) Logical property. (c) Quantitative and logical
property.

Fig. 4. Plot of the kernel density estimator based on accepted parameters for the client
server model. The quantitative data was sampled from the model with parameters
kreq = 0.4 and kfix = 0.3. (a) shows the approximate posterior based on quantitative
information only. (b) shows the posterior based on the logical property only. (c) shows
the posterior for the combined information as found by method in Sect. 4.

(a) Quantitative. (b) Logical property. (c) Quantitative and logical
property.

Fig. 5. Same as Fig. 4 with the quantitative data sampled from the model with param-
eters kreq = 0.2 and kfix = 0.6.

(a) Quantitative. (b) Logical property. (c) Quantitative and logical
property.

Fig. 6. Same as Fig. 4 with the quantitative data sampled from the model with param-
eters kreq = 0.8 and kfix = 0.8.
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Table 2. Expected satisfaction probabilities under different combinations of logical
specifications.

Parameters Formula Expect. sat. w.r.t

p(θ|ϕD) p(θ|ϕ) p(θ|ϕ, ϕD)

(0.4, 0.3)

MiTL ϕ 0.07 0.12 0.12

ϕD 0.18 0.11 0.19

Discrepancy measure ϕ 0.06 0.12 0.12

ϕD 0.17 0.10 0.20

(0.2, 0.6)

MiTL ϕ 0.08 0.12 0.12

ϕD 0.08 0.015 0.010

Discrepancy measure ϕ 0.08 0.12 0.12

ϕD 0.08 0.014 0.09

(0.8, 0.8)

MiTL ϕ 0.09 0.12 0.12

ϕD 0.63 0.42 0.66

Discrepancy measure ϕ 0.09 0.12 0.12

ϕD 0.67 0.44 0.7

6 Conclusions

In this paper we presented a method for performing inference based on a com-
bination of quantitative data and logical properties about a system’s behaviour.
Our approach was to construct a rejection sampling criterion such that the
accepted samples correspond to trajectories that are close to the quantitative
data and also satisfy the logical property. To achieve that, we provided a way
of converting the quantitative data into a set of logical formulae. The benefit
of this logic-based construction over standard approximate Bayesian rejection
sampling acceptance criteria given in terms of discrepancy measures is that this
construction can easily be interpreted in terms of measurement noise or uncer-
tainty.

We studied the proposed method for two examples—a rumour spread model,
which is based on the standard susceptible-infected-recovered model, and a sim-
ple client-server model. In both case we supplemented the quantitative data
which gave information about one aspect of the model with quantitative data
given as a logic specification. We saw that the logic-based specification success-
fully supplements the quantitative information. It allows us to refine the posterior
compared to the rejection sampling ABC with only quantitative data.

Further work can be done to investigate the effects of attributing weight to
different sources of information. For example, more reliable pieces can be given
more weight during the parameter fitting process. This can improve accuracy
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of the model and allow information with different certainties to be used more
effectively. Even in the case of information defined in a logic specification we may
want to assign an uncertainty to the specification. In addition we are looking to
provide more rigorous justification for the method used in this paper. Finally,
further work can be done to improve the accuracy and robustness of the results.
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Abstract. We propose and discuss a new algorithm for learning (or
equivalently synthesizing) grammars. The algorithm provides good
approximations to the set of valid inputs accepted by computer pro-
grams. Different to previous works, our algorithm assumes a seed gram-
mar whose language grossly overestimates the target program input lan-
guage, in the sense that it ideally constitutes a super-set of that. It
works by reducing the set of productions from the seed grammar through
a heuristically guided process of step-by-step refinement, until a good
approximation of the target language is achieved. Evaluation results pre-
sented in this paper show that the algorithm can work well in practice,
despite the fact that its theoretical complexity is high. We present the
algorithm in the context of a use-case and consider possible forms of seed
grammar extraction from program abstract syntax trees.

Keywords: Program input · Grammar · Learning · Synthesis ·
Fuzzing

1 Introduction

We propose a new algorithm for learning (or equivalently synthesizing) gram-
mars that provide good approximations to the set of valid inputs accepted by
computer programs. Our algorithm makes use of information extracted from the
source code of the targeted program via standard multi-language reverse engi-
neering tools, as provided by the eKnows platform developed in our research
institute Software Competence Center Hagenberg (SCCH) [13]. More concretely,
we assume that the input to the algorithm is a generic abstract syntax tree
(AST). The ASTs are extracted by a fully-automated tool which works with
diverse programming languages, including COBOL, Java and C among others.
In this sense, we can say that our approach is generic, i.e., not tied to a spe-
cific programming language. Our main motivation is the possibility of using the
resulting grammars together with grammar-based fuzzers for automated testing
(see e.g. [3,4,8,12]).
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Different algorithms have been proposed in the literature for learning gram-
mars. Some prominent examples can be found in [1,2,7,10,14]. What all of them
seem to have in common is the fact that they all start from a seed grammar
(obtained by diverse methods) which only covers a small subset of the targeted
language. The grammar is then successively expanded by new rules by using
some inductive learning method, so that it covers an increasing number of valid
words. We follow a different approach. We start from a seed grammar that over-
approximates the targeted language, ideally one that produces a super-set of
the input language recognised by the program. This grammar is then refined in
successive steps by methodically eliminating rules (of the grammar) responsible
for producing invalid words.

In order to learn program input grammars, one needs to examine a finite
number of executions of the program with different inputs, and then generalize
these observations to a representation of valid inputs. Typical approaches are
either white-box or black-box. In the former case, the learning algorithm needs
full access to the source code of the program as well as to that of its associ-
ated libraries for examination during the learning process. See for instance the
approach based in dynamic taint analysis implemented in [11]. By contrast, the
black-box approaches do not require the source code of the program, only relying
on the ability to execute the program for a given input to determine whether this
input is valid or not. Common black-box approaches (see e.g. [2]) take as input
a small, finite set of examples of valid inputs, and then incrementally generalize
this language. Sometimes negative examples are also considered, so that gross
over-generalizations can be avoided.

In this paper we are interested in what we could call a “grey-box” approach,
since it sits somehow in between the white- and black-box approaches. As we have
mentioned before, we do not allow direct access to the source code of the program
during the learning process, only to its AST. This has the advantage that our
approach is not tied to a specific programming language and particular libraries.
That is, we can apply our approach without the need for time consuming re-
configurations and tuning. The open question is whether we can still hope to
achieve results that are comparable to state-of-the-art white-box approaches
such as [11]. Different to pure black-box approaches, we can still access some
generic information extracted from the source code. In a related work [16], the
black-box approach have been combined with a symbolic execution engine to
generate an initial set of inputs for the given target program. The question here
is whether the access to the AST of the program in our approach results in an
actual advantage with respect to (only) relying on symbolic execution for the
initial examples in an otherwise full black-box approach.

Since it is not decidable in general to determine whether the language of a
grammar G corresponds to a program input language Lp, it is usual in this area
to consider appropriate measures of precision and recall of G w.r.t. Lp. High
precision (i.e. close to 1) means in this context that most of the words in the
language L(G) of G are also in Lp. Conversely, high recall means that most of
the words in Lp are also in L(G). The new approach to learning program input
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grammars proposed in this paper can be roughly described by the following
two-step process:

1. Seed grammar extraction: Consists on extracting an initial grammar using
the AST of the program source code. Here the focus is on obtaining a seed
grammar that has a high recall, even at the expense of precision.

2. Grammar refinement : Consists on increasing the precision of the seed gram-
mar by means of successive refinement steps of the set of productions.

Our main contribution in this paper concerns Step 2 above. This is presented
in Sects. 4 and evaluated in Sect. 6. We also provide some initial ideas regarding
Step 1 in Sect. 3. Although this part is still a work in progress, we think it is
important to discuss that in this paper, so that the reader can have a better
idea of the possibilities and limitations of the proposed approach. The necessary
background and formal definitions of the key measures of precision and recall
are introduced in the next section. The last section of the paper includes the
conclusions and discusses future steps.

2 Preliminaries

In this section we fix the notation used through the paper. We assume basic
knowledge of language theory as presented in the classic book by Hopcroft and
Ullman [9].

Let Σ be an alphabet, i.e., a finite set of symbols. A finite sequence of symbols
taken from Σ is called a word or string over Σ. The free monoid of Σ, i.e., the
set of all (finite) strings over Σ plus the empty string λ, is denoted as Σ∗ and
known as the Kleene star of Σ. If v, w ∈ Σ∗, then vw ∈ Σ∗ is the concatenation
of v and w and |vw| = |v| + |w| is its length. If u = vw, then v is a prefix of u
and w is a suffix. A language is any subset of Σ∗.

A grammar is formally defined as a 4-tuple G = (N,Σ, P, S), where N and Σ
are finite disjoint sets of nonterminal and terminal symbols respectively, S ∈ N
is the start symbol and P is a finite set of production rules, each of the form:

(Σ ∪ N)∗N(Σ ∪ N)∗ → (Σ ∪ N)∗.

G derives (or equivalently produces) in one step a string y from a string x,
denoted x ⇒ y, iff there are u, v, p, q ∈ (Σ ∪ N)∗ such that x = upv, p → q ∈ P
and y = uqv. We write x ⇒∗ y if y can be derived in zero or more steps from
x, i.e., ⇒∗ denotes the reflexive and transitive closure of the relation ⇒. The
language of G, denoted as L(G), is the set of all strings in Σ∗ that can be derived
in a finite number of steps from the start symbol S. In symbols,

L(G) = {w ∈ Σ∗ | S →∗ w}

In this work, Σ always denotes the “input” alphabet (e.g., the set of ASCII
characters) of a given executable (binary) program p. The set of valid inputs
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of p is defined as the subset of Σ∗ formed by all well formed inputs for p. In
symbols:

validInputs(p) = {w ∈ Σ∗ | w is a well formed input for p}
The definition of well formed input for a given program p depends on the appli-
cation at hand. Here we only need to assume that it is possible to determine
weather a given input string w is well formed or not for a program p by simply
running p with input w.

As usual in this setting, we assume that validInputs(p) is a context-free
language. Consequently, there must be a context-free grammar Gp such that
L(Gp) = validInputs(p). Recall that a grammar is context-free if its production
rules are of the form A → α with A a single nonterminal symbol and α a possibly
empty string of terminals and/or nonterminals.

Let sp be the source code of a binary program p, we denote as T (sp) the
standard AST model of sp that complies with the AST metamodel specifications
of the OMG1. In this paper we present an algorithm that, given p and T (sp) as
input, returns a grammar Gp. Ideally, L(Gp) should coincide with validInputs(p).
However, this is in general an undecidable problem [5]. A good alternative is to
measure how well (or bad) L(Gp) approximates the input language of p in terms
of precision and recall measures based in probability distributions over those
languages, as proposed in [2].

The probability distribution of a language is calculated in [2] by using random
sampling of strings from the corresponding grammar. We follow here the same
approach. Let G = (N,Σ, P, S) be a context-free grammar. As a first step,
G is converted to a probabilistic context-free grammar by assigning a discrete
distribution DA to each nonterminal A ∈ N . As usual, DA is of size |PA|, where
PA is the subset of productions in P of the form A → α. Here, we assume
that DA is uniform. We can then randomly sample a string x from the language
L(G,A) = {wi ∈ Σ | A →∗ wi}, denoted x ∼ PL(G,A), as follows:

– Using DA select randomly a production A → A1 · · · Ak ∈ PA.
– For i = 1, . . . , k, recursively sample xi ∼ PL(G,Ai) if Ai ∈ N ; otherwise let

xi = Ai.
– Return x = x1 · · · xk.

The probability distribution PL(G) of the language L(G) is simply defined as
the probability PL(G,S) induced by sampling strings in the probabilistic version
of G defined above.

Again following [2], we now measure the quality of a learned (or induced)
language L′ with respect to the target language L in terms of precision and
recall.

– The precision of L′ w.r.t. L, denoted precision(L′,L), is defined as the prob-
ability that a randomly sampled string w ∼ PL′ belongs to L. In symbols,
Prw∼PL′ [w ∈ L].

1 https://www.omg.org/spec/ASTM/1.0/.

https://www.omg.org/spec/ASTM/1.0/
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– Conversely, the recall of L′ w.r.t. L, denoted recall(L′,L), is defined as
Prw∼PL [w ∈ L′].

In order to be considered a good approximation to L, the learned language
L′ needs to have both, high precision and high recall. Note that, a language
L′ = {w}, where w ∈ L, has prefect precision, but most likely has also very low
recall. On the opposite end, L′ = Σ∗ has perfect recall, but most likely has low
precision.

3 Seed Grammar Extraction

To be able to run our grammar refinement algorithm we first need to extract
a seed grammar. In an optimal case, our seed grammar should have recall=1
regardless of precision. This means that every word in our target language is
produced by our seed grammar. In addition, the seed grammar should contain
information on the basic structure of the target grammar (e.g. Nonterminals,
number of rules etc.). To extract a seed grammar we take the following steps:

1. Learn tokens of a program p.
2. Extract the basic structure of the seed grammar from the AST model T (sp).
3. Identify potential token positions.
4. Expand the seed grammar for all possible token combinations.

Token Learning: To be able to efficiently run our proposed algorithm we want
to reduce the seed grammar to an absolute minimum. This can be achieved by
reducing the amount of terminal symbols by summarizing them into tokens. For
example a rule S → 1 | 2 | 3 can be summarized to S → d.

For our experiments we used a naive approach for token learning from a
black-box given a set of known and valid words S of an unknown Language
L(G) as well as the alphabet Σ of G. We start by extracting potential token
sets for each word s ∈ S. We do this by going through our alphabet and check
if a ∈ Σ is a substring of s. If yes we replace a in s with every other a′ ∈ Σ
and then execute these new inputs. If the input is accepted, we add a′ to the
potential token set Tas of word s for symbol a. Note that Tas always contains
a. If we continue to do this, we get a set of potential tokens for G. At the end
we then check the set of potential tokens if one token Tas is a subset of another
token Ta′s′ . If Tas ⊂ Ta′s′ , we remove Ta′s′ from the potential tokens and add
Ta′′s′′ = Ta′s′ \ Tas. Finally we can be sure that every token left only contains
symbols of A which are interchangeable in the context of the known words S.

Lets take a look at the parser source code given in listing 1.1 with alphabet
Σ = {1, 2, 3,+,−, /, ∗, (, )} and words S = {1 + 1/1, 1 + 1, (1)}. Following our
simple approach for token learning we are able to extract the following tokens:
[1, 2, 3], [+,−], [∗, /], [(], [)]. If we consider these tokens when constructing our
seed grammar, we are able to reduce it from 454 rules to 170 rules in Chomsky
normal form.
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Extract Basic Structure: Next we take a close look at the AST of a given
program p. We start by defining a nonterminal n for every function in p. Then we
search for function calls to get insight on the control flow of p. With this infor-
mation we are able to extract a basic structure for our seed grammar following
some simple heuristics:
1 public c lass ExprParser {
2 public stat ic int parse ( char [ ] in ) {
3 int pos = expr (0 , in ) ;
4 i f ( pos < in . l ength ) {
5 syntaxError ( ”End of input ” , pos ) ;
6 pos = −1;}
7 return pos ;
8 }
9 public stat ic int expr ( int pos , char [ ] in ) {

10 pos = term ( pos , in ) ;
11 i f ( pos == −1) return pos ;
12 i f ( pos == in . l ength ) return pos ;
13 i f ( in [ pos ] == ’+’ ) {pos++; pos = term ( pos , in ) ;}
14 else i f ( in [ pos ] == ’− ’ ) {pos++; pos = term ( pos , in ) ;}
15 return pos ;
16 }
17 public stat ic int term ( int pos , char [ ] in ) {
18 pos = f a c t o r ( pos , in ) ;
19 i f ( pos == −1) return pos ;
20 i f ( pos == in . l ength ) return pos ;
21 i f ( in [ pos ] == ’∗ ’ ) {pos++; pos = f a c t o r ( pos , in ) ;}
22 else i f ( in [ pos ] == ’ / ’ ) {pos++; pos = f a c t o r ( pos , in ) ;}
23 return pos ;
24 }
25 public stat ic int f a c t o r ( int pos , char [ ] in ) {
26 i f ( pos == in . l ength ) return −1;
27 i f ( in [ pos ] == ’ 1 ’ ) return pos + 1 ;
28 i f ( in [ pos ] == ’ 2 ’ ) return pos + 1 ;
29 i f ( in [ pos ] == ’ 3 ’ ) return pos + 1 ;
30 i f ( in [ pos ] == ’ ( ’ ) {
31 l i s pos++; pos = expr ( pos , in ) ;
32 i f ( pos == −1) return pos ;
33 i f ( pos == in . l ength ) return −1;
34 i f ( in [ pos ] == ’ ) ’ ) {pos++; return pos ;}
35 else { syntaxError ( ” i nva l i d f a c t o r ” , pos ) ;}}
36 return −1;
37 }
38 public stat ic void syntaxError ( St r ing msg , int pos ) {
39 f ina l boolean l og = f a l s e ;
40 i f ( log ) {
41 System . out . p r in t ( ”Syntax e r r o r ” ) ;
42 System . out . p r in t (msg) ;
43 System . out . p r in t ( ” co l : ” ) ;
44 System . out . p r i n t l n ( pos ) ;}}}

Listing 1.1. Java code.

– Add one rule to the seed grammar for every control flow path in the function
where the left-hand side is the function and the right-hand side a sequence of
functions which are called.

– If there exists a path without a function call, add ε.
– For every function in p, add potentially parsed terminals or tokens.

In the following example we assume that we know which tokens are parsed by
which function of p. This gives us a more comprehensible example by reducing
the amount of rules. For the example program given in Listing 1.1 this would
lead to the following structure:

parse → expr ε

expr → term | term term {+,−}, ε
term → factor | factor factor {∗, /}, ε

factor → expr | ε {1, 2, 3}, (, ), ε
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Identification of Potential Token Positions: As a next step we identify
positions for potential tokens in our grammar. We do this by adding a position
marker before and after every nonterminal in our seed grammar, except it is the
first or last statement in T (sp). E.g. the first statement in the function parse
is a call to expr. As the call to expr is the first statement we know that it is
not possible that there are some checks for tokens before that. If we apply this
method we get the following seed grammar, where © denotes a potential token
position:

parse → expr © ε

expr → term © | term © term {+,−}, ε
term → factor © | factor © factor {∗, /}, ε

factor → © expr © | © {1, 2, 3}, (, ), ε

Seed Grammar Expansion: As a final step we expand the grammar by
adding a new rule for every token or terminal of p for every ©. The final seed
grammar will look like this2:

parse → expr

expr → term [+,−] | term [+,−] term
term → factor [∗, /] | factor [∗, /] factor

factor → [1, 2, 3] | ( | ) | [1, 2, 3] expr [1, 2, 3] | [1, 2, 3] expr ( | [1, 2, 3] expr )
factor → ( expr [1, 2, 3] | ( expr ( | ( expr )
factor → ) expr [1, 2, 3] | ) expr ( | ) expr )

At this point we have to note that our approach to seed grammar extraction is
limited on how a parser is implemented. Imagine a rule S → ( S ). This rule
can be implemented in two ways: By means of recursive calls or by counting
and remembering the amount of opening brackets and then checking if the same
amount of closing brackets is present. As the latter case does not make use of
a call to itself, we are not able to extract a correct seed grammar. This means
that our approach to seed grammar extraction is limited to recursive descending
parsers. However our approach to grammar refinement is not limited to such
parsers if a correct seed grammar can be provided by other means.

4 Grammar Refinement Algorithm

The central grammar refinement task in our approach is described in Algo-
rithm 1.

We illustrate how the algorithm works by means of a simple example. Let
us assume an executable program p with valid inputs validInputs(p) = L(Gp),
where Gp is the context-free grammar with start symbol S, set of terminal and
non terminal symbols Σ = {+, ∗} and N = {S}, respectively, and production
rules:

S → +∗ | +S∗
2 The expression [ ... ] is used to denote optional parts in our grammar.
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Algorithm 1. Grammar Refinement Algorithm
Input: Seed context-free grammar G and program p.
Output: Refined grammar G′ in Chomsky normal form.
Ensure: precision(L(G′), validInputs(p)) ≥ precision(L(G), validInputs(p)).

1: G′ ← G.to normal form()
2: countEmpty ← 0
3: length ← 1
4: while G′.getWords(length) = ∅ do
5: countEmpty ← countEmpty + 1;
6: length ← length + 1;
7: end while
8: refinedProductions ← G′.productions();
9: safeProductions ← {A → t ∈ refinedProductions | A �∈ G.non terminals()};

10: seenProductions ← ∅;
11: l ← 1
12: while (refinedProductions ∩ safeProductions) �= refinedProductions do
13: repeat
14: words ← G′.getWords(length);
15: deleteCandidates ← ∅;
16: for w ∈ words do
17: parseTree ← G′.getParseTree(w);
18: seenProductions ← seenProductions ∪ parseTree.getProductions();
19: evalProductions ← parseTree.getProductionsUpToLevel(l);
20: if w ∈ validInputs(p) then
21: safeProductions ← safeProuctions ∪ evalProductions;
22: else
23: deleteCandidates ← deleteCandidates ∪ evalProductions;
24: end if
25: end for
26: deleteProductions ← deleteCandidates \ safeProductions;
27: if deleteProductions �= ∅ then
28: refinedProductions ← refinedProductions \ deleteProductions;
29: refinedProductions ← reachable(refinedProductions);
30: G′.update(refinedProductions);
31: end if
32: until deleteProductions = ∅
33: if refinedProductions ⊆ seenProductions then
34: l ← length
35: else
36: if length − countEmpty > 1 ∧ isInteger(log2(length − countEmpty)) then
37: l ← log2(length − countEmpty)
38: end if
39: end if
40: length ← length + 1;
41: end while
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Let us further assume that the input seed grammar G in Algorithm 1 has,
respectively, the same sets Σ and N of terminal and non terminal symbols than
Gp, and that it has also S as its start symbol. The set of seed productions of G,
i.e., the set of productions that we want to refine with our algorithm to increase
the precision of G, is formed by the following rules:

S → + | ∗ | ++ | +∗ | ∗+ | ∗∗ | +S | ∗S | S+ | S∗ | +S+ | +S∗ | ∗S+ | ∗S∗

The first step in the algorithm (line 1) transforms the grammar G into an
equivalent Chomsky normal form grammar G′ = (N ′,Σ, P ′, S), where N ′ =
{S,N+, N∗, A1, A2, A3, A4} and P ′ is formed by the following productions:

S → + | ∗ | N+N+ | N+N∗ | N∗N+ | N∗N∗
S → N+S | N∗S | SN+ | SN∗ | N+A1 | N+A2 | N∗A1 | N∗A2

A1 → SN∗
A2 → SN+

N+ → +
N∗ → ∗

Lines 2–11 of the algorithm simply initialise the required variables. Note
that countEmpty + 1 is the minimum word length among all words in L(G′).
This means that in our example we need to start by inspecting words of
length = countEmpty +1 = 1. Further, we assign to refinedProductions the set of
production in G′, and initialize the sets of safeProductions and seenProductions.
In safeProductions we initially include those productions in G′ of the form A → t,
where A is a non terminal symbol added by the transformation to Chomsky nor-
mal form and t ∈ Σ. These rules are then safe from elimination during the whole
refinement process, unless they become unreachable from S. Thus, after execut-
ing these steps, we get the following values:

length = 1
refinedProductions = P ′

safeProductions = {N+ → +, N∗ → ∗}
seenProductions = ∅

At this point the algorithm is ready to start the refinement process, i.e., to
step-by-step eliminate rules from the grammar that are responsible for produc-
ing words which do not belong to the input language of p. This has to be done as
careful as possible, trying not to adversely affect the recovery rate of the candi-
date grammar. We have found out during the experiment reported in the paper,
that a good rule of thumb is to only eliminate rules used in the corresponding
parsing tree up to level denoted by the parameter l in the algorithm. Notice that
to set the parameter l we use the fact that the minimum possible depth of the
parse tree of a word of length n (if the grammar in Chomsky normal form) is
�log2 n� + 1. A more aggressive approach to refinement, i.e., an approach that
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increases the value of l faster, has the advantage of reducing the computation
time considerably. However, as witnessed by our experiments, if the approach is
too aggressive in this regard, then it considerably reduces the recall rate of the
obtained grammar. The while-loop in Line 12 defines the termination condition,
which is met when there is no further rule among refinedProductions that can be
disposed of. If the termination condition has not been meet, then the algorithm
continues by repeating the procedure defined in Lines 13–32 until no production
can be further deleted from the set of refined productions by examination of
parse trees of words of the current length.

This repeat-until loop accounts for the fact that the seed grammar will most
probably be ambiguous, i.e., there will be words in its language which can be
derived using different parse trees. Since the number of parse trees grows too
fast, we cannot look at all parse trees for each inspected word. Instead, we just
take the first parse tree returned by the parsing algorithm (in our case CYK).
The intuitive idea is that by repeating the process for the same length of word
after each refinement of the grammar, we can still examine the relevant parse
tree that were missed in the previous round.

Following with our example, at this point line 14 assigns to the variable words,
all words of length 1 that can be produced by G′ (i.e., + and ∗). Clearly, after
the for loop in Lines 16–25 is executed, the variable deleteCandidates contains
the set {S → +, S → ∗} of productions. Since none of these productions is
among those in safeProductions , both are deleted from refinedProductions and
the set of productions of the grammar G′ is updated accordingly (Lines 28–30).
Since the updated grammar G′ does no longer produces any word of length 1,
no refinement take place in the next iteration of the repeat-until loop. Then
the value of length is incremented by 1 and the process repeats itself, with the
following outcomes for each subsequent step:

– For length = 2,
• G′ produces the words: +∗, ∗+, ++ and ∗∗.
• Since ∗+,++, ∗∗ ∈ validInputs(p) and l = 1, deleteCandidates takes the

value {S → N∗N+, S → N+N+, S → N∗N∗}.
• Since +∗ ∈ validInputs(p), S → N+N∗ is added to safeProductions.
• Thus refinedProductions reduces to

S → N+N∗ | N+S | N∗S | SN+ | SN∗ | N+A1 | N+A2 | N∗A1 | N∗A2

A1 → SN∗ A2 → SN+ N+ → + N∗ → ∗
– For length = 3,

• G′ produces the words: + + ∗, ∗ + ∗, + ∗ + and + ∗ ∗.
• Since none of the word of length 3 produced by G′ is in validInputs(p) and

l = 1, then deleteCandidates takes the value {S → N+S, S → N∗S, S →
SN+, S → SN∗} and safeProductions reminds unchanged.

• At the end of this step, refinedProductions further reduces to

S → N+N∗ | N+A1 | N+A2 | N∗A1 | N∗A2

A1 → SN∗ A2 → SN+ N+ → + N∗ → ∗
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– For length = 4,
• G′ produces the words: + + ∗∗, + + ∗+, ∗ + ∗∗ and ∗ + ∗+ with the

corresponding parse trees shown in Fig. 1.
• Since ++∗+, ∗+∗+, ∗+∗∗ ∈ validInputs(p) and l = 1, deleteCandidates

takes the value {S → N+A2, S → N∗A1, S → N∗A2}.
• Since + + ∗∗ ∈ validInputs(p), S → N+A1 is added to safeProductions.
• Thus, the content of refinedProductions further reduces to (notice that

A2 → SN+ is no longer reachable and therefore also eliminated)

S → N+N∗ | N+A1 A1 → SN∗ N+ → + N∗ → ∗
– For length = 5, The value of l is set to 2 and nothing else changes since the

grammar obtained in the previous step does not produce words of length 5.
– Finally, for length = 5, the grammar only produces words that belong

to validInputs(p) and, since l = 2, the rule A1 → SN∗ is added to the
safeProductions. By now all productions in refinedProductions belong to
safeProductions and thus the termination condition is met.
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Fig. 1. Parse trees

Notice that the language of G′ returned by the algorithm corresponds exactly
to validInputs(p). Of course, given the heuristic nature of our algorithm, this
satisfactory result cannot be guaranteed. Even when we are certain that the
language recognized by the seed grammar G includes the input language of
p, an exact solution would need to take into account all possible derivations
trees for each word generated by the grammar, which would make the approach
unfeasible. A non ambiguous seed grammar would solve this problem, but this
cannot be realistically ensured for the targeted use cases of our algorithm.

5 Running Time Analysis

Since G′ is in Chomsky normal form (see Line 1 in Algorithm 1), we get that
every parsing tree of G′ is a binary tree. Therefore, the main while loop from
Lines 12–41 in Algorithm 1 will be repeated at most p = 2m times, where
m = |N ′| is the number of non-terminals in the initial G′. Notice that by the
pumping lemma for context-free languages, every word z in L(G) such that
|z| ≥ p can be written as z = uvwxy with the following conditions:
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– |vwx| ≤ p
– vx = λ
– For i ≥ 0, the word uviwxiy is also in L(G).

Therefore, when length in the algorithm reaches the value p, then l = length
and all remaining productions are added to seenProductions. Thus each produc-
tion in the initial G′ is at this point no longer in refinedProductions or is in
safeProductions, and the termination condition is meet.

Our algorithm examines in the first step all words of length 1 produced by
the grammar, then all words of length 2 produced by the refined grammar in
the previous step, and so on. As seen before, this can go on up to words of
length p. If there are |Σ| = n terminals in the grammar G′, then the number of
different words that we will have to examine is bounded by O(np), i.e., O(n2m).
This complexity bound, makes our algorithm intractable in theory. In practice
however, the values for the exponent p are in our experience usually somewhere
between 3 and 8, since it corresponds to the nesting depth of the production
rules in the grammar. The higher this value however, the more important it is
to keep the number of symbols in Σ in check, using tokens to represent sets of
symbols. For instance, replacing symbols 0, 1, . . . , 9 in Σ by a token d.

As shown in our evaluation section, another point that allows the algorithm
to perform reasonably well in practice, is the fact that each time we eliminate
a production rule from the grammar, the number of words that needs to be
checked in the next round reduces considerably.

Regarding the production of the words ordered by length for a given grammar
G = (N,Σ, P, S) in Chomsky normal form, we notice that one can do that quite
efficiently. First, we fix a total order < of N ∪ Σ, where the symbols in N
precede those in Σ. Then using a priority queue Q defined in terms of <, the
words belonging to L(G) can be generated without repetitions and ordered by
length then lexicographical as follows:

1. Add S to Q.
2. Remove the first element w from Q (i.e., the one with higher priority).
3. If w contains only terminals, output w.
4. If w contains a non-terminal, for each production α for the first non-terminal

in w, append the results of expanding α to Q.
5. Repeat step 2–4 until either Q is empty, or all the required words have been

produced.

Finally, we note that for each word w generated by the previous procedure,
we can in parallel keep an associated parsing tree. Thus, it is relatively inex-
pensive in terms of computational time to produce the necessary parsing tree.
In our prototype implementation of the algorithm, we use instead a less effi-
cient approach consisting on applying the well known CYK parsing algorithm
for retrieving the parsing tree for each examined word. Even this less efficient
approach, still works reasonably well in practice, as shown by our experiments.
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Table 1. Precision improvement over time, final recall and running time

L(Gp) MathExpr MathExpr2 Mail JSON JSON opt.

Seed G. 0.0702 0.129 0.058 0.0025 0.3841 0.3841

Word length 1 0.1517 0.3792 0.3751 0.0025 0.3841 0.3841

Word length 2 0.5904 0.5914 0.5817 0.0025 0.3841 0.3841

Word length 3 0.6401 0.6486 0.584 0.0025 0.3841 0.3841

Word length 4 1.0 0.8974 0.5919 0.0025 0.3841 0.3841

Word length 5 1.0 1.0 0.0025 0.3841 0.3841

Word length 6 0.0025 0.3841 0.3841

Word length 7 0.0025 0.3841 0.3841

Word length 8 0.0032 0.3841 0.3841

Word length 9 0.0107 0.3841 0.3841

Word length 10 0.1808 0.3841 0.3841

Word length 11 0.1808 0.9 0.8983

Word length 12 0.1808 0.9 0.8983

Word length 13 0.1808 0.9 0.8983

Word length 14 0.59 0.9148 0.9038

Word length 15 0.59 0.964 0.9142

Word length 16 1.0 0.964 0.9142

Word length 17 1.0 0.9142

Word length 18 0.9142

Word length 19 1.0

Final Recall 1.0 1.0 1.0 1.0 0.9265 0.9604

Running time 0.4 s 2.7 s 2.6 s 34.7 s 30m 18.8 s 260 m 2.2 s

6 Experiments and Evaluation

We conducted a series of test runs to evaluate the performance in terms of
precision and recall of Algorithm 1 for grammar learning through refinement.
The precision and recall was measured as described in the preliminaries, random
sampling 10, 000 words from each grammar. The results of those experiments are
summarised in Table 1. Each column represents a different input language which
we detail next. The first line with label “Seed G.” shows the initial precision
of each of the seed grammars w.r.t. its corresponding target language. Each
subsequent line labeled as “Word length X” shows the evolution of the precision
value after the algorithm has refined the grammar based on the examination of
words of length X. The second-to-last line shows the recall of each of the refined
grammars at the end of the process. At the beginning of the process, all the seed
grammars have perfect recall 1. The final line is self explanatory and shows the
running time for each of the experiments.
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First, we should note that the running times could be improved substantially,
by simply making use of the fact that the examination of words of a given length
can clearly be done in parallel. Furthermore, these running times correspond to
a prototype implementation of the algorithm in Python, using an educational
library for formal language manipulation (Pyformlang) [15], which is simple to
use but not the most efficient for the task. The experiments were run in a Linux
installation in a modest virtual machine with 16 GB of RAM and an Intel(R)
Core(TM) i7-8665U CPU at 1.90 GHz. In any case, even the worst case running
time shown in the table is still somehow acceptable for the envisaged applications
of our algorithm.

The column labeled as “L(Gp)” shows the results corresponding to the exe-
cution of the algorithm with validInputs(p) = L(Gp), where Gp is the simple
grammar used as example in Sect. 4. The seed grammar provided as input for
this experiment corresponds to the seed grammar G, also given as example in
Sect. 4. With this simple example, it only takes our implementation 0.4 s to
return a grammar with perfect precision and recall.

The columns labeled as “MathExpr” and “MathExpr2” show the results
corresponding to the execution of the algorithm with validInputs(p) = L(G),
where G is the following grammar for mathematical expressions:

S → S + S | S − S | S ∗ S | S/S | (S) | d

In the first case, i.e. in the MathExpr experiment, the seed grammar given as
input was formed by all 100 rules obtained from the expansion (as described in
detail in Sect. 3) of the following skeletal rules:

S → ©T © T © | ©T © +,−, ε

T → ©F © F © | ©F © ∗, /, ε

F → ©S © | © d, (, ), ε

In turn, in the MathExpr2 experiment we used an alternative seed grammar
with 630 initial rules. This corresponds to the expansion of the following skeletal
rules:

S → ©S © S © | ©S © | © +,−, ∗, /, (, ), d, ε

In both cases, the algorithm returned a grammar with perfect recall and precision
in less than 3 s. In the case of MathExpr2, this is rather surprising given the high
number of initial rules in the grammar. This is explained by the fact that the
nesting depth of the rules in the seed grammar used in MathExpr2 is 0, while the
corresponding nesting depth of the rules in the seed grammar used in MathExpr
is 3.
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In the experiment labeled “Mail”, we used validInputs(p) = L(G), where G
is the grammar that recognizes valid e-mail addresses defined by the following
productions:

S → Body @Head .Tag
Body → Char Chars
Head → Char Chars
Tag → Char Char | Char Char Char

Chars → Char Chars | ε

Char → t beingta token for{a, b, . . . , z}.

The corresponding seed grammar used in this experiment has the following skele-
tal rules, which generated a total of 96 actual rules:

S → ©Body © Head © Tag © @, ., ε

Body → Char Chars
Head → Char Chars
Tag → Char Char | Char Char Char

Chars → ©Char © Chars© | © ε

Char → © t

Since our approach does not work well when the empty symbol is part of the
seed grammar, mostly due to the fact that it is based in inspecting increasing
word lengths, we treat ε in the seed grammar as a non-empty standard symbol.
Thus, the resulting seed grammar contains rules such as Chars → εChar Chars,
where ε is simply a non-terminal symbols of length 1. After the learning process
is concluded, we simply eliminate all ε symbols from the refined grammar except
for those which appear in rules of the form A → ε. This trick works well in
our experiments. Indeed, in this case we were able to again learn a grammar
with precision 1 and without degrading the perfect initial recall. The increase in
running time w.r.t. the previous experiments is due mostly to the fact that the
algorithm can only start to eliminate rules from the seed grammar after it has
considered words of length at least 8. Notice that this seed grammar does not
produce any word of length smaller than 8, and that the number of words that
need to be examined grows exponentially on the length, unless some rules are
eliminated from the grammar.
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Our final experiment concerns learning a grammar that can recognize well
formed JSON files. The set validInputs(p) is defined as the language recognized
by the JSON grammar with the following rules.

S → Element
Element → Ws Value Ws

Value → Object | String | Number | Array | false | true | null

Object → { Ws } | { Members }
String → “ Characters ”

Number → Digit | Digit Number
Digit → d beingda token for{0, . . . , 9}
Array → [ Elements ] | [ Ws ]

Members → Member | Member , Members
Member → Ws String Ws : Element

Elements → Element | Element , Elements
Characters → Character Characters | ε

Character → t beingta token for{a, . . . , z}
Ws → | ε

In this case the seed grammar has the following skeletal rules and 70 actual rules:

S → Element
Element → Ws Value Ws

Value → ©Object © | ©String © false, true,null , ε
Value →| ©Number © | ©Array © | © false, true,null , ε
Object → ©Ws © | ©Members © {, }, ε

String → ©Characters © “, ”, ε

Number → Digit | Digit Number
Digit → d

Array → ©Elements © | ©Ws © [, ], ε
Members → ©Member © | Member © Members , ; ε
Member → Ws © String © Ws © Element :, ε

Elements → Element | Element , Elements
Character → a . . . z

Characters → Character © Characters | © ε

Ws → © , ε

As before, ε is considered in the last two rules not only as the empty symbol,
but also as a terminal symbol of length 1.
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The experiment with JSON is divided in two parts and the results shown
in the last two columns of Table 1. In the column labeled “JSON” we show the
result of the standard run of our algorithm. The seed grammar starts to produce
words that allow the algorithm to increase the precision of the refined grammar
after it has examined words of length 11. At that point the grammar is able to
produce 9432 words which are used to eliminate most of the incorrect produc-
tions with Value in its left-hand side. Unfortunately, at this point the algorithm
also eliminates a production, namely Value → {#CNF# C#CNF#33, which
decreases the recall of the refined grammar from 1 to 0.9265. Note that this rule
belongs to the Chomsky normal form version of the seed grammar described
above. Given the high number of words examined of length 11 (after this step
less than 5000 in total are produced by the grammar for lengths 12 − 17) and
our inefficient prototype, the running time for learning these grammar increases
considerably w.r.t. the previous experiments. Nevertheless, this is still acceptable
for the use cases described in this paper.

Finally, in the column labeled “JSON opt.” we show the results of running the
same JSON experiment, but including the rule Value → {#CNF# C#CNF#33
among the set of safe from the start productions (see safeProductions in Algo-
rithm 1). This allowed us to increase the recall of the resulting grammar to 0.9604
without decreasing its precision. The only downside is a considerable increase
in the running time, from half an hour to more than 4 hours. Again, this shows
that the running time is highly influenced by the number of words of each given
length that the algorithm needs to evaluate.

7 Conclusion

The main contribution of this paper is a novel algorithm for program input
grammar learning. Different to previous work, our algorithm starts from a seed
grammar with high recall and low precision. Then, through a process of step-by-
step refinements of the seed grammar, which considers sets of words of increas-
ing length, our heuristic algorithm tries to increase the precision of the gram-
mar without decreasing its initial recall. While the theoretical complexity of the
algorithm is high in theory, we show through a running time analysis and also
through empirical experiments that the algorithm can be successfully used in
practice for learning program input grammars of reasonable large size such as
JSON. The initial results obtained in this paper are indeed very encouraging,
achieving in all evaluated cases a perfect precision as well as a perfect or close
to perfect recall.

As future work, we plan to study possible improvements to our grammar
refinement algorithm, considering for instance how the measures of recall and
precision can be included in the refinement process to improve the applied heuris-
tics. Our last experiment with the JSON language offers a hint in this direction.

In this paper we only touched the problem of how to come up with appropri-
ate seed grammars for our novel algorithm. Given the positive results obtained
so far, we believe this area also warrants future research. Once these hurdles
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have been cleared, we plan to perform a though and fair comparison with state
of the art grammar miners such as autogram [11] and its successor mimid [6].
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Abstract. Individual-based microbial modelling (IbM) is a bottom-up
approach to study how the heterogeneity of individual microorganisms
and their local interactions influence the behaviour of microbial com-
munities. In IbM, microbes are represented as particles endowed with
a set of biological and physical attributes. These attributes are affected
by both intra- and extra-cellular processes resulting in the emergence
of complex spatial and temporal behaviours, such as the morphology
of microbial colonies. However, the quantitative and qualitative analy-
sis of such behaviours is difficult and often relies on visual inspection of
large quantities of simulation data or on the implementation of sophis-
ticated algorithms for data analysis. In this work, we aim to alleviate
the problem by applying SSTL (Signal Spatio-Temporal Logic) model
checking to formally analyse the spatial and temporal properties of 3D
microbial simulations (so-called traces). Complex behaviours can be then
described by simple logical formulas and automatically verified by a
model checker. We apply SSTL to analyse several outstanding spatio-
temporal behaviours regarding biofilm systems, including biofilm surface
dynamics, their detachment and deformation under fluid conditions.

Keywords: Spatio-temporal model checking · Individual-based
modelling · SSTL · NUFEB · Biofilm

1 Introduction

Spatial bio-modelling and simulation are powerful methods for understand-
ing complex structural characteristics of biological systems. The approach uses
mathematical equations and computers to mimic, simulate, and predict the sys-
tem behaviour in an explicit and efficient way. In the realm of microbial ecology,
spatial modelling of microbial communities is typically constructed in two ways.
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Population-based Models (PbMs) use partial differential equations to directly
describe population changes over time and space [11]. They are continuum mod-
els where time, space, and microbial density are continuous variables (based on
a mesh-represented structure) rather than discrete variables. An alternative to
PbMs are Individual-based Models (IbMs) [10,12] which have gathered consid-
erable attention due to their ability to precisely capture how the heterogeneity
of individual organisms and local interactions influence emergent behaviour of
microbial communities. Unlike PbMs, conventional IbMs combines both contin-
uum and discrete methods by representing environmental conditions such as sol-
uble nutrients as continuum fields, and individual microbes as discrete particles.
In addition, each microbe has its own set of biological and physical attributes,
such as growth rate, mass, position, and diameter. The collective action of each
individual allows one to explore hypotheses relating local changes to attributes
at the population or community level. As an example, changing the amount of
nutrients in a growth environment can significantly affect both the thickness
and surface area of the resulting microbial colony due to the heterogeneity of
microbial metabolism [2].

While IbMs and PbMs offer powerful frameworks to facilitate bio-modelling
in space and time, the post-hoc analysis of spatio-temporal properties of sim-
ulations can be challenging. Such analysis is often achieved by either manual
(visual or textual) inspection of simulation traces, or by developing sophisticated
bespoke algorithms for data processing. For example, to quantify the geomet-
rical characteristics of a simulated 3D biofilm colony (surface area, roughness,
average height, etc.), one may have to implement a set of analysis algorithms
based on discrete approximations of specific simulation domains, as third-party
functions of existing software [10]. This becomes one of the major barriers pre-
venting scientists to gain a rigorous understanding of complex behaviours from
model simulations.

To alleviate the problem, we propose the use of spatio-temporal model check-
ing to specify and formally verify biological characteristics in space and time.
Unlike traditional model checking where the analysis focuses on temporal evo-
lution of system, spatio-temporal model checking allows reasoning about both
time and space, with topology as a mathematical framework. In our case, spatio-
temporal properties such as biofilm surface structure over time, are expressed by
Signal Spatio-Temporal Logic (SSTL) [7,18,19]. SSTL is a linear-time temporal
logic to describe behaviours of traces generated from simulations (or even mea-
sured from real systems). The logic integrates the temporal modalities of STL
(Signal Temporal Logic) [15] with two spatial operators: somewhere and sur-
rounded which enable specifying properties over discrete space models. Given a
SSTL property, SSTL model checking automatically checks its satisfaction by
exhaustively exploring all the data points (w.r.t, space and time) in the simulated
trace, in order to identify spatial patterns and structures of interest over a time
series. To date, spatial and spatio-temporal logics have been successfully applied
to various systems, examples include identifying vehicular movement in public
transport systems [6], monitoring mobile ad-hoc sensor network [3], identifying
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diffusion pattern [19], and specifying spatio-temporal patters in particle-based
simulation [22].

In this paper, we apply SSTL model checking to analyse the dynamics of
3D individual-based biofilm simulations. Biofilms are communities of microor-
ganisms encased in a self-produced extracellular matrix where microbes stick
to each other or to a surface. This structural complexity provides both biolog-
ical and mechanical stability for the biofilms against environmental stress such
as nutrient limitation or shear forces due to fluid flow [16]. Understanding the
change of biofilm structural characteristics in response to changing environments
can therefore yield essential information to design and maintain biofilm-related
applications, such as waster water treatment or bioremediation where the spa-
tial dynamics of biofilms dramatically affects their ability to remove toxic pollu-
tants [23,24]. In this work, we first use an IbM solver to model and simulate two
biofilm systems: biofilm growth in quiescent environment, and biofilm deforma-
tion and detachment under fluid force. Then we show how to use SSTL model
checking to analyse various spatial and temporal aspects of the biofilm systems.
In particular, we evaluate the effect of nutrient availability on biofilm surface
structure, and the effect of fluid strength (shear rate) on biofilm streamer for-
mation and detachment.

2 Methods

This section gives a brief overview of the computational methods as well as
the software that we used for the modelling, simulation and model checking of
biofilm systems – more details can be found in [10,14,19,20].

2.1 Individual-based Model

A mechanical individual-based model developed in our previous work is applied
for modelling biofilm systems [10]. The model combines fundamental biological
processes and physical interactions to simulate the growth of microbes and their
response to fluid flow at the micro-scale.

Figure 1 gives an overview of the model framework. Individual microbes are
represented as rigid spheres, with each microbe having a set of attributes, includ-
ing position, diameter, outer-diameter, biomass, outer-mass, velocity, force,
growth rate, yield coefficient, and genotype. Some of the attributes vary among
individuals and can change through time, others are constant throughout a sim-
ulation (e.g.,yield coefficient and genotype). Outer-diameter and outer-mass rep-
resent an EPS (Extracellular Polymeric Substances) shell. EPS are biopolymers
that play a major role in keeping the mechanical stability of biofilms. They
are initially accumulated as an extra shell around the microbes before being
excreted to the environment. Microbial functional classes (or genotypes, such as
heterotrophs, ammonia oxidizing bacteria, nitrifying oxidizing bacteria, etc.) are
groups of one or more individual microbes that share the same characteristics
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Fig. 1. Overview of the individual-based biofilm model. The micro-scale computational
domain represents a small volume of the large-scale biological systems. The attributes of
the microbes in the domain are govern by biological, chemical, and physical processes.
Figure adopted from [10]

or parameters. For the sake of simplification, a mono-species biofilm is consid-
ered in this work that consists of heterotrophic bacteria (HET) and their EPS
production. Moreover, the excreted EPS are represented as spheres rather than
a continuum matrix structure.

The computational domain is the environment where microbes reside and
the biological, physical and chemical processes take place. It is defined as a
micro-scale 3D rectangular box. Within the domain, chemical properties such
as nutrient concentration or nutrient consumption rate are represented as con-
tinuous fields. To resolve their dynamics over time and space, the domain is
discretised into Cartesian grid elements so that the values can be calculated at
each discrete grid on the meshed geometry. The style of domain boundary can
be defined as either periodic or fixed. The former allows microbes to cross the
boundary, and re-appear on the opposite side of the domain, while a fixed wall
prevents microbes to interact across the boundary or move from one side of the
domain to the other. Microbial attributes are governed by both inter-cellular
and intra-cellular processes. We consider the following processes that capture
the essential behaviours of biofilms and their response to fluid flow.

Microbial Growth. An individual microbe grows and its mass and outer-mass
increase by consuming nutrients in the grid where the microbe resides. The
growth of heterotrophic bacteria is calculated based on the Monod equation
described in [21]. The new mass and outer mass are then used to update diameter
and outer-diameter of the microbe, respectively.



SSSD Model Checking for 3D Biofilm Simulations 161

Microbial Division. Cell division is the result of microbial growth and is con-
sidered as an instantaneous process. Division occurs if the diameter of a microbe
reaches 1.35µm; the cell then divides into two daughter cells. The total mass of
the two daughter cells is always conserved from the parent cell. One daughter
cell is (uniformly) randomly assigned between 40% and 60% of the parent cell’s
mass, and the remaining mass is assigned to the other daughter cell. Moreover,
one daughter cell takes the position of the parent cell while the other daughter
cell is randomly placed next to the first one.

EPS Production. Heterotrophs can secrete EPS into their neighbouring envi-
ronment. Initially, EPS is accumulated as an extra shell around the secreting
microbe. When the relative thickness of the EPS shell of the microbe exceeds a
certain threshold value (outer-diameter/diameter >1.3), around half (uniformly
random ratio between 0.4–0.6) of the EPS mass excretes as a separate EPS
particle and is (uniformly) randomly placed next to the microbe.

Mechanical Relaxation. When microbes grow and divide, the system may
deviate from mechanical equilibrium (i.e., non-zero net force on microbes) due
to microbe overlap or collision. Hence, mechanical relaxation is required to
update the location of the microbes and minimise the stored mechanical energy
of the system. Mechanical relaxation is carried out using the discrete element
method, and the Newtonian equations of motion are solved for each microbe in
a Lagrangian framework [9]. The model considers three forces: 1) The contact
force is a pair-wise force exerted on the microbes to resolve the overlap prob-
lem at the individual level. The force equation is solved based on Hooke’s law,
as described in [5]; 2) The EPS adhesive force is also a pair-wise interaction
imposed by EPS to attract nearby microbes. The force is modelled as a spring,
with the spring coefficient being proportional to the combined EPS mass of the
two individuals [10]; 3) The drag force is the interaction of fluid and particulate
microbes, which is simplified by modelling one way coupling, i.e., only the effect
of the fluid on the microbes is considered, the flow field is not affected by the
movement of microbes. In this work, the force is based on Stokes flow past a
sphere [10].

Nutrient Mass Balance. Nutrient distribution within the 3D computational
domain is calculated by solving the advection-diffusion-reaction equation for
soluble substrates. The transport equation is discretised on a Marker-And-Cell
(MAC) uniform grid and the scalar is defined at the centres of the grid (cubic
element). The temporal and spatial derivatives of the transport equation are
discretised by Forward Euler and Central Finite Differences, respectively. The
equation is solved for the steady state solution of the concentration fields.

2.2 Signal Spatio-Temporal Logic

The Signal Spatio-Temporal Logic (SSTL) is a spatial extension of the Signal
Temporal Logic (STL) [15]. The logic allows specifying spatio-temporal proper-
ties over discrete space and continuous time series generated during the simula-
tion of a (stochastic) complex system.
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Discrete Space Model. In SSTL, the discrete space representation is modelled
as a weighted undirected graph. Formally, a weighted undirected graph is a tuple
G = (L,E,w) where L is a finite set of nodes (locations), E ⊆ L × L is a finite
set of edges (connections between nodes), and w : E → R>0 is a function that
returns the positive weight of each edge. In addition, the discrete space is also
equipped with a metric, which is a function that gives the shortest weighted
path distance between each pair of element in L, i.e.,the shortest path between
any two different locations.

Signal and Trace. A spatio-temporal signal is a function −→s : T × L → E

where T is a dense real interval representing time, L is the set of locations, and
the domain of evaluation E is a subset of R∗ = R ∪ {+∞,−∞}. Signals can be
described in either a qualitative or a quantitative way: those with E = B = {0, 1}
are qualitative Boolean signals, whereas signals with E = R

∗ are quantitative
real signals. A spatio-temporal trace is a function x : T × L → R

n, s.t. x(t, �) :=
(x1(t, �)), ...,xn(t, �) ∈ D ⊆ R

n where each xi : T×L → Di ⊆ R, for i = 1, ..., n is
the projection on the ith coordinate/variable. Intuitively, each trace is a unique
simulation trajectory containing both temporal and spatial information of the
simulated system.

SSTL. The syntax of SSTL is given by:

ϕ := μ | ¬ϕ | ϕ1 ∧ ϕ2 | ϕ1U[t1,t2]ϕ2 | [d1,d2]ϕ | ϕ1S[d1,d2]ϕ2

where μ is an atomic predicate, negation and conjunction are the standard
Boolean connectives, and U[t1,t2] is the temporal until operator, where [t1, t2]
is a real positive closed interval with t1 < t2 representing time. A trace satisfies
the until formula if ϕ2 is satisfied at some time point within the interval [t1, t2]
and ϕ1 is true up until that point. Additional temporal operators can be derived
as syntactic sugar:

– the eventually operator F where F[t1,t2]ϕ := true U[t1,t2]ϕ, and
– the always operator G where G[t1,t2]ϕ := ¬F[t1,t2]¬ϕ .

Intuitively, F[t1,t2]ϕ expresses that ϕ is eventually satisfied at some time point
in the [t1, t2] interval, whereas a trace satisfies G[t1,t2]ϕ if ϕ is true for every time
point in [t1, t2].

The spatial operators [d1,d2] and S[d1,d2] are somewhere and surrounded,
respectively. The former means that ϕ holds in a location reachable from the
current one with a distance between d1 and d2, whereas the latter is satisfied by
locations in a ϕ1-region, and surrounded by ϕ2-region at a distance between d1
and d2. SSTL has both classical Boolean semantics and quantitative semantics.
The former returns true or false depending on the satisfaction of a SSTL formula,
whereas the quantitative semantics returns a real value that ‘measures’ how
robustly a formula is satisfied (or not). The formal SSTL semantics and the
algorithms are detailed in [19].
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2.3 Software

We use the NUFEB1 software [14] for the modelling and simulation of
(individual-based) biofilm system, and the jSSTL2 library [20] for the speci-
fication and verification of SSTL properties of simulation traces produced by
NUFEB.

NUFEB [14] (Newcastle University Frontiers in Engineering Biology) is a
3D, open-source, massively parallel simulator for individual-based modelling of
microbial communities. The tool is built on top of the state-of-the-art software
LAMMPS (Large-scale Atomic Molecular Massively Parallel Simulator) [26]
extended with IbM features. NUFEB allows flexible microbial model develop-
ment from a wide range of biological, chemical and physical processes, as well
as individual microbes types via an input script. The tool supports parallel
computing on both CPU and GPU facilities based on domain decomposition,
which enables simulating large number of microbes (beyond millions of individ-
uals). During a simulation, NUFEB can output any state variable of microbes
or grids. The output results can be stored into various formats for visualisation
or analysis.

In this work, we extend NUFEB with new functions for coupling with SSTL.
In particular, the SSTL space model is based on the existing NUFEB mesh struc-
ture. SSTL-based attributes such as volume fraction will be calculated at each
discrete cubic grid (so-called SSTL grid). A new output format is implemented
for dumping the space model as well as simulation traces during simulation. A
new post-processing routine is also implemented to read and visualise model
checking results from the SSTL model checker.

jSSTL [20] is a Java-based tool for SSTL property specification and model
checking. The tool takes three types of input written in CSV or tabular based
ASCII files: a SSTL formula file, a SSTL space model file, and a spatio-temporal
trace file. The latter two are obtained from (NUFEB) simulations, while the
formula file is specified by the user. jSSTL can compute both the Boolean and
the quantitative spatio-temporal semantics of a SSTL formula at each time point
and in each location. The tool also provides a simple user interface as an Eclipse
plug-in to specify and verify SSTL properties.

jSSTL utilises the Floyd-Warshall algorithm to compute the shortest path
for each location pair in a weighted directed space model. The space model in
NUFEB is a simple lattice-like mesh structure restricted to orthogonal box (see,
for example, the computational box in Fig. 1). We therefore extend jSSTL with
a new algorithm specifically for computing the distance matrix of our NUFEB
space model. The algorithm takes the indexes of each node pair and directly
compute the distance (i.e., the number of SSTL grids between the two nodes)
based on a 3D box. Our algorithm takes less than three seconds to build the
distance matrix of a 30 × 12 × 24 mesh – the default algorithm takes instead

1 https://github.com/nufeb.
2 https://github.com/Quanticol/jsstl.

https://github.com/nufeb
https://github.com/Quanticol/jsstl
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more than 20 min. All the codes used and developed in this work are publicly
available3.

3 Results

In this section, we address SSTL model checking on spatio-temporal emergent
properties of biofilm systems. We first apply the technique to study the surface
morphology of a biofilm growing in a quiescent medium. Then we use SSTL to
analyse biofilm streamer formation and detachment in a fluid environment.

3.1 Biofilm Surface Morphology

Biofilms can sense nutrient concentration gradients by adjusting their surface
structure. Understanding biofilm morphology in relevant environmental condi-
tions is therefore essential to predict biofilm effects in many practical applica-
tions. For example, biofilm morphology is thought to be crucial for the emergence
of mutations conferring antimicrobial resistance. Again, biofilms with irregular
surface (thus large surface area) can significantly improve their performance
in wastewater treatment processes. In this section, we use SSTL to evaluate
the influence of nutrient gradients on biofilm structure in a quiescent growth
medium.

Table 1. Key parameters and IbM processes used in the biofilm growth model

Parameters and settings Value Unit

Parameters

Dimensions 100 × 40 × 80 µm

Cartesian grid elements 30 × 12 × 24 Grids

SSTL grid elements (Property 1) 30 × 12 × 24 Grids

Initial microbes 40

SSTL time point (dt) 1000 Seconds

Simulation time 9.5 Days

Substrate bulk concentration 0.1–0.3 g/m3

IbM processes

Biology: Microbial growth, division, EPS production

Chemistry: nutrient mass balance

Physics: contact force, EPS adhesion

Biofilm Growth Model. A mono-species biofilm model (HETs and their
EPS production) is developed for modelling biofilm formation and its spatial

3 https://github.com/shelllbw/NUFEB-sstl.

https://github.com/shelllbw/NUFEB-sstl
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dynamics. Table 1 highlights the key parameters and the IbM processes used
in the model. Initially, 40 heterotrophs are inoculated on the substratum of a
100 × 40 × 80µm computational domain. We assume that the bulk environment
is situated at the top and supplies a constant bulk nutrient concentration to
the computational domain. A nutrient concentration gradient can be therefore
formed due to the diffusion as well as the consumption by microbes. Two inde-
pendent simulations are then carried out to simulate biofilm growth in different
bulk nutrient concentrations (0.1 g/m3 and 0.3 g/m3). In the nutrient-limited
environment, a mushroom-shaped biofilm structure results from the competi-
tion between microbes at the biofilm surface (Fig. 2(a)). Biofilms growing in a
nutrient-rich environment form instead a smooth surface (Fig. 2(b)).

Fig. 2. Simulation and model checking results of biofilm formation at 9.5 days: (a)
biofilm growing in nutrient-limited condition (max number of microbes = 4.2 × 104;
CPU time = 4 mins (four cores)), (b) biofilm growing in nutrient-rich condition (max
number of microbes = 8.1×104; CPU time = 11 mins (four cores)) with the SSTL grids
satisfying Property 1 highlighted, (c) satisfaction of Property 1 for the biofilm simula-
tion in nutrient-limited condition, and (d) number of SSTL grids satisfying Property
1 under different growth conditions and over time.
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Model checking. The SSTL space model is generated at the beginning of each
simulation, and its structure is same as the NUFEB mesh structure (30 × 12 ×
24 grids), i.e., 24 layers with 360 grids in each layer. The spatio-temporal trace x,
generated during the simulation, consists of a set of signals of microbial volume
fraction VolFrac at each SSTL grid and at each time point (1,000 s), where
VolFrac is defined as the total volume of microbes in the SSTL grid divided by
the volume of the grid. The following SSTL formula characterises biofilm surface
structure:

Property 1 (surface structure):

F[ti ,ti ][VolFrac > 0 ∧ [0,1](VolFrac = 0)]. (1)

The above formula states that “an SSTL grid is considered biofilm surface at
the time point ti if there exists at least one microbe in the grid and at least one of
its neighbour grid does not have microbes inside”, where ti is ith simulation time
point with t0 = 0, t1 = dt, t2 = 2 × dt, ..., t800 = 800 × dt. SSTL allows nesting
temporal and spatial operators to express complex structure dynamics. In the
formula, we use the somewhere operator to identify the edge of a biofilm
by evaluating the volume fractions VolFrac in each target grid as well as its
neighbouring grids, while the eventually operator describes the dynamics of the
biofilm surface over time.

Figures 2(b) and (c) illustrate the model checking result with all the SSTL
grids satisfying the formula highlighted. It is clear that the formula is capable
of identifying which grids belong to the biofilm surface and which do not. By
plotting the number of satisfied SSTL grids over time (Fig. 2(d)), we are able to
quantitatively analyse the biofilm surface dynamics. In both cases, the satisfied
grids increase rapidly at early stage of the simulations, indicating the substratum
coverage by biofilm from the 40 initial microbes. Then, the number of surface
grids of the biofilm growing in the nutrient-rich condition reaches a stable state
(between 360 and 380 grids), which suggests a tendency towards flat surface
structure. The fluctuations are due to the formation of small bumps during
growth. For the biofilm growing in the nutrient-limited condition, the surface
grids increase continuously without reaching a stable state. At 9.5 days, the
number of surface grids is more than twice of the layer grids (360) indicating a
high biofilm surface porosity.

Given the model checking result, it is also possible to estimate additional
biofilm surface properties such as biofilm surface area (i.e.,the number of satisfied
grids multiplied by the single surface area of the grid). In the above example, the
surface areas at 9.5 day are 1,225µm2 (368 × 3.33µm2) and 2,497µm2 (750 ×
3.33µm2) in the two systems, respectively.

3.2 Biofilm Deformation and Detachment

Biofilms attached to surfaces under fluid flow behave in a complex way due
to fluid-microbe and microbe-microbe interactions. Understanding how biofilms
interact with the fluid can help unravel their survival mechanisms, which is essen-
tial for biofilm removal or preservation in practical applications. For example,
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the accumulation of biofilms in industrial pipelines may lead to biocorrosion,
while their removal can be achieved by the application of hydrodynamic shear
forces [1,8]. Here we apply IbM and SSTL to model and analyse two important
spatial emergent behaviours of hydrodynamic biofilms: streamer formation and
detachment. A biofilm streamer is a filament-like biofilm structure that can cause
rapid and catastrophic clogging in biomedical systems. Biofilm detachment, on
the other hand, is essential for removing biofilms.

Table 2. Key parameters and IbM processes used in the hydrodynamic biofilm model

Parameters and settings Value Unit

Parameters

Dimensions 200 × 40 × 100 µm

Cartesian grid elements 24 × 8 × 20 Grids

SSTL grid elements (Property 2 & 4) 15 × 8 × 20 Grids

SSTL grid elements (Property 3) 1 × 8 × 20 Grids

Simulation time 4 × 105 Seconds

SSTL time point 1800 Seconds

Shear rate 0.15 − 0.3 s−1

IbM processes

Physics: contact force, EPS adhesion, shear force

Biofilm Hydrodynamic Model. To model hydrodynamic biofilms, we apply
shear force to a pre-grown biofilm that consists of heterotrophs and their EPS
production. For the sake of simplification, the model does not consider biological
activities during the fluid stage. The presence of EPS imposes adhesion to the
microbes whereas the shear force drives microbe motion along the flow direction
(+x). We simulate the model with various shear rates γ in order to study the
effect of shear rate on the biofilm structure (Table 2). Figures 3(a)-(c) illustrate
the biofilm dynamics at the rate γ = 0.2 s−1. In the early stage, the biofilm
forms short streamers, and small microbial clusters detach from the head of the
streamer due to cohesive failures. As the fluid continues to flow, the top of the
biofilm is highly elongated. Although large chunks of detached microbes can be
observed at this stage, the streamer continuously grows to a significant length
and maintains a stable condition.

Model Checking. We now show how to use SSTL model checking to analyse the
formation of biofilm streamers and to quantify their spatial properties. The space
model is defined as a 15 × 8 × 20 mesh structure which covers the downstream
area and excludes the biofilm body, as shown in Fig. 3. The following formula is
used to evaluate whether a SSTL grid is part of a biofilm streamer:

Property 2 (Streamer Formation):

F[ti ,ti ]G[0,tmax](VolFrac > 0). (2)
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Fig. 3. Simulation of biofilm under shear force and satisfaction of Property 2 with
γ = 0.2 s−1 and tmax = 36,000, at (a) ti = 1 × 105 s, (b) ti = 2 × 105 s, and (c)
ti = 3×105 s; (d) Streamer length temporal dynamics under different shear rates. Max
number of microbes = 4.6×104 (simulation start); min number of microbes = 3.2×104

(simulation end); CPU time = 32 mins (four cores)

The formula intuitively means that “an SSTL grid is considered biofilm streamer
at time point ti if the grid is occupied by microbes continuously for the next
tmax time units”. The formula is checked at each SSTL grid over a series of
simulation time points ti, with tmax = 36,000 (i.e.,10 h to ensure the continuity
of microbes passing grids). Figures 3 (a)-(c) visualise the model checking results
for the simulation trace x generated for the γ = 0.2 s−1 case. It can be seen that
the satisfied grids (highlighted) are in agreement with the streamer structure.
The grids occupied by the detached clusters do not satisfy the property as there
will be a time point when the clusters leave such grids. In Fig. 3(d), we evaluate
the effect of shear rates on streamer formation by plotting the satisfied grid
with largest coordinate in x direction over time. As expected, when the shear
rate increases the streamer formation rate also increases. For example, when
γ = 0.3 s−1 the streamer length reaches 120µm after 1.6 × 105 s, whereas the
streamer takes twice of the time to reach the same length when γ = 0.2 s−1.

Property 2 combines the temporal operator always and the geometry of SSTL
grids to identify the spatial structure of streamers. This expression is different
from Property 1 where the biofilm surface structure is described by a spatial
operator. A similar idea can be also applied to detect biofilm detachment events.
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In such case, we define the space model as a single layer wall located at the
downstream side as shown in Fig. 4(a). We use the following SSTL (temporal)
formula to check whether SSTL grids are occupied by detached clusters.

Property 3 (Biofilm Detachment):

F[ti ,ti ][VolFrac > 0 ∧ F[0,tmax](VolFrac = 0)]. (3)

Fig. 4. (a) Satisfaction of Property 3 with γ = 0.2 s−1, ti = 1.5×105 s, and tmax = 3,600
(b) Satisfaction of Property 4 with ti = 1.5 × 105 s, [d1, d2] = [0, 3]

The formula states that “an SSTL grid is considered detached cluster at time
point ti if the grid is occupied by microbes, but it will become free in the next
tmax time units”. Figure 4(a) illustrates an example of the model checking result.
At each time point ti, the formula is satisfied at any grid in the wall if its volume
fraction is greater than zero but will become zero in the future. The second argu-
ment makes sure microbes crossing the grid are (part of) detached clusters rather
than continuous streamer. The use of wall-like grid structures allows us to anal-
yse the frequency of detachment events over time. In Fig. 5, we show the effect
of shear rates on detachment frequency by plotting the Boolean satisfaction of
Property 3 with respect to all grids at each time point (i.e.,for each time point
in x, record true if there exists at least one grid satisfying the formula, otherwise
record false). The result shows that the detachment frequency increases as the
shear increases, thus indicating a positive correlation between biofilm cohesive
failure and fluid strength. This is in agreement with both experimental observa-
tions [25] and simulations using other approaches [27]. Moreover, by recalling the
streamer length result shown in Fig. 3 (d), we can conclude that biofilm defor-
mation and detachment are closely related, as the occurrence of detachment is
consistent with the appearance of streamers.

The above property can identify whether incoming microbes are (or are part
of) a detached cluster, but it is unable to accurately quantify physical attributes
of clusters, such as volume or shape. Inspired by [19] where the authors use the
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Fig. 5. Boolean evaluation of Property 3: detachment under different shear rates

surrounded operator S to characterise diffusion pattern in 2D, we introduce the
following SSTL formula to identify the geometry of any detached cluster.

Property 4 (Detached Cluster):

F[ti ,ti ][(VolFrac > 0)S[d1 ,d2 ](VolFrac = 0)]. (4)

Informally, the formula checks “whether there exists a sub-region of the
grids such that all the grids of the sub-region are occupied by microbes (i.e.,
VolFrac > 0). Furthermore, the sub-region is surrounded by grids without
microbes inside (i.e., VolFrac = 0)”. Note that the use of distance bounds [d1, d2]
in the surrounded operator allows us to constrain the cluster size. For example,
Fig. 4 (b) reports the Boolean satisfaction of the formula in each grid for the
γ = 0.2 s−1 simulation, with [d1, d2] = [0, 3]. As shown in the figure, only the
grids containing detached clusters satisfy the formula, whereas those containing
continuous streamers do not. It is worth to note that the granularity of the SSTL
mesh structure is important in spatial model checking. In this case, for example,
a more precise cluster structure can be captured when a fine mesh is used. Such
accuracy, however, can be significantly offset by the state space explosion prob-
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lem when handling large 3D space models, and it is therefore beyond the scope
of the current work.

3.3 Performance

Several performance statistics of the SSTL model checking are given in Table 3.
As previously mentioned, the SSTL distance matrix needs to be built just once
and takes a few seconds only. The verification of properties involving spatial
operators, in particular the surrounded operator in Property 4, can be compu-
tationally more expensive compared to properties with temporal operators only
(Property 2 and 3). All the simulations and model checking analyses reported
in this paper were carried out on a Linux system with a 3.4 GHz Intel Core i5
processor and 12 GB RAM.

Table 3. CPU time and memory usage for building distance matrices and model
checking Properties 1–4 (single core)

Property 1 Property 2 Property 3 Property 4

Distance matrix (s) 2.1 N/A N/A 2.8

Memory usage (MB) 789 N/A N/A 823

Model checking (s) 18.5 35.3 47.1 1,161

Memory usage (MB) 1,357 1,430 1,329 2,513

4 Conclusion

In this paper we utilised SSTL model checking to identify dynamic spatio-
temporal behaviours arising from individual-based simulations. We first
extended our previous developed IbM (Individual-based Model) solver NUFEB
to support additional output data for SSTL (Spatio-Temporal Logic) model
checking. We added a new, more efficient algorithm in the SSTL model checker
jSSTL specifically for computing the distance matrix of the NUFEB mesh struc-
ture. Then we used SSTL to specify complex properties of two biofilm systems
including dynamics of biofilm surface morphology, biofilm streamer formation
and biofilm detachment under shear force. The model checking results demon-
strated that SSTL can capture and analyse such behaviours.

The advantages of using SSTL for post-hoc analysis of 3D IbM simula-
tions are two-fold. First, the approach is capable of expressing complex spatio-
temporal properties in a relatively simple and succinct logic language that can be
model checked in a robust and automatic way. Such a formal verification is not
only more reliable than manual inspection of simulation traces, but it can also
greatly reduce the complexity of post-processing simulation data. Second, while
in this work we integrated the NUFEB solver with jSSTL, the model checker
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could be combined with minor modifications with other IbM tools such as iDy-
noMiCS [13], Simbiotics [17], and BioDynaMo [4], since they are all equipped
with a Cartesian grid mesh structure which can be directly used with SSTL.

In the current work, we focused on off-line (post-hoc) verification of SSTL
properties. In the future, it would be interesting to explore the use of real-time
SSTL verification, where SSTL can be interfaced with NUFEB or other IbM
simulators and alert the user if a SSTL property is violated (or satisfied) during
a simulation. Such runtime verification is particularly important for monitoring
large individual-based simulations (which can run for days or weeks on high-
performance systems) by providing instant feedback on the correctness of the
model. Moreover, SSTL can quantify the degree with which a simulation trace
satisfies or violates a property. Such “robustness” information could be useful
to assess quantitatively the severity of unexpected behaviour in a simulation,
thereby increasing the confidence in the analysis of the simulation traces.
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1 Introduction

Research in cognitive science has resulted in the development of a large number
of cognitive architectures over the last decades [6,11]. Cognitive architectures are
based on three different modelling approaches, symbolic (or cognitivist), such as
Soar [7], which are based on a set of predefined general rules to manipulate sym-
bols, connectionist (or emergent), such as DAC [13], which count on emergent
properties of connected processing components (e.g. nodes of a neural network),
and hybrid, such as CLARION [12], which combine the two previous approaches.

However, the complexity of these cognitive architectures makes it difficult
to fully understand their semantics and requires high expertise in programming
them. Moreover, Kotseruba and Tsotsos [6] note that most cognitive architec-
tures have been developed for research purposes rather than for real-life usage.
They are actually very specialised tools, each of them only usable within focussed
research communities and normally capable to address only one of the following
categories of application [6]: psychological experiments, robotics, human perfor-
mance modelling, human-robot interaction, human-computer interaction, natu-
ral language processing, categorisation and clustering, computer vision, games
and puzzles, and virtual agents. Finally, although cognitive architectures can
mimic many aspects of human behaviour and learning, they never really man-
aged to be easily incorporated in the system and software verification process.

In our previous work, we proposed a notation, the Behaviour and Reasoning
Description Language (BRDL) [1], for describing human behaviour and reason-
ing. The semantics of the language is based on a basic model of human mem-
ory and memory processes and is adaptable to different cognitive theories. This
allows us, on the one hand, to keep the syntax of the language to a minimum,
thus making it easy to learn and understand and, on the other hand, to use
alternative semantic variations to compare alternative theories of memory and
cognition. In our previous work we have implemented parts of BRDL [2–4] using
the Maude rewrite language and system [8,9]. The automatic translation from
BRDL to Maude facilitates modelling, but the results are still the formal textual
output from Maude, which is difficult to interpret.

This paper describes ColMASC (Collaborative Modelling and Analysis of
Systems and Cognition), a web-based tool and portal1 that we are developing
to address the widespread and heterogenous scientific community that is inter-
ested in the modelling and analysis of cognitive systems and interactive systems.
The current version of the tool allows researchers to collaborate in modelling
systems consisting of cognitive components (cognitive models), which describe
human thinking and behaviour, and physical components (system models), which
describe computer systems, electronic/mechanical devices, as well as any com-
ponents without cognition or whose cognition is not relevant to the modelling
context (e.g. animals or other humans, whose behaviour is observed or expected
to occur in a specific way). Users can perform experiments on an overall model
consisting of the composition of a cognitive component and a system component.

1 colmasc.herokuapp.com/.

https://colmasc.herokuapp.com/
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The tool is structured in terms of projects and enables model reuse within and
between projects, thus fostering collaboration. Modelling is based on a linguistic
approach [5,10]. The basic entities of the model are combined to define syntactic
structures that formally describe linguistic phrases. Phrase construction is driven
by one of the tool interfaces by allowing the user to appropriately choose and
correctly and unambiguously combine the syntactic elements of the phrase. Other
interfaces support the guided creation of rules by filling their structural templates
with the appropriate entities. Rules are then used to define cognitive and system
models. The simulation of an overall model, given by combining a cognitive and
a system model, can be carried out in steps and the output may be presented as
a global state, as specific component states and even in natural language.

This approach make the tool usable by researchers working in different areas,
from social scientists to computer scientists. In fact, the implicit linguistic knowl-
edge of an average user is sufficient for creating meaningful basic entities and
use them to create the rules defining the models, while the correctness of the
syntax is guaranteed by the tool interfaces. Moreover, the alternative views for
the presentation of the simulation results address different categories of users.
For example, computer scientists would be interested in seeing the entire global
state or just the system state, cognitive scientists would be interested in seeing
the cognitive components, and psychologists and other social scientists would be
interested in a presentation in natural language.

The paper is structured as follows. Section 2 presents our BRDL-based mod-
elling approach and illustrates it informally using phrases in natural language as
elements of the rule templates. Section 3 describes the formal construction of such
elements using a linguistic approach. Section 4 describes the tool, the database,
the web portal and the project management, using an example to illustrate how
simulation is carried out. Finally, Sect. 5 summarises the current implementation
of ColMASC and plan and discusses current and future development.

2 The Modelling Approach

In this section, we present our modelling approach in a top-down way, starting
from cognitive and system models down to basic and structured entities.

2.1 Cognitive Model

A cognitive model consists of human memory components, in particular long-
term memory (LTM), which has a virtually unlimited capacity and permanently
stores the acquired knowledge, and short-term memory (STM), which has a small
capacity and temporarily stores the information needed for cognitive processing.
STM plays an important role in cognitive processing, since information must
be normally transferred to STM in order to be processed. The STM temporary
store is often called Working Memory (WM) when it is considered together with
all its information processing functionalities.
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Long-Term Memory (LTM) Model. Any piece of knowledge stored in LTM
may be either a fact, which we can retrieve and transfer to STM in order to
answer questions that we are processing in STM, or a rule, which is enabled
by information in STM and/or by a perception in the environment and drives
human thinking and behaviour. In this section we consider rules, whose definition
and usage are already implemented in ColMASC. In Sect. 3.3 we will discuss facts
and questions, which can currently be defined by the tool, but whose usage is
still under development. ColMASC models LTM using six kinds of BRDL rules,
which we call LTM rules. Each LTM rule has a general structure

g : info1 ↑ perc =⇒ act ↓ info2

where

– g is a goal
– perc is a perception;
– act is an action;
– info1 information to be removed from STM;
– info2 information to be stored in STM.

Symbol ↑ suggests removal from STM whereas symbol ↓ suggests storage in
STM. We call enabling the part of the rule on the left of =⇒ and performing
the part of the rule on the right of =⇒. Depending on which components are
present an LTM rule models distinct cognitive activities as explained below and
summarised in Table 1.

Table 1. Structure of LTM rules

Rule Goal STM removal Perception Action STM storage

Automatic behaviour Absent Only one mandatory Mandatory Optional

Deliberate behaviour Present Only one mandatory Mandatory Optional

Implicit attention Absent Optional Mandatory Absent Mandatory

Explicit attention Present Optional Mandatory Absent Mandatory

Inference absent Mandatory Absent Absent Mandatory

Planning Present Mandatory Absent Absent Mandatory

Automatic Behaviour Rule: info1 ↑ perc =⇒ act ↓ info2

This rule models a basic activity of human automatic behaviour, that is, the
performance of an action act as a response to the presence of some information
info1 (which is not a goal) in STM and/or a perception perc from the environ-
ment, and may result in further information info2, which may be a goal, stored
in STM. Only act and one between info1 and perc are necessary, the other rule
elements are optional. For example, an adult who is a dog lover, is perceiving a
dog close enough to be touched and knows that the dog is friendly, will be auto-
matically driven to perform the action of patting the dog and will know that
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the dog is happy about it. Using natural language phrases as the BRDL rule
elements, we can semi-formally describe this human basic activity as follows:

the dog is friendly ↑ the dog is close enough
=⇒ pat the dog ↓ the dog is happy (1)

Deliberate Behaviour rule: g : info1 ↑ perc =⇒ act ↓ info2

This rule models a basic activity of human deliberate behaviour, that is, the
performance of an action act that is also driven by a goal g in STM. For example,
a child who is not familiar with dogs and may also be scared by them will not
be automatically driven to pat the dog, but may be willing to do so by setting
the goal of patting in STM. Using natural language phrases as the BRDL rule
elements, we can semi-formally describe this human basic activity as follows:

I want to pat the dog: the dog is friendly ↑ the dog is close enough
=⇒ pat the dog ↓ the dog is happy (2)

Implicit Attention rule: info1 ↑ perc =⇒ ↓ info2

This rule models a basic activity of human implicit attention, that is, the implicit
selection of focusing on a specific perception perc from the environment and
transfer such a perception to STM by representing it as information info2. Such
information may be a direct representation of the perception or include some
form of processing. Only perc and info2 are necessary, whereas info1 is optional.
For example, an adult who is a dog lover may be focussing on a wagging dog
without any explicit will and without any goal. Using natural language phrases
as the BRDL rule elements, we can semi-formally describe this human basic
activity as follows:

↑ the dog is wagging =⇒ ↓ the dog is wagging (3)

Some form of implicit processing of the wagging perception could be carried out
to directly acquire the knowledge that the dog is friendly:

↑ the dog is wagging =⇒ ↓ the dog is friendly (4)

It is also possible that the attention is driven by some information info1 already
present in STM. For example, the presence of the dog may have been noticed
earlier and the information concerning it be already in STM:

there is a dog ↑ the dog is wagging =⇒ ↓ the dog is wagging (5)

Explicit Attention rule: g : info1 ↑ perc =⇒ ↓ info2

This rule models a basic activity of human explicit attention, that is, the explicit
selection, driven by goal g, of focusing on a specific perception perc from the
environment. For example, a child who is not familiar with dogs may focus on the
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dog’s behaviour only after setting the intention to pat it as a goal. Using natural
language phrases as the BRDL rule elements, we can semi-formally describe this
human basic activity as follows:

I want to pat the dog: ↑ the dog is wagging =⇒ ↓ the dog is wagging (6)

Inference rule info1 ↑ =⇒ ↓ info2

This rule models the inference of information info2 from information info1. It
is based on logic, which may be deductive logic but also other forms of logic,
such as inductive logic and abductive logic. It is pure reasoning independent
of possible established goals, so that it can be used in any context. Moreover,
neither info1 nor info2 may be a goal. For example, although an adult who sees a
dog wagging may automatically internalise this perception by knowing that the
dog is friendly, as we have seen in rule 4, a child who knows about dog behaviour
but seldom interacts with dogs will need to explicitly apply the learned inference
rule that a wagging dog is friendly:

the dog is wagging ↑ =⇒ ↓ the dog is friendly (7)

Planning rule g : info1 ↑ =⇒ ↓ info2

This rule models the mental planning defined by information info2, which may
be a goal, whereas, obviously, info1 cannot be a goal. The planning is driven by
goal g and depends on info1. For example, a child who wants to pat the dog may
establish the goal of following the dog if this leaves:

I want to pat the dog: the dog leaves ↑ =⇒ ↓ I want to follow the dog (8)

Short-Term Memory (STM) Model and Cognitive Processing. STM is
modelled as a set of pieces of information. A piece of information may be
– a goal, which may be established initially or be produced by the application

of an LTM rule, normally a planning rule;
– an element produced by the application of a LTM rule;
– a fact retrieved from LTM or observed in the environment;
– a question observed in the environment.

The content of STM provides the state of the cognitive model in terms of the
information and goals that contribute to enable rules stored in LTM. Normally
the initial state is either the empty STM or one or more goals, though some
additional information may be added to set the context provided by a previous,
non-modelled behaviour. Cognitive processing is carried out in two possible ways:
– by applying an LTM rule whose enabling part matches the content of STM

and storing the information or goal from the performing part of the rule
(which may be a representation of a perception from the environment) in
STM;

– by retrieving, driven by a question in STM, a fact from LTM and storing a
copy of it in STM.

The retrieval part is currently under implementation.
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2.2 System Model and Interaction

A system that provides an environment for a given human behaviour is modelled
as a transition system.

Transition rule state1
act−→ state2

This rule models the transition from state state1 to state state2 triggered by
action act, which is the action performed by the user on the environment (inter-
face, device, human/animal, etc.). The interaction between the human and the
system is given through the synchronisation between an LTM rule and a transi-
tion rule, which share the same action, and by identifying state2 of the transition
rule with a new perception available for the user. For example, a dog who enjoys
being patted will not go away

the dog is close enough
pat the dog−→ the dog is close enough (9)

whereas a dog who does not enjoy being patted will go away

the dog is close enough
pat the dog−→ the dog is far away (10)

Either transition rules may synchronise with one of the LTM rules 1 (automatic
behaviour) or 2 (deliberate behaviour). Autonomous system behaviour with no
interaction is also possible. In such a case, there is no action in the transition.
For example, the dog may autonomously decide to go away:

the dog is close enough −→ the dog is far away (11)

Autonomous behaviour can be observed by the user in terms of the target state
(‘far away’ in LTM rule 11).

3 The Linguistic Approach

In Sect. 2 we have focussed on our modelling approach and used informal phrases
as elements of LTM rules and transition rules. This allowed us to illustrate the
modelling approach in a simple, understandable way. However, in order to allow
cognitive and system models to be executable and be able to synchronise, it is
necessary to structure the LTM rule and transition rule elements and associate
them with semantics.

To this purpose, we exploit BRDL flexibility and extensibility and we use
a linguistic approach to define the building blocks of our models, starting from
basic entities, which are basically names associated with (linguistic) syntactic
categories. Based on Chomsky’s concept of universal grammar [5], we then com-
bine basic entities using deep structure to produce phrases [10]. The resultant
structured entities are then equipped with semantics that becomes operational
when such semantic entities are used as components of dynamic entities, which
are the rules, facts and questions we introduced in Sect. 2. Models are basically
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sets of dynamic entities. The semantics embedded in the dynamic entities is
reflected in the Java functions that define the simulation engine and, in future
versions of the tool will be also reflected in the Maude rewrite rules that will
define the analysis engine.

3.1 Basic Entities

A basic entity consists of three components:

name chosen by the user to provide a concise but meaningful characterisa-
tion of the entity linguistic and semantic role in modelling;

kind which characterises the entity syntactic role as a word;
definition a string of characters that is not as general as a dictionary definition

but is specific to the abstraction level of the system under analysis
and to the world of entities considered.

We can denote basic entities by their names. The kind of a basic entity may be
one of the following:

Noun such as child, lover and dog;
Verb such as leave, pat;

Participle such as wagging (present participle) and inserted (past partici-
ple);

Adjective such as friendly, happy and close;
Adverb such as enough, fast and slow;

Auxiliary such as can, has and is;
Preposition such as to, from, in, at and on.

3.2 Structured Entities

A structured entity consists of the same type of components as a basic entity.
However,

name may be structured and its purpose is to be used as an element in rule,
fact and question definitions.

kind characterises the entity syntactic role as a phrase;

Structured entities are recursively defined on basic entities as follows:

– Any basic entity whose kind k is not Auxiliary or Preposition is a structured
entity with kind k Phrase.

– Given a structured entity whose name is h and whose kind is k Phrase and
a structured entity whose name is a and whose kind is compatible with k
according to Table 2, we define a new structured entity with name h(a), kind
k Phrase and a new description that characterises h(a)
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Table 2. Possible argument kinds for each kind of head in structured entitites

Head Kind Possible Phrase Kinds as Argument

Noun Noun, Participle, Adjective, Preposition

Verb Noun, Participle, Adverb, Preposition

Participle Noun, Adverb, Preposition

Adjective Noun, Adjective, Adverb, Preposition

Adverbs Adverb

Auxiliary Noun, Verb, Adjective, Preposition

Preposition Noun

Therefore the name h(s) of a structured entity consists of a part h called head
and a possible part s called argument. It follows from the definition that the
argument is mandatory when the head is the name of a basic entity of kind
Auxiliary or Preposition, it is optional otherwise.

We can denote structured entities by their names. A structured entity may
be of one of the following kinds:

Noun Phrase such as child, lover, lover(dog), dog(friendly), child
(running), child(at(school));

Verb Phrase such as leave, pat(dog), go(shopping), drive(fast),
go(to(school));

Participle Phrase such
as wagging, inserted(bankcard), inserted(completely),
coming(from(school));

Adjective Phrase such as happy, slow(car), high(fat)), close(enough)
(dog), happy(at(school)));

Adverb Phrase such as enough, slowly(enough), enough(slowly);
Auxiliary Phrase such as has(legs), can(move), is(black), is(on(table));

Preposition Phrase such as in(box), on(table).

3.3 Semantic and Dynamic Entities

A positive declarative semantic entity is a structured entity with the additional
component:

semantics which characterises the set of its possible semantic roles.

Table 3 maps the kind of a semantic entity to its possible semantics.
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Table 3. Possible semantics for each kind of semantic entity

Kind Possible Semantics

Noun Phrase Identifier, State, Information, Goal

Verb Phrase Action, Goal

Participle Phrase State, Information, Goal

Adjective Phrase State, Information, Goal

Adverbs Phrase State, Information, Goal

Auxiliary Phrase Fact, Question, Goal

Preposition Phrase State, Information, Goal

Any positive declarative semantic entity e may be turned into a negative
declarative semantic entity by changing its name to not(e). Any positive or
negative declarative semantic entity e may be turned respectively into a positive
or negative interrogative semantic entity by changing its name to ?(e). Any
positive or negative declarative semantic entity e may be turned respectively
into a goal by changing its name to goal(e). Note that the application of goal,
not or ? does not change the kind of the semantic entity. Therefore, we can now
formally define STM as a set of semantic entities.

As an example of semantic entity consider the phrase “the dog is close
enough” from LTM rule 1 in Sect. 2.1. The most important part in the con-
text of the rule is “close enough”. In fact, regardless of whether the animal is a
cat or a dog, the human can only pat it if the animal is close enough. Therefore,
close(enough) must be the head of the semantic entity and the phrase is for-
malised as close(enough)(dog). This is a correct formalisation because, accord-
ing to the compatibility in Table 2, Adjective close as head can have Adjective
enough as an argument and Adjective Phrase close(enough) as head can have
Noun dog as an argument.

A dynamic entity is of one of the following three kinds:

fact which is a (positive or negative) declarative semantic entity;
question which is a (positive or negative) interrogative semantic entity;
activity which is the instantiation of a rule with names of semantic entities.

The instantiation of the rules should match the following instantiation for the
semantics of the rule elements:

LTM rules Information ↑ State =⇒ Action ↓ Information

transition rules State Action−→ State

As an example, State is one possible semantics for an Adjective Phrase, as shown
in Table 3. Thus Adjective Phrase close(enough)(dog) can instantiate the State
element of a cognitive rule, as in the formalisation below of rule 1 from Sect. 2.1.
In fact, rules 1–8 from Sect. 2.1 can be rewritten as dynamic entities (activities)
as follows:
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1. friendly(dog) ↑ close(enough)(dog) =⇒ pat(dog) ↓ happy(dog)
2. goal(pat(dog)): friendly(dog) ↑ close(enough)(dog) =⇒ pat(dog) ↓ happy(dog)

3. ↑ wagging(dog) =⇒ ↓ wagging(dog)

4. ↑ wagging(dog) =⇒ ↓ friendly(dog)
5. present(dog) ↑ wagging(dog) =⇒ ↓ wagging(dog)
6. goal(pat(dog)): ↑ wagging(dog) =⇒ ↓ wagging(dog)
7. wagging(dog) ↑ =⇒ ↓ friendly(dog)
8. goal(pat(dog)): dog(left) ↑ =⇒ ↓ goal(follow(dog))

Our notation is obviously not as expressive as natural languages. In fact, as
shown in Table 3, its aim is to express, in a meaningful, unambiguous way:
names of components (Identifier), system states (State), information in STM
(Information) including goals (Goal), actions performed by the human (Action),
facts that are part of the human knowledge or are perceived and possibly learned
by the human (Fact) and questions that are perceived from the environment or
internally elaborated through self-reflection (Question).

The fact “A dog is an animal” is formally modelled as

– is(dog)(animal)

Its negation is

– not(is(dog)(animal))

and the corresponding questions are

– ?(is(dog)(animal))
– ?(not(is(dog)(animal)))

4 Tool and Web Portal

A high-level visual description of the ColMASC tool and web portal is provided
in Fig. 1. The thick boxes with names in bold represent components already
developed and included in the current release (Version 1.0). The other compo-
nents are still under development.

The purpose of ColMASC is to allow an interdisciplinary community of sci-
entists and practitioners to model cognitive and interactive systems, share their
models and collaborate with each other, both within the modelling process itself
and by providing feedback and reviews. The ColMASC modelling approach aims
at addressing the knowledge domain of a variety of modellers, including computer
scientists, interaction designers, usability analysts, cognitive scientists, psychol-
ogists and linguists. The current version features a Java-based engine, which is
described in Sect. 4.1. A Maude-based Analysis Engine is currently under devel-
opment.
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4.1 Java-based Simulation Engine

Purpose of the Java-based engine is to provide system simulation and presenta-
tion of the results. This simulation engine has been integrated into the server-
side, which is a Spring Boot project using Java 11 and the Maven framework.

Since an overall system produces, in general, a non-deterministic behaviour,
it could be possible to run the simulation in several modes, depending on how
non-determinism is resolved. In the current implementation, choices are deter-
ministically made by the simulation engine, consistently with the way simulation
is carried out in the Maude system. The user can choose, instead,
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– either a stepwise simulation, in which the system state is presented after each
rule application and the user may move forward and backward through the
steps,

– or an all steps simulation, which shows all steps in one screen.

Furthermore, the user may select which of the following information to include
in the presentations:

System State which only presents applied transition rules and resultant
system states;

STM Content which only presents applied LTM rules and resultant STM
contents;

Natural Language which use natural language to informally describe the
application of the rules and their effects.

Two further simulation modes are currently under development:

– making the choices randomly
– making the choices interactively (stepwise simulation only), whereby the user

resolves non-determinism.

Finally, the storage of the results of the simulation in the ColMASC database is
also under development.

As an example of simulation, consider the following cognitive model Child
of a child who is willing to pat a dog, but has not developed any automatic
behaviour for this task. This may be modelled by the following LTM rules

1. goal(pat(dog)): ↑wagging(dog) =⇒ ↓ wagging(dog)
2. goal(pat(dog)): wagging(dog) ↑ =⇒ ↓ friendly(dog)
3. goal(pat(dog)): friendly(dog) ↑ far(dog) =⇒ approach(dog) ↓ friendly(dog)
4. goal(pat(dog)): friendly(dog) ↑ close(enough)(dog) =⇒ pat(dog) ↓ happy(dog)

The dog is actually the ‘system’ and may be modelled by the cognitive model
Dog consisting of the following transition rules:

1. far(dog)
approach(dog)−→ close(enough)(dog)

2. close(enough)(dog) −→ far(dog)
3. sleepy(dog) −→ wagging(dog)
4. wagging(dog) −→ sleepy(dog)

5. sleepy(dog)
pat(dog)−→ wagging(dog)

6. wagging(dog)
pat(dog)−→ wagging(dog)

Note that the dog is modelled from the human perspective. Transition rule 1
of Dog models that if the dog is far from the child, the child can approach it
and the dog will be close enough to the child (in order to be patted). Transition
rule 2 of Dog models that if the dog is close enough to the child (in order to be
patted), the dog may autonomously decide to get far away from the child.

If the goal goal(pat(dog)) is the initial STM content and far(dog) and
sleepy(dog) make up the initial system state, none of the LTM rules 1–4 of
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Child is enabled. Only transition rule 3 of Dog is enabled and its occurrence
changes the system state to far(dog) and wagging(dog). Note that, although
the ‘system dog’ may be approached when the system state contains far(dog)
(transition rule 1 of Dog), the cognitive model Child enables approaching only
after the dog has been assessed as friendly (LTM rule 3 of Child).

Once the system state has been changed to far(dog) and wagging(dog) there
is a non-deterministic choice between the autonomous transition rule 4, which
sets the dog back in a sleepy state, and the human explicit attention modelled
by LTM rule 1, which may only be followed by the human inference modelled by
LTM rule 2 (assuming that the dog is not getting sleepy). If the non-determinism
is resolved by applying LTM rules 1 and 2 in sequence, friendly(dog) is added
to the goal in STM (wagging(dog) is added by LTM rule 1 and then removed
by LTM rule 2) while the system state is unchanged.

Now LTM rule 2 can synchronize with transition rule 1 and the system
state changes to close(enough)(dog) and wagging(dog) while STM is unchanged.
Figure 2 shows a screenshot of the presentation of this step in ColMASC. This
presentation includes the applied LTM rule and/or transition rule, the natural
language description and the formal description of STM content and system
state. Note that in the step in Fig. 2 the dog is wagging, but LTM rule 3 is not
dependent on this and can be applied also if the dog is no longer wagging and
is sleepy instead.

Fig. 2. Screenshot of stepwise simulation

Finally, LTM rule 4 can be applied, again independently on whether the dog
is wagging or sleepy, establishing the knowledge that the dog is currently happy
(friendly(dog) is replaced by happy(dog) in STM). However, the synchronisation
of LTM rule 4 is with transition rule 5, if the dog is wagging, or with transition
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rule 6, if the dog is sleepy. But in both cases the dog will be wagging after being
patted.

4.2 Database, Web Portal and Project Management

All defined entities and models are collected in a shared relational database.
We have chosen PostgreSQL as the database management system for its power,
high flexibility, and support for a wide range of data types and functions. The
database is accessed with REST-controllers. The back-end, developed with Java
11 on Spring Boot, acts as middleware between the REST client and the database
in order to validate the client input and format the output for presentation.

The portal allows researchers to access the database, create new entities and
models as well as reuse existing entities and reuse and expand existing models,
and use them to run experiments. We are currently developing a discussion
forum which will support not just messaging and providing feedback, but also
proposing features and reviewing models.

The current version of the Projects page is illustrated in Fig. 3. Each project
is represented by a card showing title, development stage, an illustrative picture
and a brief textual description. The card links to the Specific Project Page.

Projects are categorised according to their development stages, inspired by
the development stages normally used for open source software products:

Fig. 3. Project main page
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Pre-model It is a planning stage and comprises a description but no models,
although models may be under construction at this stage.

Pre-alpha This stage is entered when at least one model is created. Dur-
ing this phase some tentative overall models may also be created
and tested. Models are mostly unstable and subject to frequent
changes. In general, models are tested using simple experiments
and toy case studies.

Alpha Some models have reached a significant maturity level and may
be used in real-world case studies with real datasets. The system
architecture may still be changed and details and functionalities
are added incrementally.

Beta The system architecture is now stable and includes all major func-
tionalities. Most models are extensively used in real-world case
studies with real datasets. The results of in silico experiments and
simulations are compared with the results of real-world experi-
ments and the outcome is used to calibrate component models
and/or the overall model.

Stable All models are stable and can be now used as research tools to
analyse cognitive science theories and to carry out system simula-
tion.

Re-beta Stable overall models are reworked by changing the component
models or starting the development or new models. The system
architecture is not modified. Testing and usage are the same as for
the Beta stage.

Re-alpha It builds up on a stable version but modifies the system architec-
ture. Testing and usage are the same as for the Alpha stage.

The project may go back to the Pre-alpha stage if both system architecture and
component models are heavily changed. Development stages are more dynamic
and fluid than in software development. It is expected that for a number
of projects their stages are continuously ‘oscillating’ between Stable and Re-
alpha/Re-beta. This would be a typical situation when research outcomes are
the main goals of the project.

5 Conclusion and Future Work

We have presented ColMASC 1.0, a tool and web portal that allows various cat-
egories of scientists and practitioners, including computer scientists, interaction
designers, usability analysts, cognitive scientists, psychologists and linguists, to
carry out collaborative research in human-computer interaction and cognitive
science. Collaboration involves both the modelling process itself and testing and
review activities. With the current version of the tool, cognitive scientists and
psychologists may carry out in silico simulations to mimic and accelerate exper-
iments with human subjects, aiming at testing theories in cognitive psychology,
and computer scientists and usability experts may automatically generate for-
mal models of computer interfaces and simulate their interaction with a human
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component. In fact, ColMASC 1.0 supports the composition of a cognitive model
and a system model, and the untimed simulation of the resultant overall model.
Additional features are currently under development:

– storage of the results of experiments as well as external datasets in the
database and analytical features to compare results;

– extension of the simulation engine to fact retrieval from LTM and their pro-
cessing aiming to both self-reflection and answering questions;

– development of an analysis engine by defining a translation to Maude and
exploiting the Maude model-checking capabilities;

– development of a time extensions of the simulation and analysis engines.

These additional features will support cognitive scientists and psychologists in
the modelling of long-term learning processes, linguists in performing in silico
experiments to emulate human processing of texts and language learning pro-
cesses and computer scientists in the formal verification of interactive systems.
The tool is currently undergoing empirical evaluation with potential users from
both the computer science and the cognitive science sides.

The current version of the tool features the automatic translation of the
experiment outcomes into natural language. As part of our future work we aim at
having various customised natural language translation that address the different
domain expertises of users. We also will explore the possibility of considering
task descriptions in natural language from which to extract structured entity
definitions and infer their semantics, and then recombine these two kinds of
information to build semantic and dynamic entities.

The Maude-based analysis engine will make use of Real-Time Maude [8,9],
the real-time extension of Maude. The analysis engine will build on our previous
work [2–4]. The Maude code will run in parallel to the backend code on a Linux
virtual machine. In this way the web application will have access to the Maude
system through bash scripts to ensure consistency of simulation results.

Although our web-based tool addresses research collaboration in human-
computer interaction and cognitive science, the same approach may be used in
other application domains. Other possible application domains are coordination
model, socio-technical system, systems biology and ecology.
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