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Abstract. Graph neural network has great advantage in learning vector represen-
tation of users and items for modern recommender systems. Modeling user-item
interaction bipartite graph is helpful for learning the collaborative signals between
users and items.However, thismodeling scheme ignores the influence of the objec-
tively existing attribute information of item itself, and cannot well explain why
users focus on items.

A feature interaction-based graph convolutional collaborative filtering algo-
rithm, Attention Interaction Graph Collaborative Filtering (ATGCF) is proposed
to address the limitations of existing works in this paper. It can deeply explore
user preferences for multi-feature items. Firstly, we inject user and multi-feature
into a user-feature interaction layer composed of multi-head-attention and fully
connected layers to capture the user potential preference for multi-feature. Then
we build a user-features-item bipartite graph and design the corresponding graph
aggregation layer to obtain the high-order connectivity between the three. Exper-
iment results on three real-world datasets verify the effectiveness of our model in
exploiting multi-feature data, and ATGCF algorithm outperforms the other base-
lines in terms of recall, precision andNDCG evaluationmetrics.Moreover, further
experiments demonstrate that our model can achieve better results with less data.

Keywords: Multi-head attention · Feature interaction · Collaborative filtering ·
Heterogeneous graph networks · Recommendation system

1 Introduction

Personalized recommender system has been widely used to deal with the problem of
information overload [1]. Collaborative filtering (CF) [2], the most widely used recom-
mendation model can mine user preference and estimate preference based on existing
historical behavior data such as purchases and browsing. Traditional CF models [3] are
designed to directly model the relationship between users and items, which can directly
bring benefits to the platform, such as movie recommendations and music recommenda-
tions. However, in real-world applications, this may lead to serious data sparsity issue.
For example, in movie software, it is often difficult to achieve better results by building a
CF for recommendation only through user click behavior. In other words, recommender
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system should have the ability to utilize richer information, including interrelated movie
features. Learning different feature combinations can help our model to more accurately
predict the objects that users may interact with in the future.

Existing researches [4] has explored this task from two perspectives. The first cat-
egory tries to mine information in the form of matrix factorization. [5] models the
relationship between users and items directly through the historical interaction matrix
and embedding the user vector and item vector through the dot product of the two
vectors. Neural Collaborative Filtering (NCF) [6] replaces the interaction function of
MF by introducing a deep learning method, so that the model can adaptively learn high-
order vector representations of users and items. The second category considers modeling
user historical behavior as a graph structure. [7] encodes the collaborative information
between the user and the item, so that the model can learn the collaborative informa-
tion hidden in the historical interaction among user and item to represent the behavioral
similarity between users and items. [8] captures user preferences for each interacted
item by adding node-level attention. However, these algorithms face the following two
problems. First, only modeling user-item interactions will lead to very sparse data and
seriously affect the recommendation effect. Especially for users with few interactive
items, the noisy data may prevent the model from learning effective information from
sparse historical behaviors. Second, only using user and item data will lose very rich
attributes information. The items that the user has interacted with may have a certain
similarity in features. For example, the user has watched more romantic anime movies
in the past period of time, indicating that the user has a preference for romantic anime
to a certain extent, so these multi-feature should be fully utilized.

To address them, we propose to construct a unified heterogeneous graph based on
multi-features interaction. Firstly, we use users, items, features represented as nodes, and
different types of behaviors represented as multiple types of edges of the graph to model
user-feature and user-item-feature relationships, respectively. Secondly, we design a new
user-item-featuresmessage passing graph recommendationmodel, Attention Interaction
Graph Collaborative Filtering (ATGCF), which takes into account the historical inter-
action between users and items, also models the historical behavior response of user to
the item feature preferences. To be more specific, we design a user and multi-feature
interaction layer by utilizing user and features information to capture the preference
information between user and features. Finally, we design user-item-features propaga-
tion layers, which helps to capture different CF semantics of item and multi-features
similarity for user and enhance the learning for node embeddings. To summarize, our
work makes the following contributions:

– Wemodel the user-item-feature heterogeneous bipartite graph from the real scene and
mine user preferences for multi-feature.

– We propose the Attention Interaction Graph Collaborative Filtering (ATGCF) model
which can capture the internal associations between user and item features more
accurately.

– We conduct experimental analysis on three public large-scale datasets. The perfor-
manceof our proposedmodel is significantly improved compared to the other baselines
in terms of accuracy, recall, and NDCG.
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2 Methodology

2.1 Heterogeneous Bipartite Graph

Fig. 1. Representation of the user-item-feature heterogeneous bipartite graph, and how users
obtain information of all types of nodes as the network aggregates.

The heterogeneous bipartite graph shows the heterogeneity of the user next-hop node,
andwe describe the specificmethod of generating the graph in Fig. 1. First, we can obtain
the user-item pair 〈U , I〉 through the historical interaction information. Meanwhile, we
generate the item-feature pair 〈I ,F〉 according to the attribute column of the item, and
then the user-feature pair 〈U ,F〉 can be obtained through the item as an intermediary.
On the basis of obtaining the above information, the matrix R can be generated. Finally,
the adjacency matrix A of our generated graph.

A =
[
0 R
RT 0

]
(1)

The concatenation matrix representation of the adjacency matrix A obtained should

satisfy A = AT . That is to say, it satisfies A = D
1
2 �D− 1

2 , i.e. the graph volume operator
in ATGCF satisfies the definition of Laplacian operator in GCN [9]. We refer to the
mainstream recommendationmodel [10] tomap users, items, features node into a vector.
The final preference of each user for an item is predicted by finally learning embedding
representation vector.

2.2 User-Features Interaction

In recommendation scenarios, such as movie recommendation and product recommen-
dation. It is difficult for us to obtain the contextual information of the user, but the
contextual information of the item can be obtained effectively. Our goal is to model the
user’s own preference for such items. First, we define the context of the item as where n
represents the number of contextual features, and d represents the dimension of contex-
tual features. However, in the absence of clear user features and item features, the user
embedding will be inconsistent with the item embedding, which will make the model
unable to train normally. Therefore, we obtain the user feature initialization by averaging
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the sum of all the features of the items that the user has interacted with according to the
historical interaction information between user and item. Expressed as:

Fu = 1

sum(Rui ∈ E)
(
∑
i∈Rui

Fi) (2)

where Rui represents the interaction set between user and item history, sum() represents
the total number, and Fi represents the feature of item. Then, we define the feature
embedding matrix ef ∈ Rn×d to obtain the embedding representation of the feature.
We map different features to the same low-dimensional space for convenience, and then
combine different forms of features to represent the user’s preference for different feature
combinations and extract the semantic information of different feature combinations.
We construct the user’s preference for different types of items through the multi-head
attentionmodel [11]. Specifically, we usemulti-head attention to analyzewhich items are
more in line with the user preference. We map the embedded representations of users
and features and user features to a low-dimensional space of the same dimension so
that we can model higher-order interaction representations between users and different
features. Next, we will elaborate on how we define it. First, we define the representation
of different item feature combinations, the specific definitions are as follows:

αh
i,m = exp

(
ψ(h)(Fi

u,F
m
u )

)
∑M

l=1 exp
(
ψ(h)(Fi

u,F
m
l )

) (3)

where i and m represent the currently calculated user features, h represents
the set number of heads, and M represents the total number of item features.
ψ(h)(Fi

u,F
m
u ) = <W(h)

q Fiu,W
(h)
k Fmu > is the size of the correlation coefficient between cur-

rent user feature i and user feature m. W (h)
q and W (h)

k are weights. The final correlation
coefficient between user feature i and user feature m on each head h is normalized by
(3) and then expressed as αh

i,m. The feature-interaction is expressed as:

emui =
H∑
h=1

M∑
k=1

α
(h)
Fm
u ,Fi

u
(W (h)

V eFi
u
) (4)

where W (h)
V is weight, emui represents the interactive embedding representation of user

feature i and user feature m. Then we can define a user preference for different user
feature interaction embedding. Its definition is shown as following:

αm
u =

∑H

h=1

exp
(
ψ(h)

(
eu, emu

))
∑M

l=1 exp
(
ψ(h)

(
eu, eml

)) (5)

where ψ(h)
(
eu, emu

)
represents the user preference for each interaction feature, h repre-

sents the number of heads, and m represents the total number of feature combinations.
The finally learned result represents the user preference for the current combined feature.
It is expressed as:

eFu=ReLU

(∑h

h=1

∑M

l=1
αm(h)
u

(
W (h)

V em(h)
u

))
(6)
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where ReLU () represents the nonlinear activation function, α
m(h)
u and em(h)

u represent
the preference coefficient and preference vector on each head.

2.3 Graph Neural Network Aggregation Layer

The historical interaction information between users and items is a reliable source of
user preference information, andwe refer to themethod of [6] tomodel the user’s higher-
order preference for items and item features by considering the features of the items.
The specific graph convolution operation is shown as follows:

m(k)
u←i=

1√|Nu||Ni| (W
(k)
1 e(k−1)

i +W (k)
2 e(k−1)

Fi
+ W (k)

3 (
(
e(k−1)
i ⊕ e(k−1)

Fi

)
� e(k−1)

u )) (7)

m(k)
i←u=

1√|Nu||Ni| (W
(k)
1 e(k−1)

u + W (k)
2 e(k−1)

Fu
+ W (k)

3 (
(
e(k−1)
i ⊕ e(k−1)

Fi

)
� e(k−1)

u ))

(8)

where eFi , eFu denote the item and feature embedding of the user,W1,W2,W3 denote the
coefficient matrix of the science department, ei denotes the embedding representation
of the item, and k denotes the current number of layers. Through the stacking of multi-
layer networks, the model can learn the influence of multi-hop neighbors on current
node. Meanwhile, the model updates the state representation of current node according
to the state of multi-hop neighbors at last. After passing through the stacking ofK layers,
vector representation of users and items can be displayed as:

e(K)
u = ReLU

⎛
⎝m(K)

u←u +
∑
i∈Nn

m(K)
u←i

⎞
⎠, e(K)

i = ReLU

⎛
⎝m(K)

i←i +
∑
i∈Nu

m(K)
i←u

⎞
⎠ (9)

where the final learned user vector is denoted as eu, and the item embedding is denoted
as ei. It should be noted that after combining item features and item features indirectly
represented by item features, the dimensions of user embedding eu and item embedding
ei are updated from the original Rn×d set to Rn×2d .

2.4 Prediction Layer

After the above propagation, we learn the user preference for each item. This is very
meaningful. We can clearly understand why users choose this item and also learn that
items with this attribute are of interest to users. Then, we express the user preference for
items of each attribute by making points between the user embedded representation and
the embedded representation of items with different attributes.

yATGCF (u, i, f ) = eTu ei (10)

The user preference for different types of items can be expressed in a variety of ways.
For example, calculating the distance between each embedding is used to represent the
user’s preference for different kinds of items. In this paper, we use the dot product [9]
which was often used in existing researches.
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2.5 Model Training

The overall model process is shown in Fig. 2. We use the BPR [12] loss to train the
model. For each user, we calculate the preference for positive and negative samples, and
then update the learnable parameters according to the difference between positive and
negative samples. The overall loss is calculated as follows:

Loss =
∑

(u,i,j)∈O
−lnσ

(
yui − yuj

) + λ‖�‖2 (11)

where O = {(u, i, j)|(u, i) ∈ R+, (u, j) ∈ R−} represents the paired training samples,
and 〈u, i〉 represents the set of positive samples and 〈u, j〉 represents the set of negative
samples.σ() represents the activation function, and� represents the trainable parameters
in the model and λ controls the L2 regularization strength to prevent overfitting. The
optimizer chooses Adam [13] in our proposed algorithm.

Fig. 2. An illustration of ATGCF model architecture

2.6 Complexity Analysis

In terms of complexity, the ATGCF model is simpler than the traditional CF model.
Assuming our input matrix dimension is Rd×d , the number of layers is L, and the
number of nodes is n. Compared to MF which is the most concise embedding based
on the recommendation model, our ATGCF only uses d2

l level parameters in the graph
convolution layer. The overall complexity is O

(
n2d + ddl−1

)
. The additional cost of

such model parameters is almost zero and negligible, considering that L is usually a
number less than or equal to 3, and dl is typically set as the embedding size, which is
much smaller than the number of users and items.

3 Experiment

3.1 Dataset Description

To evaluate the effectiveness of ATGCF, we conduct experiments on three benchmark
datasets: Amine, MovieLens-1m, and Amazon-book, which are publicly accessible and
vary in terms of domain, size, and sparsity. We summarize the statistics of three datasets
in Table 1.
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Amine: This is a dataset from Kaggle website for anime recommendation. For each
user we keep at least 20 more interactions.

MovieLens-1m: A public movie recommendation dataset for scientific research [14].

Amazon-Book: This is a widely used product recommendation dataset [15]. Similarly,
it is also guaranteed that each user interacts with at least 20 items.

Table 1. Statistics of the datasets.

Dataset #Users #Items #Interactions

Amine 15506 34325 2601998

MovieLens-1m 6040 5953 1000209

Amazon-Book 51639 84355 2648963

We consider each interaction directly observed in the training set to be recorded as
a positive instance and randomly sample as a negative sample from the set of items that
user has never interacted with.

3.2 Experimental Settings

Evaluation Metrics. For each method the output the user’s preference scores over
all the items. To evaluate the effectiveness of top-K recommendation and preference
ranking, we adopt three widely-used evaluation protocols: recall@K, precision@K and
ndcg@K.We evaluate the results of our model under different K values.We demonstrate
the average metrics for all users in datasets.

To demonstrate the effectiveness, we compare our proposed NGCF with the
following baselines:

• ItemCF: The algorithm learns item representations based on the historical interaction
records of user items, considers that similar item vector representations are close, and
finally recommends items based on similarity.

• MF: This is matrix factorization optimized by the Bayesian personalized ranking
(BPR) loss, which exploits the user-item direct interactions only as the target value
of interaction function.

• NeuMF:Themethod is a state-of-the-art neural CFmodel which usesmultiple hidden
layers above the element-wise and concatenation of user and item embeddings to
capture their non-linear feature interactions.

• NGCF: NGCF is the state-of-the-art graph neural network model which has some
special design to fit graph neural network into recommender system. Here only target
behavior is used to build the user-item bipartite graph.

• PUP [8]: The state-of-the-art graph neural network model which has some special
design to fit sensitivity of a user on item price. Effectively establish the potential
relationship between user to commodity and commodity to price.
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Parameters Settings. Our ATGCF is implemented in Pytorch. The embedding size is
fixed to 64 for all models. We optimize all models with Adam optimizer, and the batch
size is 4096. In terms of hyperparameters, we apply a grid search for hyperparameters:
the learning rate is tuned amongst [0.0001, 0.0005, 0.001, 0.005], and for baselinemodels
we randomly select 80% of historical interactions of each user to constitute the training
set, and treat the remaining as the test set. When training ATGCF, we found that only
10% of the data is needed to achieve the best results. It demonstrates that our model has
good performance in the face of small samples. L2 normalization coefficient is tuned in
[1e7, 1e6, 1e5, 1e4, 1e3].

3.3 Overall Performance

We compare the performance of our proposed algorithmATGCFwith all other baselines.
The results on three datasets are reported onTable 2, Table 3 andTable 4. From the results,
we have the following observations.

Model Effectiveness. Based on these tables, we find that our ATGCF overperforms all
baselines substantially on all Recall@K,Precision@KandNDCG@Kmetrics. The aver-
age improvement of ourmodel to the best baseline is 5.62%, 3.95%and 5.20% forRecall,
Precision and NDCG on the Amine dataset; 3.60%,5.95% and 6.00% on MovieLens-
1m dataset; 4.07%, 6.80% and 4.30% on Amazon-Book dataset, which justifies the
effectiveness of our model.

Table 2. Comparisons on Amine and improvement comparing with the best baseline.

Method Recall@20 Recall@30 Recall@40 Recall@50 Precisio@10 Precisio@20 Ndcg@20

ItemCF 0.0286 0.0304 0.0401 0.0412 0.0260 0.0201 0.0115

MF 0.0354 0.0446 0.0524 0.0644 0.0311 0.0231 0.0214

NCF 0.0402 0.0542 0.0644 0.0685 0.0342 0.0256 0.0256

NGCF 0.0434 0.0580 0.0669 0.0772 0.0358 0.0294 0.0294

PUP 0.0482 0.0574 0.0684 0.0784 0.0336 0.0296 0.0304

ATGCF 0.0535 0.0616 0.0702 0.0806 0.0372 0.0308 0.0320

Improve 10.9% 6.2% 2.6% 2.8% 3.9% 4.0% 5.2%
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Table 3. Comparisons on MovieLens-1m and improvement comparing with the best baseline.

Method Recall@20 Recall@30 Recall@40 Recall@50 Precisio@10 Precisio@20 Ndcg@20

ItemCF 0.0214 0.0238 0.0446 0.0512 0.0332 0.0327 0.0396

MF 0.0384 0.0425 0.0584 0.0748 0.0559 0.0445 0.0425

NCF 0.0401 0.0554 0.0644 0.0864 0.0532 0.0496 0.0489

NGCF 0.0443 0.0647 0.0839 0.1026 0.0604 0.0584 0.0504

PUP 0.0455 0.0665 0.0856 0.1048 0.0588 0.0596 0.0548

ATGCF 0.0482 0.0689 0.0884 0.1070 0.0645 0.0627 0.0581

Improve 5.9% 3.6% 3.2% 2.0% 6.7% 5.2% 6.0%

Table 4. Comparisons on Amazon-Book and improvement comparing with the best baseline.

Method Recall@20 Recall@30 Recall@40 Recall@50 Precisio@10 Precisio@20 Ndcg@20

ItemCF 0.0184 0.0196 0.0312 0.0452 0.0186 0.0195 0.0356

MF 0.0250 0.0267 0.0524 0.0624 0.0254 0.0201 0.0518

NCF 0.0265 0.0288 0.0644 0.0665 0.0262 0.0225 0.0542

NGCF 0.0348 0.0387 0.0669 0.0731 0.0328 0.0257 0.0630

PUP 0.0382 0.0415 0.0684 0.0754 0.0316 0.0285 0.0624

ATGCF 0.0408 0.0426 0.0713 0.0775 0.0358 0.0298 0.0651

Improve 6.8% 2.6% 4.2% 2.7% 9.1% 4.5% 4.3%

Multi-features Models Work Well. In the comparison of MF, NCF, and NGCF, we
can find that adding item features information into predicting (PUP and ATGCF) can
improve the performance.And through the results, wefind thatATGCFoutperformsPUP
on average by 10.9% on Recall@20, 4% on Precision@20, and 5.2% on NDCG@20,
which also shows that multi-feature fusion will be better than single-feature fusion.

Our Model is the Best Model that can Mine Users’ Potential Preferences for Items
withMulti-features. Comparing with the graph neural network models that can extract
user potential preferences such as NGCF and PUP, our ATGCF performs the best. That
can be explained in two folds. In terms of item preference, neither NGCF nor PUP has
uncovered the user deep preference for interacted items, which may lead to the loss of
some information in original data. In terms of feature processing, PUP only considers
the impact of a single feature (price) on user selection and does not comprehensively
consider the situation of multi-features. Fortunately, our ATGCF fully considers the
influence of multiple features on user selection, and can dig out the user preference for
different mixed features.
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3.4 Model Analysis

As the feature interaction propagation layer plays a pivotal role inATGCF,we investigate
its impact on the performance. We first explore the impact of different feature embed-
ding methods on the model, and then study the performance of ATGCF with different
proportions of training data.

ATGCF-F. Learning by directly adding the features of items and then integrating them
into the network. The method neither understands user preferences for different features
nor the impact of different feature combinations.

ATGCF-IF. Learning the user’s preference for each item feature by using the self-
attention mechanism. On the basis of considering features, the user’s preferences for
different features are considered.

ATGCF. Modeling user preferences for different interaction features based on con-
sideration of different feature preferences. The user preference for different feature
combination items is learned through the multi-head attention mechanism plus MLP.

Fig. 3. (a) The influence of different feature extraction components onATGCF, (b) The sensitivity
analysis of ATGCF to user’s feature preference under different interaction frequencies.

In order to analyze the necessity of each feature selection method, we use the three
methods (ATGCF-F, ATGCF-IF andATGCF) to extract the user preferences for different
item features. The results are shown in Fig. 3(a), the effect of learning interaction features
from the results is significantly better than that of using the attention mechanism to learn
the users preference for item features.Meanwhile, using the attentionmechanism to learn
the user’s preference for different items also achieve better performance than simply
adding item features. Therefore, the mechanism we design to learn user preferences
for items with different combinations of features is necessary and can obtain better
performance.

Meanwhile, we analyze the sensitivity ofATGCF to features.We use the total number
of interactions in the dataset divided by the number of users in the dataset (emphasizing
the role of features) define the user interaction frequency, and obtain the interaction
frequency size of MovieLens-1m 165, Amine 167 and Amazon-Book 51, separately. As
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long as the interaction frequency is high, itmeans thatwe can extractmoreuser’s selection
history of items.Moreover, we canmore accurately extract the user’s preference for item
features. The experimental results are shown in Fig. 3(b). The higher the interaction
frequency of the dataset, the better the effect of the ATGCF model. It also demonstrates
the sensitivity of our model to item features and the rationality of our model design.

Fig. 4. Analysis of the recall and accuracy results of ATGCF with different training ratios in
MovieLens-1m.

We evaluate the performance of our proposed algorithmwith different training ratios
and find that ATGCF requires less training data and achieve better performance. As
shown in Fig. 4, the ordinate represents the performance value achieved by each method.
The decimal at the end of each method in the lower right corner represents the ratio of
the training samples to the total dataset. We find that while the ratio of 0.5 performs the
best, ATGCF also achieves relatively good performance with a ratio of 0.1. The baseline
model achieves the best effectiveness at a ratio of 0.7–0.8 [8]. The results indicates
that even with little user interaction data, better recommendations can be made to users
on the premise of understanding user preferences for item features. However, as the
number of training increases, overfitting will occur, and we guess that the model fits
unrepresentative features due to too many training times.

4 Conclusion

In this work, we study the feature interaction graph neural network recommendation
model, and propose a graph neural network model ATGCF. We inject user and multi-
features into a user-features interaction layer composed of multi-head-attention and
fully connected layers to capture the user potential preference for multi-features. Then
we build a user-features-item bipartite graph and design the corresponding graph aggre-
gation layer to obtain the high-order connectivity among user, features and items. Ulti-
mately, experiments on three public datasets demonstrate that our model outperforms
the best baseline model in 4.43%, 5.56% and 5.16% for Recall, Precision and NDCG.
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