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Abstract. Forest fires have a very bad impact on the natural environment and
human beings. To protect the environment and enhance human safety, it is impor-
tant to detect the source of a fire before it spreads. The existing fire detection
algorithms have a weak generalization and do not fully consider the influence of
fire target size on detection. To enhance the ability of fire detection of different
sizes, ground fire data and Unmanned Aerial Vehicle (UAV) forest fire data are
combined in this paper. To improve the detection accuracy of the model, a cosine
annealing algorithm, label smoothing, and multi-scale training are introduced.
The experimental results show that the Improved-YOLOv5s model proposed in
this paper has strong generalization and a good detection effect for different sizes
of fires. The mean Average Precision (mAP) value reaches 88.7%, 8% higher
than that of YOLOv5s mAP. The proposed model has the advantages of strong
generalization and high precision.
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1 Introduction

Forests are known as the “lungs of the earth”. As a kind of natural ecosystem, forests can
regulate climate, purify the air and maintain ecological balance [1]. However, in recent
years, frequent forest fires have inflicted devastating blows on many forest ecosystems,
not only burning trees, affecting soil quality, but also having a significant impact on
human society [2, 3]. After the flame spreads, it is difficult to carry out fire fighting
work, so it is very important to find the fire source in time [4].

There are two approaches to fire detection: sensor-based and vision-based. Sensor-
based fire detection requires close activation of sensors to collect sensitive information
on the fire scene. The fire alarm detection system designed by Dasari [5] uses a smoke
sensor and a flame sensor to detect the flame and uses the global mobile communication
system to notify the user remotely. Noureddine [6] uses a unimodal approach to detect
fires (the sensed data is scalar in nature, such as temperature and humidity). Due to
the high cost of sensor-based detection systems and complex detection conditions [7],
vision-based detection systems have fast response, wide-coverage, and low deployment
costs [8]. Therefore, vision-based fire detection has attracted more and more attention.

In the early development of computer vision,machine learning algorithmsflourished,
and the development of fire detection was accompanied by machine learning methods.
Mithira et al. [9] used a Bayesian classifier and Support VectorMachine (SVM) classifier

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
E. Pimenidis et al. (Eds.): ICANN 2022, LNCS 13532, pp. 88–100, 2022.
https://doi.org/10.1007/978-3-031-15937-4_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15937-4_8&domain=pdf
https://doi.org/10.1007/978-3-031-15937-4_8


Fire Detection Based on Improved-YOLOv5s 89

to analyze the features of the Histogram of Oriented Gradient (HOG) extracted from
images. To achieve higher detection accuracy; Jin and Lu [10] extracted the fire motion
information and color information and improved the Local Binary Pattern (LBP) features
in the color information to achieve better detection performance. Mishra et al. [11]
achieved accurate and efficient prediction by combining RGB, YCbCr, and CIE-LAB
color features. Wahyono et al. [12] proposed a new framework for fire detection based
on color, motion, and shape features combined with machine learning techniques to
accelerate detection speed while maintaining accuracy. Although machine learning can
achieve good detection results, it still cannot get rid of the shortcomings of manual
extraction. Fire detection is faced with the problem of background complexity and target
diversity, which makes it impossible for humans to discover the deep features hidden in
pixel information with naked eyes [13, 14]. The emergence of the deep learning method
brings a new development path to fire detection.

Deep learning methods can realize automatic feature extraction, which makes flame
detection based on image classification more efficient [15]. Existing object detection
algorithms can be roughly divided into two categories: two-stage algorithms and one-
stage algorithms. The algorithm of the two-stage is to locate first and then classify; the
algorithm of the one-stage completes two tasks at the same time. Zhang [16] adopted
Faster Regional Convolutional Neural Network (Faster R-CNN) to detect wildland for-
est fire smoke, avoiding the complex manual feature extraction process in traditional
video smoke detection methods. Barmpoutis [17] combined Faster R-CNN with multi-
dimensional texture analysis, and the detection accuracy was improved. Saponara [18]
developed a detection technique using R-CNN to measure smoke and fire features in
restricted video surveillance environments. These two-stage algorithms, although high
in accuracy, are slow in detection. To address this problem, efficient object detection
frameworks (one-stage algorithms) are proposed, such as You Only Look Once (YOLO)
and Single Shot MultiBox Detector (SSD). Wu [19] judged that the one-stage algo-
rithm has a better real-time performance by comparing the ability of Faster R-CNN,
YOLOv3, and SSD to detect fire. Wang [20] proposed a lightweight fire detection model
using MobileNetV3 to replace the backbone network of YOLOv4, and the inference
speed was accelerated by 3 times. Xu [21] integrated YOLOv5 and EfficientDet to com-
plete the fire detection process, while using EfficientNet to learn global information, the
detection performance was improved by 2.5%–10.9%. Since forest fire detection needs
to take into account the accuracy and speed, this paper improves the YOLOv5 network
on this premise.

The main contributions of this paper are as follows:

• To improve the detection accuracy, the Focus module in the backbone network is
replaced by the Convolution layer, the BatchNorm layer, and the Sigmoid Weighted
Liner Unit layer (CBS);

• To speed up the inference process of the model, the Spatial Pyramid Pooling (SPP)
module is upgraded to the Spatial Pyramid Pooling Faster (SPPF) module;

• Use the cosine annealing algorithm and the warm-up learning rate decay strategy to
replace the original linear decay strategy to make the model more effective;

• Label smoothing is used to prevent overfitting;
• Use multi-scale training to improve the detection accuracy of the model.
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2 Method

2.1 Data Collection and Preprocessing

Data Collection. To enhance the generalization ability of the model, the dataset in
this paper contains flames of different shooting heights, different forest scenes, differ-
ent times, and different burning ranges. The large number of pictures taken by drones
included in it ensure the model’s ability to detect small flames.

Due to the scarcity of public fire datasets, this paper collected three sets of public
datasets for experiments, namely the public datasets of the Computer Vision and Pat-
tern Recognition Laboratory of Keimyung University in Korea [22], the FIRESENSE
database [23], and the public datasets of Durham University. The dataset [24], with a
total of 2059 images (Fig. 1a). To enhance the generalization effect of the model and
improve the detection ability of the model for small target flames, the data set also con-
tains 1853 pieces of UAV forest flame data published by Northern Arizona University,
Fire Luminosity Airborne-based Machine learning Evaluation (FLAME) [25] (Fig. 1b),
and 1549 flame data of the drone data taken by ourselves (Fig. 1c). The final experimental
data has a total of 5461 flame pictures.

Images are marked with “fire” using LabelME software to generate XML files. In
the experiment, the data set is divided into the training set, validation set, and test set
according to the ratio of 8:1:1.

Fig. 1. Dataset example, where a is ordinary fire data, b is FLAME drone data, and c is our drone
data.

Data Preprocessing. To further enhance the generalization of themodel, we preprocess
the images using mosaic data augmentation. Mosaic data enhancement is to stitch four
pictures into one picture, and these four pictures are randomly flipped, scaled, color
gamut changed, and panned (Fig. 2). The probability of image scaling and flipping is
50%, the probability of hue, saturation, and brightness in the color gamut change is
1.5%, 70%, and 40%, respectively, and the probability of panning is 10%.

The uneven distribution of small objects in the dataset on the images will lead to
insufficient training. After using mosaic data enhancement, the distribution of small
targets will become uniform, so mosaic data enhancement can improve the detection
ability of small targets.
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Fig. 2. Mosaic data augmentation.

2.2 Network Model

YOLOv5 is the latest YOLO network, which achieves the effect of fast detection speed
and high detection accuracy. It is mainly composed of the backbone network, neck, and
head. In this experiment, we fine-tuned the network structure of YOLOv5, replacing the
Focus module in the backbone network with the CBS module, and the SPP module in
the neck with the SPPF module. The overall network model is shown in Fig. 3.

Fig. 3. Overall network structure diagram.

SPPF. The SPPF module is called fast spatial pyramid pooling, which can transform
feature maps of arbitrary size into feature vectors of fixed size. Compared with the SPP
module, SPPF (see Fig. 4) divides the features obtained through the maximum pooling
layer into two parts, one is used for final splicing and the other is continued pooling, and
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features of different levels are obtained through different sub-pooling. The final effect
of both SPP and SPPF is to obtain eigenvectors of fixed size, but SPPF is about 4 times
faster.

Fig. 4. SPPF.

2.3 Cosine Annealing + Warm-Up

In the training of the deep learning algorithm, the method of gradient descent is adopted
to optimize the model, and the standard weight update formula is Eq. 1:

W+ = α ∗ gradient (1)

where W is the weight; α is the learning rate.
The learning rate α controls the step of gradient update. The larger α is, the faster

the weight changes and the faster it reaches the optimal point. If α is 0, the network will
stop updating. In the whole process of gradient descent, assuming that the learning rate
is constant if the learning rate is set too small, the gradient descent speed will be too
slow; if the learning rate is set too large, the model will finally be difficult to converge
and hover around the minimum value. So it’s very important to change the learning rate
dynamically. So model training introduces the concept of learning rate decay strategy.

The cosine annealing algorithm (Eq. 2) is a learning rate decay strategy. The principle
of the cosine annealing algorithm is to reduce the learning rate from an initial value
following a cosine function to zero. Slowly reduce the learning rate at the beginning,
almost linearly reduce the learning rate in the middle, and slowly reduce the learning
rate again at the end.

ηt = ηimin + 1

2

(
ηimax − ηimin

)(
1 + cos

(
Tcur
Ti

π

))
(2)

where, i represents the index times, ηimax and ηimin represent the maximum and minimum
values of the learning rate respectively. Tcur represents how many epochs have passed
since the last restart. Ti represents howmany epochs need to be trained for the i th restart.

Warm-Up is a way to warm up the learning rate. Since the model weight is randomly
generated at the beginning of training, if the learning rate is too large at this time, the
model will be oscillated (unstable). If Warm-Up is selected, the learning rate at the
beginning of training will be small, and the model will gradually stabilize. The pre-
set learning rate is used for training, which makes the model convergence speed faster
and the model effect better. We combine the two methods to obtain the learning rate
transformation of this experiment (see Fig. 5).
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Fig. 5. Learning rate curve.

2.4 Label Smoothing

Because the samples of the dataset aremanually labeled, there are usually a small number
of incorrect labels, which can affect the prediction effect. Label smoothing is to assume
that there may be errors in the label in the training process, avoid “excessive” trust in
the label of the training sample, and improve the problem of poor generalization ability.

Label smoothing (Eq. 3–4) combines uniformdistribution and replaces the traditional
one-hot encoded label vector yhot with the new label vector y

∧

i:

y
∧

i = yhot ∗ (1 − α) + α/K (3)

y
∧

i =
{
1 − α, i = target
α/K, i �= target

(4)

where K is the number of label categories and α is the hyperparameter that determines
the smoothness quantity, α is a small hyperparameter (generally 0.1).

Distribution of label smoothing is equivalent to adding noise to the real distribution,
which prevents the model from being too confident about the correct labels and reduces
the difference between the output values of positive and negative samples, thus avoiding
over-fitting and improving the generalization ability of the model.

2.5 Multi-scale

Multi-scale training has been proven to be an effective way to improve performance. The
size of the input image has a great influence on the performance of the detection model.
In the basic network part, the feature image is often generated tens of times smaller than
the original image, resulting in the feature description of small objects not easy to be
captured by the detection network. By inputting larger and larger images for training,
the robustness of the detection model to object size can be improved to a certain extent.
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Multi-scale training refers to setting several different image input scales and iterations
randomly selecting a scale during training. In this way, the trained model has strong
robustness, which can accept images of any size as input, and the test speed will be
faster by using images of small scale.

3 Result

The experiment is deployed on a computer with an I9-7920X CPU and a GeForce
RTX 2080Ti GPU. We used Pytorch deep learning framework for modeling and called
CUDA, Cudnn, and OpenCV libraries to train and test the forest fire detection model. In
the experiment, the training and test pictures were randomly scaled to 640 × 640. The
SGD optimizer was used to optimize the network, and the setting of hyperparameters
was shown in Table 1.

Table 1. Hyperparameter settings.

Parameter value Parameter value

Learning rate (lr) 0.01

Warm Up epochs 3.0

Warm Up momentum 0.8

Warm Up bias lr 0.1

Momentum 0.937

Batch size 16

Number of iterations 100

3.1 Evaluation Index Calculation Formula

To compare the difference in detection effect among different models, three evaluation
indexes, precision (Eq. 5), recall (Eq. 6), andmAP(Eq. 7), are introduced to quantitatively
compare model performance.

Precision = TP

TP + FP
(5)

Recall = TP

TP + FN
(6)

mAP =
∑N

k=1
P(k)�R(k) (7)

Among them, True Positive (TP) means that the sample is positive and the prediction
result is positive, FalseNegative (FN)means that the sample is positive and the prediction
result is negative, and FP (False Positive) means that the sample is negative and the
prediction result is positive. In Eq. 7, N represents the number of all pictures in the
test set, P(k) represents the value of Precision when k pictures can be recognized, and
�R(k) represents that the number of recognized pictures changes from k −1 to k time
(by adjusting the threshold) the change of the recall value.
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3.2 Results Presentation

To compare the progress of each modification on the experiment, we conducted five
control experiments, and each control experiment was modified by one step based on
the previous one. Since adding the modified method name directly after the model name
will cause the name to be too large. Therefore, letters A~E are used to represent different
control experiments. The correspondence between letters A~E and experiments is shown
in Table 2.

Table 2. Correspondence between letters and models

Letter Model

A YOLOv5s

B YOLOv5s + CBS + SSPF

C YOLOv5s + CBS + SSPF + cosine annealing

D YOLOv5s + CBS + SSPF + cosine annealing + label smoothing

E (Our model) YOLOv5s + CBS + SSPF + cosine annealing + label smoothing +
multi-scale

Figure 6 is a curve of the evaluation index as the number of training iterations
increases. As can be seen from the figure, Experiment E as a whole is the best performing
model in terms of precision, recall, and mAP. The original model is the worst in any
aspect, so it can be concluded that our modification is very helpful to improve the
detection effect.

To show the improvement of themodel more intuitively, Table 3 shows the result data
of the four evaluation indicators, where mAP_0.5 represents the average accuracy of the
model when the threshold is 0.5, and mAP_0.5:0.95 represents the average accuracy of
themodel when the threshold is 0.95. It can be seen from the table that comparedwith the
previous set of experiments, the precision of experiments B, C, and E is improved, but
the recall remains unchanged, which proves that modifying the model structure, using
the cosine annealing algorithm and setting multi-scale can reduce the false detection
rate, that is, the target that is not a flame is not detected as a flame, which enhances the
detection ability of similar targets. The recall value of experiment D is increased and the
precision is decreased, which proves that label smoothing improves the overall detection
level, and thus improves the false detection rate, but overall the improvement of flame
detection is still stronger, so the mAP increases. In general, mAP is 8% higher than
that of YOLOv5s, which is a great improvement. Among them, the cosine annealing
algorithm contributes the most to the improvement of the model detection effect.
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Fig. 6. Change curve of evaluation indexes.

Table 3. Comparison of evaluation index results.

Model Precision Recall mAP_0.5 mAP_0.5:0.95

YOLOv5s 0.77804 0.7834 0.80621 0.35018

YOLOv5s + CBS + SSPF 0.81124 0.78409 0.81004 0.36408

YOLOv5s + CBS + SSPF + cosine
annealing

0.90271 0.78409 0.85961 0.44868

YOLOv5s + CBS + SSPF + cosine
annealing + label smoothing

0.87013 0.81439 0.86947 0.45218

YOLOv5s + CBS + SSPF + cosine
annealing + label smoothing + multi-scale
(Our model)

0.94685 0.81061 0.88712 0.45584

To demonstrate the detection ability of the model for objects of different sizes in
different environments, Tables 4 and 5 show the detection effects of the five models on
common datasets and UAV datasets. Among them, Table 4 shows the detection effect of
ordinary flame data, and Table 5 shows the detection effect of UAV data. From the table,
it can be seen that experiment E is better in terms of both the number of detections and
the accuracy. Especially in the UAV image, the flame target is too small and easy to be
missed, and the missed detection rate of the model in this paper is the lowest.
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Table 4. Detection results of normal data.

Mode
l Detec on results

A

B

C

D

E

4 Discussion

In Sect. 3.2, we discuss the application performance of Improved-YOLOv5s in different
scenarios. The Improved-YOLOv5s model proposed in this paper has achieved good
results in detecting targets of different scales, targets in different environments, and
targets from different angles. It not only provides real-time detection but also has good
robustness in practical applications. Nonetheless, we found that there are still problems
of false detection of fire-like objects and missed detection of severely occluded objects
during testing. This phenomenon may be caused by the variability of flames and the
complexity of fire spread in the actual environment. It is worthmentioning that this is also
an urgent problem to be solved by current object detection models [26]. Encouragingly,
these difficulties are not insurmountable. A more powerful feature extraction network
[27, 28] or an attention mechanism [29] can be selected to enhance the learning ability
of the model. In future work, the structure of the Improved-YOLOv5s model will be
further optimized, and the focus will be on the image feature extraction stage. It is hoped
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Table 5. Detection results of UAV data.

Mode
l Detec on results

A

B

C

D

E

that the generalization ability of Improved-YOLOv5s can be further improved through
transfer learning.

5 Conclusion

Forest is an important natural resource, it is very important to grasp the prevention
and control of forest fire. In this paper, we put forward a forest fire detection model
with strong generalization, which is convenient for the follow-up fire fighting work. To
improve the detection effect of the model, the Focus module and SPP module are modi-
fied structurally. Cosine annealing algorithm, label smoothing, and multi-scale training
are introduced in the training. Compared with the original network, the mAP of the mod-
ified network is improved by 8%. In the future, we will further study the characteristic
differences between fires and similar targets to further improve the model accuracy and
speed up detection.
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