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Preface

This yearADBIS – theConference onAdvances inDatabases and Information Systems –
celebrated its 26th anniversary.

The first ADBIS conference was held in Saint Petersburg, Russia (1997). Since
then, ADBIS has taken place annually, with previous editions were held in: Poznan,
Poland (1998); Maribor, Slovenia (1999); Prague, Czech Republic (2000); Vilnius,
Lithuania (2001); Bratislava, Slovakia (2002); Dresden, Germany (2003); Budapest,
Hungary (2004); Tallinn, Estonia (2005); Thessaloniki, Greece (2006); Varna, Bulgaria
(2007); Pori, Finland (2008); Riga, Latvia (2009); Novi Sad, Serbia (2010); Vienna,
Austria (2011); Poznan, Poland (2012); Genoa, Italy (2013); Ohrid, North Macedonia
(2014); Poitiers, France (2015); Prague, CzechRepublic (2016);Nicosia, Cyprus (2017);
Budapest, Hungary (2018); Bled, Slovenia (2019); Lyon, France (2020); and Tartu,
Estonia (2021).

The official ADBIS portal – http://adbis.eu – provides up to date information on
all ADBIS conferences, committees, publications, and issues related to the ADBIS
community.

The 26th ADBIS was held in Turin, Italy, during September 5–8, 2022, as a
hybrid event. It received significant attention from both the research and industrial
communities, as 90 papers were submitted to the conference. The papers were reviewed
by an international Program Committee consisting of 85 members. The Program
Committee selected 28 short papers from the main ADBIS conference, an acceptance
rate of 42%, for inclusion in this volume. These papers cover the following topics:
data modeling and visualization, data processing (fairness, cleaning, pre-processing),
information and process retrieval, data access optimization, graph data, data science,
and machine learning.

Additionally, this volume includes papers accepted at the five workshops and
Doctoral Consortium, which accompanied ADBIS 2022. Each workshop had its own
international Program Committee, whose members served as the reviewers of papers
included in this volume. The maximum paper acceptance rate at each of these events did
not exceed 50%. In total, 53 papers were submitted to these workshops, out of which
26 were selected for presentation and publication in this volume, giving an overall
acceptance rate of 49%.

The following five workshops were run at ADBIS 2022:
DOING: 3rd Workshop on Intelligent Data – From Data to Knowledge, chaired

by Mirian Halfeld-Ferrari (Université d’Orléans, France) and Carmem S. Hara
(Universidade Federal do Parana, Brazil). The idea underlying DOING is to gather
researchers in natural language processing, databases, and artificial intelligence to
discuss two main problems: (1) how to extract information from textual data and
represent it in knowledge bases, and (2) how to propose intelligent methods for
handling andmaintaining these databaseswith new forms of requests, including efficient,
flexible, and secure analysis mechanisms, adapted to the user, and with quality and
privacy preservation guarantees.

http://adbis.eu
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K-GALS: 1st Workshop on Knowledge Graphs Analysis on a Large Scale, chaired
by Mariella Bonomo (University of Palermo, Italy) and Simona E. Rombo (University
of Palermo, Italy). The goal of K-GALS is to provide participants with the opportunity
to introduce and discuss new methods, theoretical approaches, algorithms, and software
tools that are relevant to the knowledge graphs based research, especially when it is
focused on a large scale. Relevant issues include how knowledge graphs can be used
to represent knowledge, how systems managing knowledge graphs work, and which
applications can be provided on top of a knowledge graphs, in a distributed environment.

MADEISD: 4th Workshop on Modern Approaches in Data Engineering and
Information System Design, chaired by Ivan Luković (University of Belgrade, Serbia),
Slavica Kordić (University of Novi Sad, Serbia), and Sonja Ristić (University of Novi
Sad, Serbia). The main goal of MADEISD is to address open questions and real
potentials for various applications of modern approaches and technologies in data
engineering and information system design so as to develop and implement effective
software services in support of information management in various organization
systems.

MegaData: 2nd Workshop on Advanced Data Systems Management, Engineering,
and Analytics, chaired by Feras M. Awaysheh (University of Tartu, Estonia), Fahed
Alkhabbas (Malmö University, Sweden), and Said Alawadi (Uppsala University,
Sweden). MegaData aims to report on the advances and trends in database deployment
models and environments from both the infrastructure and application levels. This year,
questions related to how to develop data as the foundation for advanced databases and
information systems and what the next generation of data systems will look like led the
discussion on the latest trends in modern data systems.

SWODCH: 2nd Workshop on Semantic Web and Ontology Design for Cultural
Heritage, chaired by Antonis Bikakis (University College London, UK), Roberta
Ferrario (ISTC-CNR, Italy), Stéphane Jean (University of Poitiers and ISAE-
ENSMA, France), Béatrice Markhoff (University of Tours, France), Alessandro
Mosca (Free University of Bozen-Bolzano, Italy), and Marianna Nicolosi Asmundo
(University of Catania, Italy). The foundational purpose of SWODCH is to gather
original research work about both application and foundational issues emerging from
the design of conceptual models, ontologies, and Semantic Web technologies for the
digital humanities, here understood according to its broader definition including cultural
heritage, digital history, archaeology, and related fields. The application-oriented focus
of SWODCH, on the other hand, aims at bringing together stakeholders from various
scientific fields involved in the development or deployment of Semantic Web solutions,
including computer scientists, data scientists, and digital humanists.

The ADBIS 2022 Doctoral Consortium (DC) provided a forum for PhD students to
present their research projects to the scientific community. DC papers describe the status
of PhD students’ research, a comparison with relevant related work, their results, and
plans on how to experiment, validate and consolidate their contribution. Through the
Doctoral Consortium, PhD students receive feedback from a selected group of mentors
about potential opportunities and perspectives and suggestions to pursue their work.
The PhD Consortium allows PhD students to establish international collaborations with
members and participants of the ADBIS community.
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The 2022 edition of the ADBIS DC included seven papers accepted after a very
selective peer-review process, which are published in this volume. Additionally, the
ADBIS 2022 DC program included a panel about strategies for preparing for post-
PhD life with professionals with accomplished careers in academia, industry, and
entrepreneurship.

The ADBIS 2022 Organizing Committee supported diversity and inclusion by
offering some grants, supporting a few researchers to participate in the conference
and become part of the ADBIS community. All the grants were assigned based on
the underrepresented community, gender, and role/position. The grants include:

– two free regular registrations, assigned to researchers from Argentina and Brazil,
– three regular registration fee discounts of 200 Euros, assigned to researchers from
Estonia, Lebanon, and Italy, and

– four regular registration fee discounts of 150 Euros, assigned to researchers from
Croatia, France, and Italy.

We would like to wholeheartedly thank all participants, authors, PC members,
workshop organizers, session chairs, doctoral consortium chairs, workshop chairs,
volunteers, and co-organizers for their contributions in making ADBIS 2022 a great
success. We would also like to thank the ADBIS Steering Committee and all sponsors.

July 2022 Silvia Chiusano
Tania Cerquitelli
Robert Wrembel

Kjetil Nørvåg
Barbara Catania

Genoveva Vargas-Solar
Ester Zumpano
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Abstract. The investigation subject of this paper is an extensible con-
ceptual data model. Formal semantics of an algebra of hierarchical rela-
tions is proposed. Extensibility concept of conceptual data model is dis-
cussed. A non-formal example of extending the conceptual data model is
considered. Conceptual schema is defined as a set of OPENMath attri-
bution objects.

Keywords: Conceptual data model · Hierarchical relations algebra ·
Data integration · Reasoning rules · OPENMath

1 Introduction

Conceptual modeling has been the subject of intense research since the late
1970s. Prerequisites for such research is that database systems usually have lim-
ited knowledge about the meaning of the data stored in them [1]. In fact, they
allow to manipulate data of certain simple types. Any more complex interpre-
tation is left to the user. In this context, the issues of formal knowledge repre-
sentation in the form of a set of concepts of some subject domain and relations
between them are topical. Such representations are used for reasoning about
entities of the subject domains, as well as for the domains description. Thus,
conceptualization of subject domain assumes accessing and managing the data
in terms of the conceptual entities. The emergence of new data management
paradigms, as well as the many directions in which modern database systems
are evolving, leads to the idea of developing an extensible conceptual data model.

In particular, the data integration concept is an example of a very important
direction in which modern database systems are evolving. Analysis of existing
approaches to data integration can be found in [2]. Basically, these works are
devoted to the problems of integrating homogeneous data sources. Typically, an
extended relational or object data model was used as the target data model. In
this connection, using the XML data model as the target one is preferred, as
this model is some compromise between conventional and semistructured data
models.
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The emergence of the polyglot persistence approach is another argument
to develop an extensible conceptual data model. This is explained by the fact
that different databases are designed to solve different problems. Using a sin-
gle database engine for all of the requirements usually leads to non-performant
solutions (for more details see [3]).

This work is based on the paper [4] in which we proposed an extensible
conceptual data model. The considered data model uses a single concept for
data modeling, namely hierarchical relation. An algebra of hierarchical relations
has been developed. In the frame of this paper, formal semantics of hierarchical
relations algebra is proposed. In addition, a non-formal example of extension of
the considered conceptual data model is proposed. The result of such extension is
a conceptual data model with the ability to model data integration concept. An
example of a data warehouse is constructed which is an instance of the proposed
conceptual data model.

The paper is organized as follows: An extensible conceptual data model and
its formal bases are considered in Sects. 2 and 3. Formal semantics of a hierarchi-
cal relations algebra is proposed in Sect. 4. Extensibility concept of conceptual
data model is discussed in Sect. 5. A non-formal example of extending the con-
ceptual data model is offered in Subsect. 5.1. Related work is presented in Sect. 6.
The conclusion is provided in Sect. 7.

2 Formal Bases

OPENMath Objects. OPENMath is an extensible formalism for represent-
ing mathematical objects so that software packages can exchange these objects
without losing semantic content [5,6]. The possibility of the extensibility of the
considered formalism is explained by the fact that the mathematical notation
is constantly evolving. Moreover, mathematics and its applications are a grow-
ing field of knowledge, new ideas and notations appear constantly. Formally, an
OpenMath object is a labeled tree whose leaves are basic OpenMath objects.
Examples of basic OPENMath objects are: Integer, Symbol and Variable. The
compound objects are defined in terms of binding and application of the λ-
calculus [7]. The following recursive rules for constructing compound OPEN-
Math objects are proposed:

• Basic OPENMath objects are OPENMath objects.
• If A1, A2, ..., An (n ≥ 1) are OPENMath objects, then

application(A1, A2, ..., An) is an OPENMath application object.
• If S1, S2, ..., Sn are OPENMath symbols, and A,A1, A2, ..., An (n ≥ 1) are

OPENMath objects, then attribution(A, S1 A1, S2 A2, ..., Sn An) is an
OPENMath attribution object and A is the object stripped of attributions.

• If B and C are OPENMath objects, and v1, v2, ..., vn (n ≥ 0) are OPEN-
Math variables or attributed variables, then binding(B, v1, v2, ..., vn, C) is an
OPENMath binding object.
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Types in OPENMath. A type system is built from basic types which are
predefined as typed OPENMath objects (for example, integer, string, boolean,
etc.) and the following rules, by means of which typed OPENMath objects are
constructed:
Attribution Rule. If v is an OPENMath variable and t is a typed OPENMath
object, then attribution(v, type t) is a typed OPENMath object. It denotes a
variable with type t.
Abstraction Rule. If v is an OPENMath variable and t, A are typed OPEN-
Math objects, then binding(lambda, attribution(v, type t), A) is a typed OPEN-
Math object and denotes the function that assigns to the variable v of type t
the object A.
Application Rule. If F and A are typed OPENMath objects, then
application(F,A) is a typed OPENMath object.

3 An Extensible Conceptual Data Model

In the frame of the considered conceptual data model (as in the relational data
model), a single concept is used to model subject domains, namely, hierarchical
relation. Below we introduce the definitions of the hierarchical relation schema
and the hierarchical relation. These definitions can be considered as strengthen-
ing the definitions of the relation schema and relation of the relational databases.

3.1 Formalization of Hierarchical Relations

Definition 1. A hierarchical relation schema X is an attribution object and is
interpreted by a finite set of attribution objects {A1, A2, . . . , An}. Corresponding
to each attribution object Ai is a set Di (a finite, non-empty set), 1 ≤ i ≤ n,
called the domain of Ai.

In the frame of the proposed extensible conceptual data model, the following
OPENMath representation of the hierarchical relation schema X is accepted:

attribution(X, typeA, S1 A1, S2 A2, ..., Sk Ak), k ≥ 0

Here S1, S2, ..., Sk are OPENMath symbols, X is an OPENMath variable, and
A,A1, A2, ..., Ak are OPENMath objects. In this representation, X is the name
of the attribution object, A represents the type of the attribution object (basic
or composite), and by means of the 〈Si Ai〉 pair, it defines one property of
the modeled object (1 ≤ i ≤ k). To construct composite types, we introduced
the following type constructors: sequence and choice. The conceptual entities
that are created using these type constructors have analogous semantics as the
sequence and choice elements of the XML Schema language. The arguments
of these functions are typed attribution objects. We distinguish two types of
typed attribution objects: basic and composite. A composite attribution object
is defined by a type constructor.
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Definition 2. Let D = D1 ∪ D2 ∪ ... ∪ Dn. A hierarchical relation x on
hierarchical relation schema X is a finite set of mappings {t1, t2,..., tk} from X
to D with the restriction that for each mapping t ∈ x, t[Ai] must be in Di, 1 ≤
i ≤ n. The mappings are called hierarchical tuples or simply tuples.

Definition 3. A key of a hierarchical relation x on hierarchical relation schema
X is a minimal subset K of X such that for any distinct tuples t1, t2 ∈ x,
t1[K] �= t2[K].

A database D on database schema S is a collection of hierarchical relations
{x1, x2, ..., xn} such that for each schema of the hierarchical relation schema s
∈ S there is a hierarchical relation x ∈ D such that x is a hierarchical relation
with schema s that satisfies every constraint defined in s.

3.2 Conceptual Schema

The conceptual schema is an instance of conceptual data model and is intended
for formal knowledge representation in the form of a set of concepts of some
subject domain and relations between them. Such representations are used for
reasoning about entities of the subject domains, as well as for the domains
description. A conceptual schema is defined as a set of OPENMath attribu-
tion objects. A distinguishing feature of the conceptual level is its stratification
of the local and global levels to model the conceptual entities. On the local
level, data sources are represented with hierarchical relations. The global level
is intended to support derived hierarchical relations. The hierarchical relations
of the global conceptual level are defined by algebraic programs. The conceptual
level data definition language is based on the OPENMath formalism. We use
the mechanism of the OPENMath Content Dictionaries (CD) to support the
proposed conceptual data model concept. They are used to assign formal and
informal semantics to all symbols (concepts) used in the OPENMath objects. A
CD (titled as cdm) was developed. This CD represents the kernel of the exten-
sible conceptual data model.

4 Formal Semantics of Hierarchical Relations Algebra

Preliminaries. Firstly, we introduce several concepts and notations that will
be used in the definitions of the algebraic operations.
Let R and S be hierarchical relations schemas. We say that R and S are similar1,
if

1. |R| = |S|
2. The i-th attribution object in R and the i-th attribution object in S are

defined on identical domains. Similarity does not assume using symbols of
identical cardinality in the corresponding attribution objects.

1 This is an analogous concept for the union compatibility of the relational algebra.
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Let R and S be hierarchical relations schemas. We say that R ⊆ S, if

1. |R| ≤ |S|
2. ∀er ∈ R, ∃es ∈ S such that er and es are similar.

Let R and S be hierarchical relations schemas, then
R ∩ S = {A|∃B(A ∈ R ∧ B ∈ S ∧ (name(A) = name(B)))}2
Let u = <u1, u2, ..., uk> and v = <v1, v2, ..., vm> be tuples. The concatenation
of u and v is a tuple defined as follows:

ûv = <u1, u2, ..., uk, v1, v2, ..., vm>

Let us define the following operations ⊕, ⊗ and � over cardinality symbols
(?, ∗,+,⊥)3, which we will use in determining the resulting schemas of the alge-
braic operations:

? ⊕ ? = ? ? ⊕ ∗ = ∗ ? ⊕ + = ∗ ? ⊕ ⊥= ? ⊥ ⊕∗ = ∗ ⊥ ⊕+ = +
? ⊗ ? = ? ? ⊗ ∗ = ? ? ⊗ + = ? ? ⊗ ⊥= ? ⊥ ⊗∗ = ? ⊥ ⊗+ = ?
? � ? = ? ? � ∗ = ? ∗� ? = ∗ ? � + = ? +� ? = ∗ ? � ⊥= ?
+� ⊥= ∗ ⊥ � ⊥= ? ∗ � + = ∗ + � ∗ = ∗ ∗ � ∗ = ∗ + � + = ∗
∗� ⊥= ∗ + ⊕ + = + + ⊗ + = ∗ ⊥ �+ = ? ⊥ ⊕ ⊥=⊥ ∗ ⊕ + = ∗
⊥ ⊗ ⊥= ? ∗ ⊗ + = ∗ ⊥ � ? = ? ⊥ �∗ = ? ∗ ⊕ ∗ = ∗ ∗ ⊗ ∗ = ∗

Operations. The following operations over hierarchical relations are proposed
below:
Set-Theoretic Operations. In definitions of set-theoretic operations union, inter-
section and difference, it is assumed that the schemas of operands are similar. Let
r and s be hierarchical relations with R and S similar schemas correspondingly.
The union, intersection and difference of r and s are the hierarchical relations
defined as follows:

r ∪ s = {t|t ∈ r ∨ t ∈ s}
r ∩ s = {t|t ∈ r ∧ t ∈ s}
r − s = {t|t ∈ r ∧ t /∈ s}

Notice that the union and intersection are associative and commutative opera-
tions. Let q be a hierarchical relation, then sch(q) denotes the schema of that
relation q, and card(q) - cardinality number of sch(q). Below the sch(r ∪ s),
sch(r ∩ s), sch(r − s) and their cardinalities are defined as follows (Cardinali-
ties for all the nested attribution objects are computed similarly. The value of
dom(Z) is the domain of the attribution object Z. Finally, the value of card(Z)
is the cardinality symbol of the attribution object Z.):

2 The value of name(Z) is the name of the attribution object Z.
3 Using a cardinality symbol ⊥ in the attribution object means that this object may

occur exactly one time.
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sch(r ∪ s) = {AR|∃A,B(A ∈ R ∧ B ∈ S ∧ (name(A) = name(B) =
name(AR)) ∧ (dom(AR) = dom(A)) ∧ card(AR) = card(A) ⊕ card(B))}
sch(r ∩ s) = {AR|∃A,B(A ∈ R ∧ B ∈ S ∧ (name(A) = name(B) =
name(AR)) ∧ (dom(AR) = dom(A)) ∧ card(AR) = card(A) ⊗ card(B))}
sch(r − s) = {AR|∃A,B(A ∈ R ∧ B ∈ S ∧ (name(A) = name(B) =
name(AR)) ∧ (dom(AR) = dom(A)) ∧ card(AR) = card(A) � card(B))}
card(r ∪ s) = card(r) ⊕ card(s)
card(r ∩ s) = card(r) ⊗ card(s)
card(r − s) = card(r) � card(s)

Cartesian Product. Let r and s be hierarchical relations with R and S schemas
correspondingly. The Cartesian product of r and s is a hierarchical relation
defined as follows:

r × q = {ûv|u ∈ r ∧ v ∈ q}.

Let R1 = {R.A|A ∈ R} and S1 = {S.A|A ∈ S}. Below the sch(r × s) and its
cardinality are defined as follows:

sch(r × s) = R1 ∪ S1

card(r × s) = card(r) ⊕ card(s)

Selection. Let r be a hierarchical relation with R schema, and F be a predicate.
The result of the operation of selection from r by F is a hierarchical relation
defined as follows:

σF (r) = {t|t ∈ r ∧ F (t)}
Below the sch(σF (r)) and its cardinality are defined as follows:

sch(σF (r)) = R

card(σF (r)) = card(r) ⊗ “ ∗ ”

Projection. Let r be a hierarchical relation with R schema, and L ⊆ R. The
result of the projection operation is a hierarchical relation defined as follows:

πL(r) = {t[A]|t ∈ r}

Below the sch(πL(r)) and its cardinality are defined as follows:

sch(πL(r)) = L

card(πL(r)) = card(r) ⊗ “ + ”

Natural Joins. Let r and s be hierarchical relations with R and S schemas
correspondingly, such that R �⊆ S and S �⊆ R and R ∩ S �= ∅. The natural join
of r and s is a hierarchical relation defined as follows:

r �� s = { ̂uv[L̄]|u ∈ r ∧ v ∈ s ∧ u[L] == v[L]}, where L = R ∩ S, L̄ = S − L
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Below the sch(r �� s) and its cardinality are defined as follows:

sch(r �� s) = R ∪ S

card(r �� s) = (card(r) ⊕ card(s)) ⊗ “ ∗ ”

Grouping. Let r be a hierarchical relation with R schema and γL(r) be a grouping
operation, where L is a list of elements. For simplicity let us assume that L =
[A, f(B) → C], where A,B ∈ R, f ∈ {min,max, sum, count, average}, and C
is the name of the aggregation result (a typed attribution object). The result of
the grouping operation is a hierarchical relation defined as follows:

γL(r) = { ̂u[A]v[C]|u ∈ r ∧ v[C] = f(πB(σA=u[A](r)))}
Below the sch(γL(r)) and its cardinality are defined as follows:

sch(γL(r)) = {A} ∪ {C}
card(γL(r)) = “ ∗ ”

In the schema of the resulting relation the cardinality symbol of the attribution
object C is defined as “⊥”.

5 The Conceptual Data Model Extensibility Concept

The extensibility concept of the considered conceptual data model coincides
with the analogous concept of OPENMath. In other words, extension of the
conceptual data model is reduced to defining new symbols and formalizing these
symbols using the CD mechanism. For applying a symbol on the conceptual level,
the following rule is proposed: Concept ← symbol OPENMath object. To support
hierarchical relations concept on the conceptual level, the following local, global
and source symbols are introduced to the CD cdm. The following construction
to define hierarchical relation schemas on the local conceptual level is proposed:
attribution(local, source application(set, S1, S2, ..., Sn)). It is assumed that
there are n source data (n ≥ 1). The value of source symbol is a set of source
data schemas and each element of this set is defined as a set of the following
application objects: application(typeConstructor, A1, A2, ..., Ak), where Ai is a
typed attribution object (1 ≤ i ≤ k). To support derived hierarchical relations on
the global conceptual level, reasoning rules are used. The following construction
to define derived hierarchical relation schemas is proposed: attribution(global, C
VC , R VR). It is assumed that C is a new modeling concept and R - a reasoning
rule for supporting this concept. Finally, VC is an attribution object and VR -
an algebraic program.

5.1 Non-formal Example of Extending the Conceptual Data Model

In this Section an informal example of extending the proposed conceptual data
model is considered. Namely, the conceptual data model is extended to model
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the data integration concept. Our approach to data integration assumes formal-
izing the mediator, data warehouse and data cube concepts. Formalization of
these concepts will be the mathematical basis for constructing the reasoning
rules (for more details, see [4]). The following reasoning rules are considered:
mediator rule, warehouse rule and cube rule. To support the data warehouse
concept on the global conceptual level, the conceptual data model is extended
by means of the following whse and rule symbols. The following construction
to define a derived hierarchical relation schema is proposed: attribution(global,
whse attrObj, rule appObj). The value of the whse symbol is an attribution
object and the value of the rule symbol is an application object (an algebraic
program) by means of which a mapping from data sources into data warehouse
is defined. In a similar way the reasoning rules of the mediator and data cube are
defined. To support the reasoning rules, we developed a new CD (titled as dic)
to assign informal and formal semantics to data integration concepts. The result
of such extension is a new conceptual data model with orientation to data inte-
gration. Below, an example of a warehouse for an automobile company database
is adduced [8] which is an instance of the conceptual data model with orientation
to data integration. Suppose for simplicity that there are only two dealers in the
Aardvark system and they respectively use the schemas
Cars = {serialNo, model, color, autoTrans}, and
Autos = {serial, model, color}, Options = {serial, option}
It is assumed that a warehouse is created with the schema
AutosWhse = {serialNo, model, color, dealer}
Following is the definition of the local conceptual schema:

attribution(local, source application(set, S1, S2))
S1 ← application(set, attribution(Cars, type T1))
T1 ← application(sequence, attribution(serialNo, type int),

attribution(model, type int), attribution(color, type string),
attribution(AutoTrans, type string))

S2 ← application(set, attribution(Autos, type T2),
attribution(Options, type T3))

T2 ← application(sequence, attribution(serialNo, type int, rename serial),
attribution(model, type string, retype int),
attribution(color, type string))

T3 ← application(sequence, attribution(serialNo, type int, rename serial),
attribution(option, type string))

The value of the rename symbol is the name of the attribution object in the
terms of the source schema. Analogously, the value of the retype symbol is the
name of the type of the attribution object in the terms of the source schema.
These symbols are defined in the dic content dictionary.
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Following is the definition of the global conceptual schema:

attribution(global, whse attribution(AutosWhse, type T, ruleR))
T ← application(sequence, attribution(serialNo, type int),

attribution(model, type int), attribution(color, type string),
attribution(dealer, type string))

R ← application(∪, application(×, P1,D1), application(×, P2,D2))
P1 ← application(π, application(list,SerialNo,model, color), F1)
F1 ← application(σ,Cars, application(=, autoTrans, ‘yes’))
P2 ← application(π, application(list,SerialNo,model, color), J1)
J1 ← application(��, F2,Autos)
F2 ← application(σ,Options, application(=, option, ‘autoTrans’))

Here D1 and D2 are constant hierarchical relations and are defined as follows:
D1 : {〈‘dealer1’: dealer〉}, D2 : {〈‘dealer2’: dealer〉}

6 Related Work

In this Section we will consider popular notations for describing database designs,
namely the E/R, UML and XML models [8]. Furthermore, a brief discussion of
the data integration approach based on the conceptual data model is provided,
along with known data integration approaches. The most common conceptual
data model is the E/R model in which two concepts (entity set and relationship)
are used to model the subject domain. By means of this model, it is impossible
to define the behavior of the conceptual entities. In addition, this model does
not support extension possibilities. UML offers much the same capabilities as the
E/R model, with the exception of multiway relationships. Basic construction for
modeling the subject domain is class. In contrast to the E/R model, it provides
the ability to define the behavior of conceptual entities. UML also does not sup-
port extension means. In the XML data model, basic construction to model the
subject domain is element. The XML data model, like the E/R model, does not
provide means to define the behavior of the conceptual entities. In contrast to the
above considered data models, the XML data model supports extension means.
Extension is reduced to the creation of a new DTD. Due to this property, the use
of the XML data model as the conceptual data model is preferred. In our case, a
single concept (attribution) is used to model the conceptual entities. This concept
is associated with the concept of class in the object data model. Finally, like the
XML data model, the considered data model is extensible. Extension is reduced
to the creation of new CDs. To support the conceptual data model and the data
integration concept, the following cdm and dic CDs are developed. The extensi-
bility property is an argument to use this conceptual data model as a canonical
data model for integrating arbitrary data sources. One of the first works in the
area of justifiable data models mapping for heterogeneous databases integration
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is [9]. In this paper, the concept of reversible mapping of an arbitrary source data
model into a target one (canonical data model) is proposed. The canonical data
model is expanded axiomatically [10]. In works [11–15], relational data sources
are considered in the frame of the traditional approach of the data integration
as well as in the frame of the paradigm of ontology-based data access and inte-
gration. In the context of these works a query language on the ontology level
SPARQL is considered in the papers [16,17]. In [18] an analysis to use machine
learning techniques to solve different problems to integrate unstructured and
semistructured data is provided. In [4] we used the considered conceptual data
model as a canonical data model for supporting the data integration concept.
It is important that the proposed approach allows to generate a mapping from
arbitrary data sources into conceptual schema. Mapping from data sources into
conceptual schema is defined as an algebraic program. Modelling means of the
conceptual level are insensitive to the extension of the canonical data model.
The conceptual level means are sufficient to model the data integration concepts
proposed in the above considered works.

7 Conclusions

The investigation subject of this paper is an extensible conceptual data model. A
distinctive trait of the considered conceptual data model is its stratification into
local and global levels for modeling both basic and derived conceptual entities.
On the local level, data sources are represented with basic conceptual entities
(hierarchical relations). The global level is intended to define derived conceptual
entities. To support such conceptual entities, an algebra of hierarchical rela-
tions was developed. Formal semantics of the developed algebra is proposed.
An important feature of the considered conceptual data model is its extensibil-
ity. The extension is achieved by introducing new concepts into the conceptual
data model. Support for these concepts leads to the creation of new content
dictionaries. Thus, the result of extension of the conceptual data model is a
new conceptual data model, which is defined as the kernel of the considered
conceptual data model extended with new concepts. A non-formal example of
extending the conceptual data model is considered. Outcome of such extension
is a conceptual data model with orientation to data integration. It is important
that the proposed concept of the conceptual data model allows to generate a
mapping from arbitrary data sources into conceptual schema.
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Abstract. During the COVID-19 pandemic, the misinformation prob-
lem arose again through social networks, like a harmful health advice
and false solutions epidemic. In Brazil, one of the primary sources of
misinformation is the messaging application WhatsApp. Thus, the auto-
matic misinformation detection (MID) about COVID-19 in Brazilian
Portuguese WhatsApp messages becomes a crucial challenge. Recently,
some works presented different MID approaches for this purpose. Despite
this success, most explored MID models remain complex black boxes. So,
their internal logic and inner workings are hidden from users, which can-
not fully understand why a MID model assessed a particular WhatsApp
message as misinformation or not. Thus, in this article, we explore a post-
hoc interpretability method called LIME to explain the predictions of
MID approaches. Besides, we apply a textual analysis tool called LIWC
to analyze WhatsApp messages’ linguistic characteristics and identify
psychological aspects present in misinformation and non-misinformation
messages. The results indicate that it is feasible to understand relevant
aspects of the MID model’s predictions and find patterns on WhatsApp
messages about COVID19. So, we hope that these findings help to under-
stand the misinformation phenomena about COVID-19 in WhatsApp
messages.

Keywords: Explainable machine learning · Misinformation detection ·
COVID19 · WhatsApp

1 Introduction

Misinformation is a major issue in our society, and unfortunately, during the
coronavirus pandemics, it arose intensely through social networks. The misin-
formation concept can be defined as a process of intentional production of a
communicational environment based on false, misleading, or decontextualized
information to cause a communicational disorder [15]. The United Nations (UN)
stated in April 2020 that there is a “dangerous misinformation epidemic” respon-
sible for disseminating misleading advice and solutions about the coronavirus.1

1 UN. “Hatred going viral in ‘dangerous epidemic of misinformation’ during COVID-
19 pandemic”. 14 April, 2020. Available in: https://news.un.org/en/story/2020/04/
1061682. Accessed on: April 25, 2020.
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In February 2020, the Brazilian Health Ministry reported that among 6,500 mes-
sages analyzed by it, between January 22 and February 27, 90% were related to
the new virus. From the messages about coronavirus, 85% were false2.

WhatsApp instant messaging application is very popular in Brazil, with more
than 120 million users in a population of about 210 million people. Besides, it is
currently the main misinformation spread channel [10]. A very relevant What-
sApp feature is the public groups. These public groups are accessible through
invitation links published on popular websites and social networks, such as
Facebook and Twitter. Usually, they have specific topics for discussion, such
as health, politics, and sports. Each group can put together a maximum of 256
members. So, WhatsApp public groups are very similar to social networks. Thus,
they have been used to spread misinformation.

In this context, the automatic misinformation detection (MID) about
COVID-19 in Brazilian Portuguese WhatsApp messages becomes a crucial chal-
lenge. MID is the task of assessing the appropriateness (truthfulness, credibility,
veracity, or authenticity) of claims in a piece of information [15]. Early detection
of misinformation could prevent its spread, thus reducing its damage. Recently,
some works presented and evaluated different MID approaches to detect misinfor-
mation in Brazilian Portuguese WhatsApp messages [7,8]. Experimental results
evidenced the suitability of these MID approaches. However, the MID approaches
explored in [7,8] have a significant drawback: the lack of transparency behind
their behaviors. Thus, users have little understanding of how these models make
particular decisions. For example, users have no idea why a MID model assessed
a particular WhatsApp message as misinformation. In this scenario, providing
some explanation can help users better understand the misinformation problem,
the data set and why a MID model might fail.

On the other hand, there are several methods, called interpretable machine
learning techniques, to help users understand the intricate working of machine
learning techniques, such as Local Interpretable Model-Agnostic Explanations
(LIME) [11]. Another interesting approach is to analyze texts in its psychological
and linguistic structure. Linguistic Inquiry and Word Count (LIWC) [9] is a
text analysis framework that calculates the usage for different words categories
based on their linguistic dimensions. LIWC’s output is useful to analyze the
psychological and linguistic features of the speech of individuals from different
groups. In this paper, we first apply LIME to explain the predictions of the
best MID approaches evaluated in [7,8]. Next, we explore LIWC to analyze
WhatsApp messages’ linguistic characteristics and identify psychological aspects
present in misinformation and non-misinformation messages.

The remainder of this paper is organized as follows. Section 2 presents the
main related work. Section 3 describes the data set used in the experiments,
called COVID19.BR. Section 4 details the experimental evaluation performed to
understand the misinformation about COVID-19 and its results. Conclusions
and future work are presented in Sect. 5.

2 Available in: https://www.saude.gov.br/fakenews. Accessed in: April 25, 2020.

https://www.saude.gov.br/fakenews
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2 Related Work

The study presented in [4] proposes a misleading-information detection model
that relies on several contents about COVID-19 collected from the World Health
Organization, UNICEF, and the United Nations, as well as epidemiological mate-
rial obtained from a range of fact-checking websites. Ten machine learning algo-
rithms, with seven feature extraction techniques, were used to construct a voting
ensemble machine learning classifier. The research presented in [1] proposed a set
of machine learning techniques to classify information and misinformation. They
achieved a classification accuracy of 86.7% with the Decision Tree classifier and
86.67% with the Convolutional Neural Network model. In [6], the authors intro-
duced CoVerifi, a web application that combines the power of machine learning
and human feedback to assess the credibility of news about COVID-19. By allow-
ing users to “vote” on news content, the CoVerifi platform will allow the data
labeling in an open and fast way.

In [7], the authors presented the COVID-19.BR, a large-scale, labelled,
anonymized, and public data set formed by WhatsApp messages in Brazilian
Portuguese (PT-BR) about coronavirus pandemic, collected from public What-
sApp groups using the platform proposed in [13]. In that work, they conduct a
series of classification experiments using nine different machine learning methods
to build an efficient MID for WhatsApp messages. The best result reached by
[7] had an F1 score of 0.778, considering the full corpus of COVID-19.BR data
set.

In [8], the authors presented a new approach, called MIDeepBR, based
on BiLSTM neural networks, pooling operations and attention mechanisms.
MIDeepBR can automatically detect misinformation in PT-BR WhatsApp mes-
sages. MIDeepBR automatically detects misinformation at the Digital Light-
house [13] platform. Experimental results evidenced the suitability of the
proposed approach to automatic misinformation detection. Their best results
achieved an F1 score of 0.834, while in work presented in [7], the best results
achieved an F1 score of 0.778. Thus, MIDeepBR outperformed the approaches
evaluated in [7]. MIDeepBR makes use of BiLSTM, BERT Embeddings, Pool-
ings, and Linear layers. MIDeepBR combines these different tools and algorithms
to improve the automatic misinformation detection performance.

In [16] the authors present a novel XAI approach for BERT-based fake news
detectors. They state that this new XAI method can be used as an extension to
existing fake news detectors. Their XAI method is based on LIME and Anchors
focusing on local explanations. In [3] the authors propose a framework to ana-
lyze how political polarization affects opposed groups behavior. They used as
case study the Brazilian COVID-19 pandemic polarized scenario being the two
opposed groups the pro and against social isolation on Twitter. Their proposed
framework provides techniques to infer political orientation, topic modeling to
discover common concerns of a group of users, network analysis and commu-
nity detection, and analysis linguistic characteristics to identify psychological
aspects. They performed their linguistic characteristics analysis using LIWC.
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3 COVID-19.BR Data Set

In this section, we describe the data set used in the experiments, called COVID-
19.BR [7], and the adaptations that we performed on it. An important aspect to
consider while applying methods to understand the misinformation phenomenon
about COVID-19 in WhatsApp messages is the need for a large-scale labelled
data set. The COVID-19.BR [7] is a large-scale, labelled, anonymized, and public
data set formed by WhatsApp messages in PT-BR about coronavirus pandemic,
collected from public WhatsApp groups. COVID19-BR is inspired by [14] and
the authors built it following the methodological guideline for building corpora
of deceptive content of [12].

COVID-19.BR contains messages from 236 open WhatsApp groups with at
least 100 members. The data set has messages collected between April and June
2020. Alongside the messages, the data set other columns are date, hour, phone
number, international phone code, if the user is Brazilian its state, word count,
character count, and if the message contained media (audio, image, or video).
Another feature of this data set is the definition of “viral messages” that are
messages with more than five words that appear more than once in it. COVID-
19.BR tackles users’ privacy issues by anonymizing their names and cell phone
numbers. Using a hash function to create a unique and anonymous identifier for
each user using the cell phone number as input. It sets an alias for each group
to achieve their anonymization. Since these groups are publicly available, this
approach does not violate WhatsApp’s privacy policy.

We revised the labels, removed the messages that have less than five words,
messages not related to the coronavirus pandemics, messages containing only
daily news summaries, and messages with only url as text content. The final
corpus contains 2043 messages being 865 labelled as misinformation (label 1)
and 1178 labelled as non-misinformation (label 0).

Table 1. Data set basic statistics.

Statistics Non-misinformation Misinformation

Count of unique messages 1178 865

Mean and std. dev. of number of tokens
in messages

82.80 ± 57.59 169.72 ± 243.76

Minimum number of tokens 5 5

Median number of tokens 22 52

Maximum number of tokens 2210 1666

Mean and std. dev. of number of types in
messages

57.59 ± 96.59 109.03 ± 133.15

Average size of words (in characters) 5.82 5.12

Type-token ratio 0.696 0.642

Mean and std. dev. of shares 2.02 ± 4.17 1.89 ± 2.76
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Table 1 presents basic statistics about the corpus, including some traditional
NLP features based on the number of tokens, types, characters, as well as the
average number of shares, i.e., the frequency of the message in the original data
set. We have a class ratio of 1.36, meaning that the data set is slightly imbal-
anced. Messages containing misinformation, on average, have more words, and
their length varies more than the messages without misinformation, indicating
that this type of message is disseminated in different writing styles. Number of
shares has similar values in messages of both classes in COVID-19.BR data set.

4 Understanding Misinformation About COVID-19
Using LIME and LIWC

As mentioned before, MID models are complex black boxes, and users have
great difficulty understanding the rationale behind their predictions. Besides,
finding psychological patterns present in WhatsApp messages can help users
comprehend the misinformation phenomenon about COVID-19.

In this section, we explore LIME to explain the predictions of the best MID
approaches evaluated in [7,8]. Next, we apply LIWC to analyze WhatsApp
messages’ linguistic characteristics and identify psychological aspects present
in misinformation and non-misinformation messages. All the experiments and
the COVID-19.BR data set are available at our public repository3.

4.1 Applying LIME

In order to better understand the predictions of MID approaches evaluated in
[7,8], we used ELI5 4 which implements the LIME [11] algorithm. LIME gives
machine learning models the ability to explain or present their behaviors in
understandable terms to human beings. Using ELI5 we can analyze the impact
of each word in the prediction and get a list of words that most contribute to a
message being classified as misinformation. Table 2 and 3 show the top 10 words
and their weights for predictions from the SVM with linear kernel model trained
using TF-IDF as feature extractor, trigram, removing stop words, and perform-
ing lemmatization. Positive weight values means that this word contributes to
the MID model classifying the message as misinformation, in the other hand,
negative weight values means that this word contributes to classifying the mes-
sage as non-misinformation.

Analyzing the top words contributing for misinformation from Table 2, we
can observe that Chinese and Communist are the words that affirm that a given
message is a misinformation. The majority of the misinformation messages from
COVID-19.BR data set states that China created the COVID-19 virus and it is
a communist threat created to dominate the world. Another topic of misinforma-
tion on COVID-19.BR data set is about the treatment using hydroxychloroquine,

3 https://gitlab.com/jmmonteiro/misinformation covid19 xai.
4 https://github.com/eli5-org/eli5.

https://gitlab.com/jmmonteiro/misinformation_covid19_xai
https://github.com/eli5-org/eli5
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Table 2. Top 10 words contributing for misinformation from the TFIDF-TRIGRAM-
LEMMA-LSVM model.

Word English translation Weight

chinês chinese +1.747

! ! +1.663

comunista communist +1.275

governador governor +1.179

hidroxicloroquina hydroxychloroquine +1.166

:angry-face: :angry-face: +1.151

* * * * +1.079

v́ırus virus +1.076

” ” +0.980

médico doctor +0.974

Table 3. Top 10 words contributing for non-misinformation from the TFIDF-
TRIGRAM-LEMMA-LSVM model.

Word English translation Weight

corona corona −1.470

coronav́ırus coronavirus −1.257

. br . br −1.146

br br −1.128

. . br . . br −0.980

casar marry −0.738

com com −0.704

- 19 - 19 −0.698

. com . com −0.690

kkk lol −0.678

that is why it appears in the top 10 alongside doctor. The ! sign, * * and ” mark-
ers, and the :angry-face: emoji also figure in the top 10. Misinformation messages
tend to have an alarmist nature, so the messages are written in an aggressive
style with many emojis, bold letters (* * markers on WhatsApp) and citations,
when possible, to give it some credibility.

Analyzing the top words contributing for non-misinformation shown in
Table 3, we can see that even though we are developing MID models in the con-
text of the COVID-19 pandemics, the two words coronavirus and corona highly
contributes for a message to be predicted as non-misinformation. This fact stems
from the large number containing veracious news on the COVID-19.BR data set.
Besides, it is essential to highlight that some tokens such as “.br” and “.com”
also contribute for a message to be predicted as non-misinformation since they
are related to veracious sites.
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4.2 Applying LIWC

– Cohesion and Union: this group contains the we and assent LIWC categories.
From this group, we can analyze if the message has collective and agreement
features. Messages with a higher rate of we words indicate a group cohesion
while assent words indicate a group consensus [17]. This group also analyses
the idea of engaging [2].

– Personal Concerns: this group contains the work, money, leisure, home, health,
death, and relig (religion) categories. With this group, we can analyze which
topics are being are treating in the messages [3].

– Emotions: this group contains the anger, sad, anx (anxiety), negemo (negative
emotion), and posemo (positive emotion) LIWC categories. From this group,
we can analyze if the message contains emotion related features. They are
important because the expression of words from emotional features represent
a semantic level relevant to polarization [2].

– Cognitive Refinement: this group contains the excl (exclusive), conj (conjunc-
tion), preps (prepositions), and cogmech (cognitive mechanisms) categories.
Messages containing a high rate of words in these categories are generally
sophisticated written. It is also associated to how refined is an individual
thought [17].

In this experiment, we used the LIWC version available for PT-BR [5].
First, we divided the WhatsApp messages from COVID-19.BR data set into
two groups: misinformation and non-misinformation. Next, we created a counter
for each LIWC category for each message group. Then, we go through each
message in the misinformation group and for each word, we check its LIWC cat-
egories (since a word can belong to many categories) and increase the respective
counters. Then, we apply the same process to the non-misinformation group.
We can now evaluate if the same LIWC category presents different values for
both message groups (misinformation and non-misinformation) to understand
better how misinformation is crafted. In this sense, we applied the Chi-squared
statistical test with 95% of significance level to verify if there is a significant
statistical difference between the values obtained for a specific LIWC category
in both groups of WhatsApp messages. Considering all the 64 LIWC categories,
44 have a significant difference between misinformation and non-misinformation
groups of messages. Considering only the 18 LIWC categories used in the four
psychological groups, 10 have significant statistical differences between misin-
formation and non-misinformation groups. Table 4 shows the results for the 18
LIWC categories used in the four psychological groups. Next, we discuss the
results for each psychological group.

– Cohesion and Union: The we category occurs just 5 and 6 times in the mis-
information and non-misinformation groups, respectively. The assent cate-
gory occurs 275 and 216 times in the misinformation and non-misinformation
groups, respectively. So, we can not state that a message group has a sense of
union and cohesion greater than the other. The diversity of topics discussed
on the WhatsApp groups can explain these results.
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– Personal Concerns: In this psychological group we can observe significant dif-
ference between misinformation and non-misinformation groups in the money,
home, and death categories. About money, there are misinformation messages
related to politicians receiving bribe payments and concerns about losing jobs
during the pandemic. The home category, in turn, occurs more in the non-
misinformation group due to the stay-at-home movement and people warn-
ing others to avoid the virus spreading. The death category occurs more in
the misinformation group because some messages disbelieve the veracity of
COVID-19 deaths, and other messages state that people will die from star-
vation if they stop working to stay home.

– Emotions: In this psychological group we can observe significant difference
between misinformation and non-misinformation groups in the anger, sad,
anx, and negemo categories. In general, misinformation messages are more
aggressive and full of negative emotions. It is explained by the alarmist nature
of this type of message.

– Cognitive Refinement: In this psychological group we can observe significant
difference between misinformation and non-misinformation groups in the conj,
preps, and cogmech categories. We can observe that misinformation messages
are well written and use a refined and complex language. They are more
capable to deceive the general population because they prefer to believe in
sophisticated messages.

Table 4. LIWC results.

Category Mis. Non-Mis. Diff. Mis. Percent Non-Mis. Percent Diff. Percent Sig. Diff.

we 5 6 1 0.006 0.010 0.004 No

assent 275 216 59 0.322 0.347 0.025 No

work 5726 4159 1567 6.704 6.682 0.022 No

money 2201 1398 803 2.577 2.246 0.331 Yes

leisure 1412 1035 377 1.653 1.663 0.010 No

home 315 387 72 0.369 0.622 0.253 Yes

health 1685 1237 448 1.973 1.987 0.015 No

death 587 335 252 0.687 0.538 0.149 Yes

relig 915 709 206 1.071 1.139 0.068 No

anger 2293 1246 1047 2.685 2.002 0.683 Yes

sad 1490 814 676 1.744 1.308 0.437 Yes

anx 966 622 344 1.131 0.999 0.132 Yes

negemo 5295 3022 2273 6.199 4.855 1.344 Yes

posemo 6042 4286 1756 7.074 6.886 0.188 No

excl 693 500 193 0.811 0.803 0.008 No

conj 613 260 353 0.718 0.418 0.300 Yes

preps 757 801 44 0.886 1.287 0.401 Yes

cogmech 13593 9600 3993 15.914 15.424 0.490 Yes
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5 Conclusion

In these days of pandemics, the automatic misinformation detection (MID)
about COVID-19 in PT-BR WhatsApp messages is a crucial challenge. The
early detection of misinformation can prevent its spread, thus reducing its dam-
age. Recently, some works presented and evaluated different MID approaches to
detect misinformation in Brazilian Portuguese WhatsApp messages [7,8]. How-
ever, these MID approaches have a significant drawback: the lack of transparency
behind their behaviors. So, their internal logic and inner workings are hidden
to users, which cannot fully understand why a MID model assessed a particular
WhatsApp message as misinformation or not.

Thus, in this article, we explored a post-hoc interpretability method called
LIME to explain the predictions of the MID approaches. Besides, we applied
a textual analysis tool called LIWC to analyze WhatsApp messages’ linguistic
characteristics and identify psychological aspects present in misinformation and
non-misinformation messages. The results indicate that it is feasible to under-
stand relevant aspects of the MID model’s predictions and find patterns on
WhatsApp messages about COVID19. So, we hope that these findings help to
understand the misinformation phenomena about COVID-19 in WhatsApp mes-
sages. As future works, we want to apply XAI tools to our MIDeepBR model
to analyze how this more complex model behave predicting misinformation. We
also want to analyze how misinformation spread among the groups using complex
networks.
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Abstract. Exploring legal documents such as laws, judgments, and
contracts is known to be a time-consuming task. To support domain
experts in efficiently browsing their contents, legal documents in elec-
tronic form are commonly enriched with semantic annotations. They
consist of a list of headwords indicating the main topics. Annotations
are commonly organized in taxonomies, which comprise both a set of
is-a hierarchies, expressing parent/child-sibling relationships, and more
arbitrary related-to semantic links. This paper addresses the use of Deep
Learning-based Natural Language Processing techniques to automati-
cally extract unknown taxonomy relationships between pairs of legal doc-
uments. Exploring the document content is particularly useful for auto-
matically classifying legal document pairs when topic-level relationships
are partly out-of-date or missing, which is quite common for related-to
links. The experimental results, collected on a real heterogeneous col-
lection of Italian legal documents, show that word-level vector repre-
sentations of text are particularly effective in leveraging the presence of
domain-specific terms for classification and overcome the limitations of
contextualized embeddings when there is a lack of annotated data.

Keywords: Legal judgments annotation · Legal text modeling ·
Natural language processing · Deep learning

1 Introduction

Legal databases contain a vast and heterogeneous collection of documents of
different types among which legislative documents, regulations, judgments and
maxims [7]. To support legal experts, such as lawyers and judges, in the nav-
igation of these electronic data sources it is necessary to design efficient and
effective retrieval systems. However, the inherent complexity of the legal termi-
nology, the increasing number of resources available in electronic form, and the
variability of the data sources across different countries make the problem of
efficiently retrieving and exploring legal documents particularly challenging [27].

Content browsing and retrieval in legal databases is commonly driven
by human-generated annotations organized in domain-specific taxonomies
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(e.g., [7]). A legal taxonomy consists of a set of is-a hierarchies describing the
parent/child-sibling relationships between topical headwords. Each legal doc-
ument is potentially annotated with many topical headwords. For example,
according to the taxonomy depicted in Fig. 1 documents ranging over Rights of
exploitation also belong to the parent category Collective exploitation of property,
which, in turn, includes the documents ranging over the Public domain as well.
Based on their domain knowledge, legal experts also exploit arbitrary Related-
to taxonomy relationships such as those linking Public domain to Immovable
property categories.

Domain experts can leverage taxonomy relationships to browse legal docu-
ments, jumping from one to another according to their specific needs. For exam-
ple, exploring two complementary documents linked by a related-to relationship
can be deemed as useful for covering different aspects of the same topic. However,
annotation-based legal content retrieval is hindered by the following issues:

– Taxonomies evolve with legal systems [18] according to a temporal concept
drift, which is typical of legal topic classification [7]. Therefore, existing
taxonomy-based document relationships may become unreliable.

– Taxonomy relationships are often incomplete. Specifically, the Related-to rela-
tionships are unlikely to be available in several legal domains.

– Most electronic documents and the related annotations are written in English.
Hence, there is a lack of solutions tailored to languages other than English.

To overcome the above issues, this paper proposes a classification system,
based on Deep Natural Language Processing techniques, to automatically infer
the taxonomy relationships holding between pairs of legal documents. Start-
ing from a proprietary dataset collecting Italian legal judgments, mainly in the
domain of private property, it learns supervised machine learning techniques
to automatically predict the type of relationship holding between the document
pair, i.e., Parent-of/Child-of, Sibling-of, or Related-to. The automatic annotation
of document pairs is instrumental for improving the efficiency and effectiveness
of legal content retrieval, especially when the taxonomy content is incomplete or
partly out-of-date.

The preliminary results acquired in a real use case show that 1) traditional
word-level vector representations of text, such as Doc2Vec [15], are particu-
larly effective in the considered domain as capture syntactic properties between
domain terms, such as “Patents” and “Trademarks”, that are useful for classi-
fication purposes. 2) Contextualized embeddings [8] achieve performance than
Doc2Vec on Italian documents due to the lack of domain-specific training data.

The rest of the paper is organized as follows: Sect. 2 overviews the prior
works. Section 3 describes the classification system. Section 4 summarizes the
main experimental results, whereas Sect. 5 draws the conclusions of the present
work.
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2 Related Work

In recent years the interest in legal AI has constantly grown. It encom-
passes legal judgment prediction [5,29], entity recognition [1,22], legal docu-
ment classification [2,6,7], legal question answering [11,13], and legal summa-
rization [12,28]. To analyze legal documents’ similarities prior works adopt rule-
based approaches [9,24], document-level text similarities [17], graph-based meth-
ods [25] and machine learning-based solutions [14,21]. All of the aforesaid works
focus their analyses on English-written documents. Conversely, this work applies
machine learning-based strategies to analyze Italian document relationships. To
the best of our knowledge, the only attempts to perform a similarity analysis
between multilingual legal documents have been presented in [19,20], where the
authors analyze a multilingual corpus of 43 directives. Unlike [19,20], this work
focuses on inferring taxonomy relationships among topical headwords.

3 The Classification System

3.1 Preliminaries

Let di be an arbitrary legal document, L be the set of labels present in a legal
taxonomy T , and Li ⊆ L be the subset of labels used to annotate di.

The taxonomy T is a set of is-a hierarchies built over labels in L. Each label
consists of a set of headwords describing a document topic. A Is-a taxonomy
relationship indicates the specular Child-of and Parent-of relationships hold-
ing between pairs of annotations li, lj ∈ L. Instead, the Sibling-of relationship
holding between a pair of annotations indicates that li and lj have a parent in
common. Furthermore, an arbitrary Related-to relationship links a pair of label
li and lj that are semantically related one to another.

Fig. 1. Example of the taxonomy: in red we highlighted the relationship types we aim
at identifying with our classification system. (Color figure online)
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3.2 Problem Statement

Given an arbitrary pair of annotated documents (di, dj), we aim at inferring the
pairwise taxonomy relationships between labels in Li and Lj (and vice versa).

More specifically, given (di, dj), the purpose is to define a classification func-
tion f that predicts the type of the relationships holding between labels in Li

and labels in Lj . Thus, the target of the prediction is the relationship type,
which takes values Sibling-of, Parent-of/Child-of, Related-to or Other (if a rela-
tionship either does not hold or is not relevant to the domain under analysis).
For the sake of simplicity, hereafter we will cast the problem under analysis to
a single-label task, i.e., the relationship cannot belong to multiple types at the
same time.

f is computed as the composition of two functions (h ◦ g)(di, dj) =
h(g(di, dj)). Specifically, g(di, dj) produces a high-dimensional vector represen-
tation ei, ej ∈ R

N of the given documents. On top of the generated text rep-
resentations, we train a classification model to estimate the function h(ei, ej)
and detect the corresponding relationship type rli,lj . At inference time, we pre-
dict the relationship type based on the document content, without any prior
knowledge on the existing document annotations li and lj .

3.3 Text Representations

We consider the following established text representations of the input legal
documents:

– Term Frequency-Inverse Document Frequency (TF-IDF, in short) [26]: a
occurrence-based, word-level text representation.

– Doc2Vec [15]: a sentence-level embedding model based on a Word2Vec exten-
sion.

– Multilingual BERT [8]: a contextualized embedding model.1

3.4 Classifiers

We integrate and test the following established classification approaches avail-
able in the scikit-learn library [23]2: Support Vector Machines (SVMs), K-
Nearest Neighbor (k-NN), Random Forest classifier (RF), and Logistic Regres-
sion (LR) [10].

1 Due to the lack of a sufficient amount of domain-specific data in the Italian language,
BERT cannot be retrained from scratch on the input data collection.

2 Neural Network models are not suited to the prediction task under analysis due to
the lack of a sufficient amount of training data.
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4 Experimental Results

4.1 Experimental Design

Dataset. The proprietary dataset used in the empirical validation contains Ital-
ian legal judgments and maxims, mainly in the context of property law. Each
legal document is annotated with one or more labels, corresponding to the legal
principle of reference. Pairs of these legal principles are partitioned into groups
according to the type of relationship between them (i.e., Sibling-of, Parent-
of/Child-of, Related-to or Other).

The training dataset consists of a set of triples (di, dj , rli,lj ). Each triple
represents a given pair of documents (di, dj) annotated with the corresponding
legal topics’ relationship.

The complete dataset consists of more than 1300 examples for each relation-
ship type and the relationship types are roughly equally distributed. For testing
purposes, we apply a holdout strategy (80% train, 10% validation, 20% test).

Metrics. To evaluate classifiers’ performance we compute the Precision, Recall
and F1-score scores [10]. The goal is to evaluate the ability of the classification
system to correctly identify positive examples separately for each class. Their
definitions follow.

– Precision (Pr) of class c: it indicates the fraction of document pairs correctly
classified as c among all the pairs labeled as c.

– Recall (Rc) of class c: it indicates the fraction of document pairs classified as
c that have been retrieved over the total number of pairs labeled as c.

– F1-score (F1) of class c: it is the harmonic mean of precision and recall of
class c.

To compute the similarity between a pair of legal documents in the vector
space we use the established cosine similarity [10]. Specifically, let ei = f(di) and
ej = f(dj) be the encodings of di and dj , respectively. The document similarity
is defined by

simdi,dj
= sim(ei, ej) =

ei · ej
‖ei‖‖ej‖

(1)

4.2 Results Discussion

Analysis of the Text Representations. We compute the pairwise similarity
between each document pair, group the results by relationship type, and test
the difference in mean between the per-type similarity values’ distributions. The
main goal is to understand whether the text encoding phase is able to clearly
separate the groups related to different relationship types.

To verify the initial hypothesis of having a clear separation among relation-
ship types for each pair we compute the two-sided t-test [16] for the differ-
ence between their means (with a type I error of 0.05). The outcomes of the
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significance tests are summarized in Table 1. As expected, the differences in
mean between Parent-of/Child-of and Sibling-of are never significant. Among all
the candidate representations, Doc2Vec achieves the best performance. Unlike
Doc2Vec, contextualized embedding models do not achieve performance superior
to the others mainly due to the lack of in-domain training data.

Analysis of Classifiers-Performance. In Table 2 we report the values of the clas-
sifier performance metrics achieved on the test set. The joint use of the Doc2Vec
text representation and of the Logistic Regression classifier has shown to be
highly beneficial, probably due to the inherent characteristics of the input data.

Model Explainability. To gain insights into the classification problem we leverage
the characteristics of the decision tree models, which allow us to evaluate the
influence of the input features on the output prediction.

Figure 2 shows that the headwords related to the legal domain, such as
“Patents”, “Trademarks”, are actually very discriminating. This property is par-
ticularly helpful for modelling the input data, as less pertinent features can be
early pruned.

Table 1. Significance test for the difference of two means computed on documents’
similarities groups α = 0.05.

Method Type 1 Type 2 P-value

BERT Sibling-of Parent-of/Child-of 0.073

BERT Related-to Parent-of/Child-of <0.001

BERT Related-to Sibling-of <0.001

BERT Other Parent-of/Child-of 0.848

BERT Other Sibling-of 0.047

BERT Other Related-to <0.001

Doc2Vec Sibling-of Parent-of/Child-of 0.308

Doc2Vec Related-to Parent-of/Child-of <0.001

Doc2Vec Related-to Sibling-of <0.001

Doc2Vec Other Parent-of/Child-of <0.001

Doc2Vec Other Sibling-of <0.001

Doc2Vec Other Related-to <0.001

TFIDF Sibling-of Parent-of/Child-of 0.839

TFIDF Related-to Parent-of/Child-of 0.889

TFIDF Related-to Sibling-of 0.746

TFIDF Other Parent-of/Child-of <0.001

TFIDF Other Sibling-of <0.001

TFIDF Other Related-to <0.001
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Table 2. Classification results

Representation Classifier Precision Recall F1-score

Doc2vec Logistic Regression 0.740 0.744 0.740

Doc2vec SVM 0.731 0.735 0.733

Doc2vec Random Forest 0.721 0.724 0.722

TF-IDF Random Forest 0.702 0.706 0.703

TF-IDF SVM 0.690 0.695 0.685

TF-IDF Logistic Regression 0.666 0.669 0.667

Doc2vec KNN 0.660 0.664 0.662

BERT Random Forest 0.650 0.660 0.648

BERT SVM 0.639 0.647 0.642

BERT Logistic Regression 0.610 0.620 0.614

TF-IDF KNN 0.583 0.591 0.584

BERT KNN 0.429 0.460 0.433

Fig. 2. Feature importance of Random forest classifier. This barplot shows that the
most relevant terms for the classifier are mainly in-domain terms, such as “trademark”
(“marchio”), “commission” (“commissioni”).

Predictability of Different Relationship Types. Table 3 reports the per-class pre-
cision, recall and F1-score results achieved on the test set. The relationships of
type Related-ot appear to be simpler to predict, whereas Parent-of/Child-of and
Sibling-of turn out to be particularly challenging (see also the confusion matrix
plot in Table 3.
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Table 3. Predictability of different relationship types

Parent-of/Child-of Sibling-of Related-to Other

Precision 0.658 0.675 0.905 0.663

Recall 0.546 0.738 0.937 0.690

F1-score 0.60 0.706 0.920 0.672

5 Takeaways and Future Directions

The present work focused on overcoming the main issues of annotation-based
legal content retrieval systems by proposing a classification-based to document
pair annotation. The main takeaways can be summarized below.

– Concept drift: The updates of the original document collection and the pres-
ence of a relevant drift in the covered topics triggers the periodic retraining
of the entire classification model. Such an activity can be labour-intensive
and time-consuming. To overcome the aforesaid issue, we recommend to first
explore the graphical distributions of the pairwise vector similarities and set
up the classification pipeline accordingly.

– Missing Related-to relationships: Related-to is the most unconventional rela-
tionship in legal taxonomies. Since it is not easy to map it to known concepts
or to existing data structures its correct prediction is particularly challenging.
The proposed classification system achieved 90% F1-score on class Related-to
thus confirming its effectiveness and usability in real application contexts (see
Table 3).

– Portability to languages other then English: The increasing availability of
state-of-the-art multilingual pretrained models (e.g., MultiLingual BERT [8])
and the recent advances in cross-lingual approaches [3,4] allow the direct
processing of the raw data without the need to perform automatic machine
translation. The preliminary results achieved on Italian legal documents con-
firm the feasibility of the multilingual extension.

As future works, we envision (1) The application of the proposed method
to generate annotations in complex scenarios, e.g., zero-shot classification and
active learning. (2) The application of eXplainable AI methods to increase model
transparency. (3) The organization of a crowdsourcing validation process, based
on domain experts, to study the applicability of the system in real scenarios
(e.g., law firms, courthouse rooms). (4) The application of the proposed classifi-
cation system to legal documents written in low-resource languages (e.g., Hindi,
Vietnamese, Zulu).
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Abstract. The capability to efficiently handling and analysing data
streams in industrial processes and industrial cyber-physical systems
(ICPS) is critical for digitalisation and renewal of current manufactur-
ing industry. A key problem within this context is to provide scalable
capability to collect, process, analyse, and visualise data streams to sup-
port these ICPSs. The status of these systems continuously changes, and
analysts must understand and act upon such changes often in real time.
Visualisation tools are increasingly used by analysts to get insights from
these changes, but inconveniently nowadays, analysts have to store the
data from the Industrial Data Stream to a data storage system and then
use some visualisation tools to be able to visualise the data to help them
understand and act promptly. In this paper, we propose to integrate
visualisation and analysis primitives transparently into the query lan-
guage of the Data Stream Management System (DSMS) and we show
a proof of concept by a successful integration of an operator that can
execute query-based visualisation methods that support processing of
continuous numerical queries over streaming data in industrial analytics
applications. We will also show how we are benefiting from the meta data
in DSMSs to perform dimensionality reduction in real time to identify
a two, three, four, or five-dimensional representation of the numerical
query results on the data stream which preserve the salient relationships
in the results and how the operator can suggest the most appropriate
visualisation of the data to the analyst.

Keywords: Visualisation · Query · Data stream · Data analytic ·
Data management · Edge analytic · Industrial · Cyber-physical systems

1 Introduction

Several major international research and development initiatives such as Indus-
trial Internet [1], Industry 4.0 [2,3], and Made in China 2025 [4], are focusing
on transforming the current manufacturing industry through digitalisation, with
the overall goal of improving productivity and quality of industrial processes and
products. They are promoting the idea of intelligent manufacturing, which sim-
ply means analysing the data from the Internet of Things in time and feed the
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data back into the industry loop which then will be used to efficiently engage in
mass production and product customisation.

Current cyber-physical systems have processing power, which makes it pos-
sible to deploy data processing both as edge analytics in these systems [5] and
at an aggregated level in the cloud. In addition to processing performance, high
level access to data and data analytics (i.e. query-based analytical operators)
capabilities are vital and more efficient for the overall process performance [6].
In this paper we argue that to fully exploit this possibility a change in the process
and in the underlying technologies is required.

The left part of Fig. 1 illustrates the initial idea of Industrial Internet where
(aggregated) data analytics is supplied in a cloud environment, the proprietary
data is extracted from the industrial machines then transferred to data systems
were algorithms and analysis are applied and the results visualised and shared
with the right people to create insights. These new findings will be fed back into
the industrial machines to improve or correct a behaviour.

The right part of Fig. 1 provides a complete edge-based perspective with a
tighter analytic loop that can react to sudden changes in industrial processes:
through online analytics capabilities connected to equipment, one can provide
a much tighter monitoring and feedback loop in comparison to conventional
Extract-Transfer-Load methods [9,10]. The Analyse-Visualise-Feedback loop is
illustrated to the right in Fig. 1.

Fig. 1. The Industrial Internet conventional data analysis cycle, adapted from [20],
versus an edge analytics architecture for online data stream analytics.

A key problem within this context is to provide and handle scalable capability
to collect, process, analyse, and visualise data streams to support cyber-physical
systems [5]. Within this context, there is an increasing demand for data analysis
tools that support query-based access for management of data [5–8,21].

Query-based access to continuous streaming data and data analysis can effi-
ciently enable high-level data management for engineering analysts compared to
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more conventional programming-oriented access. Additionally, for analytics, an
important capability is the effective visualisation of numerical data and mod-
els, including spatial and/or temporally distributed quantities in the form of
numerical arrays, matrices, and streams.

The general goal of our research is to study and develop methods for scalable
processing of numerical queries involving real-time continuous streaming data
and visualisation and analysis primitives for advanced numerical applications.
In particular, the objective of this paper is to introduce query based visualisation
and analysis primitives transparently into the query-language level of the data
stream management and analysis system such that query processing can exploit
meta-data of the visualisation and analysis operations as well as conventional
meta-data in the database to guide the optimisation of the data processing.
This means engineering analysts can have immediate access to visual analytic
capabilities avoiding unnecessary data shipping between systems, by for example
analysing and displaying results of continuous queries over streaming data as
dynamic graphs or in some more complex model-based view displaying dynamic
contour plots or trajectories over a geometric model.

The current work provides a preliminary answer to the following research
question: How can visualisation and analysis primitives be transparently inte-
grated into a query language making visualisation and analysis of streaming
numerical data intuitive and easy to use. In particular, we are proposing a new
method of data processing and analysis by integrating a “DISPLAY” operator
transparently into the query language of a data stream management and analy-
sis system (DSMS), that can be overloaded on any type of data object that can
be visualised. This proposed method will change the intended environment and
system perspective and allows us to deploy such data processing and analysis
in edge cyber-physical systems which are normally monitored by engineers, not
software developers.

2 State of the Art

Functionality to visualise conventional non-streaming database data have earlier
been addressed in [7,11,13], These papers agree on the fact that visual represen-
tation of data is important for the analysis process by integrating human judge-
ment and interaction with the visualisation. A recent study suggests integrating
visualisation into the database management system [8], this work is related to
our proposal for streaming data. Other studies focused on ways to handle scaling
issues when trying to visualise query results from conventional DBMSs and they
have proposed ways to dynamically perform resolution reductions when trying
to visualise large data sets [16,17]. They suggest using data reduction methods
like binned aggregation and sampling and also interactive querying, but again
most of these methods are not usable for streaming data which have different
temporal and scalar values. Some studies also focused on the laborious and time
consuming process of finding the right visualisation to apply on large volumes
of data and on how to build a system that can automate this task [18].
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For real-time streaming data there are more recent works which integrate a
Visual data flow programming environment with a DSMS using a Visual Data
Stream Monitor [9,10], but functionality is limited to simple forms of numerical
data. In [19] they presented an interactive development environment to coordi-
nate running clusters to be able to process and transfer the data points which
must be visualised, and they have presented an algorithm for real-time visuali-
sation of a time series, however we are considering more than data points in our
proposed environment, for example complex continuous scalar, vector, tensor of
time-series data that normally is related to some basic analysis model.

Conventional data stream visualisation options are normally “hard-wired”
into some programmed procedure [23,24] or through some external visualisation
tools like Microsoft Power BI, Tableau Desktop, etc. [25], and cannot easily be
adapted to changing needs and quick acting which is essential for industrial
instrumental live streams. By using Ad-hoc queries for retrieving information
to visualise and analyse, one adds a powerful mechanism for selecting what
information to show since all data can be accessed and composed through the
query language.

To our knowledge, there is no system that tightly integrates visualisation and
analytical operators together with numerical arrays and matrices transparently
into a query language and the corresponding query processing. Even if data can
be accessed through a query language, there is normally a need for additional
coding e.g. algorithms in some programming or scripting language. The aim
of this work is to minimise the need for coding experts and put more high-
level interfaces in the hands of scientists and engineers through a simple data
manipulation query language and promote the “low-code” trend in industrial
data analysis [21].

3 The DISPLAY Operator

Through our work we show a proof of concept of query-based visualisation meth-
ods that support processing of continuous numerical queries over streaming data
in engineering analytics applications. More specifically, we show how a DISPLAY
operator transparently has been introduced into the query language of the data
stream management and analysis system and can be overloaded on any type of
data object that can be visualised.

The Operator has been designed as follows: first it receives the conventional
meta-data from the query processor regarding the resulted field types, number
of fields, and their order in the Continuous Query (QC), then it processes the
data results of the QC running on the stream, finds out the amount of records
in the specified window size and calculates some aggregations like minimum,
maximum, and mean values of each resulted field. These values will represent
metadata for the visualisation and analysis method when selected. To find and
suggest the best visualisation method to use, the Operator will (for the first batch
of results) remove all non-numeric fields and order the remaining resulted fields
according to a relevant feature selection using histogram analysis algorithms
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[26,27]. The visualisation parameters generated will have to take into account
the previous parameters from the previous windows in the time-series so that
the observer will not lose context, then the Operator updates only a part of the
generated real-time visualisation output according to the current query results.
The Operator is acting like a compiler that generates visualisation code from
the data it receives. The generated visualisation is vector graphics and it will be
viewed on any browser without the need of any external libraries in most cases.
The analyst will be able to interact with parameters of the QC in real-time
changing the visualisation accordingly as needed.

The mechanisms presented provide self-service simplicity technique, a “low-
code” method which is trending across industry currently, to facilitate innovation
for engineering analysts to access advanced and ad-hoc visualisation and ana-
lytical capabilities without reliance on software developers [21]. Visualisation
and analytical primitives can be implemented by Implementation Experts and
Engineering Analysts can apply these and even compose new functionality by
combining these primitives in ad-hoc analytical queries.

4 Experimental Validation

The following results show how our “DISPLAY” visualisation operator could be
introduced as a polymorphic overloaded function into the AmosQL query lan-
guage of the Amos II data stream management and analysis system, and can
be overloaded on any type (or combination of types) of data objects that can
be visualised. Initially, some basic types of geometric elements are supported
such as points and lines. Spatial and temporal scalar and vector-valued quanti-
ties can be modelled as metadata in the database and can then be queried and
visualised through built-in visualisation primitives using various types of chart-
ing elements. Currently there are 16 methods of two- and three-dimensional
visualisation types. Furthermore, queries can incorporate more or less advanced
analytical operations.

The following examples show how easily spatial data can be extracted and
visualised through queries using this type of mechanisms in the query language:

display(select temperature(p), p from point p);
display(select temperature(p), p from point p

where (temperature(p) > 2500) or (temperature(p) < 300));
display(select temperature(l), l from line l);
display(select temperature(l), l from line l

where (x(l)>0.1) and (y(l)>0.2));

The first two queries display temperatures for points (point-based data), whereas
the subsequent two queries display temperatures along a set of line entities of a
grid-based model illustrating the convenience and need for vector-based graphics
in these applications. Figure 2 shows the result of executing such queries at a
given point in time.
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Fig. 2. A query visualising the temperature for a complete set of points and for points
with temperatures over 2500 and below 300 ◦C (left), and temperatures for a complete
set of lines and for a set of lines with x coordinates bigger than 0.1 and y coordinates
bigger than 0.2 (right).

Two additional examples show how time-series data from a pressure sensor
from a hydraulic power system is visualised in a point chart that exemplifies how
numerical operations (greater than) and metadata (e.g. specification of legend)
can be controlled from within the query expression (Fig. 3). Notice that the
legend is dynamically determined by the current result of the query.

display(select time(p), value(p) from Pressure p
where (charttype(p)=’PlotChart’));

display(select time(p), value(p) from Pressure p
where (value(p)>180) and (charttype(p)=’PlotChart’));

Fig. 3. Two queries visualising a point chart (left) and point chart with threshold
(right) over a time series of pressure values (unit bar) from sensor readings (vertical
axis) from a hydraulic power system over time (horizontal axis, unit seconds).

One additional example in Fig. 4 shows how the Display Operator decides
and selects a relevant feature set from earthquake data in Italy using the below
query results and suggests two different visualisation methods to the analyst.
We can observe that a map background can be added interactively to the 2D
visualisation method on the left.
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display(select source(e), magnitude(e), longitude(e),

latitude(e), -depth(e), gap(e), distance(e) from Earthquake e

where (magnitude(e)>3) and (charttype(e)=’suggestvm=2’));

Fig. 4. The Operator automatically removes non-numeric fields from the results and
reorders the remaining fields according to histogram analysis to select relevant features
for the visualisation, a minus operator has been added manually for the depth field

Additional forms of data and features are being added, such as faces, bodies,
contour plots, streaming syntax and additional analytical capabilities. Require-
ments for query processing of these types of numerical queries will also be
addressed in continued work.

5 Conclusions and Contributions

This work proposes an Operator and presents a proof of concept for query-based
visualisation methods to support scalable processing of continuous numerical
queries over streaming data in engineering analytics applications. Query-based
visualisation and analysis primitives are transparently enabled at the query-
language level of a data stream management and analysis system. Query pro-
cessing can exploit metadata of the visualisation and analysis operations as well
as conventional meta-data in the database to guide the optimisation of the data
processing. This means that engineering analysts can have immediate access to
efficient visual analytics capabilities avoiding unnecessary data shipping between
systems. Ad-hoc queries can be expressed and visualised in a graphic format suit-
able for the application such as dynamic contour plots, graphs or trajectories on
analytics models such as spatial geometric models.

This work also raises new research questions. Firstly: Exploiting metadata
of the visualisation and analysis operations and the conventional meta-data in
the database to guide the optimisation of the data processing must be investi-
gated further. Secondly: What methods and algorithms are available for data
approximation and reduction (without loosing the relational context in the data
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stream) to cope with visualisation when the volume of the arriving data is big.
The work will also continue with developing new functionality and syntax for
visualisation of online streams and more detailed investigation of optimisation
will follow for these types of visual and analytical queries.
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Abstract. Fairness in Artificial Intelligence is a major requirement for
trust in ML-supported decision making. Up to now fairness analysis
depends on human interaction – for example the specification of relevant
attributes to consider. In this paper we propose a subgroup detection
method based on clustering to automate this process. We analyse 10
(sub-)clustering approaches with three fairness metrics on three datasets
and identify SLINK as an optimal candidate for subgroup detection.

Keywords: Artificial intelligence · Fairness · Clustering

1 Introduction

Nowadays a great variety of AI systems are spread over the digital world and
affect the lives of millions of people every day. Over the past years there has
been a strive for optimizing performance of such systems by better and faster
technologies – but modern ML requires for other inalienable objectives, too. The
societal impact of decisions of AI systems has to be considered along the objective
of maximizing the prediction accuracy. As a consequence, ML models should also
be checked carefully for providing equal treatment of individuals from different
ethnics, races, or sexes. Especially, the intersections of sensitive characteristics –
or those characteristics not obviously involved in discrimination – make judging
the model behavior challenging when facing complex data. Additionally, the
huge number of possible subgroups growing exponentially with the number of
features inside data makes it infeasible to test the model’s behavior towards each
subgroup. Thus, automation of fairness testing is required to solve this issue.

We propose two subgroup detection methods based on an unsupervised clus-
tering. The computed clusters serve as subgroups for the fairness evaluation and
prototypes for the generation of patterns defining subgroups. Furthermore, we
compare different clustering algorithms on their performance to identify sub-
groups for a fairness assessment of a binary classifier under three common fair-
ness criteria and three fairness-related datasets. In Sect. 2 we give an overview
over related work on automated subgroup fairness and Sect. 3 introduces the
theory for our methods of subgroup detection, that are explained in Sect. 4.
Section 5 describes our experimental setting and discusses the results. Finally,
we the summarize key findings and give an outlook into future work in Sect. 6.
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2 Related Work

There has been an uprising number of tools being developed to aid data scien-
tists and developers with the investigation and improvement of their developed
ML models. They usually support the model selection or optimization phase by
diverse visualizations of data and the model performance. Recently, there evolved
an advance towards the assessment of model fairness to meet the demands of
society for equality in AI. However, many tools require expert knowledge as they
partly rely on user interaction via controls or parameters.

The tools Boxer [5] and Fairkit [7] let the user interactively explore and com-
pare the behavior of multiple models. They opt for the identification of intersec-
tional bias in the model but require the selection of subgroups to investigate for
discrimination. The What-If tool [13] yields insights into local and global modal
behavior in various scenarios, performs an intersectional analysis for a chosen
fairness objective and automatically adapts the model’s classification threshold.
The framework of Morina et al. [9] comprises a suite of metrics for evaluating
and estimating intersectional fairness but also does not discover subgroups auto-
matically. The FairVis tool [2] was designed to identify the intersectional bias
of ML models by visualizations. Despite possible user interaction, automatically
generated subgroups are suggested and the subgroup performance and fairness
of the model are presented. These subgroups are found by a k-means clustering
and extracting patterns that describe the makeup of the cluster members. The
dominant features in a cluster are ranked by the feature entropy quantifying the
feature’s uniformity. Our approach uses a similar technique that directly uses the
clustering results and the feature entropy with a threshold instead of a ranking.

In contrast, the Divexplorer project [10] provides automatic subgroup detec-
tion by frequent-pattern mining. An exhaustive search through possible itemsets
(i.e. patterns to match data instances to) is carried out and only itemsets above a
support threshold are considered while pruning others from the search tree. The
divergence of the model behavior between a subgroup of instances complying
to a mined pattern and the full dataset is assessed by an outcome function for
classification or ranking tasks that evaluates fairness by the difference between
the FPR or FNR of a subgroup and the global rate. The DENOUNCER [8]
system discovers subgroups with a low prediction accuracy by pattern graph
traversal, applies a support threshold to the attribute-value patterns filtering
out insignificant patterns and prunes for the most general patterns.

3 AI Fairness

Generally, one can distinguish individual (similarity-based) and group (statisti-
cal) fairness criteria. Individual fairness refers to the discrimination by the model
on an individual level (per instance) and is expressed as the different behavior
of the model wrt. similar individuals although they should be treated similarly.
This work is focused on the assessment of group fairness of a given classification
model that tests whether the model systematically discriminates against a cer-
tain subgroup of instances [6]. The subgroups of interest are therefore usually
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defined for a set of protected attributes (such as sex or nationality) but generally
involve the intersection of multiple protected attributes. Hence we formalize a
dataset as D = {x1, . . . , xn} with the set of attributes A = {A1, . . . , Ap} that
comprises n instances xi, ∀i ∈ {1, . . . , n}. The active domain of an attribute
Aj ∈ A is then denoted as Dom(Aj) and describes all the possible values for the
feature Aj . The active domain Dom(D) is then the cartesian product of all its
attributes’ active domains. Thus, each instance x ∈ D is from the active domain
Dom(D) and we write the value of x for attribute Aj ∈ A as x(Aj). To define
metrics for measuring group fairness, we first introduce protected attributes and
patterns to match instances to certain groups similar to the definitions in [8,10].

Definition 1. Pattern. Let D a dataset and A = {A1, . . . , Aq} ⊆ A a non-
empty subset of the dataset attributes. Then, a tuple of attribute values P =
(a1, . . . , aq) ∈ Dom(A) is a pattern over dataset D. An instance x ∈ Dom(D)
satisfies such a pattern P if the respective attribute values of x match the attribute
values of P : If ∀Aj ∈ A : x(Aj) = aj, then x � P

A classification model M̂ can be trained on a dataset D labeled by the true
classes Y = {y1, . . . , yz} by M : D �→ Y to learn predicting the class ŷ = M̂(x) of
any new input instance x. The model M̂ serves as an approximation of the real
mapping M : Dom(D) �→ Y on Dom(D). We also call M̂ the predictor and in
the following assume a binary classification model, i.e. Y = {0, 1}, where y = 1
corresponds to the positive or favorable class label and y = 0 to the negative or
unfavorable class label. In case of a score M̂(x) ∈ [0, 1] estimating the probability
of an instance to belong to the favorable class a t-threshold rule [3] rule can be
used to discretize the prediction as ŷ = 1 if M̂(x) ≥ t or ŷ = 0 otherwise.

A pattern P = (a1, . . . , aq) partitions dataset D into two disjoint subgroups
based on the protected attribute values. This partitions are the protected (P
satisfied) and unprotected (P not satisfied) subgroups DP = {x ∈ D | x � P} and
DP̄ = {x ∈ D | x � P} = D \ DP , respectively. The different behavior regarding
the prediction of the favorable or unfavorable class label on the subgroups by
a classification model M̂ is tested for fairness violations. The probabilities of a
model M̂ to predict the positive or negative class label are denoted as P(ŷ = 1)
and P(ŷ = 0), respectively. Given a pattern P over dataset D the probability for
instances from the protected subgroup to be predicted the class label c ∈ {0, 1} is
written as P(ŷ = c | x ∈ DP ). Furthermore, the probability for a correct or wrong
prediction of class c given the groundtruth class label g and one of the subgroups
is expressed by P(ŷ = c | y = g, x ∈ DP ). Notations for the probabilities of true
classes (according to mapping M) and the unprotected group are analogous.

3.1 Subgroup Fairness Metrics

There exist various subgroup fairness metrics that mostly rely on the rates com-
puted from confusion matrices [6,12] such as the positive predictive value (PPV)
or TPR to estimate the chances for DP and DP̄ . We do not focus on any spe-
cific group fairness metric but consider multiple of them as there are various,
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sometimes opposing opinions on the justification of equal treatment. Instead, we
define in the following three common fairness criteria that we will use in our
evaluation to ensure a broad comparison.

Statistical parity (Definition 2) is a fairness definition based on the predicted
outcome ŷ = M̂(x) and is satisfied if DP has the same probability of getting a
positive prediction (ŷ = 1) from the model as DP̄ [12]. A fair classifier predicts
the favorable label with a probability independent from the protected attribute
values but the bias against instances belonging to multiple protected groups might
be magnified [11]. Subgroup fairness based on equal opportunity (Definition 3) is
achieved if the TPR of DP is equal to the TPR of DP̄ . Regardless of their subgroup
membership, the chance for each individual x ∈ D to get a positive prediction if
they actually belong to the favorable class should be the same. As a consequence
of Eq. 2, every individual from the subgroup should have the same probability of
being assigned the unfavorable class label if they actually belong to the favorable
class. The equalized odds subgroup fairness (Definition 4) is a generalization of
equal opportunity as it requires the equality of the TPRs and FPRs of the both
subgroups. In addition to the equal chance of getting a correct positive prediction
also the chance of being incorrectly assigned the favorable class label has to be
equal between the protected and unprotected subgroups.

Definition 2. Statistical parity. Let D a dataset. A classifier M̂ satisfies
statistical parity wrt. a pattern P over D if:

P(ŷ = 1 | x ∈ DP ) = P(ŷ = 1 | x ∈ DP̄ ) (1)

Definition 3. Equal opportunity. Let D a dataset and M the groundtruth
mapping. A classifier M̂ satisfies equal opportunity wrt. a pattern P over D if

P(ŷ = 1 | y = 1, x ∈ DP ) = P(ŷ = 1 | y = 1, x ∈ DP̄ ). (2)

Definition 4. Equalized odds. Let D a dataset, M the groundtruth mapping
and g ∈ {0, 1}. A classifier M̂ satisfies equalized odds wrt. pattern P over D if

P(ŷ = 1 | y = g, x ∈ DP ) = P(ŷ = 1 | y = g, x ∈ DP̄ ) (3)

Commonly, the strict equality of fairness definitions is relaxed to accept also
similar chances for predictions by M̂ as fair, e.g., by ε-differential fairness def-
initions [4,9]. We prefer a simpler relaxation as provided by the “AI Fairness
360” toolkit [1] that relies on the difference between the probabilities for DP and
DP̄ (Table 1). The fairness of M̂ wrt. stat. parity and eq. opportunity is calcu-
lated as the difference between the probabilities given x ∈ DP̄ or x ∈ DP . As
equalized odds (Eq. 3) requires the equality of two probabilities, the average of
the probability differences denoted as Faod in Table 1 is calculated. Each metric
F ∈ {Fspd, Feod, Faod} yields a value in [−1, 1]. If F = 0, the evaluated classifier
M̂ is considered perfectly fair wrt. P and the fairness definition as the confusion
matrix rates to estimate the probabilities coincide for DP and DP̄ (i.e., under
the same conditions the prediction is independent of the membership in DP or
DP̄ ). A value F > 0 corresponds to discrimination against individuals in DP or
favoritism of individuals in DP̄ by M̂ and F < 0 indicates the opposite.
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Table 1. Subgroup fairness metrics

Definition Fairness metric

Statistical parity Fspd = P(ŷ = 1 | x ∈ DP̄ ) − P(ŷ = 1 | x ∈ DP )

Eq. opportunity Feod = P(ŷ = 1 | y = 0, x ∈ DP̄ ) − P(ŷ = 1 | y = 0, x ∈ DP )

Equalized odds Faod =
1

2

[
P(ŷ = 1 | y = 0, x ∈ DP̄ ) − P(ŷ = 1 | y = 0, x ∈ DP )

+ P(ŷ = 1 | y = 1, x ∈ DP̄ ) − P(ŷ = 1 | y = 1, x ∈ DP )
]

4 Automatic Subgroup Detection

Assigning instances of a dataset to meaningful groups that mirror high similar-
ities between the instances is challenging. Clustering algorithms provide unsu-
pervised techniques to compute such a grouping C, called clustering, that assigns
the instances x ∈ D to clusters C1, . . . , Ck. Each pair x, y ∈ Ci for i ∈ {1, . . . , k}
shares some similarity as defined by the type of clustering, the algorithm param-
eters and the similarity/distance measure. For example, a centroid-based clus-
tering expresses similarity by cluster membership wrt. the proximity to the com-
puted centroids representing the clusters and a density-based clustering distin-
guishes dense regions of instances, that are considered the clusters, from the
sparse regions, which are marked as containing outliers. With the notion of
a clustering, we automatically evaluate the fairness of a classification model
with our previous fairness metrics in two ways. A clustering C specifies a set
of clustering-based patterns P C (Definition 5) defining DP and DP̄ according
to the established clusters. The fairness of a classifier M̂ can then be evaluated
for the subgroups of instances that comply to C. To this end, the cluster labels
of the instances x ∈ D are added as an artificial attribute AC to D. For each
pattern r = P C

i ∈ P C we can assess the fairness of M̂ with any of the mentioned
fairness metrics by comparing the treatment of the clustering-based protected
and unprotected subgroup Dr = {x ∈ D | x � P C

i } and Dr̄ = {x ∈ D | x � P C
i },

respectively. The metric values are aggregated over all pairs of subgroups Dr and
Dr̄ as defined by the patterns (i.e. over all clusters).

Definition 5. Clustering-based pattern. Let C = {C1, . . . , Ck} a clustering
of dataset D with an attribute set A ∪ {AC} that was extended by the attribute
AC of the clustering labels of C. We call P C

i = (i) a clustering-based pattern over
D and denote the set of all clustering-based patterns over D as P C = {P C

i }ki=1.
An instance x ∈ D satisfies P C

i if x belongs to cluster Ci ∈ C.
Furthermore, our system extracts more general patterns from C to perform

the subgroup fairness analysis. We use the cluster feature entropy [2] to identify
dominant features in C1, . . . , Ck from which patterns are extracted. The cluster
feature entropy Hi,j quantifies the distribution of values for attribute Aj in
cluster Ci and is calculated for each cluster and feature separately. An entropy
value Hi,j close to zero indicates a single dominant value at attribute Aj in Ci
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whereas high values indicate a frequent occurrence of multiple values. A uniform
distribution of all values across the cluster has maximal entropy.

Definition 6. Normalized feature entropy. Let C = {C1, . . . , Ck} a clus-
tering of dataset D with attributes A = {A1, . . . , Ap}. We define the normalized
cluster feature entropy for cluster Ci ∈ C and feature Aj ∈ A where Ni = |Ci|
and Ni,j,v = |{x ∈ Ci | x(Aj) = v}| as

Hi,j = − 1
log2 |Dom(Aj)| ·

∑

v∈Dom(Aj)

Ni,j,v

Ni
· log2

(
Ni,j,v

Ni

)
(4)

However, it is impossible to define an appropriate global entropy thresh-
old t when using the definition of Cabrera et al. [2] as it does not account for
the varying sizes of the active domains A. As a consequence, it often fails to
classify non-dominant features with larger active domains as such in clusters
without a clear dominant value but potentially multiple of them when t was
tuned for smaller active domains. To improve their definition, we also normalize
the entropy by the logarithm log2(|Dom(Aj)|) of the number of possible values
for feature Aj in Definition 6. This ensures entropy values between 0 and 1 such
that t can be picked independently of the size of the active domain of a feature.

For example, consider the three value distributions (frequencies) a = [0.025,
0.025, 0.025, 0.025, 0.025, 0.025, 0.025, 0.025, 0.8], b = [0.1, 0.1, 0.1, 0.1, 0.6] and
c = [0.25, 0.25, 0.5], respectively. The first distribution a clearly shows a domi-
nant feature in the cluster (80%), b also expresses a single value making up most
of the feature but less significantly (60%), and c represents a scenario where still
one value occurs more often than others but the feature is not really dominant.
The feature entropies are Ha ≈ 1.32, Hb ≈ 1.77 and Hc = 1.5, respectively.
Other than expected, the Hb does not reflect a dominant feature and, in con-
trast, Hc is lower although the distribution c does not dominate the feature as
much as b. Instead of this misleading values, one can normalize them to obtain
Ha

log2 9 ≈ 0.42, Hb

log2 5 ≈ 0.76 and Hc

log2 3 ≈ 0.95 accounting for the feature diversity.

Definition 7. Entropy-based pattern. Let C = {C1, . . . , Ck} a clustering of
dataset D with attribute set A = {A1, . . . , Ap} and threshold t ≥ 0. We then
define an entropy-based pattern over D as P t

i = (a1, . . . , aq) ∈ Dom(Ai) where
Ai = {Aj ∈ A | Hi,j < t} contains the dominant features of cluster Ci ∈ C and
aj ∈ Dom(Aj) is the most frequent or dominant value of Aj ∈ Ai in Ci. The
set of entropy-based patterns for all clusters of C, {P t

i }ki=1, is denoted as P t.

From all dominant features of a cluster, one pattern is created for each cluster
and used for the fairness metric calculation: all features Aj with Hi,j ≤ t are
collected in a subset of attributes Ai = {Aj ∈ A | Hi,j < t} for each Ci ∈ C. An
entropy-based pattern P t

i (Definition 7) is then derived from each Ci comprising
the most frequent value of each dominant attribute Aj ∈ Ai. In contrast to a
clustering-based pattern P C

i , that is satisfied by an instance x ∈ D if x belongs to
Ci, an entropy-based pattern P t

i is satisfied by x according to Definition 1. Hence,
an entropy-based pattern is evaluated wrt. specific attribute values as determined
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by C and t whereas clustering-based patterns are evaluated value-agnostic and
specific attribute values are considered only implicitly via the computation of
C. For a hard partitional clustering, where each instance belongs to exactly one
of the pairwise disjoint clusters, it holds that DPi

∩ DPj
= ∅ for each pair of

clustering-based patterns Pi, Pj ∈ P C . However, two entropy-based patterns P t
i

and P t
j extracted from different clusters Ci, Cj ∈ C might coincide as the clusters

might have the same dominant features and values, i.e., Ai = Aj and P t
i = P t

j .
For our evaluation, we remove the duplicate entropy-based patterns before the
subgroup fairness assessment and report the duplication rate.

5 Results

We evaluated our system on three fairness-related datasets: ProPublica’s COM-
PAS dataset1, the South German Credit dataset2 and the Medical Expenditure
Panel Survey3 dataset of the year 2015 (panel 19). We refer to them as COM-
PAS, Credit and MEPS19, respectively. The COMPAS data (n = 6172, p = 7)
was taken as provided in the FairVis [2] repository incl. predictions. We trained
LightGBM classifiers (gradient boosting decision tree) for the Credit (n = 1000,
p = 20) and MEPS dataset (n = 15830, p = 40). Our system first preprocessed
the data by encoding categorical features and min-max normalizing before clus-
tering. To analyze the suitability of clustering models for our subgroup detection
task, we compared the proposed method for the following (subspace) clustering
techniques of different types: k-Means, DBSCAN, OPTICS, Spectral Clustering,
SLINK, Ward, BIRCH, SSC-BP, SSC-OMP, and EnSC. We tested a small set of
parameter values individually on each algorithm and dataset. The fairness met-
rics producing the best combination of fairness violation indication and clustering
performance was then reported. We selected the run that maximizes the product
of silhouette score SC and mean absolute error of the clustering-induced sub-
group prediction accuracy AccM̂ (DPC

i
), i = 1, . . . , k, as compared to the global

accuracy AccM̂ (D): argmax
Ci∈C

(
SC · 1

|C| · ∑
PC

i ∈PC

∣∣∣AccM̂ (DPC
i
) − AccM̂ (D)

∣∣∣
)

The experimental results are shown in Table 2, 3 and 4. Each table represents
a dataset and both subgroup detection methods with one row for the best run.
The columns display the mean (Avg), standard deviation (Std) and absolute
mean (Abs) values across all clustering- or entropy-induced subgroups as mea-
sured by the fairness metrics. The clustering model with the highest absolute
mean is highlighted for each fairness criterion by bold numbers for the three
reported quantities. On the COMPAS dataset (Table 2) the best results were
obtained for SLINK throughout all fairness metrics and both subgroup detec-
tion methods. Especially the entropy-based subgroups detected by SLINK clearly
outperformed in the absolute mean of the metric values when compared to the

1 https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing.
2 https://archive.ics.uci.edu/ml/datasets/South+German+Credit+%28UPDATE%29.
3 https://meps.ahrq.gov/mepsweb/data_stats/download_data_files_detail.jsp?

cboPufNumber=HC-183.

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://archive.ics.uci.edu/ml/datasets/South+German+Credit+%28UPDATE%29
https://meps.ahrq.gov/mepsweb/data_stats/download_data_files_detail.jsp?cboPufNumber=HC-183
https://meps.ahrq.gov/mepsweb/data_stats/download_data_files_detail.jsp?cboPufNumber=HC-183
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Table 2. Clustering- (top) & Entropy-based (bottom) subgroup fairness COMPAS

Algorithm Statistical parity Equal opportunity Equalized odds

Avg Std Abs Avg Std Abs Avg Std Abs

k-Means –0.0074 0.3017 0.2513 0.0592 0.3100 0.2454 –0.0071 0.2877 0.2315

DBSCAN –0.1446 0.1914 0.1992 –0.0880 0.1516 0.1491 –0.1242 0.1763 0.1733

OPTICS –0.0592 0.1778 0.1580 0.0102 0.1790 0.1439 –0.0466 0.1651 0.1415

Spectral 0.0328 0.3558 0.3081 0.1388 0.3755 0.3198 0.0254 0.3305 0.2749

SLINK 0.0343 0.4057 0.3580 0.2474 0.4373 0.4217 0.0767 0.3457 0.2821

Ward –0.0376 0.2711 0.2233 0.0163 0.2487 0.1859 –0.0316 0.2460 0.1984

BIRCH –0.1032 0.1744 0.1710 –0.0506 0.1376 0.1274 –0.0810 0.1449 0.1411

SSC-OMP –0.0160 0.2115 0.1725 0.0205 0.1679 0.1386 –0.0167 0.1802 0.1460

SSC-BP –0.0993 0.2078 0.1949 –0.0490 0.1699 0.1467 –0.0851 0.1863 0.1712

EnSC –0.1356 0.1978 0.2018 –0.0798 0.1538 0.1470 –0.1172 0.1808 0.1765

k-Means –0.0985 0.2323 0.2022 –0.0459 0.2076 0.1700 –0.0918 0.2269 0.1891

DBSCAN –0.2115 0.1860 0.2265 –0.1332 0.1417 0.1630 –0.1985 0.1875 0.2143

OPTICS –0.1517 0.1830 0.1850 –0.0842 0.1509 0.1498 –0.1263 0.1737 0.1580

Spectral –0.0601 0.2997 0.2496 0.0290 0.3288 0.2477 –0.0581 0.2728 0.2188

SLINK −0.0158 0.4009 0.3487 0.1725 0.4312 0.3761 0.0138 0.3524 0.2783

Ward –0.1211 0.2274 0.2081 –0.0748 0.1620 0.1517 –0.1190 0.2148 0.1920

BIRCH –0.1860 0.1854 0.2069 –0.1010 0.1417 0.1423 –0.1665 0.1794 0.1885

SSC-OMP –0.0781 0.1920 0.1664 –0.0305 0.1525 0.1295 –0.0724 0.1677 0.1456

SSC-BP –0.0993 0.2128 0.1861 –0.0566 0.1502 0.1249 –0.0914 0.1968 0.1629

EnSC –0.1839 0.1842 0.2117 –0.1167 0.1358 0.1500 –0.1713 0.1795 0.1959

Table 3. Clustering- (top) & Entropy-based (bottom) subgroup fairness credit

Algorithm Statistical Parity Equal Opportunity Equalized Odds

Avg Std Abs Avg Std Abs Avg Std Abs

k-Means –0.0096 0.2210 0.2062 0.0120 0.0738 0.0628 –0.0665 0.1838 0.1556

DBSCAN –0.0059 0.2911 0.2097 0.0578 0.1562 0.1000 –0.0876 0.2957 0.1928

OPTICS –0.0051 0.2616 0.2029 0.0253 0.0524 0.0317 0.0035 0.1379 0.0988

Spectral –0.0323 0.3207 0.2480 0.0761 0.3091 0.1340 –0.1124 0.3216 0.2560

SLINK −0.0120 0.4338 0.3123 0.3691 0.5306 0.4103 0.0006 0.4249 0.3332

Ward –0.0006 0.1744 0.1442 0.0055 0.0980 0.0655 –0.0320 0.1569 0.1232

BIRCH –0.0002 0.1787 0.1509 0.0051 0.0967 0.0632 –0.0361 0.1580 0.1291

SSC-OMP 0.0032 0.0461 0.0375 0.0033 0.0277 0.0232 –0.0011 0.0279 0.0229

SSC-BP –0.0117 0.1286 0.0898 –0.0003 0.0428 0.0299 –0.0097 0.0514 0.0359

EnSC –0.0217 0.1377 0.1070 –0.0034 0.0298 0.0227 –0.0239 0.0824 0.0677

k-Means –0.0558 0.2130 0.1940 –0.0094 0.0591 0.0469 –0.0969 0.2065 0.1694

DBSCAN –0.0171 0.2516 0.1717 0.0907 0.2258 0.1434 –0.0967 0.2829 0.1814

OPTICS –0.0878 0.3209 0.2763 –0.0122 0.0694 0.0575 −0.2370 0.3103 0.3179

Spectral –0.0504 0.3193 0.2469 0.0631 0.3119 0.1282 –0.1268 0.3190 0.2617

SLINK −0.0108 0.4339 0.3135 0.3605 0.5374 0.4017 –0.0293 0.4155 0.3033

Ward –0.0164 0.1915 0.1682 0.0080 0.1180 0.0786 –0.0845 0.2022 0.1661

BIRCH –0.0354 0.2032 0.1775 0.0023 0.1177 0.0754 –0.0989 0.2122 0.1783

SSC-OMP 0.0407 0.0612 0.0499 0.0048 0.0173 0.0151 0.0223 0.0324 0.0240

SSC-BP –0.0307 0.1802 0.1326 –0.0010 0.0352 0.0253 –0.0824 0.2285 0.1469

EnSC –0.0407 0.1384 0.0857 –0.0001 0.0333 0.0232 –0.0684 0.1997 0.1152
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other clustering results with absolute mean values from ≈ 0.28–0.42. The eq.
opportunity mean values revealed a skew towards the detection of mainly dis-
criminated subgroups or subgroups with a higher degree of discrimination than
the degree of favorization for the other subgroups by SLINK in both detection
methods. The other fairness metrics were balanced between discriminated and
favored subgroups as indicated by the mean metric values close to zero. The
subspace clustering algorithms showed no improvement over the conventional
clustering algorithms and the spectral clustering also performed quite good on
the COMPAS dataset. The duplication rate of the entropy-induced subgroups
was between 0 and 0.5.

Table 3 displays again outstanding results (Abs ≈ 0.30–0.41) of SLINK across
both detection methods and all fairness criteria. Only OPTICS achieved a higher
absolute mean value of 0.3179 under eq. odds and entropy-induced subgroups
on the Credit dataset. For the SLINK clustering, again we observed an even
more significant skew towards the detection of discriminated subgroups over
favored ones for the eq. opportunity criterion. The OPTICS clustering, in con-
trast, showed a skew towards the favored subgroups with an average eq. odds
value of –0.2370 across the clustering-induced subgroups. The spectral clustering
also performed well as measured by stat. parity and eq. odds for both detection
methods. For the Credit dataset the observed performance of the subspace clus-
tering algorithms was weaker than the other algorithms. We observed a dupli-
cation rate of 0 for all reported trials except for the SCC-OMP model (single
duplication).

The MEPS19 dataset (Table 4) yielded more variety regarding the best per-
formance. We observed for both detection methods the best performance in stat.
parity for SLINK (≈ 0.80), in eq. opportunity for OPTICS (≈ 0.58) and in eq.
odds for spectral clustering (≈ 0.60 and 0.58). The spectral clustering produced
similarly good results as the SLINK clustering for each of the detection meth-
ods. In contrast to the other two datasets, our experiments showed more shift
towards favored or discriminated subgroups as detected by any of the computed
clusterings for the MEPS19 dataset. Furthermore, we observed (nearly) equality
of the absolute value of the mean and the absolute mean metric value for selected
models. This indicates that few or no favored subgroups were detected by the
clustering algorithm if the skew occurred towards discriminated subgroups and
vice versa. This behavior was often observed for the subspace clustering algo-
rithms, that again did not perform differently than the conventional algorithms.
Only for SSC-BP, we observed a duplication rate of 0.4 whereas the other algo-
rithms had maximally one collision on the entropy-induced subgroups.
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Table 4. Clustering- (top) & Entropy-based (bottom) subgroup fairness MEPS19

Algorithm Statistical parity Equal opportunity Equalized odds
Avg Std Abs Avg Std Abs Avg Std Abs

k-Means –0.0279 0.3180 0.2050 0.2343 0.3675 0.4002 0.0862 0.3058 0.2630

DBSCAN –0.0566 0.4154 0.3009 0.5054 0.0395 0.5054 0.1176 0.2836 0.2573

OPTICS 0.1323 0.0002 0.1323 0.5806 0.0118 0.5806 0.3097 0.0058 0.3097

Spectral –0.6962 0.4504 0.7958 –0.2681 0.4133 0.4830 −0.5098 0.3938 0.6090
SLINK −0.7121 0.4276 0.8031 –0.1229 0.4810 0.4834 –0.4814 0.3629 0.5461

Ward 0.0029 0.2636 0.1810 0.2988 0.3222 0.4111 0.1311 0.2565 0.2549

BIRCH –0.0336 0.2998 0.2068 0.2503 0.3432 0.4003 0.0930 0.2835 0.2625

SSC-OMP 0.1175 0.0585 0.1306 0.4805 0.2388 0.5339 0.2613 0.1299 0.2904

SSC-BP 0.1174 0.0623 0.1321 0.4805 0.2415 0.5350 0.2613 0.1321 0.2913

EnSC 0.1127 0.0662 0.1293 0.4429 0.2386 0.4927 0.2419 0.1311 0.2700

k-Means 0.0082 0.3082 0.2031 0.3665 0.3484 0.4679 0.1574 0.3043 0.2981

DBSCAN –0.0866 0.3894 0.2709 0.5370 0.0027 0.5370 0.1264 0.2910 0.2661

OPTICS 0.1322 0.0001 0.1322 0.5826 0.0002 0.5826 0.3106 0.0001 0.3106

Spectral –0.7765 0.2673 0.7902 −0.2653 0.4100 0.4788 −0.5528 0.2827 0.5818
SLINK −0.7906 0.2507 0.8043 –0.1163 0.4895 0.4900 –0.5222 0.2675 0.5262

Ward 0.0306 0.2562 0.1889 0.3955 0.3076 0.4796 0.1832 0.2535 0.2930

BIRCH –0.0344 0.3370 0.2373 0.3123 0.3866 0.4807 0.1148 0.3271 0.3180

SSC-OMP 0.1310 0.0016 0.1310 0.5341 0.0010 0.5341 0.2656 0.1119 0.2866

SSC-BP 0.1408 0.0102 0.1408 0.5400 0.0085 0.5400 0.2571 0.1404 0.2893

EnSC 0.1405 0.0092 0.1405 0.5411 0.0083 0.5411 0.2962 0.0061 0.2962

6 Conclusion and Future Work

In our research we have proposed two techniques to identify subgroups in data
to perform a subgroup fairness analysis on. The experimental results proved
the ability of our clustering- and entropy-based approach to detect subgroups
in datasets on which a given classifier violates common fairness criteria, namely
statistical parity, equal opportunity and equalized odds. We found a strong over-
all performance when employing the SLINK clustering algorithm in our sub-
group detection methods as it identifies subgroups with a high deviation from
what would be considered fair. Future research could investigate on relation-
ships between classification models and the subgroup detection performance or
extend the proposed subgroup detection. We currently work on the integration
of our method into a graphical, web-based tool allowing users to perform an
automatic subgroup fairness analysis on their dataset and classifier in a user-
friendly manner. With the help of the fairness analysis tool, we want to provide
deeper insights into the composition of the detected subgroups straightforward
to users.
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Abstract. Fulfilling the FAIR Principles is a challenge that requires the
management of research data and metadata considering the inherent big
data complexity of volume, variety, and velocity. A suitable solution to
deal with this problem is to combine a software reference architecture
with a cloud computing environment. In this paper, we propose Cloud-
FAIR, a novel Open Science architecture with an infrastructure located
entirely in the cloud, which unburdens scientists in data and metadata
management and improves performance. CloudFAIR also addresses secu-
rity issues related to data encryption. We conducted performance tests
with a real-world dataset to assess the efficiency of CloudFAIR. Com-
pared to BigFAIR, the proposed architecture provided performance gains
that ranged from 41.03% up to 75.95% when the issued queries required
the retrieval of both data and metadata.

Keywords: Open science · FAIR principles · Cloud computing

1 Introduction

Collaboration plays a core role in the development of valuable scientific research.
This fact became evident during the COVID-19 pandemic: vaccine development
was unprecedentedly accelerated due to the sharing of scientific data between
research institutions across the globe. This kind of collaboration is the foundation
behind the concept of Open Science, which requires that every digital output of
research objects is made available and usable free of charge [9].

The FAIR Principles provide a standardized protocol that complies with
Open Science. These principles encompass the Findability, Accessibility, Inter-
operability, and Reusability of scientific data objects and their respective meta-
data [10]. However, scientific data can easily reach the concept of big data [4],
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according to their volume, variety, and velocity. Hence, it is necessary to guar-
antee the FAIR principles while being concerned with the traits of big data.

The combination of a software reference architecture (SRA) [1] with a cloud
computing environment [4] can assist scientists in implementing FAIR-compliant
big data repositories. An SRA can serve as a baseline to develop workflows
adapted to specific requirements. A cloud environment transfers the clustering
complexity and resource management to the cloud provider. As a result, scien-
tists can focus on the data under analysis rather than on infrastructure details.

In Example 1, we introduce an application aimed at developing an SRA for
implementing a FAIR-compliant repository in the cloud. We describe a reposi-
tory whose goal is to store several scientific data objects from different sources,
along with the integration of their metadata. We employ this application as a
running example throughout the paper.

Example 1. Consider that a research foundation responsible for supporting sev-
eral clinics and hospitals is building an open science repository, which should
guarantee the following requirements. The repository should store, share, and
analyze data and metadata generated by the funded institutions. It also should
be compliant with the FAIR Principles. The data and metadata refer to those of
COVID-19 patients, including their individual (e.g., age and gender) and exam
(e.g., COVID-19 test results) data. Since each institution treats many patients
daily and stores their data heterogeneously, a huge volume and variety of data
are generated at a high velocity. Thus, the repository should provide good per-
formance results when dealing with big data. Furthermore, the repository should
unburden the funded institutions in maintaining their infrastructure. �

A FAIR-compliant cloud SRA is a solution for guiding the implementation
of the requirements described in Example 1. To this end, there are three groups
of state-of-the-art solutions in the literature: general-purpose big data architec-
tures [5]; FAIR implementations [6,8]; and FAIR-compliant big data architec-
tures [3]. Despite the benefits of these solutions, they face several limitations.
Solutions in the first group are not designed to conform the FAIR principles,
while those in the second group are domain-specific and do not meet the con-
cept of a generic SRA. To the best of our knowledge, there is only one solution
in the third group, referred to as BigFAIR. This architecture takes advantage
of existing repositories and supports data ownership. As a result, its repository
infrastructure manages only metadata, leaving data management to the local
infrastructure of the data providers. BigFAIR also does not tackle data security
issues because the owners should be responsible for their data. Furthermore,
there is no performance evaluation regarding BigFAIR. The characteristics of
this architecture call for improvements to support applications that impose the
requirements described in Example 1.

In this paper, we introduce a novel SRA to implement a FAIR-compliant
repository in the cloud that extends BigFAIR, called CloudFAIR. The distinc-
tive features of the proposed architecture are described as follows. First, data and
metadata are managed in the same infrastructure, unburdening data providers
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about its maintenance. Second, security is carefully addressed through an encryp-
tion component since sensitive data objects are manipulated. Third, performance
is of paramount importance in defining the components and their functionalities.

We also provide a performance evaluation comparing the CloudFAIR and
the BigFAIR architectures. The workload retrieves real data and metadata from
multiple sources, such as hospitals and clinics that compose the application
described in Example 1. We analyze the impact of accessing different storage
components and obtaining data from distinct providers in both architectures.
The results demonstrated no difference between the architectures when queries
required only metadata. However, CloudFAIR outperforms BigFAIR consider-
ably when queries returned both data and metadata.

The remainder of this paper is organized as follows. Section 2 summarizes
BigFAIR. Section 3 introduces the CloudFAIR architecture. Section 4 validates
CloudFAIR through performance tests. Finally, Sect. 5 concludes the paper.

2 The BigFAIR Architecture

BigFAIR is a FAIR-compliant SRA that deals with big data. Figure 1a depicts
this architecture, which includes the Local and the Repository infrastructures.
Regarding the Local Infrastructure, the User Layer encompasses data providers
and consumers, who respectively provide and retrieve information from the
repository. Data providers store their scientific data and metadata in the Per-
sonal Storage Layer, comprised of personal repositories located within their insti-
tutions. Thus, their management falls under the owners’ responsibility. Metadata
from this layer is extracted and loaded into the Metadata Storage Layer located
in the Repository Infrastructure. This layer contains: (i) a Metadata Lake, stor-
ing raw metadata; (ii) a Metadata Warehouse, containing transformed metadata;
and (iii) a Metadata Governance Repository, maintaining provenance informa-
tion and other types of metadata from the extracted metadata.

The Repository Infrastructure also encompasses the following layers. The
Data Retrieval Layer is responsible for querying and processing data and meta-
data. The Knowledge Mapping Layer contains associations between generic data
models and the data models implemented in the other layers. The Data Pub-
lishing Layer functions as the single access point for data consumers to obtain
data and metadata from the repository, handling user authentication and data
anonymization specifications. The Data Insights Layer generates descriptive, pre-
dictive, and prescriptive analyses of data and metadata.

Figure 1b depicts the Metadata Warehouse Generic Model introduced by Big-
FAIR, modeled in a star schema that contains one fact table and eight dimension
tables. The event represented by the fact table is the extraction of the metadata
of a data cell (i.e., the intersection of an attribute and a tuple) at a given date
and time, considering its data repository, data provider, and the associated sta-
tus, permissions, and license. The fact table contains, besides the keys of each
dimension, a numeric measure that represents the size of the data cell, which
can be expressed in characters, bytes, or similar measurement units.
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Fig. 1. The BigFAIR Architecture.

3 The CloudFAIR Architecture

In this section, we present CloudFAIR, a novel SRA to implement a FAIR-
compliant repository in the cloud. Figure 2 depicts the layers of the architec-
ture, where boxes with a solid border represent components and boxes with a
dashed border indicate processes. Further, directional arrows describe the data
flow between layers, components, and processes. A padlock in an arrow specifies
that the data flow must be end-to-end encrypted. This is necessary to guar-
antee that sensitive data is not leaked since data and metadata are uploaded
into the repository infrastructure without prior anonymization. CloudFAIR is
an extension of BigFAIR; thus, it fulfills the requirements imposed by the FAIR
Principles.

Except for the User Layer, the CloudFAIR components are located in the
Repository Cloud Infrastructure. The User Layer represents the repository data
consumers and data providers, i.e., scientists that provide and retrieve informa-
tion from the repository. Example 2 illustrates these roles.

Example 2. In the context of Example 1, data providers are hospitals and clinics
that provide scientific data and metadata to the repository. Data consumers can
be any user who consumes these data, such as the general public or the research
foundation manager responsible for the repository. �

Data providers and data consumers interact with the Repository Cloud
Infrastructure through the User Interaction Layer. This layer contains two inter-
faces: one for data providers to upload their scientific data and associated
metadata into the repository (Data/Metadata Upload Interface), and another
for data consumers to retrieve this data (Data/Metadata Retrieval Interface).
These interfaces can be implemented either through a graphical user interface
or an application programming interface. The User Interaction Layer also inher-
its some components from the BigFAIR Data Publishing Layer, as follows. A
Search Engine Registering exposes the repository in the network. Moreover, an
Authentication Software and a User Permissions Database allow the content of
the repository to be accessed differently based on the user profile.
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Fig. 2. The CloudFAIR Architecture.

Once the scientific data and their associated metadata are uploaded to the
repository through the User Interaction Layer, they are loaded into a Data Lake
in the Storage Layer. The Data Lake is specially organized to enable different
loading processes for data and metadata. The data loading process encompasses
the duplication of every data object, with one copy undergoing data anonymiza-
tion and the other undergoing data encryption. Data anonymization refers to
the irreversible removal of information that could lead to an individual being
identified, while data encryption consists of the translation of data into another
form so that only data consumers with access to a secret key can access their
content. The goal is to create a hierarchy of anonymized data in the Data Lake,
from non-anonymized data to completely anonymized data, enabling different
levels of data access depending on the permissions of data consumers.

Metadata, on the other hand, is loaded directly into the Data Lake without
undergoing anonymization or encryption. This is due to the fact that the objec-
tive of a FAIR-compliant repository is to expose the metadata to the general
public. Hence, humans and machines can effortlessly find scientific data.

The Storage Layer also contains a Metadata Warehouse and a Metadata
Governance Repository, whose features follow the same components described
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in Sect. 2. Furthermore, the warehouse design adopts the Metadata Warehouse
Generic Model. The metadata is extracted from the Associated Metadata in the
Data Lake and transformed before being loaded into the Metadata Warehouse.
The metadata provenance from this process is stored in the Metadata Gover-
nance Repository, including other meta-metadata, such as the metadata that
describes the content of the Associated Metadata in the Data Lake. Example 3
illustrates instances of these components, according to Fig. 1b.

Example 3. A typical numeric measure stored in the fact table can be the size of a
patient’s name (i.e. the data cell) in bytes. Furthermore: DIM DATAPROVIDER
stores data from the hospital that provided the data cell; DIM DATAREPOSI-
TORY contains connection data encompassing the path to the source data
objects; DIM DATACELL keeps the metadata related to the source data objects
(e.g., a patients’ file), its attributes (e.g., the column containing the patients’
names), and its instances (e.g., the row of a specific patient); DIM STATUS
specifies if the data cell still exists in the data lake; DIM PERMISSIONS main-
tains the role required to access a data cell (e.g., hospital manager) and a Boolean
attribute to inform if data anonymization is needed; DIM LICENSE contains the
data cell licensing information; and DIM DATE and DIM TIME represent the
date and time when the data cell metadata was extracted from the Data Lake.
Examples of information stored in the Metadata Governance Repository are the
previous value of the metadata before the transformation, the current value, and
the date and time when the transformation occurred. �

With the loading process complete, the Data Retrieval and Decryption Layer
can perform its functionality. CloudFAIR implements this functionality by using
the big data infrastructure in the repository, along with a parallel and distributed
framework, to process and query the data and metadata stored in the Storage
Layer. The Big Data Processing and Querying components interact with the Big
Data Decryption to decrypt the non-anonymized data objects whenever these
are necessary to answer an authorized data consumer request.

In addition, the Data Retrieval and Decryption Layer leverages the ontolo-
gies and knowledge graphs from the Knowledge Mapping Layer to translate
consumers’ requests to the data model adopted by the Storage Layer. Further, it
accesses the content of every other layer to generate different types of intelligence
for the Data Insights Layer. The Knowledge Mapping and the Data Insights lay-
ers are the same as those presented in Sect. 2.

4 Performance Evaluation

In this section, we evaluate the efficiency of CloudFAIR by comparing it with
BigFAIR. To this end, we instantiate a subset of components in the architec-
tures to support the execution of analytical queries. For both architectures, we
used Hadoop Distributed File System (HDFS) to maintain the Metadata Ware-
house and Apache Spark to implement the Data Retrieval Layer. We also used
HDFS to store the BigFAIR Metadata Lake and the CloudFAIR Data Lake.
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Table 1. Data and metadata size of each data provider in the real-world dataset of
COVID-19 Brazilian patients, expressed in number of tuples.

Data provider Scientific data objects Associated metadata

# Patients # Exams # Tuples metadata
warehouse

# Tuples metadata
lake and data lake

USP 3,751 2,498,650 389,445 –

AE 79,863 3,415,155 2,357,416 –

SL 14,673 2,952,999 2,442,606 –

BPSP 39,000 6,329,103 6,046,764 –

FG 725,284 39,567,768 – 361,186,900

The personal repositories of BigFAIR were implemented using PostgreSQL. The
remaining components were not instantiated since they are out of the scope of the
present evaluation. We implemented two separate infrastructures. The Reposi-
tory Infrastructure was simulated by an Apache YARN cluster of five machines
(one master and four workers), whereas the Local Infrastructure was composed
of a single machine. Each node in the cluster and the local infrastructure machine
had a 6-core processor and approximately 8GB of RAM running on an Ubuntu
Server. This configuration leads to a cluster default of 4 executors, 4 cores per
executor, and 7GB of main memory per executor.

We used a real-world dataset of COVID-19 Brazilian patients. This dataset
can be obtained in the COVID-19 DataSharing/BR repository [7], which is a
FAIR-compliant Open Science repository developed by the State of São Paulo
Research Foundation (FAPESP). The data objects available in the repository
are associated with their metadata, including a data dictionary that describes
the data type and the meaning of every attribute. The dataset consisted of five
different data providers (BPSP, USP, FG, AE, and SL), each contributing with
different data objects, such as patients’ data, medical exams, and outcomes. In
our performance evaluation, we considered that FG has recently been added to
the environment. Hence, its associated metadata has not yet been loaded into
the Metadata Warehouse, being present only in the BigFAIR Metadata Lake and
in the CloudFAIR Data Lake. The remaining data providers had their respec-
tive metadata stored in the Metadata Warehouse. Table 1 depicts the data and
metadata size for each data provider, which is the same for both architectures.

The workload consists of three different queries, each involving a different
number of storage components. In CloudFAIR, we issued the queries against
the anonymized version of the dataset, thus not requiring the application of
data encryption and decryption to the result. BigFAIR, on the other hand, does
not store an anonymized version of its data objects. Instead, it performs data
anonymization during query processing. The workload is described as follows:

– Q1: “Retrieve the average data cell size of data that has the type DATE
(DD/MM/YYYY), contains the Alive status, and requires anonymization.
Group the size by data provider, data provider storage type, date, time,
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and license type”. This query requires data from one storage component:
the Metadata Warehouse. Thus, Q1 processing is the same in CloudFAIR
and BigFAIR, i.e., the query must access the Metadata Warehouse and join
the dimension tables with the fact table.

– Q2: “Retrieve the average numeric results of basophils exams in patients from
the BPSP provider, grouped by the patient birth year”. This query requires
data from two storage components since it manages data and metadata. The
first component is the Metadata Warehouse, which contains connection infor-
mation to the source data objects. In CloudFAIR, the second component is
the Data Lake, whereas in BigFAIR, the second component is the BPSP
Personal Repository.

– Q3: “Retrieve the average numeric results of basophils exams in patients from
the FG and AE providers, grouped by the patient birth year”. This query also
uses more than one storage component and requires data and metadata. Q3
processing starts by accessing the Metadata Warehouse to retrieve the con-
nection information to the source data objects of the AE provider. This occurs
in CloudFAIR and BigFAIR. However, the same procedure cannot be applied
to the FG provider since its metadata is not stored in the Metadata Ware-
house. CloudFAIR obtains the connection information to FG and all required
source data objects from the Data Lake. Thus, Q3 processing accesses two
components in CloudFAIR: Metadata Warehouse and Data Lake. Regarding
BigFAIR, the Metadata Lake only stores the connection information to FG.
The source data objects are managed by the FG and AE personal reposito-
ries located in each local infrastructure of the provider. Hence, Q3 processing
accesses three components in BigFAIR: Metadata Warehouse, Metadata Lake,
and Personal Storage Layer.

We collected the elapsed time in seconds, which was recorded by issuing
each query 5 times, removing outliers, and calculating the average time and the
standard deviation. All cache and buffers were flushed after finishing each query.

4.1 Queries Involving Different Storage Components

Figure 3a shows the performance results when processing each type of query pre-
viously introduced. Hence, the goal is to analyze how the architectures behave
when different numbers of storage components are accessed to answer a query.
For Q1, there is no significant difference in query performance between Cloud-
FAIR and BigFAIR. Both architectures access the same component (Metadata
Warehouse), process the query similarly, and return the required metadata.

On the other hand, CloudFAIR distinguished itself in efficiently processing
Q2 and Q3, which require data and metadata. It provided performance gains of
41.03% for Q2 and 72.22% for Q3 when compared to BigFAIR. A performance
gain refers to the reduction of the elapsed time provided by an architecture when
compared with another.
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Fig. 3. Performance results of the architectures by processing each type of query (a)
and by varying the number of data providers when processing Q3 (b).

The performance gains obtained by CloudFAIR are due to the following
factors. First, both Q2 and Q3 access source data objects. In BigFAIR, the
source data objects are stored in the Personal Storage Layer, which is located in
a Local Infrastructure apart from the Repository Infrastructure. On the other
hand, CloudFAIR stores the source data objects in the Data Lake located in the
Repository Cloud Infrastructure, which unburdens the architecture in regards
to accessing an external infrastructure to retrieve these objects.

Second, CloudFAIR stores the source data objects using HDFS in the same
cluster that Spark is employed. Thus, it allows Spark to read and write the data
in the same nodes where the processing is performed, significantly improving per-
formance. Meanwhile, BigFAIR stores the source data in a different environment
than Spark, not enabling this type of advantage.

4.2 Effect of the Number of Data Providers

In this section, we analyze how the number of data providers affects the per-
formance of the architectures. For this, we pick Q3 since it is the most costly
query to be processed according to the experiments reported in Sect. 4.1. Fur-
ther, we generated three configurations to process Q3 using: (i) 2 data providers
(FG and AE); (ii) 4 data providers (FG, AE, USP, and SL); and (iii) 5 data
providers (FG, AE, USP, SL, and BPSP). The data volume increase from one
configuration to the next is approximately 11%.

Figure 3b depicts the obtained results. In all configurations, CloudFAIR
outperformed BigFAIR by showing performance gains of 72.22%, 75.72%, and
75.95% when accessing 2, 4, and 5 data providers, respectively. In addition, there
is a growth in the difference between BigFAIR and CloudFAIR as the number
of data providers increases. The reason behind this growth resides mostly in the
fact that increasing the number of data providers accessed by a query does not
only imply an increase in the volume of data. The architectures also need to
access the metadata of a new data provider to retrieve its connection informa-
tion and then use this metadata to connect to the location in which the source
data object is stored. For CloudFAIR, reading a data object from a new data
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provider implies reading new files from the Data Lake only. On the other hand,
our implementation of BigFAIR requires that Spark starts a new connection with
PostgreSQL to read each new table, which can consume a significant amount of
time.

5 Conclusions and Future Work

We have proposed CloudFAIR, a novel software reference architecture to imple-
ment FAIR-compliant repositories in the cloud. CloudFAIR manages data and
metadata in the same environment, unburdening data providers from maintain-
ing their local infrastructure. It also enables the storage of sensitive data objects
through encryption. Further, CloudFAIR prioritizes performance.

We have conducted a performance evaluation that compared CloudFAIR
with BigFAIR when accessing different storage components and obtaining data
and metadata from a different number of providers. CloudFAIR was the most
efficient when queries required retrieving both data and metadata, providing per-
formance gains ranging from 41.03% up to 75.95%. Regarding queries accessing
only metadata, CloudFAIR and BigFAIR delivered similar results.

Future work will include the design of guidelines to assist the implementation
of CloudFAIR. Further, we plan to extend our experiments by using more layers
in the architectures. We also aim to employ our architecture in other application
contexts, such as sharing performance results collected by the tool detailed in [2].
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Abstract. In the last two decades, artificial intelligence (AI) and
machine learning (ML) have grown tremendously. However, understand-
ing and assessing the impacts of causality and statistical paradoxes are
still some of the critical challenges in their domains. Currently, these
terms are widely discussed within the context of explainable AI (XAI)
and algorithmic fairness. However, they are still not in the mainstream
AI and ML application development scenarios. In this paper, first, we dis-
cuss the impact of Simpson’s paradox on linear trends, i.e., on continuous
values, and then we demonstrate its effects via three benchmark training
datasets used in ML. Next, we provide an algorithm for detecting Simp-
son’s paradox. The algorithm has experimented with the three datasets
and appears beneficial in detecting the cases of Simpson’s paradox in
continuous values. In future, the algorithm can be utilized in designing
a certain next-generation platform for fairness in ML.

Keywords: Big data · Artificial intelligence · Machine learning · Data
science · Simpson’s paradox · Explainable AI

1 Introduction

The outcomes of artificial intelligence (AI) and machine learning (ML) appli-
cations are explicitly dependent on the correctness of algorithms and training
datasets. However, like statistics and mathematics, handling statistical para-
doxes, cause and effect together in datasets is still not in the mainstream AI
and ML application development. There are many cases where the outcome of
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AI applications is observed to be biased [13,18]. Like fossil fuels, data is consid-
ered a new fuel in the 21st century, but it needs to be properly cleaned for fair
results. Nowadays, increased usages of AI and ML in healthcare, social media,
digital advertising, search engines, etc., directly or indirectly impact human life
and their decisions. Therefore, understanding causal relationships and evaluating
the existence of statistical paradoxes should be an essential part of AI application
development scenarios for better, fair and unbiased AI applications.

Statistical paradoxes, causality, selection bias, confounding and information
bias have been debated in statistics and mathematics for a long time; expert
statisticians and mathematicians have effectively handled their severe conse-
quences. Several statistical paradoxes include Simpson’s Paradox, Tea Leaf Para-
dox, Berkson’s Paradox, Latent Variables, Law of Unintended Consequences,
etc. The term “paradox” denotes a fundamental link between several statistical
issues and mathematical reasoning, e.g., causal inference [19,20], Lord’s para-
dox [28], propensity score matching [24], suppressor variables [4], the ecological
fallacy [16,23], conditional independence [5], p-technique [3] and partial correla-
tions [9], mediator variables [17], etc.

Handling statistical paradoxes and causality will not only build trust in arti-
ficial applications but also serve as the foundation for fairness in AI. In this
paper, we explicitly focus on Simpson’s paradox, which has also been discussed
in various data mining techniques [10], e.g., association rule mining [1,6,7] and
numerical association rule mining [14,15,27]. The main aim of this article is to
develop an algorithm for detecting Simpson’s paradox in continuous values. The
algorithm is tested with the three benchmark datasets and appears beneficial in
detecting the cases of Simpson’s paradox in linear trends. In the future, the algo-
rithm may be used to create a specific next-generation platform for trustworthy
AI and fairness in ML.

The paper is organized as follows. In Sect. 2, we discuss the background of
Simpson’s Paradox. In Sect. 3, we discuss ways to detect Simpson’s paradox and
propose an algorithm for detecting the paradox in linear trends. In Sect. 4, three
benchmark datasets are used to experiment with the algorithm. Finally, a dis-
cussion on future work and conclusion is given in Sect. 5 and Sect. 6, respectively.

2 Yule-Simpson’s Paradox

In the year 1899, Karl Pearson et al. [21] demonstrated a statistical paradox in
marginal and partial associations between continuous variables. Further, in 1903,
Udny Yule [29] presented “the theory of association of attributes in statistics”
and revealed the existence of an association paradox with categorical variables.
Later in 1951, Edward H. Simpson [26] presented the concept of reversing results
and in 1972, Colin R. Blyth coined the term “Simpsons Paradox” [2]. Therefore,
this paradox is known by different names and is well-known as the Yule-Simpson
effect, amalgamation paradox, or reversal paradox [22].
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We have used a real-world dataset from Simpson’s article [26] to discuss the
paradox. In this example, analysis for medical treatment is described. Table 1
provides the number that shows the effect of the medical treatment for the entire
population (N = 52) as well as for men and women separately in subgroups. The
treatment is suitable for both male and female subgroups; however, the treatment
appears unsuitable for the entire population.

Table 1. A real life case of Simpson’s Paradox: The numbers in the table are taken
from Simpson’s original article [26].

Full population N = 52 Women (F) = 20 Men (M), N = 32

Success (S) Failure (¬S) Succ.% Success (S) Failure (¬S) Succ.% Success (S) Failure (¬S) Succ.%

T 20 20 50% 8 5 61% 12 15 44%

¬T 6 6 50% 4 3 57% 2 3 40%

The Simpson’s paradox scenario can also be described via probability theory
and conditional probabilities. Let T = treatment, S = successful, M = Male,
and F = Female then the P(S | T ) can be described as:

P(S | T ) = P(S | ¬T ) (1)

P(S | T,M) > P(S | ¬T,M) (2)

P(S | T, F ) > P(S | ¬T, F ) (3)

This reversal of results between the male, female population and the
entire population has been referred to as Simpson’s Paradox. In statistics,
these concepts have been discussed widely and named differently by several
authors [21,29].

3 Detecting Simpson’s Paradox

The Simpson’s paradox instances are investigated for both categorical and con-
tinuous values. However, we investigate the paradox in linear trends. The Pearson
correlation index is used in the algorithm to determine the correlations between
two variables and further define the function of the confounding variable. A
confounder can be defined as a factor that affects both the dependent and inde-
pendent variables, resulting in an incorrect association. The Pearson correlation
index allows us to measure the strength of the linear association between two
variables. In Eq. 4, Pearson correlation coefficient is represented by r and x, y
are input vectors, x and y are the means of the variables, respectively. The out-
put value always lies between −1 and 1. Values greater than 0 imply a positive
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correlation, while the values 1 and 0 indicate the exact positive association and
no correlation, respectively. Values less than 0 suggest a negative association,
and −1 indicates a clear negative association.

r =
∑n

i=1(xi − x)(yi − y)
√∑n

i=1(xi − x)2(yi − y)2
(4)

3.1 Algorithm

To identify an instance of the Simpson’s paradox in a continuous dataset with n
continuous variable and m discrete variables, we compute a correlation matrix
(n×n) for all the data. Then for m discrete variable with km levels, an additional
(n × n) matrix needs to be calculated for each level of variables. Therefore, we
need to calculate the 1 +

∑m
i = ki correlation matrices of size (n × n) and

compare it with the lower half of
∑m

i = ki for subgroup levels.
The algorithm’s initial step is to determine the correlation between x and y

variables with the values of the corresponding columns in the dataset. In this
way, we learn the direction of the relationship between the variables. We next
walk through the list of remaining variables, compute the Pearson index condi-
tional on each subgroup (category), count the percentage of subgroups where the
correlation index is reversed with respect to the correlation index in the aggre-
gate data, and store the value key pairs in an array. We further get the array
element where the value (ratio) is the highest. A value greater than 0 implies
the existence of Simpson’s paradox and the maximal value of 1 indicates a full
reversal effect.

4 Experiments

Python programming language is used to implement the algorithm on a personal
computer with the Windows 10× 64 operating system and an Intel(R) Core(TM)
i5-8265U CPU running at 1.60 GHz, 1800 MHz, 4 Cores, and 8 Logical Proces-
sors. We evaluate the algorithm with three benchmark datasets that are widely
used to train various ML models. The performance of the algorithm strongly
correlates with the size of the datasets. The programming code, datasets, and
other necessary instructions for the algorithm are available in the GitHub repos-
itory [25].

4.1 Datasets

Iris dataset, Miles per gallon (MPG) dataset and Penguin dataset are used to
demonstrate the presence of Simpson’s paradox in continuous data.
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Algorithm 1: Identification of the confounding variable in continuous val-
ues to identify Simpson’s paradox
Input: dataset D, variable x, variable y
Output: a pair consisting of confounding variable and ratio of reversed

association signs
aggreg index = Pearson(d[x], d[y]) // calculate corr. index between columns
indexes = [] // initialize index array to store key value pairs where the key is
column and value is the number of reversed subgroups

cols = columns(D) // initialize array of all columns of D
foreach column ∈ cols do

if Column Is Not Categorical(column) then
Continue

end
else

subgroups = Categories(column) // get the categories of a column
coefficients = [] // initialize empty array to store the correlation
indexes foreach subgroup ∈ subgroups do

disaggreg index = Pearson( D[x]: where D[column] = subgroup,
D[y]: where D[column] = subgroup) calculate corr. index between
columns for current subgroup

Add index of disaggregated to correlation indexes array
end

end
reversed subgroups = RatioReversedSubgroups(aggreg index, coefficients)
// calculate ratio of the correlation indexes reversed with respect to the
correlation index for the aggregated data

Add {column, reversed subgroups} values into indexes
end
Store the max values of indexes pairs into result
Return result

Fig. 1. Scatter plot with trend lines for Iris dataset.

Iris Dataset: In 1936 Ronald Fisher introduced the iris dataset in one of his
research papers [8]. In this dataset, there are 50 data samples for the three dif-
ferent iris species, i.e., ‘Setosa’, ‘Versicolor’, and ‘Virginicare’. In the dataset,
species names are categorical, while length and breadth are continuous values.
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We visualize the possible associations between the length and breadth of each
pair of candidate attributes to identify the instances of Simpson’s paradox.
Table 2 demonstrates the Pearson correlation index returned by the algorithm 1
between two continuous variables (‘sepal length’ and ‘sepal width’).

We identify the existence of Simpson’s paradox for three pairs of measure-
ments. 1. sepal length and width, 2. sepal width and petal length, and 3. sepal
width and petal width. In Fig. 1, the correlation between sepal width and sepal
length is positive (dashed line) for each species. However, the correlation between
sepal width and sepal length for the entire population is negative (solid red trend
line). Similarly, the pair of petal length and width and the pair of petal width
and sepal width have positive trends for each species. However, the overall trend
for the length and width for the entire population is negative in both cases.

Table 2. The Pearson correlation index for Iris dataset by the Algorithm 1.

Agg. correlation Variable 1 Variable 2 Sub group Group correlation

–0.1093 Sepal length Sepal width Iris-setosa 0.7467

–0.1093 Sepal length Sepal width Iris-versicolor 0.5259

–0.1093 Sepal length Sepal width Iris-virginica 0.4572

Fig. 2. Scatter plot with trend lines for MPG dataset.

The MPG Dataset: Ross Quinlan used the Auto MPG dataset in 1993 [22].
The dataset contains 398 automobile records from 1970 to 1982, including the
vehicle’s name, MPG, number of cylinders, horsepower, and weight. The dataset
includes three multi-valued discrete attributes and five continuous attributes.
We visualize the relationship between MPG, acceleration and horsepower for
two categorical attributes (number of cylinders and model year). The goal of
analyzing the dataset is to know the factors that influence each car’s overall
fuel consumption. The dataset consists of fuel consumption in mpg, horsepower,
number of cylinders, displacement, weight, and acceleration.
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Table 3. The Pearson correlation index for MPG dataset by the proposed algorithm.

Agg. correlation Variable 1 Variable 2 Sub group Group correlation

0.4230 mpg Acceleration Cylinders –0.8190

0.4230 mpg Acceleration Cylinders –0.3410

0.4230 mpg Acceleration Model year –0.0510

In the MPG dataset, the existence of Simpson’s paradox is discovered in
three pairs of measurements. 1. MPG with acceleration according to the engine
cylinders, 2. MPG with acceleration with respect to their model year, and 3.
MPG with horsepower according to the engine cylinders. In Fig. 2, it is visualized
that there is a negative correlation between MPG and acceleration for three-
cylinder engines and six-cylinder engines; however, the overall trend between
MPG and acceleration is positive (solid red line). Similarly, the overall trend is
the opposite for MPG with acceleration with respect to the model year and MPG
with horsepower according to the engine cylinders. Table 3 demonstrates the
Pearson correlation index returned by the Algorithm 1 between two continuous
variables (‘mpg’ and ‘acceleration’).

Penguin Dataset. Palmer penguins dataset [11,12] is also a well-known dataset
used as an alternative to the Iris dataset. The dataset contains the descriptions
of three species of penguins (Adelie, Chinstrap, Gentoo) in the islands of Palmer,
Antarctica. The dataset contains 344 data rows with columns: ‘species’, ‘island’
, ‘culmen length mm’, ‘culmen depth mm’, ‘flipper length mm’ , ‘body mass g’
and ‘sex’. To investigate the instances of Simpson’s paradox in the dataset, we
set x as ‘culmen length mm’ and y as ‘culmen depth mm’. As per the results
from the algorithm, there is an instance of Simpson’s paradox in data as the asso-
ciation between the culmen length and culmen depth reverses when data is dis-
aggregated by the species. Figure 3 demonstrates a positive correlation between
the culmen length mm and culmen depth mm of each species. However, it is
negative for the aggregate data.

5 Discussion and Future Work

The presence of Simpson’s paradoxes in benchmark datasets provides a direc-
tion to understand the causality in decision making. We noticed that most ML
and deep learning algorithms focus only on identifying correlations rather than
identifying the real or causal relationships between data items. Therefore, under-
standing and evaluating causality is an important term to be discussed in big
data, data science, AI and ML. In future, we plan to develop a framework to
simplify the impacts of Simpson’s paradox and address various other statistical
paradoxes (e.g., Berkson’s paradox) that have severe implications for big data,
data science, AI and ML.
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Fig. 3. Scatter plot with trend lines for Penguin dataset.

6 Conclusion

Handling statistical paradoxes is a complex challenge in automatic data mining,
specifically in AI and ML techniques. In this paper, we discussed a strong need
for statistical evaluations of datasets and demonstrated the impacts of Simpson’s
paradox on AI and ML via some benchmark training datasets. We argue that
if confounding effects are not properly addressed in automatic data mining, the
outcomes of data analysis can be completely opposite. However, with the right
tools and data analysis, a good analyst or data scientist can handle it in a
better way. Further, we provided an algorithm to detect Simpson’s paradox in
linear trends (continuous values). The algorithm is evaluated on three benchmark
datasets and performed well in each experiment. This algorithm can be a part of
developing a platform to detect Simpson’s paradox in different data (continuous,
categorical) and enable data scientists to explore the impacts of confounding
variables.
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Abstract. Gene fusion is a genomic alteration where two genes after
a break event are juxtaposed to form a new hybrid gene, leading to
possible cancer development and progression. However, identifying gene
fusions is not a trivial process as it requires the management and pro-
cessing countless amounts of data. Genomic data (particularly DNA and
RNA) can reach up to 300 GB per sample. Furthermore, specific software
and hardware architectures are required to correctly process this type of
data. Although many tools are available for detecting gene fusions, to
date, systematic workflows that are free and easily usable even by non-
specialists are hardly available.

This paper presents an integrated system for identifying gene fusions
in RNA and DNA genomic samples, focusing on hardware and software
architectural aspects. The proposed workflow is easy-to-use, scalable, and
highly reproducible. It includes five gene fusion detection tools, three
mainly intended for RNA samples (EricScript, Arriba, FusionCatcher)
and two for DNA samples (INTEGRATE and GeneFuse). The workflow
runs on servers exploiting Nextflow (a DSL for data-driven computa-
tional pipelines), Docker containers, and Conda virtual environments.

Keywords: Gene fusions · Gene fusion detection · Genomic samples

1 Introduction

Gene fusion is a phenomenon that occurs when two or more genes become jux-
taposed, forming a single hybrid gene or transcript. Gene fusions remarkably
contribute to the evolutionary process by providing a continuous source of new
genes. However, at the same time, they often lead to genomic disorders or can-
cer. Numerous gene fusions have been recognized as essential drivers for various
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cancer types. Thus, the discovery of novel gene fusions can better comprehend
tumour development and progression [29]. For these reasons, gene fusion identifi-
cation employing gene fusion detection tools has become crucial in bioinformat-
ics research [30]. Recent advances in deep learning and convolutional networks
[3,4,6,8–10,21–23] have also progressively spread to tools for gene fusion detec-
tion [17,19].

Although many gene fusions detection tools have been developed over the
past years, it is still challenging to use them. In addition, the RNA-seq artefacts,
introduced by library preparation and sequence alignment, make gene fusions
predictions hardly reliable [15].

The typical practice is executing multiple tools and using the union or inter-
section of their results. Unfortunately, this approach is computationally demand-
ing. There are several limitations in traditional tools usage:

– each tool has specific installation requirements and version dependencies that
must be precisely adhered to;

– downloading files and databases and executing tools is time-consuming;
– distinct tools can require different input data formats;
– multiple complementary fusion detection tools are needed to improve sensi-

tivity.

During the last years, bioinformatics workflows (which consist of a wide
array of algorithms executed in a predefined sequence) were developed to deal
with multiple bioinformatic issues (e.g., RNA data processing and CNA detec-
tion) [24]. However, only a limited number of gene fusion detection workflows is
available, and no one of them can simultaneously handle both RNA and DNA
sequencing data [28].

This paper presents FusionFlow, an easily reproducible and scalable bioin-
formatics workflow for detecting gene fusions from RNA and DNA data. It pro-
cesses numerous sequence data and their associated metadata through multiple
transformations using a series of software components, databases, and opera-
tion environments (hardware and operating system). It includes five gene fusion
detection tools executed through multiple processes. The processes are built
using Nextflow Groovy/JVM-based framework exploiting Docker and Conda
technologies. Indeed, Nextflow allows running tools downloads, installation, and
execution concurrently in the interest of time constraints. At the same time,
Docker and Conda engines are used to create virtual environments precisely
configured for each tool. Finally, the pipeline inputs standard data formats and
eventually converts them directly inside specific converter processes.

2 The Workflow

FusionFlow includes five fusion detection tools: EricScript [5], Arriba [26],
FusionCatcher [20], GeneFuse [7] and Integrate [32]. Three of them, EricScript,
Arriba, and FusionCatcher, accept as input just RNA-seq data. Concerning DNA
tools, GeneFuse takes just DNA data, while Integrate has two input options: 1)
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just RNA data or 2) both RNA and DNA data. All gene fusion detection tools
are made up of three steps: 1) preliminary alignment of the reads (a row in the
genomic input files) to the transcriptome to build specific gene fusion references;
2) alignment of previously unmapped reads to gene fusion references to sup-
port the gene fusion detection; 3) cleaning filters to discard false positives. The
main differences between the tools consist of the alignment type (e.g., BLAST vs
BWA) and the properties of the cleaning filters. Although a proper gold standard
procedure for gene fusion detection has not been established, the most widely
used approach involves applying multiple gene fusion detection tools, unifying
the results obtained. Ericscript, FusionCatcher, and Arriba have been selected
for this workflow due to their spread and unique characteristics. Ericscript and
FusionCatcher have been selected due to the differences in the cleaning filters.
The former exploits, among the others, heuristic filters to remove analysis arte-
facts, while the latter removes false positives using known and novel criteria,
which make biological sense. In the end, Arriba has been chosen since it can
find aberrations that the competitors hardly find (e.g. intragenic and intergene
duplications/inversions/translocations). Since the DNA sequencing method has
only recently spread on a large scale [16], the panorama in DNA gene fusion
detection tools includes a few software available. GeneFuse and INTEGRATE
deserve to be mentioned for their user experience. GeneFuse can detect gene
fusions from DNA samples alone, while INTEGRATE requires both RNA and
DNA data from the same sample to provide the gene fusion list. At the same
time, it can reconstruct gene fusion junctions and genomic breakpoints by split-
read mapping in a complete way.

In order to make the pipeline usage as simple as possible, the only mandatory
inputs are the RNA or DNA files to be analyzed. In this case, the workflow looks
for tools’ required files in default paths. The gene fusion detection tools start
processing data if the files are present. Otherwise, the pipeline downloads and
installs all the necessary tools and files before the tools’ execution. FusionFlow
receives input RNA only, DNA only, or both RNA and DNA data.

The FusionFlow pipeline produces several files divided into two categories:
tools’ required files and gene fusions’ output files. The first category includes
all the files needed to execute the tools. These files can be directly provided to
the workflow, skipping their downloads processes, or can be downloaded while
running the workflow for the first time. Then, the files will be saved in a specific
path to be available to the pipeline for the subsequent runs.

The second category of output includes the files produced as output from the
gene fusion tools. Each tool gives as output one or more files in specific formats.
The most diffused formats are Tab Separated Value (TSV), Variant Call Format
(VCF), and standard text format [2].

In the following, the general workflow architecture is described.

2.1 Architecture

The general workflow structure is based on Nextflow, a dataflow programming
model that simplifies writing complex distributed pipelines.
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Nextflow Groovy/JVM-based framework is selected among a series of work-
flow management systems (e.g., Galaxy [11], Toil [27], Snakemake [14], Bpipe)
due to its peculiar features. In particular it allows:

– the existence of several processes written in different languages. Nextflow
recognizes the script’s language automatically, and it generates a launch file
per process dynamically;

– to process data as stream step by step. Indeed, each process can communicate
through the input/output channel definition. These channels can also be used
for synchronization mechanisms in order to make the pipeline sequential;

– integration with sharing platforms such as GitHub. Nextflow can notice if the
repository is not installed and, in that case, it downloads all the requirements,
environments included;

– integration with the most famous containers as Docker and Singularity. This
feature is crucial for gene fusion tools since they often require conflicting
packages. The current pipeline has considered each process in a separate envi-
ronment;

– integration with several schedulers as SLURM. Due to the substantial memory
boundaries requested by the gene fusion tools, the pipeline can be executed
basically on large systems servers. Rarely are they used without a scheduler.

The workflow is composed of fifteen processes. These processes can be divided
into three main categories:

– downloaders: they are responsible for the tools installation and download
input files. The downloaders processes are: referenceGenome downloader,
arriba downloader, ericscript downloader, fusioncatcher downloader,
integrate downloader and genefuse downloader ;

– converters: they are responsible for the file preparation and format conver-
sion if needed. The converters processes are: integrate converter and genefuse
converter ;

– runners: they allow the code and tools execution. The runner processes are:
arriba, ericscript, fusioncatcher, integrate, genefuse, referenceGenom index,
integrate builder.

The fifteen processes are structured into six main parallel lines shown in
green in Fig. 1.

Executing the script with Nextflow, the algorithm will look for the required
files in the paths specified in nextflow.config configuration file or the paths speci-
fied in the command line. The associated downloader is skipped if the files exist,
and the following processes can start processing.

Nextflow processes usually are executed concurrently. Nextflow queue channels
are used to execute downloaders, converters, and runners sequentially and provide
inter-communication between processes. A queue channel creates an asynchronous
unidirectional FIFO queue and allows to connect processes or operators. Using
a combination of queue channels permits the creation of predefined sequences of
processes. The processes expect to receive input data from the channels specified
in the input block. When the inputs are emitted, the processes run.
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Fig. 1. Pipeline architecture parallelization: each tool is composed of multiple sub-
units (shown in blue) executed concurrently through six main parallel lines (shown in
green) to optimize the workflow performances. (Color figure online)

The five fusion detection tools included in FusionFlow are managed through
Nextflow queue channels that provide inter-communication between the work-
flow processes. All processes have the same structure since they are triggered
by input and, after the script block execution, provide output to trigger the
subsequent processes. As illustrated in Fig. 2, for each channel, the first step
consists of describing the channel configuration (e.g., DNA files, RNA files, the
tool installation path, and further databases necessary for gene fusion tools).
If the user does not define tool databases, a separate channel is used to down-
load it. A data channel passes the database to the next process triggered at the
moment. Then, the tool/database is installed if not present yet, and the data is
converted in the correct format if the user requests it. Finally, the data is passed
to the gene fusion tool for the tool execution.

In the end, the workflow provides as output the list of candidate gene fusions
for each tool to be investigated by the user.
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Fig. 2. General flow for each tool. Given the data as input, 1) the required configuration
is set; 2) the tool/database is installed if not present; 3) the data is converted if with
the wrong format; 4) the data is passed to the gene fusion tool.

3 Workflow Test and Discussion

The files used to test the pipeline are the same proposed in the FusionCatcher
tool and publicly available both at https://github.com/ndaniel/fusioncatcher/
tree/master/test and in the FusionFlow GitHub repository.

They are fastq compressed paired-end files (a standard file data format used
to store genetic information) where the reads were manually selected to cover
17 already known fusion genes: FGFR3 - TACC3, FIP1L1 - PDGFRA, GOPC
- ROS1, IGH - CRLF2, HOOK3 - RET, AKAP9 - BRAF, EWSR1 - ATF1,
TMPRSS2 - ETV1, EWSR1 - FLI1, ETV6 - NTRK3, ETV6 - NTRK3, ETV6 -
NTRK3, BRD4 - NUTM1, CD74 - ROS1, CIC - DUX4, DUX4 - IGH, DUX4 -
IGH, EML4 - ALK, MALT1 - IGH, NPM1 - ALK.

Initially, each tool was tested separately on a linux operating system and
inside a docker environment checking the setup (e.g. paths, files, profiles,
libraries). Then, after making sure that all the tools worked, the entire Nextflow
workflow was tested inside a single docker environment. In the scenario with-

https://github.com/ndaniel/fusioncatcher/tree/master/test
https://github.com/ndaniel/fusioncatcher/tree/master/test
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out docker, Conda virtual environments were manually created. Otherwise, with
docker the setup is prepared automatically through the use of the dockerfile.
The test files and the local profile were specified in the command line to execute
these tests.

Each gene fusion detection tool gives output one or more files in specific
formats. Generally, a summary file is produced in output to allow a quick pre-
dictions overview.

The outputs obtained from the tools are concordant with the gene fusions
previously specified. All the tools in the pipeline recognize at least ten predictions
out of seventeen fusions, except for GeneFuse, which recognizes just three of
them. Although GeneFuse performances should be investigated on additional
data, the poor result could be explained by the specific DNA filters implemented
in GeneFuse.

In order to select the final gene fusions prediction drivers, different approaches
can be used. The typical practice is to use the union or intersection of tools
predictions. The union of the results gives numerous sets of predictions. This
approach increases the probability of including the real drivers of cancer pro-
cesses. However, it enhances the possibility of incorporating false positives or
passenger mutations. Using the intersection approach, conversely, decreases the
number of predictions radically. This approach allows discarding false positives
and passenger mutations. However, this selection could also cause the discarding
of the cancer drivers.

In this test case, the union of the results contains nineteen gene fusions
predictions, while the intersection includes just two of them (ETV6-NTRK3
and GOPC-ROS1).

4 Conclusions

FusionFlow is an easy-to-use, flexible, highly reproducible, and integrated work-
flow. The workflow includes five gene fusion discovery tools that input both RNA
and DNA data. Docker and Conda technologies allow performing tools instal-
lations, avoiding version conflicts. In addition, the Nextflow framework allows
the execution of the five tools in parallel, optimizing time and resources usage
and managing the tool’s installations and the file allocation. The workflow was
tested using publicly available test files. The tests were performed using a local
profile in two conditions: on a private server and the private server inside a
docker container. In both cases, the outputs were satisfactory. Thus, the Fusion-
Flow pipeline is available for further validation over additional DNA and RNA
genomic data.

This work represents a foundation on which improvements and future works
can be built. Indeed, one of the main problems related to gene fusion detec-
tion is determining which gene fusions are drivers of cancer processes and not
just passenger mutations. The fusion detection tools already provide a first step
for solving this problem. Indeed, fusion detection tools filter the candidate gene
fusions based on the sample’s reads, trying to decrease as much as possible the



86 F. Citarrella et al.

number of false positives. However, generally, this step is insufficient to deter-
mine the cancer drivers, and an additional step can be required. It consists of
post-processing tools (called prioritization tools) that can predict a gene fusion’s
oncogenic potential. There is a high number of prioritization tools such as Onco-
fuse, Pegasus, DEEPrior, and ChimerDriver [1,17–19,25]. These tools are based
on machine learning (ML) algorithms trained with the protein domains of the
fusion proteins and allow the selection of the most probable cancer drivers. The
post-processing step could also be completed by adding a different algorithm.
This algorithm performs comparisons between the outputs of the tool and selects
the more probable driver of cancer processes by analyzing the union and the
intersection and taking into account the different characteristics of the gene
fusion detection tools.

Another crucial question is related to visualization tools. Humans can effi-
ciently distinguish true positives from false positives if the evidence is provided
in an easily interpretable form. These tools also better interpret the potential
consequence of gene fusion events. Several visualization tools were released in
the last years, such as INTEGRATE-vis [31], FGviewer [13], and FuSpot [12].
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Abstract. One of the main problems in data minimization is the deter-
mination of the relevant data set. Combining the Chase—a universal
tool for transforming databases—and data provenance, a (anonymized)
minimal sub-database of an original data set can be calculated. To
ensure reproducibility, the evaluations performed on the original data
set must be feasible on the sub-database, too. For this, we extend
the Chase&Backchase with additional why -provenance to handle lost
attribute values, null tuples, and duplicates occurring during the query
evaluation and its inversion. In this article, we present the ProSA
pipeline, which describes the method of data minimization using the
Chase&Backchase extended with additional provenance.

Keywords: Research data management · Data minimization · Data
provenance · Chase&Backchase

1 Introduction

Research institutions around the world produce research data in large quantities.
Collecting, evaluating, analyzing, archiving and publishing these data are major
tasks of research data management. The effort required to manage and store
these data volumes is often underestimated, especially when certain criteria, such
as the traceability or reproducibility of a published result, are to be guaranteed.
This can be supported substantially by adding additional provenance.

Let’s imagine the following situation: We are writing an article for a journal
or conference in which we have evaluated a larger data set. Since the conference
or journal promotes reproducibility and traceability of new research results to
be published, we are asked to publish our underlying data as well. Open data, as
demanded in our example, is desirable in the interest of good science, but some-
times not feasible. Some reasons for not publishing data in detail are of privacy-
related, economic, financial or military nature. We aim to limit the amount of
data to the part that is relevant for publication. To determine this data set
ProSA (Provenance Management using Schema Mappings with Annotations)
uses a version of the Chase&Backchase. Additional provenance information
such as why -provenance and additional side tables allows to reconstruct as much
information as possible. However, we try to keep the amount of data to be stored
as small as possible.
c© Springer Nature Switzerland AG 2022
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Systems for determining why -provenance are already existing. A list of these
can be found in [3], where we tested the best-known data provenance systems
for their functionality and effectiveness. Most of them determine witness basis
[7] based on a given SQL query. However, we provide a better suited approach.
In ProSA we use the determined provenance in a subsequent step to classify not
only the IDs of the original tuples. Instead, we determine the entire instance and
then anonymize it as necessary. Some early ideas can be found in [1].

The foundation for our approach is a variant of the Chase, a family of algo-
rithms for reasoning with constraints [5]. It modifies a database instance I by
incorporating a set of dependencies Σ represented as (source-to-target) tuple
generating dependencies ((s-t) tgds) or equality generating dependencies (egds).
While chasing (s-t) tgds creates new tuples, chasing egds “cleans up” the
database by substituting null values. We regard in the following the applica-
tion of the Chase as chasing. We take advantage of this and use the Chase to
evaluate queries on a given database instance.

For evaluating queries, we define a query Q as a set of (s-t) tgds Σ. Then
M = (S, T,Σ) with S source schema, T target schema, and Σ set of database
dependencies specifying the relationship between S and T formalizes a schema
mapping which can be processed by the Chase. Thus, the Chase can be used
for evaluating conjunctive queries or simple SQL queries, such as SELECT n,m
FROM R1, R2 WHERE R1.m = R2.m. Even aggregate functions such as MAX and
evolution operators such as PARTITION Table, which can be formulated as sets
of (s-t) tgds, can also be processed with our approach.

Applying the Chase twice we call Chase&Backchase. This technique is
used among others by [8] for query optimization or query reformulation. In these
two cases, provenance supports also the optimization process of queries. We,
on the other hand, do not use the Chase&Backchase for optimization but
for evaluating queries and generating the minimal sub-database. In addition to
evaluating queries, the Chase can be used to evolve databases. A corresponding
algorithm can be found in [2].

Consider again our research data management use case from the very begin-
ning. Given a query Q and a database instance I, ProSA uses the Chase&Back-
chase to determine the minimal sub-database I∗ relevant for publication. How-
ever, an exact inverse cannot always be computed without additional informa-
tion. Thus, we extend the Chase&Backchase with why -provenance and addi-
tional side tables. But first, let’s consider this with a concrete example. For this,
let I be a database instance containing of two relations employee(id,name) and
salary(id,sal), defined in Table 1a and 1b. Let further Q1 and Q2 be two SQL
queries defined as:

Query Q1

SELECT name, sal

FROM employee NATURAL JOIN salary

WHERE name = "Stefan";

Query Q2

SELECT MAX(sal)

FROM salary
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Then ProSA calculates in a first step, the Chase phase, the query result
Q(I) and in a second step, the Backchase phase, the reconstructed instance
I∗. We call I∗ sub-database of I if there is a homomorphism from I∗ to I that
maps all null values to corresponding constants in I. Furthermore, we call the
sub-database I∗ minimal if it is free of duplicates and solves the optimization
problem min |I∗| under the constraint ChaseM(I∗) = ChaseM(I), i.e. the
number of tuples of I∗ is minimal respect to Q(I) = Q(I∗).

After generating the minimal sub-database ProSA allows to perform a final
anonymization, if necessary. For this, we generalize the sub-database based
on user-defined domain generalization hierarchies. In doing so, we ensure k-
anonymity and l-diversity, the most common anonymization measurements. The
generated anonymized minimal sub-database we identify as I∗

anon.

Our Contribution. The ProSA pipeline describes a way to minimize data
without loosing reproducibility of its corresponding evaluations. Our approach is
particularly suitable for research data management, which more and more often
requires the publication of data. For this, we combine the Chase&Backchase
with additional provenance information such as why -provenance and side tables.
We not only determine the relevant source IDs, as in some known systems, but
also determine and anonymize the resulting minimal sub-database.

In Sect. 2, we introduce the necessary definitions regarding the Chase and
data provenance. In Sect. 3.2, we present our ProSA pipeline. The theory behind
we introduce in Section and close with a short description of our implementation
in Sect. 3.3.

2 Basics and Related Work

Chase. The Chase is a technique used in a number of data management tasks
such as data exchange, data cleaning or answering queries using views [5,6]. It
takes a set of dependencies Σ and an instance I as input and returns an instance
J that satisfies all dependencies of Σ represented as (s-t) tgds and egds.

A source-to-target tuple generating dependency (s-t tgd) is a formula of the
form ∀x : (φ(x) → ∃y : ψ(x,y)), with x,y tuples of variables, and φ(x), ψ(x,y)
conjunctions of atoms, called body and head. A s-t tgd can be seen as inter-
database dependency, representing a constraint within a database. An intra-
database dependency is called tuple generating dependency (tgd) and a depen-
dency with equality atoms in the head equality generating dependency (egd).
Specifically, an egd is a formula of the form ∀x(φ(x) → (x1 = x2)) with x tuple
of variables and φ(x) conjunction of atoms.

This means chasing (s-t) tgds create new tuples and chasing egds clean the
database by replacing null values ηi (by other null values ηj or constants cj).
The Chase can be used to compute a target instance J from a source instance
I via a schema mapping M [9]. A schema mapping is a triple M = (S, T,Σ)
with S source schema, T target schema and Σ set of constraints describing
the relationship between S and T . It is semantically identified with the binary
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Table 1. Example relations with associated provenance: source instance I with rela-
tions employee (a) and salary (b), query result Q1(I) resp.Q2(I) with relation result

(c) resp. (d), minimal sub-database I∗ with relations employee (e) and salary (f)
resp. (h) as well as side table interim (g).

(a) employee

id name

1 Stefan eid1
2 Stefan eid2
3 Mia eid3
4 Anna eid4

(b) salary

id sal

2 1500 sid1
3 1500 sid2
4 1250 sid3
1 1470 sid4
2 1470 sid5

(c) result of S1

name sal

Stefan 1500 {{eid2 , sid1}}
Stefan 1470 {{eid1 , sid4},

{eid2 , sid5}}

(d) result of S2

sal

1470 {{sid1},

{sid2}}

(e) employee

id name

η1 Stefan eid1
η2 Stefan eid2

(f) salary

id sal

η2 1500 sid1
η1 1470 sid4
η2 1470 sid5

(g) interim

name

1250 eid3
1470 eid4
1470 eid5

(h) salary

id sal

η1 1500 sid1
η2 1500 sid2

relation: Inst(M) = {(I, J) | (I, J) |= Σ}, whereby I is S-instance, J is T -
instance and Σ defined as set of (s-t) tgds and egds.

The Chase produces a target instance J , denoted as ChaseM(I), as follows:
For every s-t tgd ∀x : (φ(x) → ∃y : ψ(x,y)) in Σ and for every tuple t1 of
constants of I we add to ChaseM(I) all facts in ψ(t1, η) where η is a tuple
of new, distinct labeled nulls interpreting the existential quantified variables y.
However, if there is a tuple t2 of constants ci or labeled null values ηi such that
ψ(t1, t2) already exists in J , no new tuple is created.

Let’s take a look at a concrete example. Let S be source schema with two rela-
tions employee(id,name) and salary(id,sal) and T target schema with one rela-
tion result(name,sal). Let further I be the source instance defined in Table 1a
and 1b. Let Σ = {employee(id, “Stefan”) ∧ salary(id, sal) → result(“Stefan”,
sal)} be formalization of Q1. Then the corresponding schema mapping is defined
as triple M = (S, T,Σ). Let employee(1,Stefan) and salary(1, 1470) be two
tuples of I. The Chase of I respectively M will then produces a target instance
J = ChaseM(I) that consists the fact result(1, 1470).

Provenance. As described in [11], “provenance generally refers to any infor-
mation that describes the production process of an end product, which can be
anything from a piece of data to a physical object.” For this, let I be a database
instance and Q conjunctive query. It describes (1) where a result tuple r ∈ Q(I)
comes from, (2) why and (3) how r exists in the result Q(I). In this paper,
we focus on why -provenance [7], which specifies a witness basis identifying the
tuples involved in the calculation of r. This tuple-based basis contains all IDs
necessary for reconstructing r.

For example, let employee(1, Stefan, eid1), employee(2,Stefan, eid2), salary
(1, 1470, sid1) and salary(2, 1470, sid2) be four tuples of I defined in Table 1a
and 1b. The corresponding witness basis {{eid1 , sid4}, {eid2 , sid5}} consists of two
witnesses {eid1 , sid4} and {eid2 , sid5}. The first duplicate uses the tuples eid1 and
side

, while the second uses the tuples eid2 and sid5 .
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3 The ProSA-Pipeline

As seen in Fig. 1, the ProSA pipeline consists of ten steps. The Chase&
Backchase is executed in step 4 (evaluating query Q) and step 7 (evalu-
ating inverse query Q−1), outsourced in ChaTEAU [4]. The specification of the
inverse query Q−1 is done by the Inverter in step 5 . However, an exact inverse—
a function f with f ◦ f = id—cannot always be computed without additional
information. This is especially the case for highly selective and summarizing
queries. But provenance can solve this problem.

Preparing provenance takes place in the Provenancer in step 3 . Here prove-
nance IDs and additional side tables are introduced. The calculation of why -
provenance is part of the Chase phase and its evaluation is considered in the
Backchase phase. Subsequently, the Controller in step 8 verifies the cor-
rectness of the calculated minimal sub-database before it is anonymized in the
Anonymizer in step 9 .

3.1 The Theory Behind ProSA

Chase&Backchase. In this article, we use the Chase to evaluate queries on
instances. Let Q be a query formalized as a set of (s-t) tgds Σ and I over
S a given database instance. Let further be Q(I) query result over T . Then
the corresponding schema mapping is defined as M = (S, T,Σ) and applying
the Chase yields ChaseM(I) = I(Q). On the other hand, let Q−1 be the
query inverse to Q, which is also formalized as a set of (s-t) tgds Σ−1. Let fur-
ther be M∗ = (T, S,Σ−1) the corresponding schema mapping with I∗ instance
over S. Then applying the Chase yields I∗ = ChaseM∗(Q(I)). Altogether the
Chase&Backchase yields: ChaseM∗(ChaseM(I)) = ChaseM∗(Q(I)) = I∗.
For simplicity, we denote Σ instead of M and Σ−1 instead of M∗ in the follow-
ing. Additionally, we use ΣP and Σ−1

P to refer to the dependency set extended by
provenance annotations p. For the Chase& Backchase with additional prove-
nance this means ChaseΣ−1

P
(ChaseΣP

(I)) = ChaseΣ−1
P

(Q(I)) = I∗.
If one extends both the database instance I and the query Q with additional

provenance annotations (step 3 ), these are automatically integrated into the
query result Q(I) in the Chase phase. In the Backchase phase, this infor-
mation is used to reconstruct the minimal sub-database. Again, this is done
automatically, provided that the inverse query has been extended by provenance
annotations before (step 5 ).

Combining Chase and Provenance. To include additional provenance infor-
mation in the Chase, we require globally unique provenance IDs. These we
construct using the relation name (or its first letter) with the suffix id and a
continuous integer number. Specifically, the i-th tuple R(xi1 , ..., xin) of relation
R receives the provenance ID Ridi , which is stored as an additional, new attribute
in R. So, each tuple of I has the form R(xi1 , ..., xin , Ridi

).
Additionally, we modify the tgds and s-t tgd by adding provenance IDs to

the dependencies body and head. Analogous to the tuples of I, the body’s rela-
tions receive additional IDs Ridi

. These new attributes are also appended to
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Fig. 1. ProSA pipeline

the result tuple in the head. In summary, this results in dependencies such as
R(xi1 , ..., xin , Ridi

)∧R′(xj1 , ..., xjm , R′
idj

) → result(r1, ..., rk, Ridi
, R′

idj
). So, the

ID attributes correspond to the witness set {Ridi , R
′
idj

} [7], which is created by
joining the two relations R and R′. Due to the attribute-wise storage of the
provenance IDs in the result tuple, duplicates need not be considered.

By extending the source tuples in I and the dependencies with additional
provenance IDs, the calculation of witness sets is outsourced to the Chase phase.
The evaluation of the why -provenance, i.e. the integration of additional infor-
mation based on witness sets, can also be outsourced to the Chase. This infor-
mation is used to reconstruct lost attribute values, null tuples and duplicates.

When the query is inverted, redundant null values and tuples may be cre-
ated in the Backchase phase. These are subsequently eliminated by global
variable substitution. For this, we make use of the key properties of the Prove-
nance IDs internally defined by equality generating dependencies (egds) such as
R(xi1 , ..., xin , Rid) ∧ R(xj1 , ..., xjn , Rid) → xi1 = xj1 , ..., xin = xjn . No further
input is required from the user. The egds perform global data cleaning internally.
At the end, ProSA returns a minimal sub-database I∗ of I, which is computed
using the Chase&Backchase extended by additional provenance information.

For queries with highly condensed information, we need to store concrete
attribute values. This values are stored in a separate side table, which consists of
the attribute value itself as well as the corresponding provenance ID: R(xi, Ridi

).
The tables are calculated during the Chase phase and used in the Backchase
phase to reconstruct the lost attribute values. The extension is done by the
Provenancer by R(xi1 , ..., xin , Ridi

) → result(r1, ..., rk, Rrid1
) ∧ side(xij , Ridi

).
The combination of side tables and why -provenance is sufficient to check the
results of SPJU queries extended by aggregation, grouping and more.

Chase Execution by ChaTEAU. The Chase is a technique used in a number
of data management tasks such as data exchange, data cleaning or answering
queries using views [5]. The versatile applicability of the Chase is due to the
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fact that one can pass different types of objects and parameters as input. As
described in [4], this object can be an instance as needed here, or alternatively a
query. ChaTEAU (Chase for Transforming, Evolving, and Adapting databases
and queries, Universal Approach) abstracts instances and queries to a general
Chase object and parameter. It thus provides a multi-purpose implementation
of the Chase. In ProSA, we use ChaTEAU for processing the Chase as well as
the Backchase phase.

Anonymizing the Minimal Sub-database. In the ProSA pipe-line, it is fea-
sible to anonymize at different points in time: It can be done in the input,
i.e. the source instance I or the query Q can be anonymized. Anonymizing the
source database is theoretically possible, but the effort involved is disproportion-
ate. However, anonymizing the query violates reconstructability and can lead to
problems in the ProSA pipeline. Anonymizing the intermediate ProSA steps,
i.e., the provenance annotations ΣP as well as the query result I(Q), is not very
useful, too. These would make using the why -provenance obsolete. We therefore
choose to anonymize the minimal sub-database I∗. As anonymization measure,
we use k-anonymity [13] as well as l-diversity, and as anonymization method,
generalization using domain generalization hierarchies based on [12].

Limitations of ProSA. The key component of ProSA is the Chase. Hence
we are limited to processing (s-t) tgds and/or egds. Thus, queries that cannot
be formulated as a set of (s-t) tgds cannot be evaluated with ProSA.

3.2 The Steps of the ProSA Pipeline

1 + 10 Input and Output. The input—a database instance I and a SQL
query Q—and output—the minimal sub-database I∗

anon—is organized via a GUI.
It is the central interface between the user and ProSA. It is composed of five
tabs: First of all, we need a connection to the database to be minimized. This
can be established via the DB Configuration tab. The calculation of the mini-
mal sub-database is then done in the next three tabs (Chase, Backchase and
Anonymizer). Finally, the Log offers additional information about Chase exe-
cution such as the results of the single Chase steps after applying an (s-t) tgd
or egd. The single ProSA steps can be tracked here, too.

2 Parsing SQL Queries. ProSA uses the Chase for evaluating queries. How-
ever, the Chase deals with dependencies such as egds, tgds or s-t tgds and not
with SQL queries, which we want to use as input for a better user experience.
Hence, the Parser’s main task is to transform these SQL queries into a set of
(s-t) tgds. It transforms conjunctive SPJU queries, aggregate functions such as
Min/Max, Count, Sum and Avg, nested queries as well as grouping.

For rendering simple conjunctive queries, an s-t tgd is usually required. So,
a SQL query SELECT ψ(x) FROM φ(x) corresponds to an s-t tgd φ(x) → ψ(x)
with ψ(x) query result. However, there are queries formalized as two s-t tgds.
This includes, for example, union, nested queries or aggregate functions. For
example, the query (SELECT ψ(x) FROM φ1(x)) UNION (SELECT ψ(x) FROM φ2(x))
corresponds to φ1(x) → ψ(x), φ2(x) → ψ(x). In the case of Q1 we get:
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employee(id, “Stefan”) ∧ salary(id, sal) → result(“Stefan”, sal).

3 Including Provenance. The Provenancer prepares the input of the Chase
phase in such a way that provenance information can be collected. For this,
he adds global unique provenance IDs to the (s-t) tgds of Σ as well as to the
source tuples of I. We thus obtain ΣP and IP as provenance extensions of Σ
and I. If necessary, additional side tables are created here, too. Afterwards, the
Provenances rewrites the (s-t) tgds in ΣP as described in Sect. 3.1.

In the case of Q2, the SQL query is transformed into two dependencies.
The tgd creates an additional side table interim, which stores all intermediate
results (see Table 1g). The s-t tgd provides the maximum salaries using the side
table as a filter. After that, the Provenancer adds global unique provenance IDS
(highlighted in purple) to the s-t tgd of Σ as well as to the source tuples of I.
In summary, the associated rewritten query Q2,P is:

salary(id1, sal1, sid1) ∧ salary(id2, sal2, sid2) ∧ sal1 < sal2 → interim(sal1, sid1), (tgd)

salary(id, sal, sid) ∧ ¬ interim(sal, sid) → result(sal, sid). (s-t tgd)

And I is extended to IP = {salary(2, 1500), sid1), ..., salary(2, 1470), sid5)}.

4 ChaTEAU (Chase Phase). In the Chase phase, ChaTEAU determines
the query result Q(I) by incorporating the dependencies from ΣP into the
database instance I, i.e. Q(I) = ChaseΣP

(I). In addition to the query result
extended by why -provenance, the Chase phase provides the results of where-
and how -provenance. The provenance types are calculated for the sake of com-
pleteness, but are no longer used in the following.

The query results can be found in Table 1c and Table 1d. Note that a
result tuple such as result(“Stefan”,1470) ∈ Q1,P (IP ) is stored internally as
result(Stefan,1470,eid1 ,sid4). In this way, duplicates are retained, but not dis-
played to the user. The same is done for the tuples of Q2,P (IP ).

5 Inverting s-t tgds. In this module, a parsed query Q is inverted. The inverse
query Q−1 always corresponds to one s-t tgd, which then be processed in the
Backchase phase. For inverting the query, we extend the maximum-extended-
recovery-algorithm of [10] by grouping the inverted dependencies into a minimal
number of s-t tgds. In the case of Q−1

1,P , for example, the Inverter yields:

result(“Stefan”, sal, eid, sid) → ∃ Id : employee(Id, “Stefan”, eid) ∧ salary(Id, sal, sid).

6 Preparing the Backchase. The Combiner combines the inverse Q−1
P with

the query result QP (IP ) to obtain a valid input for the Backchase phase.

7 ChaTEAU (Backchase Phase). The technical design of the Backchase
phase does not differ from the Chase phase. Only the input differs, i.e. Σ−1

P

instead of ΣP and Q(I) instead of I. Here, ChaTEAU determines the minimal
sub-database I∗ by incorporating the dependencies from Σ−1

P into the query
result Q(I), i.e. I∗ = ChaseΣ−1

P
(Q(I)) with Σ−1

P formalization of Q−1. In doing
so, the provenance information P is automatically integrated into I∗.
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By applying the Chase, lost attribute values are filled with null values
and duplicates are reconstructed. Thus I∗ contains regarding to Q1 the tuples
employee(η1,Stefan, eid1), employee(η2,eid2), and employee(η3,Stefan, eid2).

8 Proving the Calculated Sub-database and Correcting Duplicates.
The controller checks whether the calculated minimal sub-database I∗ is correct
concerning reproducibility of the query result Q(IP ). This is important, because
only then the calculated sub-database satisfies the requirements of reproducibil-
ity at all and can be co-published along with the research result Q(IP ). For this,
the controller calculates Q(I∗) and compares it with Q(IP ) calculated in the
Chase phase. If the check fails, the calculated minimal sub-database has been
incorrectly determined and an error message is returned.

In addition, the controller eliminates redundant tuples, which can be created
in the Backchase phase. For this, the key properties of the provenance IDs
are exploited as described in Sect. 3.1 by a directly implemented global variable
substitution. So, replacing null values in I∗ resp.Q1 leads to the deletion of the
superfluous and wrong tuple employee(η3,Stefan,eid2) as shown in Table 1e by

employee(id1, name1, eid) ∧ employee(id2, name2, eid) → id1 = id2 ∧ name1 = name2.

9 Anonymizing the Sub-database. ProSA guarantees an k-anonym and
l-diverse anonymized minimal sub-database I∗

anon. For this, we anonymize I∗ by
generalization using previously defined domain generalization hierarchies. The
calculation of possible quasi-identifiers is done by ProSA itself.

3.3 Implementing ProSA

ProSA is implemented as a Maven project in Java 11. It provides a user interface
that allows connecting a database and answering simple conjunctive queries as
well as any query represented as a set of (s-t) tgds. For processing the Chase,
ProSA calls ChaTEAU, an implementation of the Chase [4]. ProSA itself per-
forms query parsing, adding provenance information, preparing the Chase exe-
cution and interpreting the Chase result. In addition, the minimal sub-database
is checked for correctness and then be anonymized by generalization in compli-
ance with k-anonymity [13] and l-diversity. The software, examples, and further
information about ChaTEAU and ProSA are available at our Git repositories1,2.

1 ChaTEAU repository: https://git.informatik.uni-rostock.de/ta093/chateau-demo.
2 ProSA repository: https://git.informatik.uni-rostock.de/ta093/prosa-demo.

https://git.informatik.uni-rostock.de/ta093/chateau-demo
https://git.informatik.uni-rostock.de/ta093/prosa-demo
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4 Conclusion

In this article, we introduced the ProSA pipeline for minimizing research data
before publishing. Therefore, we combine a variant of the Chase&Backchase
with additional provenance such as why -provenance and side tables to recon-
struct lost attribute values, null tuples and duplicates. Subsequently we anon-
ymize the calculated sub-database to satisfy possibly occurring privacy aspects.
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Abstract. Nowadays, open data has become a prominent information
source for creating value-added product and services. Actually, open data
portal initiatives are adopted by most of the governments to supply
their public sector information, usually in the form of tabular data such
as spreadsheets or CSV files. Most open data portals allow reusers to
retrieve tabular open data by means of a keyword-based search engine
over metadata. However, these search engines rely on the (not so often
good enough) metadata quality, which must be complete, descriptive,
and representative of the tabular open data content. Moreover, keyword-
based search is not always an adequate solution for retrieving open data,
since it does not consider the tabular nature of (most) open data and
search results can be useless for reusers (e.g., when they attempt to find
open data to be integrated with a given tabular dataset). To overcome
these problems, this paper presents Search!, a search engine that enables
users to pose an input query table to retrieve adequate tabular open
data to be integrated with. To do so, semantic searches are performed by
leveraging word embeddings to compute the similarity between column
names and cell contents of tabular data. The relevance criteria estab-
lished in the search engine aims to retrieve a ranking of tabular open
datasets suitable for completion and augmentation, and thus, enabling
integration with the input query table.

Keywords: Information retrieval · Search engine · Open data ·
Tabular data · Data integration · User interfaces

1 Introduction

Currently the amount of open data available on the Web is increasing due to
the strong interest of governments and institutions around the world in adopting
open data initiatives [1]. Within these initiatives, open data portals are developed
to publish public sector information under the appropriate licence to encourage
its re-use (e.g., by the development of value-added products and services).

Importantly, the ultimate goal of open data portals is to provide Linked Open
Data (LOD), allowing consumers to use semantic web technologies to identify
c© Springer Nature Switzerland AG 2022
S. Chiusano et al. (Eds.): ADBIS 2022, CCIS 1652, pp. 99–108, 2022.
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relationships among data [2] and unleash the full potential of data to be reused.
Unfortunately, LOD is not always available in open data portals, since the most
used formats are tabular (e.g., CSV), accounting for 46.5% in government data
portals as stated by [12]. Furthermore, prevalence of tabular formats in open
data government portals has been highlighted in recent studies, such as the
Open Government Report from Organisation for Economic Co-operation and
Development (OECD).1

This scenario hampers users of open data government portals, since addi-
tional efforts must be done to find datasets that can be successfully integrated
with their data [6]. For example, imagine the following motivating example: a
data journalist that wishes to expand an initial dataset containing the number
of refugees arriving in France last year with information about refugees arriv-
ing in Spain. This open data can be found in the World Bank data portal,2

which includes a keyword-based search engine. Data journalist poses the query
“refugees in Spain” in the search engine, but there are no relevant results. Mod-
ifying the query to “refugees by country” also returns no results. Therefore, the
data journalist does not retrieve the required open data (although World Bank
data portal indeed contains it in the “World Development Report” dataset), as
metadata does not represent the content of the dataset, so it does not match the
keywords that were intuitive a priori.

From this motivating example, two main problems are illustrated:

1. Tabular open data search engines suffer from high dependence on metadata
quality (e.g., title or description of datasets must be complete and accurate)
in order to be able to provide reliable results. Keeping updated and accurate
metadata is a major challenge for data publishers (as stated by the European
Comission in its 2020 Open Data Maturity Report3) that can seriously affect
the performance of search engines.

2. Furthermore, it is not easy for open data reusers to express their intentions
with a keyword-based search. If reusers want to expand an initial dataset with
additional tabular data (e.g., using union and join operations), representing
the input query as a table instead of as keywords is more appropriate.

To overcome these problems, this paper presents Search!,4 a tabular open
data search engine optimised for dataset integration. The system provides a
table-based interface and uses word embeddings [10] to calculate the semantic
similarity between tables, improving the system recall and avoiding the need for
exact matches between queries and metadata to retrieve relevant datasets.

The rest of this paper is structured as follows: Sect. 2 presents related work;
Sect. 3 describes our approach for tabular open data search and integration; an
example of the use of the search engine is described in Sect. 4; finally, in Sect. 5,
conclusions and future work are presented.

1 https://www.oecd.org/gov/open-government-data-report-9789264305847-en.htm.
2 https://databank.worldbank.org.
3 https://data.europa.eu/en/dashboard/2020.
4 https://wake.dlsi.ua.es/datasearch.
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2 Related Work

Data search is a task studied for decades. However, there are still open problems
like disconnected datasets, meeting user needs, and the availability and relia-
bility of data [3]. Another problem is that of how to rank the results, includ-
ing approaches that use keyword-based search [13] and others employing more
sophisticated techniques based on supervised learning [9].

Regarding how the data is processed, organisations responsible for publish-
ing datasets generally provide metadata like title, description, column names,
author, creation date or language. To carry out this task, organisations can
use standards like DCAT,5 a vocabulary that proposes metadata to describe
datasets and data services in an open data catalog. Open data portals frequently
utilise data publishing platforms aligned with DCAT, such as CKAN,6 Socrata7

or OpenDataSoft.8 These platforms include search engines that make use of
(previously unified) metadata from datasets. They are called centralised search
engines [3]) and they present limited searching capabilities as they focus on a
unique data catalogue. Also, they entirely depends on metadata availability and
quality (e.g., ability of metadata to correctly describe the data content).

Decentralised search engines, on the other hand, go beyond the boundaries
of a single open data portal and provide ways to discover the datasets across
multiple catalogues [3], e.g., searching on LOD. There are also decentralized
search engines on tabular open data, such as the general-purpose Google Dataset
Search9 that uses crawlers to search and index datasets that follow schema.org or
DCAT standards. Similarly, there are search tools focused on specific domains,
such as DataMed,10 which implements a crawler that identifies and indexes sets
of scientific biomedical data. Decentralised search engines aims to adequately
manage and enrich of metadata for each dataset in order to improve retrieval
results. However, they are keyword-based search engines, which is not always
an adequate solution for retrieving open data, since it does not consider the
tabular nature of (most) open data and search results can be useless for reusers
(e.g., when they attempt to find open data to be integrated with a given tabular
dataset).

Unlike existing tabular open data search engines, our system (i) makes use
of word embeddings to provide semantic similarity capabilities that improve the
recall of relevant datasets beyond metadata-based search, and (ii) provides a
suitable tabular-based interface for the task of tabular open data retrieval and
integration for a given query in tabular form beyond keyword-based search.

5 https://www.w3.org/TR/vocab-dcat-2/.
6 https://ckan.org.
7 https://dev.socrata.com.
8 https://www.opendatasoft.com.
9 https://datasetsearch.research.google.com/.

10 https://datamed.org.
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3 Tabular Open Data Search and Integration with Word
Embeddings

Our search engine consist of a microservice, a crawler, an API, and a Web
application (see Fig. 1). Its architecture can be divided into two main parts.
The first one is responsible for information search and indexation through a
crawler that accesses short-listed open data portals, obtains tabular datasets
(currently only in CSV format) and metadata, and calculates the corresponding
word embeddings for each table. The stored information is available through an
API.

Fig. 1. System conceptual architecture

The second part corresponds to the Web application that uses the afore-
mentioned API to, given an input query table, retrieve relevant stored tabular
datasets for further integration. The front-end was built using HTML, CSS, and
JavaScript. The back-end API was created using Node.js, providing a way to
communicate the core functionalities of the search engine and the Web applica-
tion.

3.1 Crawler

This component consist of a Python script which is responsible for collecting
suitable datasets in short-listed open data portals. This crawler aims to inspect
and extract metadata information from the datasets, as well as preparing meta-
data for further processing and storage. It uses DCAT to recognise and analyse
the metadata.



A Tabular Open Data Search Engine Based on Word Embeddings 103

3.2 Storage

The storage system is composed of two elements: Solr,11 a powerful information
retrieval system used to index metadata and contents of the tabular datasets
crawled from the Web; and Faiss,12 an indexation tool optimised for vector
operations with capacity for billions of vectors and compatible with GPU archi-
tectures.

Faiss is used to store the word embedding vectors of the indexed tabular
datasets and to calculate their similarity with the vectors representing the input
query table, providing the information required to build a ranked list of rele-
vant results (see Sect. 3.3). It is worth noting that, a previous solution for vec-
tor comparison was implemented using a Solr plugin, but the calculations were
excessively time-consuming, making the system unsuitable for its deployment in
a production environment. To overcome this issue, Faiss was used, thus speeding
up the comparison between word embedding vectors using clustering techniques.

3.3 Microservice

This component is the core of the search engine, where developed algorithms
run. It carries out three main tasks: obtaining the word embedding vectors that
represent each tabular dataset using fastText,13 comparing tabular datasets by
means of these vectors, and searching for related datasets given an input query
table.

In the first task, for each tabular dataset indexed in the system, two
word embedding vectors are retrieved for each column following the procedure
described in [6]: one represents the names of the columns (headers) and the other
the content of the cells. First, the CSV files representing the tabular datasets
are preprocessed to normalised the content (e.g. lowercase and split camelCase
words). Then, the fastText model is employed to obtain the vector representa-
tion of each token in the tabular dataset. In order to obtain a single vector for
multiple tokens (e.g., the content of all the cells in the column) the average of
the individual vectors is computed [8]. All this process is done offline, when new
tabular dataset are crawled, and does not affect during search time.

The second task carried out is tabular dataset comparison based on word
embedding vectors. When the user introduces an input query table, the corre-
sponding word embedding vectors are obtained following the procedure men-
tioned above. To calculate the similarity between the query table and the stored
tabular datasets, the similarity between each column is calculated in Faiss using
the following equation:

sim(c1, c2) = α · sim(cn1, cn2) + (1 − α) · sim(cc1, cc2), (1)

where sim(cn1, cn2) represents the similarity between column names (headers)
and sim(cc1, cc2) between cell contents. The parameter α is a value in the range
11 https://solr.apache.org.
12 https://faiss.ai.
13 https://fasttext.cc.

https://solr.apache.org
https://faiss.ai
https://fasttext.cc
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[0, 1] that indicates the importance of each part (column names and cell contents)
when the final similarity value is calculated [6].

The similarity between word embedding vectors is calculated using the cosine
similarity [11], obtaining a value between 0 and 1, where 0 means no similarity
and 1 means maximum likeness. In those situations where there are out-of-
vocabulary tokens, with no vector representation in fastText, the Levenshtein
distance is used as a backup strategy. The final output of this task is a JSON
structure containing the similarity of each column of the query table with each
column of the stored tabular datasets, sorted by column similarity.

Finally, the third task takes as an input the JSON structure computed before
to carry out the search functionality. Once the similarity between column vectors
is calculated, the final similarity between the input query table and each indexed
tabular dataset is computed as follows:

sim(t1, t2) =

∑i≤n,j≤m
i=1,j=i sim(c1i, c2j)

|C1||C2| , (2)

where C1 = {c11, c12...c1n} and C2 = {C21, C22...C2m} are the set of columns
from t1 and t2 respectively. That is, the similarity between two tables (i.e., the
input query table and the tabular dataset) is computed as the average similarity
of their columns. Once these values are computed, tables are sorted by descending
order to provide the user with a ranked list.

3.4 Web Application

The Web application offers the user a novel way to search tabular data (see
Fig. 2). The landing page shows an empty table that can be manually filled with
values, or it can be automatically filled by uploading a CSV file from the local
computer. Once the table is filled with values, it can be used as an input query
table to search for related tabular datasets stored in the system.

The results page shows a ranking of the most similar tabular datasets stored
in the system for the given input query table. Each result includes metadata
information like title, description, license type, and publication day. This page
also shows the similarity score for each table retrieved. Three options are pro-
vided for each result: preview the content, download and go to the integration
interface.

In the integration interface (see Fig. 3) the users can easily integrate the input
query table and the selected retrieved tabular dataset. The query table appears
at the top of the page, whereas the retrieved tabular dataset is below this.
When the interface is loaded, a quick arrangement in the column order is done
by taking into account the semantic similarity of the columns, suggesting which
columns of the input query table can be integrated with those on the retrieved
tabular dataset. If necessary, this arrangement can be changed manually by
users, selecting the columns that they want to be involved in the integration
process. Once the columns are selected, the users choose which operation to
carry out (according to our previous work on data integration [6]): union, if
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Fig. 2. Screenshot of the tabular open data search interface.

Fig. 3. Screenshot of the data integration interface.

they want to perform a row extension of the query table, or join, if they look
for column augmentation. This interface also provides integration parameters
for the merged tabular dataset than can be downloaded, such as name, output
format (e.g., CSV), etc.

4 Using Search!

The data journalist case mentioned in Sect. 1 is used here to explain how to use
Search!. The journalist wanted to expand their dataset containing the number of
refugees arriving in France last year with information about refugees arriving in
Spain, but unfortunately she did not make it using open data portals. For this
reason, she decides to try Search!.
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To use Search!, she only needs to provide a CSV file with initial data; alter-
natively, she can manually fill the table in the landing page. She chooses the
first option and uploads a CSV with the country name, year, and the number of
refugees from France (see Fig. 2). Two search options are then offered depending
on the goal: one focused on table completion and the other on table augmenta-
tion. In the case concerning the journalist, the selected option is the first one,
since she needs to complete her dataset with information from another country.
Once the search option is selected, a ranking with the most suitable tables to
integrate is shown (see Fig. 4), including metadata and similarity score.

Fig. 4. Ranking of most suitable tables.

The journalist can check the ranked tables content to ensure she has the
content she wants to integrate and decide which result is more appropriate. The
first result, called “World Development Report 2011”, contains precisely the
information she is looking for. She can download this dataset directly or, if she
decides to integrate her data directly using Search!, she can use the integration
interface with quick similar columns pairing. In this interface the journalist can
select or edit the columns she wants to integrate and choose the operation to
perform (see Fig. 3). Finally, she can download a CSV file with the integrated
data.

5 Conclusions and Future Work

Within an open data scenario, development of tools that support retrieval
and integration of tabular datasets beyond keyword-based search on metadata
are highly required for boosting open data reuse [6]. This work has described
Search!,14 a tabular open data retrieval and integration system. It uses word
14 https://wake.dlsi.ua.es/datasearch.

https://wake.dlsi.ua.es/datasearch
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embeddings to calculate the semantic similarity between tabular information,
providing a ranking of candidate datasets to be integrated with an input query
table. The system includes a novel interface to facilitate table-based search and
integration. Search! provides open data reusers with a new way to search and
integrate compatible information with their data, offering a more flexible app-
roach to these tasks than classic keyword-based systems do.

Future work includes improving the current crawling system, making it com-
patible with more open data portals to index a wider range of datasets. Also, it is
planned to admit different tabular formats (besides CSV) in the system in order
to increase its coverage. As word embedding models are language-dependent,
the version of fastText described in Search! only works for English. As a future
work, models in other languages can be used to make the system suitable for a
wider audience. Another possibility is to use multilingual word embeddings [7]
that can be applied seamlessly to different languages. The use of contextual word
embeddings like BERT [5] instead of static models like fastText is another issue
that is worth exploring in the future. Contextual models have demonstrated to
obtain state-of-the-art results in many tasks involving language processing and
have been recently used also in the task of table retrieval [4]. Finally, our plan
is to conduct an evaluation of Search! with potential users.
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Abstract. The goals of business process automation and improvement
are to increase productivity, satisfy clients and workers, and reduce costs.
In this paper, we improved and redesigned processes to use electronic doc-
uments, improve the velocity of activities, and enhance transparency of
processes using the DMAIC method (Define, Measure, Analyze, Improve,
and Control). First, we used Papyrus to represent the activity diagram
for the insurance claim process. Then, using Acceleo, an algorithm was
constructed using the retrieved XML to change the non-improved XML
file into an improved one. Finally, using the updated XML, we produced
the improved UML activity diagram.

Keywords: M2P (Model to Program) · BPM · Business process
improvement · Model transformation

1 Introduction

Due to the fast-growing market, organizations are undergoing rapid, driven by
such pressures as customer expectations, product quality, new technology, agility,
and growing global competition. As a result, business processes within an organi-
zation are constantly changing. To survive in such environments, it’s important
for organizations to continually measure, analyze, improve, control, and redesign
their business process to quickly respond to changes.

There are some techniques and tools that aim to help businesses improve
their processes. However, Business Process Modelling plays a significant role to
identify weaknesses within the process.

The unified modeling language (UML) is a business process modeling lan-
guage that helps to describe the elements that make up a specific software system
and describe how elements interact with each other. Moreover, UML is known
as the most transformed language defined as a meta-model. This transformation
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is a mechanism for deriving the source model (Input) into another model (as
output) while executing a set of rules and algorithms.

In this paper, we will present a novel transformation from a non-improved
UML activity diagram model to an improved UML activity diagram by con-
structing a set of transformation algorithms.

2 Related Works

Various research studies focus on process improvement [12], several solutions
were investigated for this purpose [15]. The authors in [16] focuses on busi-
ness process improvement techniques. There are several methodologies available,
which causes organizations to become confused while deciding on the best app-
roach. All methodologies have common features. They only differ in their efficacy.
The purpose of their article is to raise awareness and perspectives of organiza-
tions and assist them in making the correct decision in selecting the appropriate
technique based on organizational goals.

The Book of [10] carries on the topic of improvement. They define lines
to improve the process including setting the stage for process improvement,
organizing for process improvements, using flowcharting techniques to draw the
process, understanding the process characteristic, streamlining the process, and
measurement and Benchmarking Process. The paper of [19] outlines a case study
of business process design that has been optimized using the state-of-the-art
multi-objective optimization method NSGA2.

The paper [11] introduce as a first step a roadmap that supports the goal-
oriented execution of BPI projects as well as the systematic development of sug-
gestions to overcome process weaknesses. Based on the BPI roadmap, a domain-
specific modeling method (DSMM) [7–9] is developed. The third contribution
is the development of the DSMM as a prototype modeling tool that facilitates
the application of the BPI roadmap, analyzes information defined in the form
of conceptual models, and creates reports automatically based on the findings
generated.

[18] investigate the impact of continuous improvement on the design of activ-
ity based cost systems. The main contribution of [19] is that it identifies business
process models and optimization. Another paper [5] aims at carrying out busi-
ness process modelling and business process improvement using TAD method-
ology. [14] uses the Unified Modelling Language (UML) as a process-modelling
technique for clinical-research process improvement.

Recent researches are made in the domain of BPI. The authors in [15] repre-
sented a literature review about different pattern based approaches for business
process improvement. [4] propose an Object-Process Methodology for business
process improvement and they applied it to optimize an aviation manufactur-
ing company study case. The authors in [2] aim to identify which activities are
essential in improvement projects depending on culture, organizational size, and
resources. Using a multiple-case study approach discovering how improvement
is to be addressed in organizations of different contexts.
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3 Preliminaries

3.1 Business Process Management (BPM)

Business Process Management (BPM) is the discipline that combines knowl-
edge from information technology and knowledge from management sciences
and applies this to operational business processes [1]. BPM aims to improve a
business process. This approach creates a more efficient organization better able
to deliver products and services and adapt to changing needs. And as far as the
complexity of the business process is increasing, organizations are obliged to deal
with the complexity and focus on BMP.

The BPM lifecycle standardizes the process of implementing and managing
business processes within the company as a series of stages. The BPM lifecycle
has five stages: design, model, execute, monitor, and optimize [17].

– Process Design: The goal of process Design is to analyze and understand the
process. In this situation, a mock-up can be useful it helps in collecting and
display of data.

– Business process modeling: Modelling means identifying, defining, and rep-
resenting the new process to support the current business rules for various
stack holders.

– Process Execution: The goal of Process Execution is to see the process in
action. It refers to the actual run of a process by a process engine.

– Process monitoring: The goal of Process Monitoring is to perform business
operations by prepared and implementing process descriptions.

– Process Optimization: Business process Optimization is redesigning the pro-
cess to improve efficiencies and strengthen individual business processes.

3.2 Business Process Improvement

Business process improvement (BPI) is an operational practice used to iden-
tify and evaluate inefficiencies within the companies. This approach redesigns
existing business tasks, implements, and optimizes their existing processes, and
improves their effectiveness. The goal of business process improvement and
business process optimization is customer and employee satisfaction, produc-
tivity, reduced risk, compliance, agility, and technology integration are identi-
fying wasted resources, improving the quality of products, achieving regulatory
compliance, reducing friction in the process, and reducing process completion
time.

3.3 Business Process Modelling

Business process modeling is a fundamental step of business process manage-
ment. With Process Modeling, we make a comprehensive analysis of all processes
and it helps to identify weaknesses within the process. Implementing Business
process modeling help to optimize the business process and identify the chal-
lenges in the project. There are several techniques used in Business process
modeling to establish the organizational goal.
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3.4 Unified Modelling Language

Unified Modeling Language (UML) is a business process modeling technique
that helps to describe the elements that make up a specific software system and
describe how elements interact with each other.

Activity Diagram. An activity diagram provides a view of the behavior of a
system. It describes the sequence of actions in a process. An activity diagram
is composed of nodes and edges. Activity nodes consist of invocation nodes,
object nodes, and control nodes. Invocation nodes are basic activity nodes in
which some piece of behavior is invoked, Object nodes denote the availability of
objects, and control nodes are used to specify choice and parallelism [6]. There
are several kinds of control nodes such as Decision Nodes that choose one of the
outgoing flows, Merge Nodes that merge different incoming flows, Fork nodes
that split a flow into several parallel flows, the initial node that starts the global
flow, and Final nodes that stop the current local flow. There are two kinds
of ActivityEdge to link the nodes: ObjectFlow and ControlFlow. ObjectFlow
edges connect ObjectNodes and can have data passing along it. ControlFlow
edges constrain the desired order of execution of the ActivityNodes [13].

3.5 Model Transformation

Model transformation is an automated way to generate and modify models. The
goal of using model transformation is to reduce errors by automating the building
and modifying the models. The model transformation takes models as input and
generates an output based on the modification.

There are different types of model transformation:

– Model To Text Transformation (M2T): M2T refers to a large class of trans-
formations that translate models to text. The text can be generated code,
other models in textual syntax, or other textual artifacts such as reports or
documentation [3].

– Model To Model Transformation (M2M): Transformations are executed by
transformation engines that are plugged into the Eclipse Modelling infras-
tructure

4 Contribution

The aim of this research is the use of business process modeling for the improve-
ment and optimization of the business process. First, we modeled the insurance
claim process activity diagram using Papyrus. It is a graphical editing tool for
UML as defined by OMG that provides editors for all UML diagrams. It also
provides complete support for SysML to enable a model-based system. Then,
extracted the corresponding XML. After that, we created an algorithm that
transform the non-improved XML file into an improved one using Acceleo. It
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is a template-based technology that includes authoring tools for custom code
generators. It produces any kind of source code from any data source available
in EMF format.

The improvement algorithm extracts the keyword from the XML format. We
analyze the non-improved diagram and apply the transformation based on the
keyword with the use of Acceleo and JAVA programming languages. Finally,
we generated the improved UML activity diagram from the improved XML as
shown in Fig. 1.

Fig. 1. Summary of the insurance claim improvement process.

By applying a transformation algorithm on the non-improved UML Activity
Diagram, we get an improved UML Activity Diagram.

4.1 Transformation Table

The UML Activity Diagram contains the following Components: INITIAL
NODE, EDGES, OPAQUE ACTION, JOIN NODE, FORK NODE, DECISION
NODE, and FINAL NODE.

The Table 1 represents the used components from UML activity diagram in
the algorithm.

Table 1. UML AD components

Components Name in the algorithm

INITIAL NODE IN
EDGE ED
OPAQUE ACTION OA
JOIN NODE JN
FORK NODE FK
DECISION NODE DN
FINAL NODE FN
PACKAGE PK
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We denote the Input UML Activity Diagram NonImproved as (UM) and the
Output UML Activity Diagram Improved as (Y).

Table 2 represents the variables used to clearly understand the algorithm.

Table 2. Variables used in the algorithm

Variable Meaning

i i refers to the current Line in the file (xml)
z,w Intermediaries file
xf Xml line generated after calling the function with the specific attributes

Xf contains the line with the changed keyword
i’ The Xml line after fixing the outgoing and incoming Edge

Table 3 refers to the specific words used in the improved algorithm.

Table 3. Specific words used in the algorithm

Specific word Meaning

read We read from the XML File
write We write in the Final XML File
call Used to call function or procedure
Change Change used to change the keyWord
Fix Fix the outgoing and Incoming Edge. Since we delete some

Opaque Action so the order of edges will change
generate Each Line has outgoing and Incoming so we need to generate

Edge based on the Incoming and the Outgoing Directions of the Line
nextLine We read the file line by Line
specificWord The algorithm of improvement based on the specific Word

the opaque action.
Once we find specific Word in the Opaque Action we change it

type The type of the Components
“XXXX” XXXX is a keyword used in case the Line

need to be removed and no need for this action

4.2 The Algorithm of Transformation

The final algorithm for transformation from a non-improved UML activity dia-
gram to an improved UML activity diagram is demonstrated in Algorithm 1.

4.3 Insurance Claim Case Study

The insurance industry is always evolving. There has been an increase in client
expectations in the area of new insurance products. Customers have become
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Algorithm 1. Algorithm :UML Activity Diagram (XML) not improved to UML
Activity improved
Input A UML Activity Diagram UM=(IN,ED,OA,JN,FK,DN,FN,PK)
Output Improved Activity Diagram Y=(IN, ED,OA,JN,FK,DN,FN)
Initiation
F:=read file(UM) ; generate_Components(UM)

while nextLine(F) =true do
read i in UM
if i ∈PK then

write iinY
else {i ∈OA and iisspecificWord }

change OA:keyword ;generate xf ; write xf in Z
end if

end while
while nextLine(Z) =true do

read i in Z
if type i =IN then

fix IN:OutgoingEdge ; write i’ in W ; call proc_fixEdgeForInitialNode
else {type i =OA and name i "XXXX" }

fix OA:IncommingEdge && OA:OutgoingEdge ; write i’ in W ; call
proc_fixNextLineEdge

else {type i =JN or type i = DN }
fix JN_DN:IncommingEdge && JN_DN:OutgoingEdge ; write i’ in W ; call
proc_checkNextOutgoingEdge

else {type i=FK }
fix FK:OutgoingEdge ; write i’ in W

else {type i =FN }
write i in W

end if
end while
while nextLine(W) =true do

read i in W
if type I =OA or type I = FK or type I=DN or type I=FN then

generate Edge ; write Edge in K
end if

end while
while NextLine K =true do

read i in k ; Write i in Y
end while
while NextLine W =true do

read i in W ; Write i in Y
end while

more demanding and have learned to expect the greatest level of service. In this
way, insurance companies are facing considerable changes in terms of providing
speedier responses, handling insurance claims, lowering operating costs, pleasing
customers to retain clients, and selling insurance products. To gain customer
satisfaction, it’s important for insurance to improve their process.
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Fig. 2. Insurance Company Activity Diagram before the improvement

Improving processes demands identifying internal weaknesses, and business
process modeling is the best way to do it. Figure 2 represent the UML Activity
Diagram representation of the earlier Insurance Company. The Claim process
within the insurance company has a lot of issues that result:

1. Customer needs to wait for a long time. Sometimes the process takes more
than one month which is not acceptable for part of customers.

2. Insurance Employee wastes time since he spends a long time searching and
regrouping documents.

3. Waste of resources since the Insurance company needs a third party (adjuster)
to check the car status.

4. There is no online system for the enterprise. Coordination between employees
is difficult.

The mechanism of the Insurance Company must be emphasized. As a result,
we extracted the corresponding XML, and we made an algorithm that trans-
form the non-improved XML file into an improved one using Acceleo and Java
Programming language and as output, we get the XML corresponding to the
improved UML activity diagram. The improved UML activity diagram for the
claim process insurance company is represented in Fig. 3. With the use of mod-
eling, we replace the weaknesses within an insurance company’s processes to
increase customer satisfaction, technology, and competitiveness. The improved
UML activity diagram is toward the use of technology and digitalization with
insurance companies.
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Fig. 3. Insurance Company Activity Diagram after the improvement

5 Conclusion and Future Works

In this paper, we use the activity diagram Unified Modelling Language to
improve and optimize business processes by demonstrating a transformation
from a non-improved UML-AD to an improved UML-AD. We performed a
sequence of model-to-text transformation stages, implementing a set of trans-
formation rules and some algorithms.

For future work, two directions are planned, firstly the transformation will
be expanded to incorporate other UML diagrams. Secondly, the transformation
from XML to UML Activity Diagram must be performed using automated tools.
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Abstract. Today’s organizations often have to manage hundreds of pro-
cess models. This requires organizations to be able to efficiently man-
age process models as a kind of organizational data. Most of previous
approaches for process model representation exploit graph data structures
to represent (part of) the process control-flow. While these representa-
tions work well to analyze the overall process behavior and its KPIs, they
are complex data structures which pose some challenges for other kind of
analyses requiring, e.g., model comparison. In this paper we explore an
alternative approach to representing process structure. We introduce a set
of features that describe the context of an activity inside a process, thus
embedding the information about the process structure in the activity rep-
resentation. This representation enables the use of standard vector tech-
niques to capture certain structural similarities among activities and is
then suited to support tasks like similarity-based comparison and mapping
of processes without resorting to graph-based approaches.

Keywords: Business Process Management · Process similarity ·
Process model clustering · Activity similarity

1 Introduction

Business Process Management has rightfully entered among the best business
management practices. It helps analyzing the work flow, recognizing interdepen-
dencies among activities or bottlenecks, monitoring and improving performance.
It mainly relies on a high-level description of the structure of business processes
(in the following business process models) which provide an invaluable picture of
the (operational) status of an organization and, as such, represent a kind of orga-
nizational data (like organizational charts or database schemes) to be managed.
The management of (possibly hundreds) business process models is also relevant
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in the context of information sharing in supply chains and open science [5,7]. It
requires operations like retrieving a process in a process repository, comparing
different versions of a process, either generated as the result of the evolution of
the same process over time or representing alternative operational practices in
different organizations, finding common sub-processes for integration purposes,
and so forth. Most Business Process Modeling notations (e.g. BPMN, Petri Nets)
focus on the representation of the relations between activities with a control-flow
perspective, and are thus based on graph data structures. While these represen-
tations work well to analyze the overall process behavior and its KPIs, these are
complex data structures which pose some challenges for operations like those
listed before. In this paper we introduce a set of features that describe the con-
text of an activity inside a process, thus embedding the process structure in the
activity representation. We introduce the features, explain the rationale under
them, and discuss how they can be used to derive a measure of similarity among
activities. Processes using standard vector processing. As case study, we apply
the approach to address the problem of activity identification and comparison
within and between process models. Results demonstrates that these features
are able to capture certain structural similarities among activities and are then
suited to support tasks like similarity-based comparison and mapping of pro-
cesses without resorting to graph-based approaches. In the following Sections,
Sect. 2 discusses related work about business process representation and simi-
larity assessment approaches, in Sect. 3 the features are described. Section 4 is
devoted to assess the effectiveness of the proposed features in identifying similar
activities either in the same or in a different process. Finally, Sect. 5 concludes
the paper and draws future work.

2 Related Work

A number of process modeling notations are commonly used to represent organi-
zation processes. Well-known examples are Petri nets or BPMN, which represent
a process in the form of a graph. When event logs tracking process executions are
available, process mining techniques can be used to derive alternative represen-
tations of process executions. This can be done either by combining information
from the event log and the process model, as done by, e.g., alignments or trace
replay techniques, or inferring directly follows mappings directly from the event
log [1,2]. Over time, the need to browse and query processes has induced the
scientific community to investigate further possible representations. In [8] the
authors present the usage and comparison of various possible techniques, in par-
ticular graph matching techniques, alignment techniques and causal footprint,
i.e. an abstract representations of the behavior captured by a process model to
define similarity metrics at a process model level of granularity. In contrast with
these techniques, the present work focuses on a finer granularity, i.e. at the level
of single activities. Lately, due to the attention that has been devoted to predic-
tive tasks in the process mining field, how to encode the information regarding
a business process is becoming crucial. Several works [2,3,13] have tackled the
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problem of encoding traces, i.e. the sequence of activities or events that repre-
sent a particular process execution. Other works have also tried to encode the
information regarding only a partial trace, in order to leverage such informa-
tion to perform predictions [4,14,17]. Another recent proposal [6] consists in the
usage of neural networks to learn a representation of activities, logs, and process
models in order to derive an informative and low-dimensional embedding. In [11]
word2vec has been used in conjunction with an LSTM network to label nodes
in business process models. It is worth noting that approaches based on neu-
ral network representations don’t have a clear semantic. Differently from those
approaches we purposely design each feature to measure a well-defined structural
characteristic and to be more suited to human comprehension.

3 Methods

This section describes the proposed features. They have been designed for Petri
nets, which is the best investigated formalism for process modelling [16]. Each
set of such features represent a single process activity describing its execution
context, intended as the control-flow constructs in which the activity is involved
(e.g., parallelism, choice, loop), so that activities with similar structural proper-
ties will be close to each other in the feature space.

Figure 1 shows an example of Petri net. Squared boxes represent process
activities, while circles (aka, places) are used to represent possible states of
the process. Edges model the activity ordering relations. Black boxes represent
hidden activities, i.e. activities that are not observed by the information systems
and are mainly used for routing purposes.

Path Length. This feature represents the position of the activity w.r.t. the
beginning of the process. Given an activity ai in the set of all process activities
A, we define the longest path LP (ai) as the maximum number of activities in
a path from the beginning of the process to ai, excluding hidden activities and
loops. The Path Length for ai is then computed as follows:

PL(ai) =
LP (ai)

max
aj∈A

LP (aj)
(1)

The Path Length assumes values in ]0, 1], where small values indicate that
the activity is located near the beginning of the process and values close to 1 are
of activity near the end of the process. For the first activity in the process the

value is
1

max
aj∈A

LP (aj)
, while for the farthest one it is 1. It should be noted that

the farthest activity is not necessarily the last activity in the process, although
the two concepts often coincide. The feature is computed using the longest path
so to ensure coherent order among all process activities representation, w.r.t.
the process model. To better understand this, consider activities c and e in
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Fig. 1. Example Petri net 1

Fig. 1, we can notice that if we used the shortest instead of the longest we would
obtain a value of 3

4 for activity c and of 2
4 for activity e, but activity e is always

executed after activity c, according to the model. Hence, wanting to maintain in
the feature the relative order of the activities in the process the shortest path
would be inadequate.

Example 1. In Fig. 1, the maximum length of the longest path is 6, namely
< a, b, c, e, f, h > (or < a, b, c, e, g, h >). Hence, for the first and last activities

we have PL(a) =
1
6

= 0.17 and PL(h) = 1, which correspond to the lowest and
highest value of the feature respectively. The activities b and d have the same
value because they both have to wait for one activity to be executed before they
can be activated (PL(b) = PL(d) = 0.33), whereas c has to wait for both a and
b to be executed (PL(c) = 0.5). Regarding the activity e, it should be noted
that it can be started only if the parallel block preceding e is terminated, that
is both branches < b, c > and < d > are executed. So the delay of e depends on

the longest branch and is PL(e) =
4
6

= 0.67.

Optionality. This feature captures the degree of optionality of a specific activ-
ity. Optionality is computed as the reciprocal of the number of the maximum
alternative branches in which an activity is involved, as follows:

Opt(ai) = 1 − 1
n#(ai)

(2)

where n#(ai) represents the number of alternative branches for the activity ai.
The feature assumes values in [0, 1[, where 0 represents a sequential activity

and values close to 1 are related to activities in choice block with many possi-
ble branches. The feature is not computed for hidden activities, and backward
branches (i.e., defining loops) are non taken into account in the formula.

Example 2. let’s consider again the example in Fig. 1. Here we have two choice
blocks: after the activity a and before the activity h. For the former, we have
Opt(b) = Opt(c) = Opt(d) = 0.67 because there are three possible alternatives:
execute the activities b and c, perform d or neither (passing through the hidden
activity t1 in the lowest branch). For the latter, we do not consider the branch
with t2 because it represents a loop, so Opt(h) = 0. The optionality for all other
activities in the process model assumes the value 0.
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Fig. 2. Example Petri net 2

Parallelism. This feature is used to calculate the degree of parallelism of an
activity, i.e. with how many activities it is in parallel. It is calculated evaluating
the number of parallel branches in the parallel block containing the activity. The
Parallelism (Par) for the activity ai is computed as follows:

Par(ai) = 1 − 1
n ‖ (ai)

(3)

where n ‖ (ai) represents the number of parallel branches for the activity ai. In
the case of nested parallel blocks, the maximum number of possible activities in
parallel is considered. The feature assumes values in [0, 1[, where 0 represents
a sequential activity and the closer the value is to 1, the higher the number of
parallel branches. The feature is not computed for hidden activities.

Example 3. In Fig. 2, we have two parallel blocks: one from hidden activity t4
to activity n, and the other from n to t5. As for the former, we have Par(j) =

Par(k) = Par(l) = Par(m) = 1−1
3

= 0.67, whereas in the latter block Par(o) =

Par(p) = 0.5. The feature for the activity n assumes the value 0, since it can
not be executed in parallel with any other activity.

Parallelism Path Length. This feature is based on the PL feature; namely,
it captures the position of an activity within the parallel block in which the
activity is located. The formula is the same, except that the starting point from
which to compute the longest path is the beginning of the parallel block. The
feature is computed as follows:

PPL(ai) =
LP ‖ (ai)

max
aj∈A

LP ‖ (aj)
(4)

where, LP ‖ (aj) is the length of the longest path for the activity aj . The path
takes into account activities in any parallel branch plus the last activity of the
parallel block (i.e., the synchronization point); so the activity from which the
parallelism stems is not considered. For activities that aren’t in a parallelism’s
branch the value of PPL is equal to 0. The same considerations made for PL
take to this feature, but limited to the sub-process related to the parallel block.

Example 4. Let us consider the two blocks in Fig. 2. For the former (from t4 to
n), the longest path is formed by 3 activities (i.e., < j, k, n >), hence PPL(j) =
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Fig. 3. Example Petri net 3

PPL(l) = PPL(m) = 0.33 and PPL(k) = 0.67. In the latter parallel block
(from n to t5), the length of the longest path is 1 because the path starts after
the first activity of the block and the synchronization point is and hidden activity
which is not considered. Hence, PPL(o) = PPL(p) = 1.

Self Loopable. This feature evaluates if an activity can be consecutively
repeated. In particular, the Self Loopable (SL) feature for the activity ai is
equal to 1 if the activity ai is in a self-loop, 0 otherwise.

Long Loopable. This feature is concerned with representing if an activity
belongs to a sub-process that can be repeated. In this case the Long Loopable
(LL) feature assumes the value 1, otherwise 0. The same considerations made
for a Straightly Loopable activity also hold here.

Example 5. Let us consider Fig. 3, which involves two loops. In the former the
activity s can be repeated consecutively, whereas in the latter the sub-process
from r to w can be repeated. Since only s is in a self-loop, we have SL(s) = 1
and for all others activities SL takes the value 0. The LL, instead, takes the
value 1 for all activities in the loop block from r to w (i.e., LL(r) = LL(s) =
LL(u) = LL(v) = LL(w) = 1). For all others activities, LL is equal to 0.

4 Case Study

This section discusses a case study which serves as a proof of concept for the
features introduced in the present work. We focus on two versions of a loan
application process of a Dutch financial institute, the first one from 2012 [9]
and the second one from 2017 [10] (hereafter referred to as bpi2012 and bpi2017,
respectively). The latter model has some substantial differences from the former,
since a new workflow system has been implemented in the company. We argue
that this context represents a good case study for our approach. First, the two
models under analysis represent the same process, possibly with some variation.
Therefore, it is reasonable to assume that the semantics of (part of) the activities
overlaps, at least to some degree, which simplifies the analysis of the detected
structural similarities and differences. Second, there are several studies available
in the literature on these processes, which provide us with useful insights to
elaborate upon the observations derived by the structural comparison.
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4.1 Settings

The embedding strategy has been implemented as a python library.1 Note that
the implementation of the features discussed in Sect. 3 requires to investigate
the state space of the process. To this end, here we exploit so-called process
trees [15], which provide a block-structured representation of a process from
which the control-flow relations for each activity can be inferred. We use the
pm4py library2 to derive a process tree from a given Petri net. The construction
and analysis of process trees is a more efficient alternative to the exploitation of
reachability graphs. As a drawback, it requires a block-structured process model.
We argue that this is not a strong limitation, since block-structures are the
default representation of well-known state-of-the-art process discovery methods
(e.g., Inductive Miner [12]). Figure 4a and 4b show the Petri Nets for bpi2012 and
bpi2017, respectively. The models have been extracted by applying the Inductive
Miner algorithm with the default settings on the event logs provided at [9,10].

The two Petri nets look quite different from each other, thus making it chal-
lenging for a human to identify meaningful mappings of similar portions. This
highlights the needs for a set of features able to guide the analyst. We first
embedded each activity in both processes in a feature vector composed of the
features previously introduced. Then, we applied k-means to determine clusters
that group activities of both processes. We leveraged a grid search in [4; 20] to
determine the best k, that resulted in k = 14.

4.2 Results

Table 1 shows the detected activity clusters, grouping on columns activities
belonging to different processes. In this way, we define a mapping from the
two sets of activities. Note that if a cluster contains only activities of the same
process, such a mapping is not defined. Hence, for the sake of space, we limit
our analysis to inter-process clusters, that is clusters containing activities from
both processes These clusters are highlighted in Figures 4a and 4b with a labeled
dotted red rectangle. Hereafter we briefly discuss these clusters.

c1: Process Initialization. The first cluster involves the first sequence of activ-
ities in both processes, interrupted with the occurrence of a XOR operator.

c2 and c4: Offer Management. The second and fourth clusters show two activ-
ity mappings related to the management of the offer. In both cases, one activity
from bpi2012 activities has been mapped to a set of activities in bpi2017, which
may indicate, for instance, that a more fine-grained modelling has occurred for
the second model. Furthermore, the order between the activities of the first and
of the second mapping reflects the order of the original activities OSELECTED
and OSENT . The activities A validation and W Call incomplete files are not
included in the mapping to OSENT because of the presence of a self-loop.

c3: Decision on Application. These clusters maps together activities related
to decisions taken over an application. It is worth noting that the cluster of
1 https://github.com/KDMG/Embedding-Structure-in-Activities.
2 https://pm4py.fit.fraunhofer.de/.

https://github.com/KDMG/Embedding-Structure-in-Activities
https://pm4py.fit.fraunhofer.de/
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(a) bpi2012 (b) bpi2017

Fig. 4. Process model for a loan application in 2012 (a) and 2017 (b)

activities in bpi2012 it’s not straightforward to derive. Since AACCEPTED
and OCREATED occur before in the process and are in parallel with a differ-
ent activity, analyzing the overall process structural it would seem natural to
either separate these activities in different clusters or merge them with the other
occurring nearby. However, by focusing on structural features from the activity
perspective, their similarities emerge; indeed, all of these activities are optional,
occur in a similar position in the process, have a similar degree of parallelism and
do not occur in a self-loop. These characteristics also justify the inter-process
mapping with the corresponding activities in bpi2017.

c5: Application Finalization. Here we have multiple finalization activities
from bpi2012 mapped to two finalization activities in bpi2017. This is in line with
the fact that in the 2017 model the closure of the process has been significantly
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simplified w.r.t. the 2012 model. The inclusion of the activity ACANCELED in
this mapping set shows consistency between the mappings; indeed, in the original
process this activity occurs immediately after the OSENT activity, and in the
new process it occurs immediately after the activities mapped to OSENT . Such
relation would be quite challenging to identify from a visual inspection.

Table 1. Cluster table

Cluster 2012 2017

c1 START; ASUBMITTED; START; A Create Application

APARTLYSUBMITTED

c2 OSENT O Refused; A Pending;

O Returned; A Incomplete

c3 AFINALIZED; OCREATED; A Denied; O Accepted

OCANCELLED; AACCEPTED

c4 OSELECTED O Create Offer; W Complete
application;

O Sent (mail and online);
A Complete

c5 AACTIVATED; OACCEPTED; A Cancelled; O Cancelled

AAPROVED; ACANCELLED;

AREGISTERED

While this case study is mostly intended as a preliminary proof of concept
for the introduced features, the clusters discussed above show that our local
notion of similarity allows to generate non-contiguous partitions of the process
model, thus uncovering relations among activities occurring in different section
of the model that would be easily missed by a human analyst or by adopting
graph-based, global similarity metric.

5 Conclusions

This paper introduced a set of features characterizing process activities on the
basis of structural properties of the control-flow constructs they are involved
in. We discussed how these features can be used to address the problem of
activities identification and comparison between process models. In turns, this
enables more sophisticated analyses, ranging from retrieving process models from
a process repository starting from a given reference process, to the evaluation of
the changes that have occurred in a model over time.

We applied our embedding strategy on a case study involving two process
models describing the same real-world loan management application process at
a different times. In particular, we used such an embedding to realize an activity
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clustering between the two process models. The results are promising and show
the capabilities of the adopted features to highlight similarities among activities
which would be hard to grasp adopting name-based or global similarity features.

Nevertheless, these experiments represent a first preliminary study to inves-
tigate the potential of the approach. For future work, we plan first to extend the
experimental set. Furthermore, we intend to test the feasibility of the approach
for different application contexts, e.g., process querying in process repositories.
Finally, we plan to investigate extensions to the set of features to include behav-
iors stored in the event log.
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Abstract. NoSQL databases have gained much attention recently. Due to uti-
lizing Log Structured Merge (LSM) tree, they support fast write throughput and
fast lookups on primary keys. Nevertheless, the implementation of the secondary
index for these databases is still a challenging task. Modern data storage tech-
nologies like: flash memory or phase change memory make the situation even
more difficult. The most important problems of such memory types are: limited
write endurance and asymmetry between write and read latency. These limita-
tions affect both the index structure and index modification methods.

In this paper, we propose a new bulk loading of the secondary index in LSM-
based stores for flash memory. The bulk loading happens when many insert oper-
ations are performed in one batch. The method works on a new LSM tree variant
optimized for flash memory called Flash Aware LSM (FA-LSM) tree. To reach
the optimal performance, the method can be adapted to the changing workload.
We conduct several experiments which confirm that our method outperforms
the traditional LSM insert strategy by about 30% while preserving high search
efficiency.

Keywords: LSM tree · Flash memory · NoSQL database

1 Introduction

NoSQL databases have gained great popularity recently. Due to their scalability and
flexibility, they are treated as an alternative to relational databases. Such systems are
particularly useful in social network applications where high volume and variety of data
must be processed. The most popular NoSQL database systems are: HBase, Cassandra,
Voldemort, MongoDB, BigTable, AsterixDB, Spanner and RocksDB. In most cases,
NoSQL databases hold the data in the Log-Structured Merge-Tree (LSM) [1]. Typically,
LSM tree consists of several levels. Each level contains key-value entries sorted by the
key. A new entry is added to the top level. When the number of entries in the level
exceeds the predefined limit, this level is merged with the level below.

In general, LSM-based stores support fast write throughput and fast lookups on
primary keys. However, this is not enough to support effective query processing
on non-key attributes. Let us consider a tweeter database. A tweet is of the form:
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e =< id, {user, text} >. It means that user sent a tweet with the message text to
the database. In this case, a tweet identifier (id) is the key of entry e. Unfortunately, to
find all tweets sent by the particular user, the whole LSM tree must be scanned. Clearly,
the secondary index on user should accelerate this query significantly.

In this paper, we consider flash memory as the main storage type. A distinguishing
feature of flash memory is the asymmetry of read and write latency. The read operation
is significantly faster than the write one. The characteristics of flash memory impacts the
data storage strategy and index maintenance. Several types of flash-aware indexes have
been proposed. Many of them, like BFTL [2] are write-optimized, but suffer poor search
performance. Other index structures like: FD-tree [3] and LA-tree [4] are read and write
optimized. All flash optimized index types have several common features. They reduce
the number of writes and erases as much as possible. Moreover, they prefer to facilitate
the sequential write over the random one, because the former is significantly faster.

NoSQL databases adopt two different strategies for secondary indexing: stand-alone
index table and embedded secondary indexing (see [5]). In the first strategy, the sec-
ondary index is separated from the data. It uses B+-tree (MongoDB) or LSM index
table (BigTable, Cassandra, AsterixDB, Spanner). The second strategy relies on storing
the attribute information inside the original data blocks.

The bulk loading happens when many entries are inserted into the index in one
batch. In most cases, typical index structures are not suited to perform the bulk load-
ing efficiently. For example, inserting many entries into the traditional B+tree would
drastically increase the number of node split operations. This has a very negative effect
on system performance in the case of flash memory where the write operation is much
slower than the read one. Some interesting bulk loading algorithms for spatial data
are proposed in [6] and [7]. In [8], the authors consider the bulk loading in LSM tree
data stores. Nevertheless, they mainly focus on efficient item distribution between data
nodes. Apart from that, the flash memory limitations are not considered.

Several efforts of improvements of the original LSM tree have been made. In [9],
the authors introduce Lazy Leveling as a new design that removes merge operations
from all levels of the LSM-tree but the largest. Lazy Leveling improves the worst-case
complexity of update cost while maintaining the efficient search performance. A per-
sistent LSM-tree-based key-value store that separates keys from values is presented in
[10]. This approach drastically minimizes I/O amplification. The optimization for Solid
Stare Disks has been proposed in [11] and [12]. A nice comparison of the LSM-based
storage techniques can be found in [13]. However, all the research papers concentrate
on improving the storage in the LSM tree. Our work, by contrast, focuses on storing
of the secondary index in the LSM-based auxiliary structure. Additionally, we consider
optimization of LSM tree for bulk loading on flash memory.

The aim of this work is to create an efficient bulk loading of the secondary index in
the LSM-tree optimized for flash memory. For the secondary index, we use the Flash
Aware LSM (FA-LSM) tree. Each level of the FA-LSM can contain two sections: sorted
and unsorted. In the sorted section, the entries are sorted by the key. In the unsorted
section entries are stored in an unsorted way. So, the new entries can be inserted to the
unsorted section leaving the sorted section intact. In this way, we reduce the number
of merging on the LSM tree and avoid to sort all entries within the level. Clearly, the
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penalty is the need of scanning the whole unsorted section during the search. The idea
is not new: many LSM trees utilize partially sorting of entries inside the level (see [14],
[15]). However, we introduce a novel level merge policy in the FA-LSM. We claim that
the FA-LSM tree is optimized for flash memory and well suited for the bulk loading
method.

The main contribution of the paper is a new bulk loading method of the secondary
index for flash memory. It enables loading many entries into the FA-LSM in one batch.
Unlike in the traditional LSM tree, the insertion is not started from the top of the index.
This would be very unfavorable in the situations where the number of entries in the
batch is large. In our approach, the entries are inserted directly to the level that has
enough space to hold them all. The method is equipped with the threshold parameter
that can be changed depending on the workload specification. We experimentally prove
the efficiency of the proposed method in terms of flash memory limitations.

2 Bulk Loading of the Secondary Index

In this section, we outline a system architecture and point out the critical issues of the
problem.

2.1 LSM Tree

The LSM tree consists of one in-memory level (L0) called MemTable and a few on-disk
levels (Li) referred as SSTables. Each level consists of several data files and each data
file contains many data blocks. The entries are ordered by the key within each level. The
insert operation works as follows. First, the entries are written into L0. If L0 exceeds
the size limit, the data are flushed to the first on-disk level (L1). When L1 is over the
size limit, the data from L1 are merged with the data from L2. Then, all the entries are
sorted by the key and written to L2. Clearly, when the limit of L2 is exceeded, L2 is
merged with L3 and so on. As a result, the on-disk levels increase i.e. the size of Li+1

is much larger than the size of Li. The LSM tree is optimized for writes as the writes
update only in-memory level L0.

2.2 Bulk Loading Outline

We consider a system architecture presented in Fig. 1. The data are held in the main
LSM storage as a set of key-value entries e =< k, v >, where k denotes a primary key
and v is a value. An entry of the secondary index is a tuple: ind(e) =< key, ptr >. In
this case, key denotes a key of the secondary index and ptr is a pointer to e. The bulk
loading happens when many entries are inserted into the LSM secondary index in one
batch. Obviously, inserting is not the only operation in the secondary index. If an entry
e is deleted from the main storage and has previously been indexed in the secondary
index, then the corresponding entry ind(e) in the secondary index must be deleted as
well. Similarly, the update in the main storage have to be reflected in the secondary
index. All the cases are described below. It may also happen that the tuple ind(e) is
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Fig. 1. Bulk loading architecture

inserted into the secondary index several times (for example in a few batches). In this
situation, the duplicates are removed during the level merge.

Deletion in the main LSM key-value storage is performed as follows. When an
entry e =< k, v > is deleted, the deleted version of this entry ed =< k, null >
is inserted into MemTable. Then, ed is propagated to the level that contains the orig-
inal entry. As a result of the merge, both entries: deleted and original are removed
from LSM tree. The deletion of e from the main storage can invoke a deletion from
the LSM secondary index. First, we check if the corresponding secondary index entry
ind(e) =< key, ptr > exists in the LSM secondary index (ptr is a pointer to e). If
so, a deleted entry indd(e) =< key, ptr, del > is inserted into MemTable of the LSM
secondary index. It means that the entry ind(e) is marked as deleted and are ignored
during query processing. Please note that the deleted entry indd(e) must contain ptr,
since key is not unique in the secondary index.

Update is performed in the similar way. When the entry e =< k, v > is updated in
the main LSM key-value storage, a new entry e′ =< k, v′ > is inserted into MemTable.
As the query processing starts from the top of the main LSM tree, it finds the most
actual version of the entry with the required key. The update in the main storage can
trigger the update in the LSM secondary index. If the secondary index entry ind(e) =<
key, ptr > for e exists, a deleted entry indd(e) =< key, ptr, del > and a new entry
ind(e′) =< key, ptr′ > are inserted into MemTable of the LSM secondary index. In
this case, ptr and ptr′ point to e and e′, respectively. When a query on key is processed,
both entries: ind(e) and indd(e) are ignored and only the new entry ind(e′) can be
fetched.

2.3 Bulk Loading for Flash Memory

Unfortunately, intensive bulk loading demands a lot of modifications and merge oper-
ations in the LSM tree. Such operations have negative impact on flash memory, since
they increase a number of writes and erases in memory cells and slow down the overall
system performance. On the other hand, inserting entries in an unsorted manner spoils
search efficiency, because the binary search cannot be applied.

The goal of the proposed method is to reach the optimal balance between search and
modification so that the system works efficiently for a specific workload. To achieve
this, the traditional insert method described in the previous section cannot be applied,
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as it may invoke many merge operations between LSM tree levels. Let us suppose that
levels L0 and L1 can hold 10 and 40 entries, respectively. If we load 20 entries, the
traditional insert works as follows. The batch containing 20 entries must be split into
two equal 10 entries packages. Then, the first package is loaded into L0. Clearly, the
number of entries in L0 reaches the limit, and the merge of levels L0 and L1 is invoked.
After that, the second package is loaded into L0 and, consequently, the same steps are
repeated. As we can see, bulk loading of 20 entries triggers at least two merge operations
between L0 and L1. Apart from this, one merge of L1 and L2 may happen.

To avoid this overhead, we propose a method that loads the batch directly into the
level with sufficient space. In this case, the batch containing 20 entries could be loaded
directly into L1. As a result, at most one merge of L1 and L2 is performed.

3 Proposed Solution

In this section, we describe the FA-LSM tree in more detail and propose a new bulk
loading approach of the secondary index for flash memory.

Fig. 2. Bulk loading example
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In the FA-LSM tree, we distinguish two kinds of SSTables: normal and overflow.
Each FA-LSM tree level can contain many normal and many overflow SSTables. The
entries in a normal SSTable are sorted by the key, but their key range cannot overlap
with any entry range of the other normal SSTable in the same level. The entries in an
overflow SSTable are sorted by the key as well. However, their key range may overlap
with the key ranges of the other SSTables. Thus, inserting many entries into the FA-
LSM tree level does not invoke the sorting procedure of the entire level: the new entries
are simply inserted into the overflow SSTable. In this way, a number of writes on flash
memory is drastically reduced. Additionally, the FA-LSM tree is equipped with the
sparse index stored in RAM. The entry of that index holds a key range of each SSTable.
It allows an effective search because only SSTables that can contain the required key
are selected.

The key point of the method is the parameter T . It determines the level where a
batch of entries should be loaded. Let numEntry and maxEntry(l) denote the num-
ber of entries to insert in the batch and the maximal number of entries in the level l,
respectively. The batch is loaded into l when the following condition holds:

numEntry <
maxEntry(l)

T
(1)

Figure 2 shows how the bulk loading in the FA-LSM works for T = 2. The example
consists of four steps. At the beginning, the FA-LSM tree has two levels: L0 and L1. We
fix the maximal number of entries for these levels as 4 and 8, respectively. We assume
that one SSTable can hold 4 entries. So, the level L1 consists of at most two SSTables.
As we can see, the entries are sorted by the key within the level. In the second step,
we load three entries: 2, 6, 10 (we show only the keys for simplicity). As a number of
the new entries fulfills the above condition for L1, they are inserted into the overflow
SSTable in L1. Please note that the entries are sorted within the overflow SSTable, but
their range overlaps the range of the first SSTable in L1. In the next phase, additional
seven entries are loaded (step 3). As the entries cannot be inserted into L0 or L1, a new
level L2 must be created. In the last step, three entries are inserted. Since the condition
for L1 is fulfilled, the entries must be inserted into this level. However, after inserting
into L1, the total number of entries would exceed the limit of L1. In this case, the new
entries are stored in L1 and the old entries from L1 are merged with the entries from
L2. As a consequence, the old entries from L1 and L2 are sorted and then inserted
into L2.

Algorithms Description. The bulk loading method (see Algorithm 1.1) takes a set of
entries as an input. At the beginning, the algorithm checks the condition in the line 5. If
the number of entries is less than the capacity of MemTable (lines 5 to 7), the algorithm
works in the same way as a traditional LSM insert. In the other case (lines 9 to 13), the
algorithm searches a level for which the condition 1 (line 10) holds. If the appropriate
level is found, all the entries are added to this level by the method addToLevel (line
11). Otherwise, the entry set is divided into subsets. For each subset, a new level is
created and the entries of this subset are inserted into this level. This is reflected in lines
15 to 22. Please note that the number of new levels depends on the batch size and the
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FA-LSM topology. We assume that the fixed ratio between the number of entries of
each two consecutive levels must be held.

Algorithm 1.1. bulkLoading(input: Entry entriesToInsert[ ])

1 Let height be the height of the FA-LSM tree.
2 Let numEntries be the size of entriesToInsert set
3 Let maxEntry[k] denote the maximal number of entries in level k
4 Let maxEntry[0] denote the maximal number of entries in MemTable in RAM
5 if numEntries < maxEntry[0] then
6 insertMemTable(entriesToInsert)
7 return

8 lvl := 1
9 while lvl <= height do

10 if numEntries <
⌈

maxEntry[lvl]
T

⌉
then

11 addToLevel(entriesToInsert, lvl)
12 return

13 lvl := lvl + 1

14 Int pos := 0
15 while numEntries > 0 do
16 createLevel(lvl)
17 n := min(maxEntry[lvl], numEntries)
18 Entry entriesToLoad[ ] := truncateEntrySet(entriesToInsert, pos, n)
19 addToLevel(entriesToLoad, lvl);
20 numEntries := numEntries - n
21 pos := pos + n
22 lvl:=lvl + 1

The algorithm addToLevel takes an entry set and a level number as arguments. If
the maximal number of entries of the level lvl is exceeded (line 4), the merge is invoked.
In that case, all the existing entries from lvl are added to entriesToMerge. If the next
level (lvl + 1) does not exists, it is created (line 11), entriesToMerge are sorted (line
12) and the whole entry set is inserted into lvl + 1 (line 13). If the level lvl + 1 exists,
the entries from lvl+1 are also fetched and added to entriesToMerge (lines 7 and 8).
In lines 9 and 10, the entries from lvl+ 1 are removed and the level is destroyed. After
that, the lines from 11 to 13 are executed in the same way as described above. At the
end of the algorithm (lines 14 and 15), entriesToInsert are packed to the new created
SSTables which are added to lvl.
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Algorithm 1.2. addToLevel(input: Entry entriesToInsert[ ], int lvl)

1 Let numEntriesToInsert be the size of entriesToInsert set
2 Let maxEntry[k] denote the maximal number of entries in level k
3 Let numEntry[k] denote the current number of inserted entries in level k
4 if numEntry[lvl] + numEntriesToInsert > maxEntry[lvl] then
5 Entry entriesToMerge[]:= getEntries(lvl)
6 if exists lvl + 1 then
7 Entry entries[]:= getEntries(lvl + 1)
8 entriesToMerge:= entriesToMerge ∪ entries
9 removeEntries(lvl + 1)

10 removeLevel(lvl + 1)

11 createLevel(lvl + 1)
12 Entry sortedEntries[]:= sortEntries(entriesToMerge)
13 addToLevel(sortedEntries, lvl + 1)

14 SSTable tab[] := createSSTables(lvl)
15 addToSSTables(tab, entriesToInsert)

4 Experiments

The experiments were carried out on Intel Core i7-9700F (cache L1 512 KB, L2
2 MB, L3 12 MB) equipped with 8CPUs (4700 MHz per core) and 32 GB RAM.
The implementation is written in C compiled with gcc 9.3.0. For the experiments, we
chose the disk SSD Samsung 840 with the page size and block size equals to 8192
bytes and 64 pages, respectively. The disk exhibits random read latency, random write
latency, sequential read time and sequential write time estimated as 95 KIOPS, 44
KIOPS, 540 MB/s and 520 MB/s, respectively. Each experiment was conducted on
table Warehouse from TPC-C [16] that contains one key column (8 bytes) and eight
non-key columns of the fixed width. So, the total record size is 113 bytes. We assume
that the size of both MemTable and SSTable is 2MB. We fix the ratio between two sub-
sequent levels as 5. It means that the level i + 1 contains five times more entries than
the level i.

In the experiments (see Fig. 3, 4, 5 and 6), we load secondary index entries in
batches into the FA-LSM. Each batch contains between 50000 and 100000 entries.
After each batch, a set of range queries with selectivity 1% is executed. The number
of the range queries depends on the specific workload. All the experiments run until
10 millions entries are inserted into the FA-LSM. We observe the elapsed time for the
different workloads and different T value. We measure the bulk loading time as the
summarized time of all batches and search time as the time of all range queries of the
workload. The total time is obtained as a sum of the bulk loading and search time. On
the charts, we compare the total time of our approach with the total time of the tradi-
tional LSM tree for the specific workload. Obviously, parameter T affects the FA-LSM
tree topology. When T grows, the number of overflow SSTables in the level is increased
and, consequently, less merge operations must be accomplished. As a result, the bulk
loading executes faster, but the search gets slower. We can observe that the optimal T



Bulk Loading of the Secondary Index in LSM-Based Stores for Flash Memory 141

for each workload may be different. It is worth to see that if T is very large (for example
50), the proposed method can be less efficient than the traditional one. However, when
T is fixed properly, the total time of using the FA-LSM with bulk loading is better than
the LSM total time by about 20% to 40% depending on the workload.

Fig. 3. After each batch, 20 range queries Fig. 4. After each batch, 40 range queries

Fig. 5. After each batch, 100 range queries Fig. 6. After each batch, 250 range queries

We conducted several experiments which are out of the scope of this paper. We
measure bulk loading time for a different batch size and different T value. W notice
that loading the large batches decreases the bulk loading time. It is due to the fact, that
the bulk loading of large batches implies creating new FA-LSM tree levels. Apart from
that, we check an impact of the SSTable and MemTable size on the system performance.
We observe that the increasing SSTable and MemTable size slightly slows down search
performance, but does not affect the bulk loading time.

5 Conclusions

In this work, we invent a new bulk loading method of the secondary index in LSM-
based stores for flash memory. As the secondary index structure, we utilize the new
LSM tree variant (FA-LSM) optimized for flash memory. Our bulk loading approach
inserts new index entries not into the top of the FA-LSM, but directly to the level with
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sufficient space. The bulk loading method can be adapted to the different workload
specification by changing a threshold parameter T . The experiments confirm that our
approach drastically outperforms the traditional LSM tree in terms of flash memory.

Acknowledgment. The paper is supported by Wroclaw University of Science and Technology
(subvention number: IDUB/8211204601).
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Abstract. Distributed in-memory data processing engines accelerate
iterative applications by caching datasets in memory rather than recom-
puting them in each iteration. Selecting a suitable cluster size for caching
these datasets plays an essential role in achieving optimal performance.
We present Blink, an autonomous sampling-based framework, which
predicts sizes of cached datasets and selects optimal cluster size without
relying on historical runs. We evaluate Blink on iterative, real-world,
machine learning applications. With an average sample runs cost of 4.6%
compared to the cost of optimal runs, Blink selects the optimal cluster
size, saving up to 47.4% of execution cost compared to average cost.

1 Introduction

Modern distributed systems such as Spark [17] enhance the performance of iter-
ative applications by caching crucial datasets in memory instead of recomputing
or fetching them from slower storage (e.g., HDFS) in each iteration [16]. To
measure the impact of repetitive re-computations on system performance, we
run Support Vector Machine application (svm in Spark MLLib 2.4.0 [11]) on an
input dataset of 59.5GB using different cluster sizes (1–12 machines) on our pri-
vate cluster (cf. Sect. 6). We measure the execution time and the cost (#machines
× time) of each run. As depicted in Fig. 1, we distinguish three areas:

– Area A : Increasing the cluster size decreases both execution time and cost.
– Area B : Increasing the cluster size decreases time but increases cost.
– Area C : The junction of A&B , where the highest cost efficiency is achieved.

In area A, the total memory capacity of the cluster machines is not enough
for caching all partitions of a certain crucial dataset in svm. As a result, many
of its partitions do not fit in memory and are re-computed in all iterations,
which is very expensive. A deeper dive into a single iteration shows that: 1. The
percentage of cached data partitions in area A for 1 to 7 machines are 17%, 35%,
52%, 70%, 87%, 92% and 100% respectively. 2. On average, a task that reads
an already cached partition runs 97× shorter than a task that recomputes a
partition of equal size. In area B, increasing the cluster size reduces the execution
c© Springer Nature Switzerland AG 2022
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time of the parallel part of the application but does not influence the serial
part [6]. The data transfer overhead between machines also increases. These
factors decrease cost efficiency.

Fig. 1. Selection of cluster size (svm)

Currently, optimal resource
provisioning based on accurate
prediction of the size of cached
datasets remains an open chal-
lenge. In summary, we make the
following contributions:

– We introduce an efficient app-
roach for minimizing the cost
of sample runs.

– We present Blink, a light-
weight sampling-based frame-
work that predicts the size
of cached datasets and selects
an optimal cluster size (area C).

– We perform an extensive anal-
ysis of machine learning applications and stress their minimal sampling
requirements for an optimal cluster size selection.

We evaluate Blink on 8 real-world applications. Relying on tiny sample
datasets, Blink selects the optimal cluster size for all 8 actual runs, which
reduces execution cost to 52.6% compared to the average cost across all cluster
sizes with an average sample runs cost of 4.6%.

2 Related Work

Caching decision support tools help application developers to determine
which datasets to cache and when to purge them from memory [1,10]. However,
these tools do not consider the size of the datasets and the required cluster
configuration that guarantees eviction-free runs.

Cache eviction policies and approaches to auto-tuning of memory con-
figuration tackle cache limitation in a best-effort manner but with penalties
caused by cache eviction. This makes them suitable solutions if an inappropriate
cluster size is selected (area A in Fig. 1). MRD [12] and LRC [16] are DAG-aware
cache eviction policies in Spark that rank cached datasets based on their refer-
ence distance and reference count respectively. We apply both policies for the
same svm experiments (depicted in Fig. 1) and do not realize any performance
improvement. This is because only one dataset is cached in svm. MemTune [15]
is a memory manager that re-adjusts memory regions during application run.
RelM [9] introduces a safety factor to ensure error-free execution in resource-
constrained clusters.

Runtime Prediction Approaches. Ernest [14] is a sampling-based framework
that predicts the runtime of compute-intensive long-running Spark applications.
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To reduce the overhead of sample runs, it decreases the number of iterations
during these sample runs to make their overhead tolerable. This is not always
practical because tuning an application parameter like the number of iterations
during sample runs requires end users to have knowledge of the application and
its parameters, which they might lack. Masha [4] is a sampling-based framework
for runtime prediction of big data applications. Both frameworks do not address
cache limitation issues.

Approaches for recommendation of cluster configuration rely on sample
(or historical) runs to predict (near-to-) optimal cluster configuration. CherryP-
ick [5] aims to be accurate enough to identify poor configurations and adap-
tive using a black-box approach, but without considering cache limitations. Jug-
gler [3] considers application parameters to recommend cluster configurations
with autonomous selection of datasets for caching. But, its offline-training over-
head is not tolerable and, thus, it is limited to recurring applications.

3 Background

Spark runs applications on multiple executors that perform various parallel oper-
ations on partitioned data called Resilient Distributed Dataset or RDD [17]. A
class of operations called transformations (e.g., filter, map) create new RDDs
from existing ones while another class called actions (e.g., count, collect) return
a value to the (driver) program after making computations on RDDs. An
application is the highest level of computation and consists of one or more
sequential jobs, each of which is triggered by an action. A job comprises of
a sequence of transformations, represented by a DAG, followed by a single
action. When a transformation is applied on an RDD, a new one is created.
The parent-child dependency between RDDs is represented in a logical plan,
by way of a lineage or DAG starting from an action up to either the root
RDDs that are cached or original data blocks from the distributed file system.

Fig. 2. Merging DAGs.

Fig. 3. Spark: Memory layout.

As different jobs may consist of many
transformations in common, we merge
all their DAGs to represent an appli-
cation in a single DAG of transforma-
tions, as illustrated with the Logistic
Regression application in Fig. 2. The
number of times a dataset is computed
is determined by the number of its
child branches in the resulting DAG.

As depicted in Fig. 3, Spark splits
memory into multiple regions. We
focus on the storage and the execution
regions, respectively used for caching
datasets and computation [18]. Both
regions share the same memory space
(i.e., the unified region M ) such that if the execution memory is not utilized, all
the available memory space can be used for caching, and vice versa. There is a
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minimum storage space R below which cached data is not evicted. That is, in
each executor, at least R and at most M can be utilized to cache datasets.

4 Efficient Sample Runs

In this section, we explain how to minimize the cost of sample runs with empir-
ical evaluations. Specifically, we show that the sample run phase required for
predicting the size of the cached datasets is less challenging than that required
for execution time prediction. As previous studies tackle data sampling chal-
lenges [7,8], we do not address them in this work, similar to Ernest [14] and
Masha [4].

4.1 Size of Sample Runs

Few sample runs are sufficient to predict the size of the cached datasets.
For example, if we conduct two short-running experiments of the same
application using the same data and same cluster configuration, the sizes
of datasets do not vary. However, this is not the case regarding exe-
cution time. To validate this, we select svm, which caches one dataset,
to run 10 experiments on 738.1MB (data scale 1, 12 blocks), 10 exper-
iments on 1501.6MB (data scale 2, 24 blocks) and 10 experiments on
2.2GB (data scale 3, 36 blocks). We conduct all runs on a single machine.

Fig. 4. Short-running experiments.

As illustrated in Fig. 4, we see
that the size of the cached
dataset remains constant in
all runs of the same data
scale. Also, we notice a con-
siderable variance in execution
time between the runs of the
same data scale, which affects
the construction and training
of prediction models. To over-
come this problem, we either
run several experiments on the
same data scale and obtain the
statistical average (or median)
or increase the size of sample
datasets to make sample runs longer and, thus, the execution time variance rel-
atively lower. However, both solutions increase the cost of sample runs tremen-
dously, which explains why runtime prediction approaches are limited to long-
running applications.

To build size prediction models of the cached datasets, we carry out sample
runs on tiny datasets within the range of 0.1%–0.3% of the original data.
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4.2 Parallelism

Distributed file systems (e.g., HDFS) store original data by fragmenting it into
equal chunks, namely blocks. The size of blocks is configurable (64 or 128 MB
by default). In order to decrease the data size during sample runs, we either (1)
reduce the size of each block (block-s), or (2) select few data blocks (block-n).
For example, if the block size is configured to be 64 MB, 1 TB of data is stored
in 16K blocks. Thus, 16 blocks out of them could be selected for a sample run
of 0.1% of the original data.

block-n is less costly than block-s because it requires selecting data blocks
from a distributed file system. block-s is more complicated and brings extra
overhead in preparing the sample data. Since we are not expecting memory
limitation during sample runs, increasing the parallelism increases the execution
time of each sample run (i.e., data shuffling and cleaning).

In order to validate this, we conduct two runs of svm with an input data
of 1.2GB on a single machine. The number of data blocks in the first run is
10 and it takes 41 s. In the second run, the number of data blocks is 1000 and
it takes 3.5min. In addition, during the first and second runs, the size of the
cached dataset is 728.9MB and 747.8MB, respectively. This shows that the size
of datasets is influenced by the parallelism level. Hence, in the case of block-
n, if we reduce the number of tasks during sample runs, then predicting the
size of the cached datasets might be affected. To tackle this problem, we keep
the number of tasks proportional to the data scale by fixing the block size. For
example, if the full-scale dataset consists of 16K blocks, then the sample runs
with 0.1%, 0.2% and 0.3% of the input data scale will contain 16, 32, and 48
tasks respectively.

For some applications, the size of the original data is relatively small (as we
will show in Sect. 6) and, thus, the number of its blocks is not enough to apply
block-n. In such cases, block-s is used in spite of its costs.

4.3 Cluster Configuration

We carry out all sample runs on a single machine to reduce the cost of the sample
runs. The serial part of a short-running experiment is relatively high compared
with the parallel part and, hence, adding more machines during a sample run
might not speed up the execution time. Rather, it leads to higher execution costs
because of the increased overhead of negotiating resources (e.g., by yarn) and
the increase in data transfer overhead with the addition of more machines. To
validate this, we run svm on 1.2GB input data using a single machine and also
using 12 machines. The execution cost on 12 machines is 13.9× higher than on a
single machine. The exception that makes carrying out sample runs on a single
machine too costly is when cached datasets do not fit in the memory of a single
machine. However, this is unlikely for sample runs with tiny datasets.
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4.4 Number of Sample Runs

Our experiments with all applications in HiBench 7.0 show that the prediction
models for the size of the cached (and non-cached) datasets with respect to the
input data scale are linear. Therefore, two sample runs are sufficient to construct
a model. However, knowing that sample runs are lightweight, more sample runs
could be conducted to apply cross validation to choose a well-fitting linear model.

5 Blink

We present Blink, a sampling-based framework that performs optimal resource
provisioning for big data applications. As depicted in Fig. 5, the Sample runs
manager (Sect. 5.1) first carries out lightweight sample runs on 0.1%–0.3% data
samples of the original data. Based on these runs, the size predictor (Sect. 5.2)
and execution memory predictor (Sect. 5.3) train prediction models to predict
the size of cached datasets and the required amount of execution memory per
machine in the actual run respectively. Finally, based on these models and the
allocated memory in each machine, the cluster size selector (Sect. 5.4) selects
the optimal cluster size that guarantees eviction-free runs.

Fig. 5. Overview of Blink.

5.1 Sample Runs Manager

The sample runs manager carries out three sample runs on tiny data samples
(0.1%–0.3% of the original data) on a single machine and monitors the sample
runs to make quick decisions regarding the following atypical cases:

– If there is no cached dataset in the application, the sample runs manager
selects a single machine (the longest execution time but the cheapest cost).

– If there are cached datasets and eviction occurs, which is unusual with tiny
datasets, it carries out new sample runs with smaller sampling scales.

While conducting sample runs, SparkListener collects runtime metrics and stores
them as log files in the distributed file system (e.g., HDFS). The sample runs
manager analyzes the logs and collects the size of each cached dataset.
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5.2 Data Size Predictor

After carrying out sample runs, the data size predictor trains the following model
to predict the size of cached datasets in the actual runs:

dsize = θ0 + θ1 × datascale (1)

Our experiments show that the sizes of all cached datasets fit into this model. For
each cached dataset, the data size predictor takes the scale of the data sample
as a feature and its size as a label. Thus, the scales in sample runs are 1, 2, and
3; while in the actual run, the scale is 1000. We use the curve_fit solver with
enforced positive bounds to train the models while avoiding negative coefficients,
and Root Mean Square Error (RMSE) to evaluate the models.

5.3 Execution Memory Predictor

The minimum and the maximum amount of memory for caching in each machine
are known (M and R in Fig. 3) and, in turn, the minimum and the maximum
number of machines can be determined using the following equations:

Machinesmin = �
∑CachedDs dsize

M
�

Machinesmax = �
∑CachedDs dsize

R
�

where
∑CachedDs dsize is the total size of cached datasets, R is the memory

region used for caching and M is the unified memory region for both caching
and execution (cf. Fig. 3). Selecting less than Machinesmin leads to cache evic-
tion because utilizing the whole unified memory space (i.e., M) in each machine
for caching will not be enough to cache all datasets. In contrast, allocating more
than Machinesmax gives no caching benefits since utilizing the storage mem-
ory (i.e., R) in each machine will be enough for caching all datasets. In other
words, Machinesmax is required to cache datasets without eviction when the
entire (M−R) memory region is utilized for execution. If M is not utilized at
all, then the entire region can be used for caching and, hence, Machinesmin is
required to cache datasets without evictions. Considering that the gap between
Machinesmin and Machinesmax may be quite wide and the execution memory
utilization differs from one application to another, there is a need for a precise
prediction of the amount of memory required for execution. Similar to the data
size predictor (cf. Sect. 5.2), the execution memory predictor analyzes the execu-
tion memory usage in sample runs and trains linear models to predict the total
amount of execution memory required for the actual runs. Our experiments show
that the relationship between the data sample scale and the amount of execution
memory fits into the following model, although the execution memory predictor
evaluates many other models:

Memoryexecution = θ2 + θ3 × datascale



Blink: Lightweight Sample Runs for Cost Optimization 151

5.4 Cluster Size Selector

Based on M and R in Fig. 3 (i.e., machine/instance specification), the cluster size
selector calculates the required memory for execution per machine as follows:

MachineMemoryexecution = min(M − R,
Memoryexecution

Machines
)

Then, it selects the minimal number of machines that fulfills the condition below:
∑CachedDs dsize

Machines
< (M − MachineMemoryexecution) × Machines

In multi-tenant environments, the recommended cluster configuration is not
affected by concurrent application runs hosted on the same machines because
they are deployed in isolated virtual machines, and cluster managers (e.g.,
YARN [13]) do not offer an occupied memory region (i.e., M) to newly sub-
mitted applications.

Table 1. Evaluated Spark MLlib applications. Recommended cluster size is shown in
bold. Shadowed cells refer to cluster sizes that do not cause cache evictions. Time unit
is represented in minutes. Cost unit is represented in machine minutes.

#Machines
als bay gbt km lr pca rfc svm

Time Cost Time Cost Time Cost Time Cost Time Cost Time Cost Time Cost Time Cost
Sample runs 1 5.8 5.8 1.4 1.4 1.4 1.4 1.2 1.2 1.0 1.0 7.7 7.7 3.9 3.9 1.2 1.2
Approach block-s block-n block-s block-s block-n block-s block-n block-n

Scale 100% (size) 5.6 GB 17.6 GB 30.6 MB 21.5 GB 22.4 GB 1.5 GB 29.8 GB 59.6 GB
Scale 100% (#Blocks) 100 2K 100 200 2K 50 2K 2K
Actual runs 1 27.2 27.2 63.3 63.3 9.8 9.8 137.2 137.2 337 337 77.4 77.4 361.6 361.6 804.8 804.8
(100% data scale) 2 14.5 29.0 29.1 58.2 6.3 12.6 45.4 90.9 133.5 266.9 41.9 83.9 125.4 250.7 325.6 651.2

3 9.6 28.8 22.2 66.5 5.2 15.6 18.2 54.5 47.6 142.7 30.7 92 91.2 273.6 172.3 516.9
4 8.7 34.9 14.3 57.1 8.7 34.9 3.5 13.9 17.3 69.3 28.8 115.3 60.3 241 88.5 354.1
5 8.3 41.4 11 54.8 6.9 34.5 3.2 15.8 8.6 42.9 26.7 133.3 52.3 261.3 40.7 203.3
6 7.5 45.2 10.1 60.8 5 29.9 2.7 16.5 7.7 46 25.2 151.2 51.4 308.4 15.7 94.4
7 4.5 31.4 4.1 28.5 7.7 53.9 2.1 14.8 7.2 50.6 24.8 173.3 46.5 325.4 9.6 67.2
8 4.1 33.1 3.8 30.4 4 32.2 2.3 18.8 6.9 55.6 22.4 179.5 47.2 377.8 8.6 68.9
9 3.9 35.2 3.7 33.2 4.7 42 2.1 18.9 6.4 57.6 20.9 187.9 41.2 370.5 8.4 75.2
10 3.6 36.3 3.5 35.3 6.2 62 1.9 19.3 6.3 63 19.5 194.6 39.8 397.5 8.3 83.5
11 3.6 39.6 3.5 38.3 5.5 60.6 1.9 21.4 5.9 65.2 18.6 204.4 40.2 442.3 8.4 92.5
12 3.2 38.9 3.4 41 6.1 72.9 1.9 23.2 5.5 66.2 18.3 219.1 36.7 440.6 7.7 92.9
Avg 8.2 35.1 14.3 47.3 6.3 38.4 18.5 37.1 49.2 105.2 29.6 151 82.8 337.6 124.9 258.7

6 Evaluation

For evaluation, we use 8 applications from Spark MLlib 2.4.0: Alternating Least
Squares (als), Bayesian Classification (bay), Gradient Boosted Trees (gbt), K-
means clustering (km), Logistic Regression (lr), Principal Components Analysis
(pca), Random Forest Classifier (rfc), and Support Vector Machine (svm).

Sample Runs. For conducting sample runs and measuring the robustness of
the extracted models for re-usability on clusters with different machine types,
we use a single node – Intel Core i3-2370M CPU running at 4x 2.40GHz, 3.8
GB DDR3 RAM and 388 GB disk. For each application, we carried out 3 runs
on sample data size in the range of 0.1%–0.3% of the complete input data scale.
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Actual Runs. We made all actual runs on a private 12-node cluster equipped
with Intel Core i5 CPU running at 4x 2.90GHz, 16 GB DDR3 RAM, 1 TB disk,
and 1 GBit/s LAN. All nodes used in the experiments run Hadoop MapReduce
2.7, Spark 2.4.0, Java 8u102 and Apache yarn on top of HDFS. In our extended
evaluation [2], we show that the models extracted from the sample runs are
reusable for larger data scales (up to 18 × 104%) and are useful to determine
the bounds on resource-constrained clusters (i.e., the maximum data scale of an
application that a cluster can run without eviction).

6.1 Selected Cluster Size

As mentioned in Sect. 1, we consider an optimal cluster size as the minimum num-
ber of machines that fit all cached datasets in memory without cache eviction.
The Shadowed cells in Table 1 show the cluster sizes where no eviction occur,
while the bold numbers indicate the cluster sizes selected by Blink for each
application. Table 1 shows that for all applications, Blink selects the optimal
cluster size (see the first shadowed cell of each application actual run in bold).

Fig. 6. Blink cost optimization.

To evaluate the efficiency
of Blink, we compare
the sum of sample runs
cost and actual run cost
for the cluster size selected
by Blink to the average
and worst costs of actual
runs. Figure 6 shows that
compared to the aver-
age and the worst costs,
Blink reduces the cost
to 52.6% and 25.1%, respectively. In some cases, the worst cluster size (that
leads to the highest cost) is a single machine due to lots of recomputations
(svm) and in other cases, it is the maximum cluster size because resources are
wasted during data shuffling and processing of serial parts (rfc).

6.2 Overhead of Sample Runs

Fig. 7. Sample runs cost of Blink and Ernest.

We compare the cost of
sample runs with the cost
of the corresponding actual
run on optimal cluster con-
figuration. Figure 7 shows
that on average, sample
runs cost 8.1% compared
with the cost of the actual
run on optimal cluster size.
At worst, the overhead is
21.3% (als) while at best, it
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is 1.6% (rfc). Taking each sampling approach separately, we see that the aver-
age cost of sample runs of block-n is 2.7%, with a worst case of 5.1% (bay)
and a best case of 1.6% (rfc). For block-s, the average cost of sample runs
is 13.3%, with a worst case of 21.3% (als) and a best case of 8.6% (km). Alto-
gether, block-s costs about 4.9× more than block-n. Nonetheless, the cost of
block-s is still tolerable because we are comparing its cost with the costs of opti-
mal actual runs. Note that all sample runs are carried out without changing any
application parameter (e.g., number of iterations). Taking km as a short-running
application (3.5min on the optimal cluster size; cf. Table 1), sample runs cost
8.6% of the cost of the actual run on the optimal cluster size. Hence, Blink is
also effective for short-running applications.

Even though Ernest (cf. Sect. 2) predicts application runtime rather than
cluster size, we compare the cost of its sample runs with the cost of those carried
out by the sample runs manager (cf. Sect. 5.1). We carry out 7 sample runs, as
recommended by Ernest’s optimal experiment design, on 1–2 machines with
sample datasets (1% –10% of the original data). The sample runs of Ernest cost
16.4× more than those of Blink (as depicted in Fig. 7).

7 Conclusion

Blink is an autonomous sampling-based framework that selects an optimal clus-
ter size with the highest cost efficiency for running big data applications. The
evaluation of Blink shows very good results in terms of selecting an optimal
cluster size with high prediction accuracy.
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Abstract. Address verification is becoming more and more mandatory
for businesses involved in parcel or mail delivery. Situations where ship-
ments are returned or delivered to the wrong person (or legal entity)
are harmful and may incur several costs to the stakeholders. Indeed,
addresses often carry incorrect information that need to be corrected
prior to any shipment process. In this paper we propose a 2-step address
validation approach consisting of (1) standardization and (2) classifica-
tion, both steps are based on RoBERTa, a pre-trained language model.
Experiments have been conducted on real datasets and demonstrate the
effectiveness of the approach in comparison to other methods.

Keywords: Data quality · Address cleansing · Address classification ·
Natural language processing · Deep learning · Transformers · RoBERTa

1 Introduction

Bad address data severely impacts many industries such as postal services, e-
commerce or transportation businesses. “Shipment Returned because of Bad
address” or “Package Delivered to Wrong Address” are some of the situations
that often happen in the general context of parcel (or surface mail) delivery.

In this paper we describe a solution for the address verification problem: we
propose a cleansing and address validation process, in providing (1) a categoriza-
tion of dirt (e.g. typos, misspelling, geographic inconsistencies), (2) an address
standardization method, and finally (3) an address classification method.

Although the problem is a pretty old one, it recently received a lot of atten-
tion, both from industry and academia. In the industry, software vendors such as
Experian1 or Informatica2 are expanding their businesses in providing address
verification/validation solutions. In the academia, some research has focused on
address cleansing solutions, including preprocessing and parsing, especially for
structured addresses [1–3]. Address validation was usually performed based on
geocoding solutions such as geocoding APIs (e.g. Google, Bing). However, these
tools are not able to manage unstructured and dirty addresses (e.g. missing

1 https://www.edq.com/demos/address-verification/.
2 https://www.informatica.com/products/data-quality/data-as-a-service/address-

verification.html.

c© Springer Nature Switzerland AG 2022
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attributes, geographic inconsistencies) which are frequent in developing coun-
tries. In particular, geographic inconsistencies occur when at least two address
attributes do not coexist in the same geographical area. The most frequent are
those related to address elements (city, district, road) as illustrated in Table 1.

Table 1. Examples of Invalid addresses in Senegal

Inconsistency’s type Addresses Description

City inconsistency (CI) Sicap Amitie 2 Villa Numero
4030 Louga

The address does not really
exist in Louga city

District inconsistency (DI) Sicap Amitie III Vdn
Numero 9982 Pres Auchan
Dakar Senegal

Vdn road does not exist in
Sicap amitie III district

Road inconsistency (RI) Route De Ngor X Avenue
Birago Diop Dakar Senegal

There is no intersection (X)
between Route (i.e. Road)
and Avenue

Table 2. An example of polysemy in Senegalese addresses

Polysemous word Referring place Example

Diourbel Road name Rue Saint Louis Diourbel Point E
BP 116 Dakar Senegal

City Route De La Gare Face Pharmacie Baol
Diourbel Senegal

To come up with the solution described in this paper, we consider the problem
as a text classification one [6] after a standardization phase has been performed.
However, in doing so, we had to face polysemous difficulties, e.g. place names that
may refer to different places as illustrated in Table 2. Identifying and resolving
polysemous situations is mandatory in order to avoid classification distortion.

The rest of the paper is organized as follows. Section 2 reviews some address
parsing and classification work. In Sect. 3, we detail our solution while, in Sect. 4
we describe our experimental results. Finally, Sect. 5 concludes this paper.

2 Related Work

We describe in this section related works on address parsing and classification.

2.1 Address Parsing

In the field of NLP, parsing is considered as a sequence labeling task [3]. As far
as parsing models, we looked at Hidden Markov models (HMM) [11] and Condi-
tional Random Field (CRF) based models [12]. HMM does not take into account
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all possible address patterns, in particular those with low probabilities. CRFs
perform better than HMM because they use a conditional probability instead
of the independence assumption made in HMM. However, their performance
is affected by the presence of non-standardized addresses and also polysemous
words. Recently, deep learning models including Transformers, have been pro-
posed for address parsing. In [13], authors proposed a BERT+CRF approach
for parsing Chinese addresses: BERT is applied first for generating address con-
textual representation, then a CRF model is applied for predicting tags. The
evaluation results performed on Chinese addresses show that the F1-score is
better than approaches that combine Word2vec, BiLSTM and CRF.

Promising results of BERT applications in sequence labeling, particularly in
address parsing [13] motivate us to apply RoBERTa [10] in parsing. Compared
to BERT, RoBERTa allows to get rid of the next sentence prediction objective
in model’s pre-training which improve performance in some downstream tasks.

2.2 Address Classification

Recently, static or contextual word embedding models have been used to per-
form address classification. Seng et al. [4] proposed an approach that classifies
addresses to its property type. It consists in applying Long Short-Term Memory
Neural Networks (LSTM) on Word2Vec [5] address representations. However,
static word embedding, such as Word2vec, cannot handle polysemy. To address
this problem, contextual word embedding among which Pre-trained Language
Models (PLM), such as BERT [7], have made it possible to strengthen the con-
textual modeling of texts. In the address classification context, Mangalgi et al. [6]
propose a RoBERTa-based approach to classify Indian addresses according to the
sub-regions to which they belong. A comparison with Word2vec and Bi-LSTM
approaches shows that the RoBERTa approach outperforms the other ones in
terms of accuracy. Indeed, Word2vec loses the sequential information by aver-
aging the word vectors. RoBERTa better captures the context than Bi-LSTM.
However, PLM, rarely consider incorporating structured semantic information
which can provide rich semantics for language representation.

For better language understanding, some works have investigated the ground-
ing of PLM with high quality (domain) knowledge, which are difficult to learn
from raw texts. Indeed, incorporating external knowledge into PLM has proven
effective in various NLP tasks [8,9].

Our address classification approach draws inspiration from these recent
works. It consists on injecting knowledge in the form of address tag embedding
into a PLM. These tags result from the address parsing step.

3 Address Validation Approach

In this section, we describe our RoBERTa-based approach for address validation
which consists of two main steps: (1) address standardization in order to clean
data and to obtain the different address tags and (2) a binary (valid, invalid)
address classification.
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3.1 Address Standardization

Address standardization refers to the transformation of an address into a nor-
malized standard format. It involves two tasks: preprocessing and parsing.

Preprocessing. The purpose of this step is to normalize entities and to clean
addresses in removing special characters and correcting different spelling errors.
For that, we adopt a dictionary-based approach which provides the keywords
that may be used to define the address components (city, road, etc.) as well
as common abbreviations of these words. In addition, we use a spell checker
pyspellchecker3/4 in order to correct address keywords.

Parsing. Given an address A = {a1, .., an} where ai is the i-th word and
n represents the length of the address, the parsing of A aims to assign a
label l to each word ai of A among the corresponding list of address tags Y ;
Y = {IB,EB,P, Z,HN,RN,D,RS, PB,ZC,C,CO}. These tags are defined
following the address model depicted in Fig. 1.

Fig. 1. Address model

We propose a parsing method (Fig. 2) which consists firstly in generating a
contextual representation of an address A using pre-training RoBERTa model
on a corpus of addresses (Sect. 4.1) by following these two sub-steps:

– RoBERTa calculates the input representations of A by summing over the
token, position, and segment embedding. Token embedding for each token
is generated using byte-level BPE tokenizer. Position embedding includes
the positional information of each token in the address. Segment embedding
provides the same label to the tokens that belong to the address.

– Input address representation goes through 12 transformer encoders which cap-
ture the contextual information for each token by self-attention and produces
a sequence of contextual embeddings noted as H.

Then, the resulting representation is passed to a tagging layer to obtain
address tags, using the IOB tagging scheme. A linear layer takes as input the
last hidden state of the sequence H = {h1, .., hn} and provides as result the
prediction of the tags T.
3 https://readthedocs.org/projects/pyspellchecker/downloads/pdf/latest/.
4 https://norvig.com/spell-correct.html.

https://readthedocs.org/projects/pyspellchecker/downloads/pdf/latest/
https://norvig.com/spell-correct.html
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Fig. 2. Address parsing method

3.2 Address Classification

We propose a RoBERTa based classification method (Fig. 3) to classify addresses
to Valid or Invalid. It consists of two steps: 1) generating a fusion of two vector
representations which are the contextual vector representation of the address and
the vector representation of the address tags, and 2) a classification of addresses
according to resulted vectors.

Vectors Fusion. We use a concatenation function to fuse two embedding vec-
tors as follows:

1. Contextual address embedding: we retrieve the contextual vector representa-
tions H of the address A, generated by the pre-trained RoBERTa model, in
the address parsing step (see Sect. 3.1).

2. Address tags embedding: the output of the address parsing step is n tags
denoted by T = {t1, .., tn}. Since these tags are at the word level, their length
is equal to the length n of an address A. We use a look-up table to map these
tags to {id1, .., idn} and feed a linear layer (fully connected layer) in order to
obtain the tags embedding, denoted as W = {w1, .., wn}, of A.

Address Classification. It is performed using a linear layer (fully connected
layer). First, this layer takes as input the embedding fusion vector and generates
as output the class logits (probabilities), knowing that the objective function of
the training is the CrossEntropy. Then, the Argmax function is applied to these
probabilities to obtain the predicted class.
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Fig. 3. Address classification method

4 Evaluation

In this section, we describe the experiments carried out in order to evaluate our
approach.

4.1 Experimental Setting

Dataset Description. Parsing and classification have been performed in using
two real-world datasets: (1) a French dataset Jf , which represents 10000 struc-
tured addresses extracted from the French Sirene directory5 and (2) Senegalese
dataset Js, which contains 500 unstructured addresses collected from a Sene-
galese companies directory,6 characterized by the presence of spatial operators
and often the absence of keywords allowing the identification of address elements.

Evaluation Setup. GeLU activation is used in RoBERTa with the ADAM
Optimizer. The dropout and learning rate are set respectively to 0.1 and 3e−5,
in such a way to maximize the accuracy in the validation set. To avoid overfitting,
we use the early stop technique based on loss validation by setting a maximum
number of training epochs (= 12) and a batch size of 32.

The pretraining of RoBERTa is performed through the Pytorch framework.7

We generated two pretrained RoBERTa models corresponding to each of the
following corpora: (1) French corpora composed of 1,048,575 addresses8 and (2)

5 https://www.data.gouv.fr/fr/datasets/base-sirene-des-entreprises-et-de-leurs-
etablissements-siren-siret.

6 https://www.goafricaonline.com/.
7 https://pytorch.org/.
8 https://www.data.gouv.fr/fr/datasets/base-sirene-des-entreprises-et-de-leurs-

etablissements-siren-siret.

https://www.data.gouv.fr/fr/datasets/base-sirene-des-entreprises-et-de-leurs-etablissements-siren-siret
https://www.data.gouv.fr/fr/datasets/base-sirene-des-entreprises-et-de-leurs-etablissements-siren-siret
https://www.goafricaonline.com/
https://pytorch.org/
https://www.data.gouv.fr/fr/datasets/base-sirene-des-entreprises-et-de-leurs-etablissements-siren-siret
https://www.data.gouv.fr/fr/datasets/base-sirene-des-entreprises-et-de-leurs-etablissements-siren-siret
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Senegalese corpora composed of 31893 addresses collected from Web business
directories.9/10/11/12

4.2 Address Parsing Evaluation

We describe in this section the experiments carried out for the parsing of French
Jf and Senegalese Js addresses. Each dataset is split into a training, validation,
and test sets using the ratio of 3:1:1. Moreover, we perform a manual labeling
of the datasets.

Baseline Methods. We compare our method with two known address parsing
sequence models: (1) HMM, implemented with Febrl13 and (2) CRF, imple-
mented with python-crfsuite library.14

Results. Table 3 illustrates our results in terms of F-measure. First, it is worth
noticing that RoBERTa outperforms the two other methods for all datasets.
Second, HMM and CRF seem more accurate in case of Jf , the French dataset,
given the structured nature of addresses, but less accurate in the case of Js,
the Senegalese dataset. Indeed, Js addresses contains more polysemous words
and are less structured than Jf ones. Finally, we note that RoBERTa better
handles polysemous words as illustrated in Table 4 but fails in parsing addresses
that lacks for some address elements and/or keywords: those addresses can be
characterized as poorly contextualized addresses. Besides, the low frequency of
some address elements in the pre-training corpus prevent RoBERTa from an
efficient learning context.

Table 3. F-measure of address parsing
methods

Method Jf Js

HMM 0.973 0.931

CRF 0.984 0.947

RoBERTa 0.988 0.956

Table 4. Percentage of polysemous
resolution

Method Jf Js

HMM 71.1% 46.6%

CRF 82.1% 68.8%

RoBERTa 91.2% 86.6%

9 https://creationdentreprise.sn/.
10 http://pagesjaunesdusenegal.com/.
11 https://www.goafricaonline.com/.
12 https://www.yelu.sn/.
13 http://users.cecs.anu.edu.au/∼Peter.Christen/Febrl/febrl-0.3/febrldoc-0.3/node24.

html.
14 https://github.com/scrapinghub/python-crfsuite.

https://creationdentreprise.sn/
http://pagesjaunesdusenegal.com/
https://www.goafricaonline.com/
https://www.yelu.sn/
http://users.cecs.anu.edu.au/~Peter.Christen/Febrl/febrl-0.3/febrldoc-0.3/node24.html
http://users.cecs.anu.edu.au/~Peter.Christen/Febrl/febrl-0.3/febrldoc-0.3/node24.html
https://github.com/scrapinghub/python-crfsuite
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4.3 Address Classification Evaluation

We evaluate classification approach on Jf and Js dataset. We assume that the
addresses belonging to these 2 datasets are of class Valid because they come from
2 reliable data sources: (1) French government database and (2) an African com-
pany directory. To resolve the imbalance class problem in Jf and Js, we propose
a data augmentation technique that allows the generation of synthetic addresses
labelled as Invalid by applying transformations to collected Valid addresses.

Data Augmentation: The proposed method is based on address attributes
replacement and consists in: (1) Creating two subsets Gf and Gs, from the
French and the Senegalese corpora, which represent a hierarchical arrangement
of address elements per country and (2) Applying a sequence of attribute replace-
ment, for each dataset Jf and Js, using Gf and Gs, to create different types of
geographic inconsistency (see examples in Table 1).

For each dataset J ∈ {Jf , Js}, we have divided J into two subsets: Jv (70%
of addresses) and J ′

v (30% of addresses). The generation of Invalid addresses is
performed on the J ′

v dataset. For French addresses, we have injected two types of
invalidity related to the most frequent address elements which are: city (CI) and
road (RI). For the Senegalese dataset, we have also injected inconsistency for the
district (DI) which is more frequent for this dataset than for French addresses.
We denote the invalid dataset as J ′

inv. The classification dataset, denoted as Jc
(i.e. Jfc or Jsc), is thus composed by Jv, representing Valid addresses, and J ′

inv

representing Invalid addresses such as size(J ′
inv) = size(Jv).

Baseline Models. We compare our approach “AllRoBERTa” with the models
used in address classification works which are based on (1) static word embedding
(Word2vec) plus a SVM classifier and (2) RoBERTa with no knowledge injection.
The idea here is to compare the effectiveness of static versus contextual word
embedding and to outline the importance of knowledge injection in the proposed
approach.

Results. Table 5 illustrates the classification results obtained with the differ-
ent approaches. We notice that whatever the type of invalidity or the country,
“AllRoBERTa” is more efficient. We note also that RoBERTa-based models are
more efficient than a Word2vec one for both datasets. This can be explained by
the highly contextualized representations offered by RoBERTa. Moreover, pre-
training RoBERTa on a large corpus of business addresses allows the model to
learn several geographical facts related to the context of each address element.
Classification results show that our “AllRoBERTa” is a promising solution which
can be useful, mainly when geographic databases are missing in some countries
such as Senegal.

We evaluated the percentage of polysemy in the misclassified Senegalese
addresses. As illustrated in Table 6, for all the tested approaches, more than 50%
of the misclassified addresses are polysemous. This ratio can even reach 72.5%
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Table 5. F-measure of different address classi-
fication approaches

Approach Jf c Jsc

CI RI CI DI RI

Without parsing

Word2vec+ SVM 0.911 0.862 0.9 0.869 0.848

RoBERTa 0.949 0.928 0.942 0.919 0.912

With parsing

AllRoBERTa 0.981 0.957 0.971 0.948 0.938

Table 6. Impact of polysemy in
Senegalese addresses classification

Approach Polysemy percentage in

misclassified addresses

Word2vec + 72.5%

SVM

RoBERTa 69.2%

AllRoBERTa 51.2%

Table 7. Impact of a “perfect” parsing on addresses classification

Approach Jsc

CI DI RI

AllRoBERTa 0.971 0.948 0.938

Parsing “Ground Truth” + RoBERTa 0.985 0.965 0.958

in the case of a classification based on “Word2vec + SVM”. For AllRoBERTa,
classification errors come from cases of unresolved polysemous situations dur-
ing parsing, with a percentage greater than 83%. We conclude that polysemous
elements badly impacts the address classification process.

Finally, we analyzed the impact of the introduction of address tags in the
classification. To this end, we first performed manual parsing (Js) in order to
perfectly identify addresses tags, then we carried out the classification (Jsc) with
RoBERTa. The obtained results compared to AllRoBERTa (Table 7) show that
the quality of parsing has an impact on the classification results.

5 Conclusion

In this paper, we described an address validation approach based on RoBERTa, a
pre-trained transformer-based language model. Usage of RoBERTa is motivated
by its ability to manage polysemy. We inject semantic address tags into the pre-
trained RoBERTa model in order to improve semantic understanding of domain-
specific data. Experimental evaluations, carried out on two real-world datasets
involving French and Senegalese addresses, show the effectiveness of our solution.
In the future, we intend to extend this work in at two directions: (1) explore an
active learning method to minimize the efforts of manually labelling data sets
and (2) make the approach usable through an address validation API.
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Abstract. We consider the task of looking for the answer to a given
user question by means of identifying the most relevant document in a
technical knowledge base. We briefly introduce the NLP fields related to
this task, then discuss what we think are the most promising methods
to accomplish the task. The main aim of the paper is to benchmark
the chosen methods on two different knowledge bases (one proprietary,
one public). Every document in each KB consists of a title and a text
describing a solution to a technical problem. Our tests point out that the
best method for the task at hand is the use of Sentence Transformers, a
deep learning based method using pre-trained language models.

1 Introduction

This paper concerns a variant of a well known Natural Language Processing
(NLP) task, namely Question Answering (QA) [10, Ch. 25]. QA aims at auto-
matically answering questions posed by humans in natural language (NL). The
variant we are interested in is actually a restriction of QA: our output is a rele-
vant document in a Knowledge Base (KB) instead of an answer written in NL.

The reason why we look at this variant is that it represents an important need
in industrial contexts. Typically, in our scenario of interest, the “user” who asks
the question may be an employee of the firm, or a technically skilled client. This
scenario is very different from those leading to open-text QA systems yielding
NL answers, where the user may be any individual. In the latter case, users
may employ more informal language to phrase their questions, and will expect
answers in NL.

In our case, we expect the user to pose more precise questions, and, what’s
more important, we know that he or she will accept the pointer to documents
containing an explanation as a valid answer. This effectively sets our task at the
intersection of QA and Document Retrieval (DR) [11]. We note, however, that in
c© Springer Nature Switzerland AG 2022
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DR the user queries need not be cast in NL. For later reference, we name our task
of interest Natural Language Document Retrieval (NLDR). Methods that can be
used to address NLDR have to match the meaning of the user question to relevant
semantic indicators in the documents of the KB. This establishes a connection
between NLDR and semantic similarity measures and techniques [4]. All NL
tasks may either refer to a general language setting, or to a specific language
domain [5,13]. The present research focuses on specific language domains: our
motivation stems from the interest of a service firm with several industrial clients:
each client is considered a specific domain.

The contribution of the paper is a computational comparison of known meth-
ods that can address the NLDR task, based on popular performance measures,
on two KBs: a proprietary one belonging to the service firm that motivates this
work, and the public IBM TechQA dataset [3]. In the rest of this section, we
briefly survey the fields of NLP that are relevant to the NLDR task, from the
point of view of the methods we benchmark. In the rest of the paper we review
the benchmarked methods, and we comment our computational results.

1.1 Document Retrieval

Document retrieval methods are usually structured around a user query (which
may be expressed in either formal or NL) and a KB (database, corpus, graph. . . ).
The goal is to return the KB entry that is the most relevant to the query.
The relevance depends on the satisfaction of the user’s information need. The
document ranking can be obtained in different ways: using word frequency and
co-occurrence (e.g. [16]); using several independent syntactical statistics and co-
occurrence measures (e.g. [2]); using a weighted variant of TF-IDF called BM25F
(e.g. [14]); using sentence transformers (ST) to compare the given query with
sentences in the corpus (e.g. [15]).

1.2 Technical Question Answering

By Technical QA (TQA) we mean QA over a restricted domain, where user
information needs are predominantly oriented to solving technical issues. The
interest about these systems has been growing in recent years, as testified by the
proliferation of technical forums, some dedicated to developers, such as Stack
Exchange,1 while others are related to a particular product or service. Early
TQA systems were based on syntactical analysis of sentences, possibly with
some elementary form of logical entailment, complemented by semantics stored
in a specific-domain ontology [13]. More recently, ST have been used in TQA in
[17], where an elaborate pipeline was used to train a neural network to match
questions to answers, using training sets constructed from specific domains. In
[18], the authors address the difficulty of forming large enough training sets
for TQA related tasks. They propose a system relying on a general-purpose

1 https://data.stackexchange.com/.

https://data.stackexchange.com/
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QA training set, before applying a transfer learning techniques using the IBM
TechQA training set [3].

A TQA system can also be seen as an evolution towards an automatization
of a classic technical support system, relieving technical experts from the burden
of browsing the documentation necessary to answer users questions. A standard
situation in a classic support system can be described as follows: a user encoun-
ters an issue with its system, gets in touch with the support team and describes
the situation he or she is facing. The contact can occur by phone, by email or
by filling a form directly in the support system.

The user usually tries to describe the situation to help the support agent
identify the source of the issue and how to fix it, for example: “Hello, I’ve been
struggling all day with my internet connection without any improvement. Is it
possible to help me please?”

Depending on the root cause, issues may need to be escalated to qualified
agents, investigated by means of technical user guides, and/or compared to
known issues. Finding a solution often requires time and effort. Each issue and
the corresponding solution is documented, and the information is archived for
later reference. The documentation process helps creating the set of documents
(or corpus) C that will be considered the knowledge base of a TQA system.

Typical users of TQA systems (usually clients or support agents) describe
their issues in NL by typing a query Q. The system then compares Q to the
documents in the set C so that the most fitting answer (or set K of answers)
can be retrieved. If an answer is found, it is returned to the user, who can rate
its pertinence by providing a score. In the above example, a typical TQA system
might infer issues in the internet connection because of the words “struggling”,
“internet” and “connection”. This would lead the system to retrieve a set of
documents about internet connection issues.

1.3 Semantic Similarity Measures

Semantic similarity measures are functions mapping sentence pairs to a simi-
larity measure (usually in [0, 1]), by means of semantic considerations. We refer
the reader to the recent comprehensive survey [4]. In particular, with reference
to [4, Fig. 1], the methods we benchmark are mostly based on edge counting
(e.g. WordNet information), information content (e.g. word frequency), trans-
former models (based on BERT [7]).

2 Compared Methods

We chose a set of semantic similarity methods that cover the most important
models for the semantic representation of documents: keyword-based similarity
methods represent the content of a document by means of selected words, which
are matched to the user question. Methods such as BM25, which is at the core of
Whoosh and Elasticsearch, rely instead on the fact that all words in a document
have some degree of importance. The document itself is represented by a (sparse)
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vector in the space of words. Finally, ST take advantage from deep learning to
obtain a semantic representation of the document as dense vectors.

The TQA methods we test are organized around two pieces of input: Q, which
represents a question, and C, which represents a corpus. The representation could
be based on words, vectors, or the output of an artificial neural network. The
general algorithmic scheme is two-phase: pre-processing (on C) and on-the-fly
(on Q). The output is usually a ranked set of documents from C.

2.1 Keyword Extraction Based Methods

In this section, we summarize two of the methods we benchmark, where the rep-
resentation of Q and C is based on keyword extraction (KE). The first phase (pre-
processing) extracts keywords from C. The second phase (on-the-fly) extracts
them from Q. The methods then match keywords from Q with those from C in
order to obtain relevant documents. The difference between the methods is the
computation of the weights assigned to keywords from C.

Algorithm 1. Weighting method 1
1: Corpus KW, Tokens L, Synonyms L, Stemmed Tokens, Scores, Orders : List
2: for D document in C corpus do
3: Corpus KW.append(KW extraction(D[“title”]))

4: Tokens L ← (Tokenize(Q))
5: Remove Stopwords from Tokens L
6: for T Token in Tokens L do
7: Synonyms L.append(Syn(T))
8: for X word in Synonyms L do
9: Stemmed Tokens.append(Stem(X))

10: Stemmed Tokens.append(Stem(T))

11: for i from 0 to len(Corpus KW) do
12: for k Word in Corpus KW[i] do
13: for w Word in Stemmed Tokens do
14: if w == k then
15: Scores[i] ← Scores[i] + 1

16: Scores[i] ← Scores[i] / len(Corpus KW[i])

17: Return the documents of C with the highest scores

In the first method, the pre-processing phase scans C, and for each document
D in C extracts three keywords from the title and three from the content of the
document using a KE algorithm. Each keyword is simply assigned a unit weight.
During the on-fly-phase, Q is cleaned from stopwords and tokenized. Each token
is stemmed and listed along with its synonyms found in WordNet [8]. Each time
a token (or one of its synonyms) is found, we increment the document score by
the token weight. We divide the score by the number of the document keywords
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to obtain the final score of the document. The documents with maximum score
value are returned to the user.

In the second method, the pre-processing phase scans C, and for each doc-
ument D in C extracts three keywords from the title, which are given a weight
of 2, and three other keywords from the text, which are given a weight of 1,
using a KE algorithm. Identical keywords have their weights summed. The three
keywords with highest weight values are selected. The on-the-fly phase Q is the
same as for the first method. After finding keywords, for both methods we form a
list of all corpus documents containing at least one keyword from Q. Documents
are then ranked by decreasing keyword weight sums.

Algorithm 2. Weighting method 2
1: Document KW, Corpus KW, Query Words, Tokens L, Synonyms L,

Stemmed Tokens, Scores, Orders : List
2: Title Weight = 2
3: Body Weight = 1
4: for D document in C corpus do
5: // If an element already exists, weights are summed
6: Corpus KW.append(KW extraction(D[“title”]), Title Weight)
7: Corpus KW.append(KW extraction(D[“body”]),Body Weight)
8: Corpus KW.append(Max(Document KW,3))

9: Tokens L.append(Split(Q))
10: Remove Stopwords from Tokens L
11: for T Token in Tokens L do
12: Synonyms L.append(Syn(T))
13: for X word in Synonyms L do
14: Stemmed Tokens.append(Stem(X))

15: Stemmed Tokens.append(Stem(T))

16: for i from 0 to len(Corpus KW) do
17: for k,l Word,weight in Corpus KW[i] do
18: for w Word in Stemmed Tokens do
19: if w == k then
20: Scores[i] = Scores[i] + l

21: Scores[i] = Scores[i] / len(Corpus KW[i])

22: Return the documents of C with the highest scores

For KE purposes, we used two well-known systems, namely Rapid Auto-
matic Keyword Extraction (RAKE) [16] and Yet Another Keyword Extraction
(YAKE) [2]. Two unsupervised automatic KE methods that are domain, corpus,
and language independent.

2.2 Word Vector Based Methods

Whoosh is an open-source Python search engine library for indexing and search-
ing text based on the BM25F algorithm [14]. Whoosh is a native Python alter-
native to Lucene [1], which strongly inspired its development. Whoosh’s index
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is fielded : the user defines a set of fields(D) of fields that represent the struc-
ture and content of the document D into the index. For instance, a classic fields
referring to scientific papers involve indexing title, abstract and body into differ-
ent fields. Keywords are selected by means of analyzers, which usually provide
language-dependent stemming algorithms and stop-word lists. Given a query
Q = {t(q)1 , . . . , t

(q)
n } and a document D = {t(d)1 , . . . , t

(d)
m }, the matching score

between them is calculated according to BM25F:

BM25F(D,Q) =
∑

t∈Q∩D

TF(t,D)
k1 + TF(t,D)

IDF(t),

where t is a term shared by both the query and the document, k1 a con-
stant set at 1.2, and TF(t,D) is the normalized term frequency : TF(t,D) =∑

c∈fields(D) wc
freqc(t,D)

1+bc
l(D,c)

l̂c

, where freqc(t,D) are the occurrences of the term t in

the field c of document d, l(D,c) is the length of the field c in document D,and
l̂c is the average length of field c. Moreover, bc is a field-dependant parameter,
usually set at 0.75, and wc is a boost factor (by default set at 1.0) that can be
specified by the user at query time. The inverse document frequency IDF(t) is
usually calculated as IDF(t) = N−df(t)+0.5

DF(t)+0.5 , where N is the number of documents
in the collection and DF(t) is the document frequency of term t .

ElasticSearch (ES) is another open-source search engine built on top of
Lucene [1]. It allows users to store, index and search large sets of documents.
Unlike Whoosh, explicit mapping schemata are not necessary. ES supports struc-
tured queries, full text queries, and complex queries that combine the two. Struc-
tured queries are similar to SQL queries, while full-text queries find and return
all documents that match the query, sorted by relevance. In addition to searching
for individual terms, ES supports phrase searches, similarity searches, and prefix
searches. ES, like Lucene [1], also uses the Okapi BM25 algorithm as a default
ranking function for documents relevance in the search process. BM25 is a bag-
of-words retrieval function that ranks documents based on the terms q1, . . . , qn
of a query Q appearing in each document D, regardless of their proximity within
the document and given by:

BM25(D,Q) =
n∑

i=1

IDF(qi)
F(qi,D)(k1 + 1)

F(qi,D) + k1(1 − b + b |D|
avgdl )

,

where F(qi,D) is qi’s term frequency in the document D, |D| is the length of
the document D in words, and avgdl is the average document length in the text
collection from which documents are drawn. k1 and b are free parameters.

2.3 Deep Learning Based Methods

ST are a Python framework for calculating sentence, paragraph and image
embeddings. It is an implementation of Sentence-BERT (SBERT) [15], a mod-
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ification of the pretrained BERT network [7] that uses Siamese network struc-
tures to derive semantically meaningful sentence embeddings. SBERT uses a pre-
trained BERT and RoBERTa networks, and adds a pooling operation to their
output in order to derive a fixed sized sentence embedding. It can be described
as a document processing method of mapping sentences to real-valued vectors
such that sentences with similar meanings are close in vector space.

To achieve this goal, a semantic representation of a sentence is built by adapt-
ing a transformer model in a Siamese architecture: sentences are processed pair
by pair, with the same neural network structure. A vector is produced by each
network, on which a distance is calculated. The loss function for the complete
network consists in minimizing the distance between semantically similar sen-
tences, and maximizing the distance between semantically distant sentences.

The obtained word embeddings can be compared using similarity measure-
ments, such as cosine similarity. Such scores can be exploited in different NLP
tasks, including information and document retrieval. Cosine similarity is the
cosine of the angle between two word vectors E and V (the dot product of the
two vectors divided by the product of their lengths):

cos(E, V ) =
E · V

‖E‖‖V ‖ =
∑n

i=1 EiVi√∑n
i=1 (Ei)2

√∑n
i=1 (Vi)2

.

The embeddings of the dataset are constructed using two different pre-trained
models (RoBERTa and MiniLM-L6), and then stored in D. Cosine similarity
ranges in [0, 1], with 0 indicating dissimilarity and 1 identity. Cosine similarity
is used in order to find the 3 most similar documents to return to the user.

The RoBERTa model [12] is based on Google’s BERT model [7]. It has dif-
ferent key hyperparameters and training data size. It maps sentences and para-
graphs to a 1024-dimensional vector space (with dense word vectors). It performs
well in tasks like clustering or semantic search.

The MiniLM-L6 model is a sentence-transformer model mapping sentences
and paragraphs to a 384-dimensional vector space (with dense word vectors). It
can be used as a sentence and short paragraph encoder to capture the semantic
information for information retrieval, clustering or sentence similarity tasks.

3 Computational Comparison

3.1 Evaluation Data

The different methods were evaluated using two different English datasets: one
small dataset from the sponsoring company, and a large dataset from IBM.

The company’s dataset, which we refer to as the “OT dataset” (from the
name of the company), is composed of 76 technical documents, considered as
a knowledge base, indicating how to fix common and less-common issues faced
by users. In addition, it contains a test set composed of 35 questions, with 19
answerable and 16 non-answerable questions. The test set was collected from
interactions between the company’s clients and the TQA system we put in place
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at the company’s site. Documents in the dataset, which consist of a title and a
body, describe in which situation the solution was applied. The questions consist
of a query, a boolean truth value determining if the question is answerable or
not, and the ID of the corresponding answer if it is available.

The other dataset is called “TechQA” [3]. It consists of a collection of 28 481
technical documents, called technotes, that address specific technical questions,
and of annotated questions with answers in the collection. Questions are divided
into two sets, which the TechQA documentation describes as “training set”, con-
taining 450 answerable and 150 unanswerable questions, and “development set”,
containing 160 answerable and 150 unanswerable questions (by unanswerable we
mean that there is no document in the collection containing an answer to the
question). We chose the training set for testing purposes in this computational
evaluation as the methods that we tested do not require training. Each question
consists of a title and a body, and the answerable ones are paired with a set of
answers consisting in the technote ID and the start and end offset of the answer
within the document referenced by the ID.

3.2 Evaluation Measures

The measures selected for the evaluation of the methods are: Precision, Recall,
F1-Score [9] and Mean Reciprocal Rank (MRR) [6]. We considered for the set Q
only the answerable questions, to highlight the position in which the pertinent
document is returned when an answer is available. In the following, we refer to
this constrained measure as MRRa.

3.3 Results

The results obtained are detailed in Table 1. It can be noted that, for the key-
word extraction methods, RAKE is less accurate than YAKE: in particular, we
observed that it is often unable to find appropriate keywords, and, conversely,
repeats identified special characters (like “\\” or “&”) as keywords. Both meth-
ods, however, were ineffective on the QA dataset, showing that these keyword
extraction methods are not particularly fit to extract the technical keywords in
that dataset.

Applying the evaluation methods to document titles (instead of contents)
turned out to produce better results both with KE and ST methods. While titles
contain less information, it appears to be more valuable or better exploitable (by
current methods) than the information existing in the content.

ES gave good results on large datasets like TechQA, while Whoosh was better
suited to smaller datasets like OT. The reason is related to the indexing technique
of both methods: while Whoosh only indexes the two fields “title” and “content”,
ES makes use of all the fields of the document, including metadata.

ST gave the best results for both datasets, with a very high MRR score in
each case. We can add that the use of MiniLM model is less time-consuming
(about 3 times less) with a vector size 3 times smaller compared to the use
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Table 1. Results obtained for the chosen evaluation methods, on the OT and TechQA
datasets. When present, the labels (C) and (T) indicate that, respectively, only the
content and the title have been indexed. For RAKE and YAKE, the −w and +w
suffixes indicate the unweighted and weighted versions, respectively.

Method OT dataset TechQA dataset

Precision Recall F1-score MRRa Precision Recall F1-score MRRa

RAKE-w (C) 12.86% 23.68% 16.66% 0.175 0.16% 0.22% 0.19% 0.001

RAKE-w (T) 17.14% 31.58% 22.22% 0.254 0.5% 0.67% 0.57% 0.001

RAKE+w 25.71% 47.37% 33.33% 0.228 0.22% 24.17% 0.44% 0.214

YAKE-w (C) 22.86% 42.11% 29.63% 0.333 1.78% 1.33% 1.52% 0.014

YAKE-w (T) 45.71% 84.21% 59.26% 0.781 0.5% 0.67% 0.57% 0.001

YAKE+w 42.86% 78.94% 55.55% 0.658 0.5% 0.67% 0.57% 0.006

ElasticSearch 11.76% 21.05% 15.09% 0.211 26.83% 35.78% 30.67% 0.358

Whoosh 31.43% 47.37% 37.79% 0.474 0.83% 1.02% 0.92% 0.011

ST-RoBERTa (C) 31.42% 57.89% 40.74% 0.697 12.83% 14.11% 14.67% 0.679

ST-RoBERTa (T) 51.43% 94.74% 66.67% 0.917 21.83% 29.11% 24.95% 0.917

ST-MiniLM (C) 37.14% 68.42% 48.15% 0.923 28.5% 38% 32.57% 0.812

ST-MiniLM (T) 51.43% 94.74% 66.67% 0.963 33.83% 45.11% 38.66% 0.889

of the RoBERTa model but with similar results. MiniLM even achieved better
results on TechQA, as well as a higher MRR score on OT.

We carried out an analysis of the results obtained by ST, focusing on ques-
tions for which the answer was either right but with a low score or wrong with
a high score. For the ST-MiniLM (T) model, we identified 49 questions of the
1st type and 11 questions of the 2nd type. We observed that in the second case,
many questions had acronyms and uncommon words, so we carried out an eval-
uation to compare the number of words of the questions to the number of tokens
extracted by the SBERT tokenizer. We could observe that the ratio token/words
is higher in questions of the 2nd type (1.67) than for questions of the 1st type
(1.53), which is also lower than the ratio for the other questions (1.58). This
proved our intuition and it also shows that the SBERT model is less effective
when dealing with words that are not in the vocabulary and it has to resort to
sub-word token to build a semantic representation of the full word.

4 Conclusion and Further Works

In this paper, we presented an empirical comparison of various semantic simi-
larity measures, based on both sparse and dense vector representations, on the
technical QA task. The results confirm for this task the general behaviour that
keyword-based and classic models may be useful in small scenarios but they are
not particularly useful for large and complex corpora. For the dense representa-
tions based on neural models, we observed that the results obtained using only
the title information exceed by a large margin those obtained with the content.
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This may imply that further research on the representation of larger texts is
required and SBERT semantic similarity measures are meaningful only at sen-
tence level. We found out also that SBERT models have some problems with the
acronyms and rare words that are characteristics of the TechQA task, and their
results are worse when these words are not in the dictionary and they have to
recur to sub-word tokens.
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Abstract. Anomalies in time-series provide insights of critical scenarios
across a range of industries, from banking and aerospace to information
technology, security, and medicine. However, identifying anomalies in
time-series data is particularly challenging due to the imprecise defini-
tion of anomalies, the frequent absence of labels, and the enormously
complex temporal correlations present in such data. The LSTM Autoen-
coder is an Encoder-Decoder scheme for Anomaly Detection based on
Long Short Term Memory Networks that learns to reconstruct time-
series behavior and then uses reconstruction error to identify abnormal-
ities. We introduce the Denoising Architecture as a complement to this
LSTM Encoder-Decoder model and investigate its effect on real-world as
well as artificially generated datasets. We demonstrate that the proposed
architecture increases both the accuracy and the training speed, thereby,
making the LSTM Autoencoder more efficient for unsupervised anomaly
detection tasks.

Keywords: Anomaly detection · Time-series · Autoencoder

1 Introduction

An outlier or anomaly is a data point that differs dramatically from the rest
of the data. Hawkins [5] defined an anomaly as an observation that deviates
significantly from the rest of the observations, raising suspicions that it was
generated by an unusual mechanism. Anomaly detection is used in a variety of
industries, including network intrusion detection, credit card fraud detection,
sensor network malfunction detection, and medical diagnosis [4].

In time-series data, an outlier or anomaly is a data point that deviates sig-
nificantly from the overall trend, seasonal or cyclical pattern of the data. By
significance, the majority of data scientists mean statistical significance, which
indicates that the data point’s statistical properties are out of phase with the
rest of the series. Anomalies are classified into two broad categories: a point
anomaly is a single data point that has reached an abnormal value, whereas
a collective anomaly is a continuous sequence of data points that are consid-
ered anomalous collectively, even if the individual data points are not. Anomaly
detection methods can be classified into the following two broad methodologies:
c© Springer Nature Switzerland AG 2022
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1. Semi-supervised anomaly detection models are designed to be trained exclu-
sively on data that does not contain anomalies and then tested on samples
containing anomalies and non-anomalies to determine their accuracy.

2. Unsupervised anomaly detection models are designed to be trained on data
containing a mixture of anomalous and non-anomalous data samples with-
out specifying which are which, and then tested on samples containing both
anomalies and non-anomalies to determine their accuracy.

An Encoder-Decoder scheme for anomaly detection (EncDec-AD) based on
Long Short Term Memory Networks (LSTM) was proposed in [17], in which the
encoder learns a vector representation of the input time-series, the decoder uses
this representation to reconstruct the time-series, and the reconstruction error
at any subsequent time instance is used to compute the likelihood of an anomaly
at that point. However, since EncDec-AD trains on only regular sequences, it
is a semi-supervised learning-based anomaly detection system. In this paper,
we extend this model with a denoising architecture and put it to the test for
unsupervised anomaly detection.

The paper is structured as follows. We begin by formalizing and discussing
the topic of unsupervised time-series anomaly detection, delving into the details
of the anomaly detection process using LSTM Autoencoders. After that, we
describe the proposed denoising architecture and set up the experiments, before
reporting and summarizing our major findings.

2 Related Work

Numerous anomaly detectors based on classic statistical models have been pre-
sented throughout the years (e.g., [10,16,19,23], mainly time series models) for
computing anomaly scores. Due to the fact that these algorithms often make sim-
plistic assumptions about the application domain, expert assessment is required
to choose an appropriate detector for every particular domain and then fine-
tune the detector’s parameters using the training data. According to [15], simple
ensembles of these detectors, such as majority vote [8] and normalization [21],
are also ineffective. As a result, these detectors are seldom used in practice.

To address the difficulties associated with algorithm/parameter tweaking for
classic statistical anomaly detectors, supervised ensemble techniques such as
EGADS [12] and Opprentice [15] have been developed. They train anomaly clas-
sifiers utilizing user feedback as labels and traditional detector output as features.
Both EGADS and Opprentice demonstrated promising results, but they depend
substantially on high-quality labels, which is often not practical in large-scale
applications. Additionally, using numerous conventional detectors to extract fea-
tures during detection adds significant computing overhead, which is a practical
problem.

Recently, there has been an increase in the use of unsupervised machine learn-
ing algorithms for anomaly detection, including one-class SVM [1,6], clustering-
based approaches such as K-Means [18] and Gaussian Mixture Model (GMM)
[13], Kernel Density Estimation (KDE) [3], Auto-Encoder (AE) [2], Variational
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Auto-Encoder (VAE) [2]. The aim is to place an emphasis on normal patterns
rather than on anomalies. Generally speaking, these algorithms generate the
anomaly score by first identifying “normal” regions in the original or some latent
feature space, and then determining “how distant” an observation is from the
normal regions.

Additionally, significant progress has been made lately in training generative
models using deep learning approaches for the purpose of performing anomaly
detection, such as Generative Adversarial Network (GANs) [9,14,24,25].

Despite the enormous potential of the aforementioned models and algorithms,
SVM, KDE, AE, and VAE are not designed to handle time-series data, and using
more complicated models such as GANs results in lengthy training times and
high resource requirements. Given the aforementioned limitations, and given that
deep learning architectures have exceptional learning abilities and are particu-
larly adept at tolerating non-linearity in complicated temporal correlations [11],
we enhance the LSTM Encoder-Decoder architecture [17] that has been used in
supervised anomaly detection by introducing the Denoising Architecture, which
enables it to perform unsupervised time-series anomaly detection in addition to
significantly reducing the training time.

3 Unsupervised Time-Series Anomaly Detection

Given a time-series X = (x1,x2, . . . ,xT ), unsupervised time-series anomaly
detection is the process of identifying segments Aj = (xj ,xj+1, . . . ,xj+nj

) of
anomalous points, where xi ∈ R

N , j ≥ 1, nj ≥ 0 such that j + nj ≤ T , and
N = 1 in the case of a univariate time-series while N > 1 in the case of a multi-
variate time-series. Each Aj is a single data point (when nj = 0) or a continuous
series of data points (when nj > 0) in time that exhibit(s) anomalous or unex-
pected behavior value(s) inside the segment that do not appear to conform to
the signal’s predicted temporal behavior.

This process is different from and is more complicated than time-series clas-
sification [7] and supervised time-series anomaly detection [20] in a few aspects:

1. Absence of prior knowledge of anomalies or prospective anomalies: unlike the
supervised methods, which use previously recognized anomalies to train and
optimize the model, the unsupervised methods use all the data to train the
model to understand the time-series patterns, then ask it to find anomalies.
The detector will then be checked to ensure that it recognized anything useful
to end users. Additionally, nj (the length of Aj) is variable and unknown in
advance, complicating this method even further.

2. Unsupervised methods do not rely on baselines: for a large number of real-
world systems, simulation engines can generate a signal that approximates
normal contexts, providing a baseline against which models can be trained,
with any deviations considered anomalies. Unsupervised time-series anomaly
detection algorithms do not depend on such baselines but rather learn time-
series patterns from real data that may contain anomalies or abnormal pat-
terns.
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3. Not all identified anomalies are cause for concern: detected anomalies may not
necessarily indicate issues, but may be the result of an external phenomena
such as a rapid change in ambient circumstances, additional information such
as a test run, or other factors not evaluated by the system, such as regime
settings changes. In this context, it is up to the end user or domain expert to
determine whether the anomalies detected by the model are worrisome.

4 Anomaly Detection Using LSTM Autoencoder

Autoencoder is a generative unsupervised deep learning model that reconstructs
high-dimensional input data by utilizing a neural network with a narrow bottle-
neck layer that contains the latent representation of the input data in between
the Encoder and Decoder. The autoencoder attempts to minimize reconstruc-
tion error as part of its training procedure. As a result, the magnitude of the
reconstruction loss can be used to detect anomalies.

During the training process, the data is transferred to the Encoder, which
generates a fixed-length vector representation of the input time-series. This rep-
resentation is then used by the LSTM decoder to reconstruct the time-series
using the current hidden state and the estimated value at the previous time step.
Given a time-series of length L as an input, X = (x1,x2, . . . ,xT ), where xi ∈ R

N ,
E

(t)
k is the hidden state of the kth layer of the encoder at time t ∈ {1, . . . , L},

where k ∈ {1 . . . H}; H denotes the number of hidden layers in each of the
encoder and the decoder, and E

(t)
k ∈ R

u; u is the number of LSTM units in
hidden layer k of the encoder. The final state of the final hidden layer E

(L)
H of

the encoder outputs the data’s latent representation, which is used as an initial
state of the decoder. The decoder then reconstructs the original input by using
the input x(i) to obtain the hidden state D

(i−1)
1 (The hidden state of the first

layer of the decoder at time (i − 1)) then proceed with all the hidden states of
the first layer then outputs z

(i)
1 to the next hidden layer, and so on until the

final layer, when the decoder utilizes z
(i)
H−1 to derive the hidden state D

(i−1)
H

then estimates x′
i−1 corresponding to xi−1. The autoencoder is trained with the

purpose of minimizing the following:

∑

X

L∑

i=1

‖xi − x′
i‖2 (1)

After training the autoencoder, time-series signals I = {X1,X2, ....,XN} of
length L are passed to it in order to reconstruct them, then the reconstruction
error of each point is calculated using Eq. 2

si = ‖xi − x′
i‖ (2)

where xi ∈ Xi;Xi ∈ I can be used as an anomaly score, and by specifying a
reconstruction error threshold, anomalous values can be flagged if the recon-
struction error (Eq. 2) exceeds the value specified threshold.
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5 The Denoising Architecture

Dropout [22] is a strategy for decreasing overfitting in neural networks. Back-
propagation learning by itself accumulates brittle co-adaptations that work for
the training data but do not generalize to unobserved data. By making the
existence of any specific hidden unit unstable, random dropout disrupts these
co-adaptations. This approach was discovered to significantly increase the per-
formance of neural networks across a broad range of application fields. The term
“dropout” refers to units that are dropped from a neural network (both hidden
and visible). By dropping a unit from the network, we imply disconnecting it
from all incoming and outgoing connections temporarily.

In our proposed architecture, we add a dropout layer after each LSTM layer
in the LSTM Autoencoder. As a result, during the training phase, the output
of each LSTM layer would be randomly set to 0 with a probability p, which is
done by generating a random number r, and if this number is less than or equal
to p, the output would be set to zero, otherwise it would pass with no changes,
as shown in Eq. 3.

Output(x) =

{
0 if r ≤ p

LSTM(x) Otherwise
(3)

The proposed denoising architecture randomly exposes the model to extreme
cases (zeroes) during training, allowing it to more accurately generalize the nor-
mal samples without being significantly affected by anomalous samples, so that
its weights do not change significantly in the presence of an anomalous sample.
As a result, after training, the model will be capable of efficiently reconstructing
normal samples while struggling to reconstruct anomalous samples, resulting in
a higher reconstruction errors (Eq. 2) for the anomalous samples, allowing for a
more precise definition (threshold) of anomalies. The selection of probability p
is based on a number of factors, which are discussed in Sect. 6.3.

Figure 1 shows an example of an LSTM Autoencoder with a denoising archi-
tecture.

6 Experimental Results

6.1 Datasets

To examine the denoising architecture’s effect on the LSTM Autoencoder, we
use the Yahoo S5 dataset1, which is composed of four subsets: A1, A2, A3, and
A4. The A1 dataset is based on real-world production traffic on Yahoo systems,
whereas the remaining datasets are all made up of synthetic data. A2 lacks
anomaly points and thus cannot be used to calculate the metrics described in
Sect. 6.2; therefore, it is not used in the experiments. All values in the datasets
are timestamped with a one-hour timestep.
1 Yahoo S5 Dataset can be requested here: https://webscope.sandbox.yahoo.com/

catalog.php?datatype=s&did=70.

https://webscope.sandbox.yahoo.com/catalog.php?datatype=s&did=70
https://webscope.sandbox.yahoo.com/catalog.php?datatype=s&did=70
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Fig. 1. An illustration of an LSTM autoencoder with two LSTM layers, each has u
units and followed by a dropout layer with a probability of p

6.2 Experimental Setup

1. Data Preparation: We performed data normalization on each dataset to
ensure that the data was within the range [−1, 1]. A sliding window with
a window size of 24 (representing 24 h) and a step size of 1 was used to gener-
ate the training samples, resulting in a sequence of 24 consecutive data points
for each training sample.

2. Architectures: We examine the effect of the denoising architecture on a variety
of architectures, beginning with the simplest possible Autoencoder with two
LSTM layers - one for the Encoder and one for the Decoder - and progressing
deeper as shown in Table 1.

3. Evaluation Metrics: We use Recall, Precision, and F1-Score matrices to quan-
tify the effect of the denoising architecture on model accuracy, as well as the
number of epochs to quantify the training time speed.

4. Comparison Baseline: For each pair of (Dataset, Architecture), we will first
train the model without any dropout layers and use that as a baseline for com-
parison, and then gradually add dropout layers with increasing probability
up to 0.5 and compare the results to the baseline.

6.3 Benchmarking Results

We outline the results of the experiments in Table 1,where we list each archi-
tecture along with the obtained results. The notion for architectures used in
the table is as follows: for the sake of simplicity, the architecture is represented
by the layers of the encoder, so number 16 represents an autoencoder with two
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LSTM layers, each of which has 16 units, one for the encoder and the other for
the decoder.

As shown in Table 1, denoising improved the accuracy metrics on the
real dataset (A1) and shortened the training time on both real and
synthetic datasets (A1 & A3 & A4). In comparison to the baseline (with-
out dropout layers), improvements in recall, precision, f-1 score, and number
of epochs are observed for the real dataset (A1), as well as the training speed
for the all datasets (A1 & A3 & A4). All of these enhancements are outlined in
Table 1 and illustrated in Fig. 2. In (A3 & A4), a very slight decrease of ε < 0.001
happened in precision and f-1 score, which can be ignored.

Fig. 2. A comparison of the denoising architecture to the baseline, demonstrating the
improvement in accuracy metrics and training speeds.

The optimal probability of dropout p varies by dataset, being 0.4 for dataset
A1 for all architectures, 0.2 for dataset A4 for all architectures, and 0.2 and 0.1
for dataset A3 for architectures (16), (16, 8), respectively. And to examine this,
we investigate the ratio of anomaly points in each dataset presented to the model
per epoch during training in the Table 2. As can be observed, there is a negative
correlation between the number of anomaly samples and the optimal p, which
sounds plausible because when there are more anomaly samples, the model will
perceive more anomalies and will be more robust to them without requiring a
higher dropout rate p—The more anomaly samples the model perceives, the
less a single anomaly sample significantly alters the neural network’s weights.
Thus, in general, the amount of p should be determined by the number or ratio
of anomaly samples, which in the case of unsupervised, can be determined by
knowing the expected number of anomalies or by experimentation.
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Table 1. Experiments results

Dataset Arch Dropout Epochs Recall Precision F1

0.0 29 0.198542 0.442812 0.274159

0.1 14 0.199482 0.444911 0.275459

0.2 18 0.205363 0.457787 0.283534

0.3 18 0.216184 0.481656 0.298425

0.4 9 0.219948 0.490814 0.303769

16

0.5 9 0.217596 0.485310 0.300471

0.0 18 0.194778 0.434190 0.268918

0.1 27 0.209598 0.466981 0.289333

0.2 11 0.214067 0.477189 0.295551

0.3 7 0.220654 0.492130 0.304694

0.4 7 0.231475 0.516535 0.319688

A1

16, 8

0.5 14 0.218772 0.487933 0.302095

Dataset Arch Dropout Epochs Recall Precision F1

0.0 21 1.000000 0.597741 0.748233

0.1 9 1.000000 0.597222 0.747826

0.2 10 1.000000 0.597568 0.748097

0.3 18 1.000000 0.597568 0.748097

0.4 10 0.990795 0.591896 0.741076

16

0.5 9 0.946221 0.565268 0.707737

0.0 24 1.000000 0.597741 0.748233

0.1 15 1.000000 0.597222 0.747826

0.2 12 0.998062 0.596583 0.746783

0.3 9 0.928779 0.555169 0.694943

0.4 14 0.816376 0.487699 0.610618

A3

16, 8

0.5 14 0.837209 0.500000 0.626087

Dataset Arch Dropout Epochs Recall Precision F1

0.0 22 1.000000 0.401042 0.572491

0.1 11 1.000000 0.401042 0.572491

0.2 7 1.000000 0.401042 0.572491

0.3 7 1.000000 0.401158 0.572609

0.4 10 1.000000 0.401042 0.572491

16

0.5 11 1.000000 0.401158 0.572609

0.0 23 1.000000 0.401390 0.572846

0.1 7 1.000000 0.401042 0.572491

0.2 12 1.000000 0.401274 0.572727

0.3 14 0.997114 0.400116 0.571074

0.4 17 0.994228 0.398727 0.569186

A4

16, 8

0.5 17 0.805195 0.323104 0.461157

Table 2. The percentage of anomaly points, the total number of samples, and the
optimal p(s) for each dataset

A1 A3 A4

Total number of samples 2,238,624 3,974,400 3,974,400

Number of anomaly samples 6286 22,203 19,855

Anomaly samples percentage 0.280% 0.559% 0.499%

Optimal p(s) 0.4 0.1, 0.2 0.2

7 Conclusion

In this paper, we introduced the Denoising Architecture as an addition to the
LSTM Autoencoder to extend its usage to unsupervised anomaly detection for
point anomalies and evidenced that it resulted in noticeable improvements in
accuracy metrics such as precision, recall, and f-1 score (up to 18%), as well as
a remarkable increase in training speed (up to 68%), and we demonstrated that
improvements in accuracy occur only when real-world datasets are used, whereas
synthetic datasets only show improvements in training speed. Additionally, we
addressed how to choose the appropriate dropout probability p, showing that
the more anomalous samples present or expected in the data stream, the smaller
p should be.
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Abstract. To partition numerical attributes, machine learning (ML)
has used a variety of discretization approaches that partition the numer-
ical attribute into intervals. However, an effective method for discretiza-
tion is still missing in various ML approaches, e.g., association rule min-
ing. Moreover, the existing discretization techniques do not reflect best
the impact of the independent numerical factor on the dependent numer-
ical target factor. The main objective of this research is to develop a
benchmark approach for partitioning numerical factors. We present an
in-depth analysis of human perceptions of partitioning a numerical factor
and compare it with one of our proposed measures. We also examine the
perceptions of various experts in data science, statistics and engineering
disciplines by using a series of graphs with numerical data. The analysis
of the collected responses indicates that 68.7% of the human responses
were approximately close to the values obtained by the proposed method.
Based on this analysis, the proposed method may be used as one of the
methods for discretizing the numerical attributes.

Keywords: Machine learning · Data mining · Discretization ·
Numerical attributes · Partitioning

1 Introduction

Various types of variables are available in real-world data. However, discrete val-
ues have explicit roles in statistics, machine learning, and data mining. Presently,
there is no benchmark approach to find the optimum partitions for discretizing
complex real-world datasets. Generally, if a factor impacts another factor, in
that case, humans can easily perceive the compartments or partitions because
the human brain can easily perceive the differences between the factors and
detect the partitions. However, it is not easy for a human or even an expert to
find the appropriate compartments in complex real-world datasets.
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Existing discretization techniques do not reflect best the impact of the
independent numerical factor on the dependent numerical target factor. More-
over, no discretization approach uses numerical attributes as influencing and
response factors. To find the cut-points for the cases of two-partitioning and
three-partitioning, we have proposed two measures Least Squared Ordinate-
Directed Impact Measure (LSQM) and Least Absolute-Difference Ordinate-
Directed Impact Measure (LADM) [10]. These measures provide a simple way
to find partitions of numerical attributes that reflect best the impact of one
independent numerical attribute on a dependent numerical attribute.

In this paper, the outcome of LSQM measure is compared with the human
perceived cut-points to assess the accuracy of the measure. We use numerical
attributes as influencing and response factors to distinguish them from the exist-
ing approaches. A series of graphs with different data points are used to collect
the human responses. Here, data scientists, machine learning experts and other
non-expert persons are referred to as humans.

The idea of this research emerged from the research on partial conditional-
ization [5,6], association rule mining (ARM) [17,19] and numerical association
rule mining (NARM) [11,12,20]. These papers discuss the discretization process
as an essential step for NARM. Moreover, research on discretizing the numerical
attributes is an essential step in frequent itemset mining, especially for quanti-
tative association rule mining [20].

In the same sequence, we have also presented a tool named Grand report [16]
and a framework [18] for unifying ARM, statistical reasoning, and online analyt-
ical processing. These paper strengthens the generalization of ARM by finding
the partitions of numerical attributes that reflect best the impact of one inde-
pendent numerical attribute on a dependent numerical attribute. Our vision is
to develop an ecosystem to generalize the machine learning approaches by sig-
nificantly improving the ARM from different dimensions.

The paper is organized as follows. In Sect. 2, we discuss related work. In
Sect. 3, we explain the motivation for conducting this study. Section 4 describes
the LSQM method. Then we discuss the design of the experiment in Sect. 5. In
Sect. 6, analysis and results are given. The conclusion and future work are given
in Sect. 7.

2 Related Work

Based on human perception evaluation and different discretization techniques,
we discuss the related work in the direction of discretization, clustering tech-
niques and human perception.

A variety of discretization methods are available in the literature [9,13,14].
Dougherty et al. [4] compared and analyzed discretization strategies along three
dimensions: global versus local, supervised versus unsupervised, and static versus
dynamic. Liu et al. [14] performed a systematic study of existing discretization
methods and proposed a hierarchical framework for discretization methods from
the perspective of splitting and merging. The unsupervised static discretization
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method, such as equal-width, uses the minimum and maximum values of the
continuous attribute and then divides the range into equal-width intervals called
bins. In contrast, the equal-frequency algorithm determines an equal number of
continuous values and places them in each bin [2].

In state of the art, many studies have used human perception to evaluate
the various techniques. However, they are not completely related to discretiza-
tion. Etemadpour et al. [7] conducted a perception-based evaluation of high-
dimensional data where humans were asked to identify clusters and analyze
distances inside and across clusters. Demiralp et al. [3] used human judgments
to estimate perceptual kernels for visual encoding variables such as shape, size,
colour, and combinations. The experiment used Amazon’s Mechanical Turk plat-
form, with twenty Turkers completing thirty MTurk jobs. In [1] authors evaluated
benchmarking clustering algorithms based on human perception of clusters in 2D
scatter plots. The authors’ main concern was how well existing clustering algo-
rithms corresponded to human perceptions of clusters. Our work is also related
to considering human perceptions for evaluating our proposed LSQM measure
for discretizing numerical attributes.

3 Motivation

For years, obtaining discrete values from numerical values has been a complex
and ongoing task. The main issue with the discretization process is obtaining
the perfect intervals with specific ranges and numbers of intervals. In the state
of the art, several discretization approaches such as equi-depth, equi-width [2],
MDLP [8], Chi2 [15], D2 [2], etc. have been proposed. However, determining the
most effective discretizer for each situation is still a challenging problem.

In [10], we presented an order-preserving partitioning method to find the
partitions of numerical attributes that reflect best the impact of one indepen-
dent numerical attribute on a dependent numerical attribute. In extreme cases
(such as step-functions), humans can easily visualize the perfect partitions and
even the number of compartments. However, in distinct cases, the ideal parti-
tion range depends on the perception of data experts. In state of the art, no
investigation is available to understand the human perception of partitioning.
Moreover, the current literature provides a comparison of discretization methods
and compares their results. In this paper, we take a different approach to com-
pare the human perception of discretization with the outcome of the proposed
discretization method. We aim to visualize the differences between the outcomes
of the proposed methods and the human perception of discretization.

4 The LSQM Method

In the LSQM method [10], we discretize the independent numerical attribute on
the basis of order-preserving partitioning to learn the impact on the numerical
target attribute. The number of cut-points is k − 1, where k is the number
of partitions suggested by the user. The measure first calculates the squared
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difference between the y-value of each data point and the average of y-values of
the current partition. The order of the independent variable is preserved using
the value of data points. Therefore, the value of data points of one partition
will always be less than the value of data points of the next partition. After
summing up the squared differences of the several partitions, LSQM retrieves
the minimum values as cut-points.

Definition 1 (Least Squared Ordinate-Directed Impact Measure).
Given real-valued data points (<xi, yi>)2≤i≤n, we define the least squared
ordinate-directed impact measure for k-partitions as follows:

min
i0=0<i′

1<...<i′
k−1<i′

k=n

k∑

j = 1

∑

i′
j−1<i”≤i′

j

(yi” − µi′
j−1<φ≤i′

j
)2 (1)

where the average of data values in a partition µa<φ≤b between indexes a and b
(a < b ≤ n) is defined as

µa<φ≤b =

∑
a<φ≤b

yφ

b − a
(2)

In (1), we have that i′j is the highest element in the j-th partition, where high-
est element means the data point with the highest index.

The definition of the LSQM measure seems similar to the k-means clus-
tering algorithm. The k-means clustering algorithm is a partitioning clustering
algorithm to classify objects into k different clusters. The LSQM measure is dif-
ferent from the k-means algorithm as k-means is based on the Euclidean distance
metric between two vectors, X and Y. It also has the severe drawback that its
efficiency is highly dependent on the initial random selection of cluster centres.
However, the LSQM measure is based on order-preserving partitioning for the
independent variable. This measure also does not depend on the initial point
chosen for starting.

5 Experimental Design

To understand how humans partition numerical factors, we designed a series
of graphs and asked several experts to partition the data points given in the
graphs. Initially, to produce a diverse collection of graphs with different data
points, a set of graphs was shared and discussed with our own research team.
These graphs include step functions, linear functions, and mixed data graphs.
Finally, eight graphs were selected to be shared with humans (see Fig. 1). These
graphs are obtained from eight synthetic datasets (D1 to D8). These synthetic
datasets (D1 to D8) consist only two numerical attributes. A copy of all these
datasets is available in the GitHub repository1.

1 https://github.com/minakshikaushik/LSQM-measure.git.

https://github.com/minakshikaushik/LSQM-measure.git
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Fig. 1. Graphs for datasets D1 to D8.

We designed a Google form by providing a series of graphs containing different
types of numerical data points and relevant questions to collect human responses
and their perceptions about discretization. The google form was sent to fifty
DS/ML experts and non-experts to estimate the number of partitions and the
ranges of these partitions to obtain the cut-points.
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Table 1. The comparison of human perception to identify the number of partitions
based on their profile.

Responders Partitions Datasets

D1 D2 D3 D4 D5 D6 D7 D8

DS/ML-Experts (60%) No 33.3% 93.3%

2 93.3% 73.3% 0% 53% 0% 13.3% 60% 33.3%

3 6.67% 26.6% 93.3% 13.3% 6.6% 26.6% 20% 66.6%

4 6.66% 26.6% 20% 0%

5 33.3%

Non-experts (40%) No 20% 90%

2 90% 60% 0% 70% 0% 30% 40% 60%

3 10% 40% 100% 10% 10% 0% 40% 30%

4 0% 40% 20% 10%

5 30%

Table 2. The comparison of human perceived cut-points with the LSQM measure.

D P Human perception LSQM

R Approx. near cut-points Cut-points

D1 2 92% 50(91.3%), 48(8.6%) 50

3 8% (48,60)(50%), (20,50)(50%) (20, 50)

D2 2 68% 50(88.2%), 52(11.7%) 52

3 32% (50,54)(37.5%), (20,53)(25%) (52, 54)

D3 3 96% (32,52)(62%), (30,52)(16.6%) 32,52

4 4% (20,32,52)(100%) (32,52,55)

D4 0 28% NA NA

2 60% 20(86.6%), 25(13.3%) 20

3 12% (20,45)(66.6%), (20,30)(33.3%) (12, 24)

D5 0 92% NA NA

2 0% NA 20

3 8% (14,28)(100%) (13, 26)

D6 2 20% 32(40%), 42(40%) 50(20%) 42

3 16% (42,68)(50%), (32,42)(25%) (32, 42)

4 32% (32,37,42)(87.5%), (33,37,43)(12.5%) (32, 37, 42)

5 32% (32,42,37,68)(87.5%), (17,32,38,42)(12.5%) (32, 37, 42, 56)

D7 2 52% 40(84.6%), 50(7.6%), 36(7.6%) 35

3 28% (32,39)(57.1%) (32, 39)

4 20% (32,39,50)(60%), (41,47,53)(40%) (32,39,52)

D8 2 44% 18(36%), 30(27%) 40

3 52% (28,47)(53.8%), (18,47)(23%) (13, 15)

4 4% (18,47,54)(100%) (11, 13, 15)

D: Datasets; P: number of partitions; R: percentage of responses
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The following data was gathered and compiled from the experiments: respon-
dent identification (name), their email addresses, domain expertise (DS/ML
expert or non-expert), number of partitions identified, and ranges of each parti-
tion.

6 Analysis and Result

Out of the fifty responses received via the Google form, two were incomplete;
therefore, we did not consider them for the analysis. From the rest of the forty-
eight responses, we divided the responses into two categories, expert responses
and non-expert responses.

Table 3. Similarity between human perceived cut-points and LSQM cut-points.

P Datasets

D1 D2 D3 D4 D5 D6 D7 D8

LSQM 2 50 52 20 42 35 40

3 (20,50) (52,54) (32,52) (12,24) (13,26) (32,42) (32,39) (13,15)

4 (32,52,55) (32,37,42) (32,39,52) (11,13,15)

5 (32,37,42,56)

Human

percep.

2 50 52 20 42 36 30

3 (20,50) (50,54) (32,52) (20,30) (13,26) (32,42) (32,39) (18,47)

4 (20,32,52) (32,37,42) (32,39,52) (18,47,54)

5 (32,37,42,68)

Matching% 2 91.3% 11.7% 80.6% 40% 0% 0%

3 50% 19% 62% 0% 100% 25% 57% 0%

4 59% 85.7% 60% 0%

5 75%

Matching

Status

2 VH L VH M NM NM

3 M L H NM VH L H NM

4 M VH H NM

5 H

P: Number of partitions, VH: 80–100%, H: 60–80%, M: 40–60%, L: 1–40%, NM: 0%

Table 1 illustrates the comparison of human perception to identify the num-
ber of partitions between the DS/ML experts’ responses and non-expert people.
We received 60% responses from DS/ML experts and 40% of answers from non-
expert people. We analyzed that responses from both categories were opposite for
graph D8. Out of the total responses for D8, 33.3% responses of DS/ML experts
marked two partitions and 66.6% responses of experts marked three partitions;
however, 60% of non-experts marked two partitions, and only 30% marked three
partitions. In graphs D3 and D5, we analyzed that no contributor (experts or
non-experts) marked two partitions. No non-expert contributors marked three
partitions for graph D6 and four partitions for graph D3; whereas 26.6% of
DS/ML experts identified three partitions for D6, and 6.66% experts marked



Discretizing Numerical Attributes 195

Table 4. Analysis of unmatched datasets in regard of number of partitions for the
LSQM and human perceived cut-points.

Dataset Partitions LSQM method Human perception Remarks

LSQM
cut-points

Logical
correct-
ness

Human
perceived
cut-points

Logical
correctness

D8 2 40 Yes 30 Yes Matter of perception

3 (13,15) No (18,47) Yes LSQM to be improved

4 (11,13,15) No (18,47,54) Yes LSQM to be improved

D4 3 (12,24) Yes (20,30) Yes Matter of perception

D7 2 35 Yes 36 Yes Matter of perception

four partitions in the graph D3. Table 2 illustrates the comparison between the
results of human perception and the LSQM measure. Table 3 describes the sim-
ilarity percentage between cut-points provided by human perceived experiment
outcome and the LSQM measure outputs. We have mentioned the cut-points
from responses near the LSQM provided cut-points. We determine the match-
ing status by distributing the matching percentage into the following categories:
VH (Very High), H (High), M (Medium), L (Low) and NM (No match). The
distribution of ranges is mentioned at the bottom of Table 3. It is clear from
Table 3 that human perceived cut-points and the cut-points identified by the
proposed measure LSQM do not match for the datasets D8, D4 and D7. In
Table 4, we present an analysis and reason for not getting similar cut-points
for the datasets D4, D8 and D7. If we look at Fig. 1(D8), then it seems logical
to have cut-points at the data points of 40 (LSQM cut-point) and 30 (Human
perceived cut-point) for two partitions on the X-axis. Humans divided the scat-
tered points into first partition and dense data points into the second partition.
In contrast, the LSQM measure calculated the cut-point in the middle of the
dense data points. This case can be observed as a matter of perception for human
perceived cut-points, while the cut-points marked by the LSQM measure seem
analytically correct. For the cases of three partitions and four partitions, human
perceived cut-points (18, 47) and (18, 47, 54) are good, but the cut-points pro-
vided by the LSQMmeasure are not satisfactory. The cut-points provided by
the LSQM (12, 24) and human perception experiment (20, 30) for D4 are also
the case of matter of perception. Similarly, cut-points 35 and 36 for D7 do not
match exactly. However, as the data points in the graph are scattered; therefore,
the difference between the cut-points of the proposed measure and the human
perceived cut-points is negligible and both can be considered the best cut-points.
This case can be observed as a matter of perception. Although these cut-points
do not match the LSQM measure cut-points, the correctness of the measure is
not affected due to non-similarity.

Out of the total responses for D1 to D7, we analyzed that 25% responses were
matching Very High, 25% responses were matching High, 18.7% responses were
matching Medium and 18.7% responses were matching Low. By aggregating all
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the matching status, 68.7% responses were similar to the responses marked by
the proposed LSQM measure. By the overall analysis, it is clear that for initial
datasets (D1 to D7), the proposed measure brought approximately equivalent
results to human perception. The analysis is conducted for the datasets D1 to
D7 because some random cut-points were observed by the human for the dataset
D8 which are difficult to match with the analytically calculated cut-points by
the LSQM. An analysis and reason for not getting similar cut-points for the
dataset D8 are given in Table 4.

7 Conclusion

This paper is the first step toward understanding the human perception of par-
titioning numerical attributes. We first assessed the human perception of parti-
tioning numerical attributes by examining a series of graphs with numerical data.
Furthermore, we compared the human perceived cut-points of partition with the
results of the proposed LSQM measure. The proposed measure produces cut-
points mostly close to human perceived cut-points. The overall analysis shows
that the proposed measure produced results that were approximately equiva-
lent to human perception for the datasets (D1 to D7). The present results of
the proposed measure are encouraging, and it is a significant step towards the
generalization of ARM by finding the partitions of numerical attributes that
reflect best the impact of one independent numerical attribute on a dependent
numerical attribute. In future work, we plan to implement with inter -measures
for comparing partitions of different numbers of k-partitions.
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Bar-Ilan University, Ramat Gan, Israel

yael.amsterdamer@biu.ac.il

Abstract. Knowledge graphs are a highly useful form of information
representation. To assist end users in understanding the contents of a
given graph, multiple lines of research have proposed and studied various
data exploration tools. Despite major advancements, it remains highly
non-trivial to find entities of interest in a large-scale graph where the
user requirements may depend on the initially unknown contents and
structure of the graph. We provide in this paper a formal approach for
the problem, which combines in a novel way ideas from two approaches:
query-by-example and faceted search. We first provide a novel model for
user interaction that includes different formal semantics for interpreting
the answers. The semantics correspond to natural interpretations of feed-
back in faceted search. We show that for each of these semantics, any
sequence of user feedback may be encoded as a SPARQL query under
standard closed-world semantics. We then turn to the problem of itera-
tively choosing which user feedback to prompt in order to optimize the
expected length of interaction. We show that depending on the proba-
bilities of user answers, the optimal choice of question may depend on
the semantics; in contrast, we show that for a natural way of estimating
the probabilities, the optimal choices coincide.

1 Introduction

The widespread adoption of knowledge graphs (KGs) as means for representing
information calls for effective ways to allow users to query and explore them.
SPARQL, the predominant query language forRDFgraphs, allows specifying com-
plex data selection criteria. Yet, writing formal queries requires the user not only
to master the query language, but also to be familiar with the contents and struc-
ture of the queried KG, and to have a crisp notion of a question to be asked over
this data. Due to the difficulty of these tasks in light of the increasing scale of KGs,
assisting the uninformed user in identifying relevant parts thereof is a crucial need.

These challenges are well known and have been extensively studied, leading
to the development of dedicated data exploration tools. There is a wide range of
approaches and technologies for this task (see [9] for a survey). A prominent
approach is that of query-by-example (e.g., [1,2,4,10,12,13,16,19,23,26,30]),
which aims at the “reverse-engineering” of a query from output examples.
The work of [2,4,12,19] has developed such solutions specifically for SPARQL.
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Another prominent approach, faceted search, allows users to browse through
criteria that may be added to a gradually forming query, typically by pro-
viding a friendly interface for criteria selection, and dynamically updating the
results (e.g., [5,6,11,17,27,28]).

Despite this great progress, the problem is far from being solved. In some cases,
users may be unable to provide enough output examples (for query-by-example);
and browsing the list of properties (as in faceted search) may be ineffective since
properties are numerous, sparse, and not shown in context of entities and other
properties. Faceted search may also lead to a “dead end” when the combination of
properties does not capture the desired result [3]. Consider, for instance, a crimi-
nologist examining governmental data published in RDF, with the goal of studying
properties of “interesting criminals”. Since this user is not familiar with the con-
tents of the repository, she may struggle in finding relevant information. Presenting
the user example entities and properties may help her discover, e.g., that “a crimi-
nal” in this repository is identified through convictedOf properties, or realize that
the data contains many historic convicts while she is interested in relatively recent
convictions of living people (and what properties identify this relevant data).

We develop an approach for querying a given KG for entities based on their
properties without prior knowledge of the KG contents. Our approach “marries”
ideas from query-by-example and faceted search. Briefly, the framework selects
example entities as well as example properties thereof to show the user. The
display of entities with multiple properties provides context to understand their
meaning and use in the KG. The user is then asked to provide feedback for
the properties, in the spirit of faceted search. Following interactive variants of
query-by-example, the entities and subsets of properties are chosen to maximize
the expected information gain at each step. Then, feedback at the property
level rather than entity level can greatly speed up the convergence to the user
intention. This paper lays formal foundations for the proposed approach, making
the following contributions.

Formal Model for User Interaction. Our first contribution is a formal model for
user interactions. Questions are properties of entities in the KGs and answers
take the form of “yes”/“no”/“Don’t care”. The novelty lies in the interpretations
of answers: KBs are typically incomplete, e.g., when they are built through
automated processes that may fail to cover all real-world facts, either due to
recall issues or due to incomplete data sources. In such cases an entity may
in fact match the user intention (e.g., be an “interesting criminal”) even if a
requested property (e.g., conviction date) is not present with respect to it. We
provide four different semantics for interpreting user feedback and defining its
effect on qualifying entities. We show that there is a chain of inclusion between
the sets of qualifying entities according to the four semantics. Thus, the semantics
may be viewed as means of balancing the precision and recall of queries, taking
into account the incomplete nature of KGs.

Encoding in Standard Semantics. User answers provide an evolving specification
of entity properties. We show that regardless of the semantics of user interac-



Interactive Knowledge Graph Querying Through Examples and Facets 203

tion, the specification may be encoded as a SPARQL query under standard
closed-world semantics that SPARQL engines use, and that further the result-
ing SPARQL query is a member of a simple SPARQL fragment. Retrieving the
relevant entities then simply involves invoking a SPARQL query engine.

Choosing the Right Questions. Given a choice of semantics for user interaction,
the problem is then to choose questions in a way that minimizes the set of
candidate entities. We provide a natural probabilistic formulation of the problem
and show that, in general, the optimal choice of question may depend on the
semantics assigned to user feedback. In contrast, we show a concrete way of
inferring the probabilistic distribution of anticipated future answers based on
statistics of past answers, and show that in this case, the optimal question to
ask no longer depends on the semantics of user feedback.

2 Model

We next provide a model for KGs and modes user interaction.

2.1 Knowledge Graphs

We use here a simple KG model in the spirit of languages such as RDF and OWL,
abstracting away details that are not necessary for our setting. Let E and P be
sets of element ids and property ids respectively, standing for entities/concepts
from the knowledge domain, and their properties. We further allow defining
literal values from Σ∗ assuming Σ∗ ∩ E = Σ∗ ∩ P = ∅.

Definition 1 (Facts and knowledge graphs). A fact over E, P, Σ∗ is a
triple of the form {subject property object} where subject ∈ E, property ∈ P
and object ∈ E ∪ Σ∗. A KG is a set of facts.

Example 1. The KG could include facts {Saddam Hussein type Leader} and
{Saddam Hussein birthDate "1937-04-28"}. In this case, Saddam Hussein,
Leader∈ E , type,birthDate∈ P and "1937-04-28"∈ Σ∗.

A KG can be also viewed as a labelled directed graph with parallel edges and
self-edges, where the vertices are elements in E or Σ∗, and every directed edge
(subject, object) is labelled by some property ∈ P. We interpret the meaning
of a KG under an open world assumption: facts in the KG are asserted to be
true and facts not in it may be true or false. This allows incompleteness, which
typically holds in practice, as explained above.

2.2 Interaction Model

Let u be a user who seeks entities in the KG G. Denote by Eu the set of all
entities that are acceptable by u. To identify Eu, we ask u questions that can
be interpreted as “Should entities in Eu have property p with object o?” e.g.,
“Should entities in Eu have the property type with object Leader?” Formally,
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Fig. 1. Example selection query Qex.

Definition 2 (Question and answer model). A user question in our frame-
work is denoted by qp,o where p ∈ P and o ∈ E ∪ Σ∗ ∪ {[]} ( [] stands for an
undistinguished variable, allowing any value to be assigned to it). In response a
user u chooses an answer a ∈ {�p(o),�¬p(o),♦p(o)}, where for o �= [], �p(o)
(resp., �¬p(o)) implies that for every e ∈ Eu, the fact {e p o} is true (resp., is
false); ♦p(o) implies that this fact may or may not hold for any e ∈ Eu (“don’t
care”). If o = [], �p([]) (resp., �¬p([])) implies that for every e ∈ Eu there is
some (no) value o′ ∈ E ∪ Σ∗ such that the fact {e p o′} is true (resp.,is false).

We next recall the syntax of a simple fragment of SPARQL, which we refer
to as sSPARQL, and which will be used to encode user answers.

Definition 3. A fact pattern is a triple $e p o where $e is a variable (fixed for
a given query) and p ∈ P and o ∈ E ∪ Σ∗ ∪ {[]}. A fact {s pred obj} matches
the pattern if p = pred, if either o = obj or o = [] . s is assigned to $e. We
say that an entity s matches a pattern P with respect to a KG G if there exists
a fact {s pred obj} ∈ G that matches P .

An sSPARQL query is composed of a SELECT and WHERE clauses, as well as an
optional MINUS operator. The WHERE clause consists of groups of fact patterns (in
curly brackets), which may be nested in MINUS operators. Queries in our fragment
always contain the clause SELECT DISTINCT $e, which means the result of a
query Q over a KG G, denoted Q(G), includes every distinct assignment to $e
that is consistent with the query contents (whose semantics are defined below).

Example 2. Figure 1 illustrates a query selecting all human convicts of who are
still alive and have not been convicted of war crimes. This is done by selecting
entities (assignments to $e) that e.g., do not appear in a fact with a deathPlace
predicate (with any object), etc.

Let {〈qp1,o1 , a1〉, . . . , 〈qpn,on
, an〉} be a set of questions and respective answers

after n interaction steps. We encode the answers in a query Qn, where for each
i, ai = �pi(oi) is encoded by $e pi oi and ai = �¬pi(oi) is encoded by MINUS{$e
pi oi}. Qn does not encode ♦p(o), as it has no effect on the selected entities (but
we record the answer, to avoid repeating a question).

Example 3. The query in Fig. 1 is an encoding of the answer sequence
♦gender(male), �¬deathPlace(Any), �convictedOf(Any),
�¬convictedOf(WarCrimes), �type(Person). Note that the order of answers
in not important, and that the first, “Don’t care” answer is not encoded.



Interactive Knowledge Graph Querying Through Examples and Facets 205

2.3 Multiple Semantics for User Interactions

As explained in the Introduction, there are multiple reasonable semantics that
could be assigned to the user feedback, and thereby to the sSPARQL query cor-
responding to it. We can also view the different semantics as different ways of
balancing the precision and recall of queries over an incomplete KG with respect
to a (complete) ground truth. We next overview these semantics.

Closed-World Semantics. Given a query over a KG G, typical SPARQL engines
interpret it as follows: an assignment s to $e is consistent with a pattern group
if for each pattern p in the group s matches p with respect to G/ (This also holds
if a matching fact could be inferred from G’s contents, using logical inference
rules as in RDF Schema and OWL.) MINUS has the usual meaning of difference.
This semantics is closed-world in the sense that we regard missing facts as false.

Open-World Semantics. Closed-world semantics strictly excludes entities with
missing information. An alternative semantics, which complies with the open-
world assumption, ignores fact patterns in a “positive” context, i.e., not nested
in negation. We thus cannot prune entities for which a matching fact does not
occur in the graph; however, MINUS has the same semantics as in Closed-world.

Step-Wise Semantics. Closed world semantics may miss valuable results due to
missing facts, while Open-world semantics misses important characterization of
entities via positive fact patterns. As an intermediate solution, step-wise seman-
tics has the same semantics as closed-world, as long as query result set is not
empty. If it is empty, the query results contain all the entities that match a
maximal subset of the fact patterns in positive context.

Weighted Semantics. Finally, we consider a semantics that accounts for which
positive fact patterns are matched by each selected entity, and the importance
of each constraint. For that, we associate with each fact pattern group G an
importance weight w(G). Let G(G) denote the set of entities that match the
pattern group under Closed-world Semantics, and let {G1, . . . , Gm} denote the
maximal subsets of positive constraints used in Step-wise semantics. We will
then return the entities that match one of arg maxGi

w(Gi) as well as the MINUS
constraints. An example weight function, in the spirit of information theory is
w(G) = − log

(
|G(G)|

|G|
)
, i.e., inverse to the number of entities matching G.

We next exemplify the different semantics.

Example 4. Reconsider the query Qex in Fig. 1, and now assume a small KG Gex

that contains the following facts: {Saddam Hussein deathPlace Baghdad.
Saddam Hussein type Person. Silvio Berlusconi convictedOf Fraud.
Angela Merkel type Person.} The entity of Saddam Hussein matches the
third pattern and hence does not match the first MINUS constraint, and will
not appear in the query result under any of our semantics.
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Under Closed-world semantics, Qex(Gex) = ∅, as each entity does not match
some constraint: Silvio Berlusconi and Angela Merkel do not match the first
pattern and the second patterns respectively.

Under Open-world semantics, we ignore the positive constraints and will
return both of these entities.

Under Step-wise semantics, we have two maximal subsets of the pat-
terns in positive context that match some entity: {$e type Person} and
{$e convicted of []}, matched by Silvio Berlusconi and Angela Merkel
respectively, Hence in this case, Step-wise semantics yields the same output as
Open-world.

Finally, assuming a weight function inverse to number of matching entities,
the second pattern will have a higher weight (having only one matching person,
as opposed to two matching the first pattern). This means we will return the
results adhering to the maximal subset of patterns containing only the second
pattern, and adhering to the MINUS constraints - only Silvio Berlusconi. This
makes sense if, intuitively, the omission of Silvio Berlusconi type Person is
more likely than the omission of Angela Merkel convictedOf o for any o. 	

Proposition 1. For any Q and G, it holds that QClosed−world(G) ⊆
QWeighted(G) ⊆ QStep−wise(G) ⊆ QOpen−world(G)

Assume we start with the entire domain E as the set of candidate enti-
ties. We may also show that under Closed-world and Open-world semantics, a
sequence of questions and answers yields queries whose set of answers monoton-
ically decreases. This matches the intuition that query answers are equivalent to
constraints that serve to narrow down the set of candidate entities.

Proposition 2. Let 〈qp1,o1 , a1〉, . . . , 〈qpn,on
, an〉 be a sequence of questions and

answers. For every i, 1 ≤ i < n, and any input graph G, Qi+1
sem(G) ⊆ Qi

sem(G),
where Qi is the query encoding of {〈qp1,o1 , a1〉, . . . , 〈qpi,oi

, ai〉}, and Qi
sem(G) is its

evaluation on G under semantics sem which is one of Closed-world, Open-world.

This monotonicity property does not hold for Step-wise and Weighted seman-
tics, since as more constraints are added, new fact pattern subsets that select
additional entities may be formed.

Encoding in Closed-World Semantics. Since standard SPARQL engines evaluate
queries under Closed-world semantics, it may be useful to encode queries under
other semantics by their Closed-world equivalents. Indeed, we may show:

Proposition 3. For every sSPARQL query Q and a KG G, there exist sSPARQL
queries Q1, Q2, Q3 such that

– QStep−wise(G) = Q1
Closed−World(G)

– QWeighted(G) = Q2
Closed−World(G)

– QOpen−World(G) = Q3
Closed−World(G).

Proof. We next provide the encoding for each semantics.
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– Open-world to Closed-world. Given a query Q under Open-world semantics, a
query Q′ such that QOpen−world ≡ Q′

Closed−world can be obtained by omitting
the positive constraints from Q.

– Step-wise to Closed-world. Given a query Q under Step-wise semantics, a
query Q′ such that QStep−wise(G) = Q′

Closed−world(G) for a given KG G can be
obtained by using a UNION operation, which operates over two fact pattern
groups and is supported by standard SPARQL engines under the standard
(Closed-world) semantics: define a group for each maximal subset of the fact
patterns, and replace the positive part of the query by this union.

– Given a query Q under Weighted Semantics, a query Q′ s.t. QStep−wise(G) =
Q′

Closed−world(G) for a given KG G and weight function w can be obtained
similarly to Step-wise semantics, except that we take the union of the groups
with the maximal weight only.

Note that for Step-wise and Weighted semantics, the encoding depends on
the input graph, since these semantics depend on the (non-)emptiness of queries.
The encoding of the latter further depends on the weight function. To bind $e
when the positive part of the query is empty, we have added the fact pattern $e
[] []. When a union consists of only one group, we replace it by that group.

3 Optimizing the Interaction

We next develop a framework for iteratively choosing the questions to users,
namely combinations of property and object that should/not hold for the sought
entities, conditional on the semantics of previous answers. In this framework, we
focus on the following scenario.

(a) Questions of the form qp,o are the only means of interacting with users, as
opposed to e.g., allowing to users to type input such as search strings.

(b) For a given query semantics sem, there exists a query Q in our fragment
such that Qsem(G) = Eu.

(c) Users always give answers that are accurate to their needs by Definition 2,
as opposed to users who may make mistakes.

(d) The process can halt as soon as an entity e ∈ Eu is presented to the user,
as opposed to only when the intended query Q is discovered.

These assumptions follow a “clean” model of exploration focusing on the
type of questions that we consider (Assumptions (a)–(c)), and allowing for fast
convergence (Assumption (d)). Under these assumptions, we consider the choice
of questions that would maximize the expected number of eliminated entities,
using a probabilistic model for answers.

Definition 4 (Problem definition). Denote by Prp,o(�) and Prp,o(�¬) the
probability of “must” and “must not”, respectively, for a specific question qp,o

at a certain point of the interaction. The probability of “don’t care” is then
Prp,o(♦) = 1 − Prp,o(�) − Prp,o(�¬). Let Eϕ and Eϕ′ denote, respectively, the
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output of the current query ϕ, encoding the user answers thus far, and the output
of the next query ϕ′. Let Ep,o ⊆ Eϕ be the set of currently relevant entities e
(i.e., in the output of the current ϕ) with the property {e p o}. The expected
number of eliminated entities for a question qp,o, under Closed-world semantics
is then

E[|Eϕ − Eϕ′ |] = Prp,o(�) |Eϕ − Ep,o| + Prp,o(�¬) |Ep,o|
For Open-world semantics we can replace |Eϕ − Ep,o| by 0. We seek the question
qp,o that maximizes this quantity.

3.1 Assuming Known Probabilities

Problem Definition 4 gives rise to a simple greedy algorithm that computes the
expected probability for each combination of property and object, and then poses
the question that maximizes this value. We next describe two optimizations to
this algorithm. First, we observe that only questions in {qp,o | {s, p, o} ∈ G ∧ s ∈
Eϕ} ∪ {qp,[] | ∃o {s, p, o} ∈ G ∧ s ∈ Eϕ}, i.e., questions on facts about candidate
entities, may lead to entity elimination greater than 0. We may thus only consider
questions in this set. Second, to compute the formula we need to compute Ep,o

for each question in the above mentioned set. To do so in a comparatively efficient
way, we can do a single pass over all the facts {s, p, o} such that in s ∈ Eϕ, and
with each such fact increment the counter for Ep,o and Ep,[], ignoring questions
already asked. The set of such facts may be retrieved by adding a pattern $e
$p $o to ϕ and executing a SPARQL query that returns the values of these
three variables. The number of eliminated entities may differ between different
semantics. For example, if the probability to a “must” answer is high, Closed-
world semantics will prefer a question corresponding to a pattern that matches
few entities. In contrast, Open-world semantics only eliminates entities given a
negative answer, and will thus prioritize patterns that match many entities.

3.2 Estimating the Probabilities

We next consider the estimation of Prp,o(�) and Prp,o(�¬) at each step of the
interaction, assuming no external information (e.g. statistics for past user inter-
action). As preliminary results, we focus on the case where the user is interested
in finding a single entity, with each entity in Eϕ having an a-priori equal proba-
bility of being the chosen one. Let the general probability of “don’t care” be Pr♦,
then Prp,o(�) = (1 − Pr♦) |Ep,o|

|Eϕ| , and similarly Prp,o(�¬) = (1 − Pr♦) |Eϕ−Ep,o|
|Eϕ| .

By substituting these expressions in the expectation formula above, we get that
to maximize the expected number of eliminated entities with a single question
qp,o it suffices to choose one that maximizes |Ep,o| |Eϕ − Ep,o|.

To extend this estimation to sets of properties, one can define the probability
of a combination of answers analogously to a single answer. A technical difficulty
here, beyond the increased computational complexity, is that the Pr♦ factor no
longer cancels out, as the number of “don’t care” answers can vary. A possible
simplification adopted by our current preliminary prototype is assuming that
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properties are roughly independent, namely, for any p, o, p′, o′ the fraction of

entities in |Ep,o|
|Eϕ| resembles |Ep,o−Ep′,o′ |

|Eϕ−Ep′,o′ | , and thus it suffices to choose the k

questions qp,o with highest |Ep,o| |Eϕ − Ep,o| values.
For open-world semantics, the first term is equal to 0, but since the second

term is proportional to |Ep,o| |Eϕ − Ep,o|, it turns out that for this choice of
probabilities, the same questions are selected for Closed-world and Open-world
semantics, even though the entities they eliminate are different.

4 Related Work

The challenges faced by users interacting with huge Knowledge Bases are well
known and there is a vast body of research on knowledge graph exploration [9].
For entity search, different techniques have been proposed for KB keyword
search [14,15,22,29]. For query formation, one solution is using query-by-example
to infer queries from positive/negative output examples. There is a broad line of
work [1,10,13,16,26,30] on query by example in relational databases, but these
techniques are not effective for properties of KBs such as sparsity, heterogene-
ity and incompleteness. Existing query-by-example frameworks for knowledge
graphs (e.g., [2,4,12,19]) require the user to provide seed examples. Faceted
Search is a popular technique for refining search results by proposing further
constraints (e.g., [7,8,18,20,21,24,25,27,28]). Work on faceted search in knowl-
edge graphs (e.g., [6,17,27]) focuses on facet computation, hierarchical browsing
and visualization. Given a formal query, one may use similarity search [31] to find
similar queries. To our knowledge, no previous work in this context has studied
the alleviation of the exploration problem by combining query-by-example with
principles of faceted search.
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5. Arenas, M., Grau, B.C., Kharlamov, E., Marciuska, S., Zheleznyakov, D.: Faceted
search over ontology-enhanced RDF data. In: CIKM (2014)

6. Arenas, M., Cuenca Grau, B., Kharlamov, E., Marciuška, Š., Zheleznyakov, D.:
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Abstract. Differential privacy is one of the most popular and prevalent
definitions of privacy, providing a robust and mathematically rigid defi-
nition of privacy. In the last decade, adaptation of DP to graph data has
received growing attention. Most efforts have been dedicated to unlabeled
homogeneous graphs, while labeled graphs with an underlying semantic
(e.g. RDF) have been mildly addressed.

In this paper, we present a new approach based on graph projection
to adapt differential privacy to RDF graphs, while reducing query sensi-
tivity. We propose an edge-addition based graph projection method that
transforms the original RDF graph into a graph with bounded typed-
out-degree. We demonstrate that this projection preserves neighborhood,
allowing to construct a differentially private mechanism on graphs given
a similar mechanism on graphs with bounded typed-out degree. Experi-
mental and analytical evaluation through a realistic twitter use-case show
that this provide up to two orders of magnitude of utility improvement.

Keywords: Differential privacy · RDF · SPARQL · Graph projection

1 Introduction

RDF [11] is a standard way to model semantic (or linked) data. An RDF data set
is a set of triples (subject-predicate-object) which form a labeled directed graph.
The use of Linked Data is increasing, and thus privacy in such data sources
is becoming an issue [3]. Indeed, directly publishing graph data may result in
disclosure of sensitive information and therefore to privacy violations.

Differential privacy [4] (DP) is currently one of the most popular and preva-
lent definitions of privacy. In the last decade, adapting differential privacy to
graphs has received growing attention. However, most efforts have been dedi-
cated to unlabeled, homogeneous graphs, while labeled graphs with an underly-
ing semantic have seldom been addressed. This original type of graph is our focus
in this paper. It is important to note that many queries are highly sensitive to
small modifications of the original graph, which means directly using differential
privacy to perturb the query results is a bad option.
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Contribution. In this paper, we propose a new approach based on graph pro-
jection to adapt differential privacy to edge-labeled directed graphs, i.e. RDF
graphs, while reducing the sensitivity of different kinds of queries. We take
into account the semantic of the graph by adopting a QL-outedge privacy, QL
being the set of sensitive relations. The main idea behind our approach is to use
graph projection within the DP mechanism in order to reduce the sensitivity of
queries. For projection to be adequate w.r.t. the privacy definition, we propose
an edge-addition based graph projection method that transforms the original
RDF graph into a graph of bounded QL-out-degree. We evaluate our contri-
bution analytically and experimentally w.r.t. a real twitter use-case, showing
significant improvement over a naive approach without projection. The rest of
the paper is organized as follows. Fundamental concepts of differential privacy
are introduced in Sect. 2. Sect. 3 surveys related work and introduces the neigh-
borhood definition associated to the considered privacy model. Our approach
and contributions are described in Sect. 4. Section 5 presents an analysis of the
approach. We finally conclude and point some future works in Sect. 6.

2 Background: Differential Privacy

This section provides core background about DP, originally introduced by Dwork
in 2006 [4,5].

2.1 Definition of Differential Privacy

An algorithm is differentially private if it is likely to yield the same output
on neighboring (or adjacent) databases. The robustness of DP is quantified by a
positive parameter ε, called privacy budget. The exact protection and the notion
of individuals’ contributions are defined based on the concept of neighboring (or
adjacent) databases. Given a distance on databases, we say that two databases
are neighbors if they are at distance 1. In this section, we note d the distance on
the considered space. For a comprehensive overview of concepts and definitions,
we refer to [4]. Formally, we model a database [9] as a vector x ∈ Dn, where xi

denotes the data provided by individual i. The distance between two databases
x, y ∈ Dn is d(x, y) = |{i|xi �= yi}|.
Definition 1 (ε, δ-differential Privacy). A randomized mechanism K: Dn →
R

k preserves (ε, δ)-differential privacy if for any pair of databases x, y ∈ Dn

such that d(x,y) =1, and for all sets S of possible outputs:

Pr[K(x) ∈ S] ≤ eεPr[K(y) ∈ S] + δ (1)

where the probability is taken over the randomness of K.

In what follows, we consider ε-DP which is (ε, δ) − DP with δ = 0.
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2.2 Noise Calibration

One way of achieving DP is to add to an appropriate amount of noise to the query
results, calibrated to its global sensitivity. Global sensitivity (GS) measures the
maximal variation of the query result when evaluated upon any two neighboring
databases. GS depends only on Q, d, and the considered space of databases.

Definition 2 (Global Sensitivity (GS) [4]). For f : Dn → R
k and all x,y

∈ Dn, the global sensitivity of f is

Δf = max
x,y:d(x,y)=1

‖ f(x) − f(y) ‖1 (2)

where ‖‖1 denotes the L1 norm.

Theorem 1 (Laplace Mechanism [5]). In the Laplace mechanism, in order
to publish f(x) where f: Dn → R and x ∈ Dn while satisfying ε-DP, one publishes

K(x) = f(x) + Lap(Δf/ε) (3)

where Lap (Δf /ε) represents a random draw from the Laplace distribution cen-
tered at 0 with scale Δf /ε.

2.3 Sensitivity and Privacy on (Bounded QL-Out-Degree) Graphs

Applied to graphs and subspaces of graphs, these definitions become:

Notations. An edge-labeled directed graph is a graph G = (V, E) where V is a
set of vertices, E is a set of edges such that E ⊆ V × L× V, with L the set of
possible edge labels. We note G the set of such graphs.

Definition 3 (Restricted ε, δ-differential Privacy). A randomized mecha-
nism K: G → S is (ε, δ)R differentially private over R ⊆ G w.r.t. a distance d
over R, if for all pairs (G1, G2) ∈ R2,

d(G1, G2) = 1 =⇒ Pr[K(G1) ∈ S] ≤ eεPr[K(G2) ∈ S] + δ

Definition 4 (Global sensitivity on Bounded Graphs). For any f : G →
R

k, the global sensitivity of f on R ⊆ G, w.r.t a distance d over R is:

ΔR
d f = max

(G1,G2)∈R2:d(G1,G2)=1
‖ f(G1) − f(G2) ‖1 (4)

By convention, ΔG
d is noted Δd. Considering the definitions it is trivial that

for any f , R, and d, ΔR
d f ≤ Δdf .

3 Related Work

In this paper, we propose a novel approach to construct DP-mechanism over
RDF graphs. In this section, we provide an overview of DP over graphs and
privacy preserving RDF querying.
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3.1 Models and Distances for DP on Graphs

When using DP, the privacy model is tightly related to a distance on the consid-
ered database-space. On graph data, two distances are classically adopted: edge-
DP and node-DP [7]. In node-DP, neighboring graphs are defined as graphs that
differ by one node and all its incident edges. Node-DP represents the strongest
privacy model for graphs. It protects the contribution of a node and all of its
incident edges. In edge-DP, neighboring graphs are defined as graphs that dif-
fer by at most one edge. Edge-DP is the weakest graph privacy model. It only
protects the contribution of a single edge. The sensitivity of many queries under
node-DP is high and sometimes unbounded. This will degrade the utility (i.e.
accuracy of the query answer), or even make it impossible to construct a DP-
mechanism. In what follows, we consider other privacy models we believe to be
reasonable in the context of RDF and should result in better utility.

Outedge DP [16] was introduced in the context of social networks. This pri-
vacy model protects all the outedges of a node. In the context of RDF, this
means protecting all the triples a node is the subject of. Besides, QL-Outedge
DP [14] was introduced for edge-labeled directed graphs. It is similar to outedge
privacy but considers edges’ semantics by only protecting edges of a given set
QL (i.e. sensitive labels). In what follows, we adopt QL-outedge privacy and
formalize the related distance as follows:

dQL((V1, E1), (V2, E2)) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∞ if V1 �= V2 ∨ ∃(u, v) ∈ (V1 ∩ V2)2,∃l ∈ L \ QL

such that (u, l, v) ∈ (E1 ∪ E2)\(E1 ∩ E2)
|V | else, where V = {v ∈ V1|∃l ∈ QL,∃u ∈ V1 :

(v, l, u) ∈ (E1 ∪ E2) ∧ (v, l, u) /∈ (E1 ∩ E2)}

3.2 Applying DP on Graphs

Previous studies described in [1,10,13,16] show different approaches to work with
DP in graphs. [10] presents various techniques for designing node-DP algorithms
for network data. The main idea is to project the input graph onto the set
of graphs with maximum degree less than a specific threshold to bound the
sensitivity of queries. It is based on a naive truncation that simply discards nodes
of high degree. However, their techniques are designed for undirected labeled
graphs, and not RDF, contrary to our proposed approach, which is also based
on graph projection.

3.3 Privacy over RDF

Delanaux et al. [3] developed a declarative framework for anonymizing RDF
graphs by using blank nodes to hide sensitive data. Anonymisation of RDF data
inspired by the k-anonymity model was also studied in [8,12]. It does not however
provide the formal privacy guarantees that DP does.

Most of the literature related to DP on RDF datasets appear to be theoreti-
cal. In fact, to the best of our knowledge, the only work investigating DP in the
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context of RDF that directly provides experiments is [15]. However, [15] gives
a DP realisation via local sensitivity without the use of a smoothing function
hence failing to comply with the privacy guarantees stated in [6].

4 Proposed Approach: From a Subspace
with Low-Sensitivity Queries to G

The main challenge when developing QL-outedge-DP algorithms is that the sen-
sitivity of many queries can be very high, or even unbounded, in G. Consider a
query that computes the maximum out-degree in a graph. Under QL-outedge-
DP, the global sensitivity of this query is roughly the number of nodes in the
graph, which is unbounded.

Therefore, the main idea behind our approach is graph projection, in order
to transform the original graph G into a graph of bounded QL-out-degree. We
show that such projection can significantly reduce the sensitivity of a query and
consequently the magnitude of the noise added to achieve DP. This reduction
may compensate the data loss inherent to the projection, improving utility.

In this section, we introduce the projection method and show how to make
the whole mechanism (i.e., a projection followed by a query over the projected
space) differentially private.

4.1 Proposed Projection Method

In what follows, we propose an edge-addition based graph projection method
named TQL. Projection by edge-addition was introduced by [2] for unlabeled,
undirected graphs and is herein expanded to edge-labeled directed graphs.

Notations. We note GD
QL the set of graphs with maximum QL-out-degree D

for a given QL ⊆ L; i.e. the set of graphs whose vertices are the source of at
most D edges whose labels are in QL. Note that GD

QL ⊂ G.

Projection Algorithm. Projection method TQL : G → GD
QL described in Algo-

rithm 1 transforms the original graph G into one of its sub-graphs G̃, such that
the maximum QL-out-degree of a node in G̃ is less than or equal to D. First, the
projection creates a graph with the same nodes as G but without any edges. It
then tries to insert each edge of G following an edge ordering function –noted A–
that takes a graph and outputs an ordered lists of its edges. An edge e = (v1, �, v2)
is successfully inserted whenever its insertion preserves the constraint, i.e. it does
not raise the QL-out-degree of v1 over D.
Edge Ordering. As seen above, the algorithm attempts to insert the edge in some
predetermined order. Using a different order may produce a different result. This
edge ordering must be stable in the sense that given two neighboring graphs G1

and G2, if two edges appear in G1 and G2 then their relative order must be the
same in A(G1) and A(G2). We can construct a stable edge ordering quite easily.
Indeed, as E ⊆ V × L× V, a first intuition is to consider orders on the space of
sources, labels, and destination (e.g. lexicographical order) and to define a total
edge order by combining the three.
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Algorithm 1: TQL: projection by edge-addition, Bound QL-out-degree
Input: A graph G = (V, E) ∈ G, a bound D, a stable edge ordering A, a set of

labels QL ⊆ L
Output: A D-QL-out-degree bounded graph

1 Ẽ ← ∅;
2 foreach v ∈ V do toBound(v)←0;
3 foreach e=(v1,l,v2) ∈ A(G) and following A’s order do
4 if l ∈ QL ∧ toBound(v1) < D then
5 Ẽ ← Ẽ∪ {e};
6 toBound(v1)++;
7 end if
8 if l /∈ QL then Ẽ ← Ẽ∪ {e} ;
9 end foreach

10 return G̃ = (V, Ẽ)

4.2 Privacy and Projections

We study the privacy guarantees of the mechanism composed by a projection
followed by a query. Its sensitivity depends on the sensitivity of the projection,
i.e. the maximal distance between any two neighboring graphs after projection.

Definition 5 (Global sensitivity of a projection [10]). The global sensitiv-
ity of a projection T: G → R w.r.t. a distance d over G and dR over R is:

Δ(d,dR)T = max
(G1,G2)∈G2:d(G1,G2)=1

dR(T (G1), T (G2)) (5)

In what follows, we assume that the same distance d is used in G and R, and
note ΔdT instead of Δ(d,d)T . The sensitivity of the composed function f ◦ T is
bounded by the sensitivity of T times the sensitivity of f on the projected space.

Theorem 2 (Sensitivity of the composed mechanism [10]). Given a pro-
jection T : G → R ⊆ G, a function f : R → R

k, and a distance d over G:

Δd(f ◦ T ) ≤ ΔR
d f × ΔdT (6)

4.3 Privacy on Unbounded Graphs Through Projection

Our context involves QL-outedge privacy model related to the distance and
projection introduced in Sect. 3.1 and 4.1, respectively.

Lemma 1 (Global sensitivity of TQL). ΔdQL
TQL = 1

We omit the proof due to space restriction. Intuitively, by removing or adding
all the QL-out-edges of some node v, v is the only impacted node in term of
Ql-outdegree. Since the constraint of TQL concerns QL-outdegree, and since the
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edge ordering is stable, QL-outedges of other nodes are handled in the same way
by TQL, the sole difference between the two projected graphs being the QL-out-
edges of v. Therefore, the projected graphs are still neighbors w.r.t. dQL. Hence,
the global sensitivity of TQL w.r.t. its related distance dQL, is 1. Therefore:

– It preserve neighborhood, i.e., the projection of two neighboring graphs
through the use of TQL results in two neighboring graphs w.r.t. dQL.

– According to Theorem 2, for any function f , the global sensitivity of the
composed mechanism is no greater than the global sensitivity of f over the
projected space w.r.t. dQL.

It directly follows that any DP algorithm on GD
QL can be transformed into an

DP algorithm on G without any extra privacy budget (i.e. while preserving ε).

Proposition 1. Given any mechanism f whose domain is GD
QL, if f is ε-DP

w.r.t. dQL then f ◦ TQL is ε-DP on G w.r.t. dQL.

5 Analytical and Experimental Evaluation

This section introduces a metric to analytically evaluate the approach and con-
front it to a real use-case. Analytical expectations are experimentally confirmed,
demonstrating the feasibility and interest of the approach. The evaluation relies
on the Sentiment140 dataset composed of 1.6 million tweets,1 which we have
parsed and serialized in RDF/XML format. Its schema is shown in Fig. 1a. Exper-
iments are conducted using Apache Jena to run SPARQL queries and use our
Java 1.8 implementation of the projection algorithms.

Figure 1b provides an overview of the considered scenario, functions and val-
ues w.r.t. a query Q, a projection T , and a distance d. To simplify, we consider
that Q : G → R and the laplacian mechanism is used to achieve DP. We are
interested in particular in evaluating the expected utility loss (noted E) due to
privacy, defined as is the expected difference between q̄n and q. E =

∫ ∞
0

xG(x) dx

with G(x) the probability of answering q̄n such as |q̄n − q| = x. With b = ΔR
d

ε
we have:

E =
∫ ∞

0

x(
1
2b

exp(
−|q − x − q̄|

b
) +

1
2b

exp(
−|q + x − q̄|

b
))

= b ∗ exp(
−(q − q̄)

b
) + q − q̄

(7)

5.1 Considered Query and Interest of the Approach

We consider here a query Q over the Sentiment140 dataset that counts the num-
ber of users user “Garythetwit” has referenced. This query leverage the dataset’s
semantic, refers to a path of size greater than 1, and showcase several interesting
properties. On the original dataset, Q outputs 55, q = 55.
1 https://www.kaggle.com/kazanova/sentiment140.

https://www.kaggle.com/kazanova/sentiment140
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Fig. 1. Experimental context

Interest of the approach: Q considers solely tweeted and references outedges.
If at least one of the two is sensitive, ΔdQL

Q is infinite. Thus, in this case, it would
not be possible to construct a DP mechanism directly from the original query
without reducing its sensitivity. If neither tweeted nor references are considered
sensitive, ΔdQL

Q is 0. In what follows, we consider QL = {references, tweeted}.

5.2 Overall Utility of the Approach

Fig. 2. Expected utility loss
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Here, Δ
GD
QL

dQL
Q = D2, i.e. the sensitivity of Q w.r.t. dQL restricted to the

space of graphs with maximal QL-out-degree D is D2. Note that this is quite
pessimistic and does not consider the schema of the database (refer to Fig. 1a).
Indeed, we consider that for any value of D, D tweets can reference D users
each. In reality and due to character limits, the number of users referenced in a
tweet is limited. Considering the database schema and constraints could lead to
further reduction of the query’s sensitivity over the projected space.

We report in Fig. 2 the analytical value of E with various bound and pri-
vacy budget. As expected, E decreases while ε increases: utility increases as
privacy guarantees weaken. More interestingly, E decreases with D, meaning
that increase of information loss due to a tighter bound is compensated by the
decrease in the amplitude of noise added to obtain DP guarantees. With ε = 1,
EwithD=560
EwithD=50 ≈ 125, meaning that the expected distance between the private
answer and the real value is 125 times greater with bound D = 560 than 50.
Interestingly, as said before, D = 560 is an extremal case where the graph is
not modified during projection. We have also seen that ΔdQL

Q = ∞ if at least
tweeted or references is considered sensitive meaning that no DP mechanism can
be trivially constructed over G. A straightforward –but somewhat weak– app-
roach would be to construct a restricted DP mechanism over some subspace of
G, typically GD

QL with D = 560. This would provide exactly the same results as
our approach with D = 560, which provides utility several orders of magnitude
worse than a regular parameterization of our approach with a bound ≤ 50.

6 Conclusion

This paper presents a new approach based on graph projection to adapt differ-
ential privacy to edge-labeled directed graphs –e.g. RDF graphs– while reducing
the amplitude of the randomized noise.

The main idea is to use graph projection to reduce the sensitivity of queries.
We propose an edge-addition based graph projection method that transforms
an RDF graph into a graph of bounded typed-out-degree. We show that this
projection preserve neighborhood w.r.t. Ql-outedge privacy. Consequently, the
global sensitivity of the composition (query ◦ projection) is at most equal to
the global sensitivity of the query over the projected space. Thus, we obtain a
general method to expand the domain of any DP mechanism over a restricted
projected space, to the space of RDF graphs. We experimentally and analytically
demonstrate the feasibility and interest of the approach on a real twitter dataset.
We also show that our approach provides a utility several order of magnitude
better than a naive approach relying on DP without projection.

The proposed study underlines the importance of considering database
schema to reduce the query sensitivity over the considered spaces. This implies
studying DP in a space where a graph does not necessarily have neighbors and
opens the possibility of the projected space to not be a subspace of the original
space.
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Abstract. Transportation networks (e.g., river systems or road net-
works) equipped with sensors that collect data for several different pur-
poses can be naturally modeled using graph databases. However, since
networks can change over time, to represent these changes appropriately,
a temporal graph data model is required. In this paper, we show that
sensor-equipped transportation networks can be represented and queried
using temporal graph databases and query languages. For this, we extend
a recently introduced temporal graph data model and its high-level query
language T-GQL to support time series in the nodes of the graph. We
redefine temporal paths and study and implement a new kind of path,
called Flow path. We take the Flanders’ river system as a use case.

Keywords: Graph databases · Temporal databases · Sensor networks

1 Introduction and Related Work

A sensor network [1] is a collection of sensors that send their data to a central
location for storage, viewing and analysis. These data can be used in various
application areas, like traffic control and river monitoring. A sensor network
through which a flow circulates (e.g., data, water, traffic) is called a sensor-
equipped transportation network. These networks are rather stable, in the sense
that the changes over time are minimal and occur occasionally. For example,
the direction of the water flow in a river may change due to a flood or a branch
may disappear due to long dry weather periods. Sensors attached to transporta-
tion networks produce time-series data, a problem studied in [3], where a formal
model and a calculus are proposed. In that work, the network is modeled as
a property graph (a graph whose nodes an edges are annotated with proper-
ties) [2] where nodes are associated with time series (see also [6]), obtained from
the sensor measurements. One limitation of the work in [3], is that the model
assumes that graphs are not temporal, that is, they do not keep track of their
history. To address this problem, in this paper we propose to use the temporal
graph data model proposed by Debrouvier et al. [4], denoted TGraph, where
nodes and edges are labeled with temporal validity intervals telling the period
when a node, an edge, or a property exists in the graph. Using this model we
c© Springer Nature Switzerland AG 2022
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can query the existence or not of a graph object at a certain time instant, the
values of a property measured by a sensor, and even the intervals where the sen-
sor was working. In addition, the model comes with a high-level query language
called T-GQL. TGraph builds upon three notions of paths: continuous, pairwise
continuous, and consecutive. Intuitively, a continuous path (CP) is continuously
valid during a certain time interval. A pairwise continuous path (PCP) is a path
where consecutive edges overlap during a certain time interval. Finally consec-
utive paths (CSP) are paths where the temporal intervals between consecutive
edges do not overlap (typically used for scheduling).

TGraph accounts mainly for connections between nodes, but do not address
nodes associated with time series functions, like it is the case in sensor networks.
For this, in this paper we extend TGraph and T-GQL, and redefine the temporal
path notions to address queries like “List the paths between two sensor nodes J
and A were all temperature measurements are above a value τ , and the interval I
when this occurred,” which cannot be expressed by static graph models. We take
the Flanders’ river system as a use case and consider that some nodes, which
represent river segments, are equipped with sensors while other ones are not. The
model is introduced in Sect. 3. In addition, we redefine the three kinds of paths
mentioned above and introduce the notion of Flow Path (Sect. 4), also showing
how complex queries can be expressed using the extended T-GQL. Section 5
presents the algorithm to compute Flow Paths and describes how T-GQL queries
are translated into Cypher using the underlying graph structure. We conclude
in Sect. 6.

2 Background and Preliminary Definitions

A transportation network TN is a directed graph (N,E), where N is a finite
set of nodes and E ⊆ N × N is a set of directed edges. Under this definition,
we may model networks (e.g., rivers, roads, electrical) in at least two ways: (a)
Segments represented by edges that connect two (geographic) points, modeled
as nodes (illustrated on the left-hand side of Fig. 1); (b) Segments represented
by nodes, and an edge between two nodes A and B indicates that the flow goes
in the direction of the edge; we call FlowsTo the relationship (that is, the edge
type) representing that the flow goes from A to B (Fig. 1, center). Following [3]
we adopted the latter approach. Adding sensors to this network yields the notion
of sensor-equipped transportation network.

Definition 1 (Sensor-equipped transportation network ([3])). Consider
a set T of (possible) time moments and a set V of (possible) measurement values.
A sensor-equipped transportation network SN, is a 4-tuple (N,E, S,TS), such
that (N,E) is a transportation network, S ⊆ N is a set of sensor-equipped nodes
( sensor nodes, for short), and TS : S → P(T × V) is a ( time-series) function
that maps sensors to a set (or sequence) of time-value pairs, ordered according
with their time component (Fig. 1 (right)). ��

In the sequel, we call the networks in Definition 1 sensor networks.
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Fig. 1. Left: a physical transportation network for a river system (segments represented
as edges); Center: representing segments as nodes; Right: a transportation network with
the time series attached to sensor nodes 4 and 11 (segments represented as nodes)

Definition 2 (Temporal property graph [4]). A temporal property graph
is a structure G(No, Na, Nv, E) where G is the name of the graph, E is a set
of edges, and No, Na, and Nv are disjoint sets of nodes, called Object nodes,
Attribute nodes, and Value nodes, respectively. Object and attribute nodes, as well
as edges, are associated with a tuple (name, interval). The name represents the
content of the node (or the type of the edge), and the interval the time period(s)
when the node is (or was) valid. Analogously, value nodes are associated with
a (name, interval) pair. For any node n, the elements in its associated pair are
referred to as n.name, n.interval, and n.value. As usual in temporal databases, a
special value Now tells that the node is valid at the current time. All nodes also
have an (non-temporal) identifier denoted id. ��

A set of temporal constraints hold in Definition 2, and are intuitively explained
next. First, all nodes with the same value associated with the same attribute
node must be coalesced. Analogously, all edges with the same name between the
same pair of nodes, must be coalesced. For nodes, it holds that: (a) An Object
node can only be connected to an attribute node or to another object node; (b)
Attribute nodes can only be connected to non-attribute nodes; (c) Value nodes
can only receive edges from attribute nodes. Attribute nodes must be connected
by only one edge to an object node, and value nodes must only be connected to
one attribute node with one edge. Finally, for intervals: (d) The interval of an
attribute (value) node must be included in the interval of its associated object
(attribute) node; (e) Intervals associated with a value node must be disjoint; (f)
The intervals of two edges between the same pair of nodes must be disjoint.
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The model described above comes with a high-level query language denoted
T-GQL. The language has a slight SQL flavor, although it is also based on
Cypher [5], the query language of the Neo4j graph database. The implementation
of T-GQL also extends Cypher with a collection of functions that allow handling
the different kinds of temporal paths. T-GQL queries are translated into Cypher,
hiding all the underlying structures that allow handling a temporal graph.

3 Temporal Graphs for Sensor Networks

The model in Definition 2 must be modified to handle sensor networks: We must
distinguish Object nodes that hold a sensor from the ones which do not. We
call the former Segment nodes. Also a list of time intervals indicates the periods
of time where a segment had a working sensor on it. Properties that do not
change across time are represented as usual in property graphs. We remark that
we work with categorical variables. Also, we assume that there is at most one
sensor per segment, which measures different variables, instead of many sensors
that measure different variables.

Definition 3 (Sensor Network Temporal graph). A Sensor Network Tem-
poral Graph (SNGraph) is a structure G(Ns, Na, Nv, E) where G is the name
of the graph, E a set of edges, and Ns, Na, and Nv sets of nodes, denoted Seg-
ment, Attribute, and Value nodes, respectively. Nodes are associated with a tuple
(name, interval), but in Segment nodes this tuple exists only if the segment con-
tains (or ever contained) a sensor. In this case, name = Sensor, and interval
represents the periods when a sensor worked. They may also have properties that
do not change over the time (called static). An Attribute node represents a vari-
able measured by the sensors, its name property is the name of such variable,
and interval is its lifespan. A Value node is associated with an Attribute node,
its name property contains the (categorical) values registered by the sensors, and
interval the period when the measure was valid. The name property of the edges
between Segment nodes represents the flow between two segments, and interval is
the validity period of the edge. All nodes have a static identifier denoted id. ��

Temporal constraints in the TGraph model also hold for the model in Def-
inition 3 (we omit them here). We use the Flemish river system in Belgium as
a case study. Figure 2 shows a part of the Meuse river modeled as an SNGraph.
There are five Segment nodes, three of which have sensors (the shaded ones, with
id = 120, id = 345, and id = 1200 ), thus, name = Sensor. The static property
riverName in Segment nodes contains the river’s name. The Segment with id =
345 had a sensor between times 20 and 80 and measured two variables: Temper-
ature and pH, thus, there are two Attribute nodes connected to it, one for each
variable, with intervals [25–80] and [20–80], respectively. Note that time intervals
in Attribute nodes are included in the interval of the Segment node, i.e., they
satisfy the temporal constraints. There are two Value nodes for the Temperature
Attribute node, such that between instants 20 and 25 the temperature was Low,
between instants 25 and 27 it was High, and between instants 27 and 80 it went
down to Low again. Finally, FlowsTo is the edge type.
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Fig. 2. A temporal graph for a river sensor network (sensor nodes are shaded).

4 Temporal Paths in Sensor Networks

We now redefine the path notions in [4], according with the model in Sect. 3.

Continuous Path in Sensor Networks. Many queries of interest can be answered
using the model of Definition 3. For example: “Starting from a segment, obtain all
the paths and their corresponding time intervals Ti such that the temperature in the
path has been simultaneously High for all nodes in the path during Ti”.The original
“Continuous Path” notion only accounts for the connections between nodes in a
temporal graph, so it must be modified to compute a path restricted to a certain
value of a variable measured by the sensors. The upper part of Fig. 3 shows, for each
sensor node in a river, the temperatures registered during a certain period. Sensor
nodes are denoted by a filled red square. Measures categorized as High (higher
than 10) for the variable Temperature are denoted in red boxes over the registered
measurement. The interval [10:30–11:00), where the value is High for all sensors,
is framed in the figure. The lower part of the figure depicts the SNGraph, showing
also non-sensor nodes. In the definitions next, the following notation is used: (a)
An edge e between two nodes na and nb is denoted e{na, nb}; (b) An Attribute
node is denoted na{n} where n is the Object node connected to na; (c) A Value
node is denoted nv{na} where na is the Attribute node connected to nv.

Definition 4 (SNContinuousPath). LetX be a variable that can take n possi-
ble values x1, x2, . . . , xn during a certain time interval. Consider also an SNGraph
G and a function f(X). An SN continuous path for f(X) (SNCP) with interval T
from node s1 to node sk, traversing edges of typeR, is a structure P (S,R, f(X), T ),
where S is a sequence of k nodes (s1, . . . , sk), such that si ∈ Ns, si.name = Sensor,
and T is an interval such that ∃(a ∈ Na, v ∈ Nv, v{a{si}}) (a.name = X, v.name
= f(X), T =

⋂
i=1,k vi.interval = and T �= ∅). Between a pair (si, si+1) of sen-

sor nodes, a path e1(si, n1, R), e2(n1, n2, R), . . . , ek(nm, si+1, R) can exist, where
np ∈ Ns is a segment node with no sensor. ��
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Fig. 3. SN Continuous Path with Temperature = High in [10:30–11:00].

Fig. 4. Simplified SNGraph showing nodes with Temperature = High.

Example 1. Figure 4 depicts a simplified SNGraph where attributes and value
nodes are not shown (R here is FlowsTo). The intervals tell when a High value
of variable Temperature occurred. Filled nodes represent segments with a sensor
and non-filled ones are non-sensor nodes. A query asking for all SNCPs between
nodes 1 and 9, with High temperature values between 09:00 and 12:00, with a
number of sensors between 5 and 7, returns (we use a concise notation, omitting
the variable and the edge type): Path1 = [(1, 2, 3, 8, 9), [09:15–09:45]]; Path2

= [(1, 2, 3, 8, 9), [10:00–11:15]); Path3 = [(1, 2, 6, 7, 3, 8, 9), [10:00–11:00]). ��

Pairwise Continuous Path in Sensor Networks. Requiring a path to be valid
throughout a time interval is a strong condition. A weaker notion of temporal
path that asks for paths where there is an intersection in the intervals of every
pair of consecutive sensor nodes may suffice. This is shown in Fig. 5. There is no
SNCP with Temperature = High that involves the four sensors but the value of
Temperature of the first pair was High during the interval [10:30–11:00), for the
next two segments during [11:15–11:45), and for the last two pairs during [11:30–
12:00). That means, although there is no SNCP between the four sensors, there
is a consecutive chain of pairwise temporal relationships between them, denoted
an SN pairwise continuous path (SNPCP). We omit the formal definition here.

Analogously to the above, we define an SN Consecutive Path (SNCP) as
paths composed of sensor nodes such that, for every pair of consecutive sensors,
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Fig. 5. SN Pairwise Continuous Path with Temperature = High.

Fig. 6. Flow Path with Temperature = High.

the value of a function f(X) is the same and the interval of the second period
starts after the first one has finished. We omit the definition here, since SNCPs
are included in the Flow Paths defined next.

Flow Paths in Sensor Networks. Sometimes, considering the paths above sep-
arately does not suffice to capture the characteristics of the flow. This is the
case of an event that is detected by a sensor and may still be happening when
is detected by the next sensor. Representing this situation requires a mixture of
continuous and consecutive paths. Figure 6 depicts a High value of Temperature
detected in one sensor earlier than the first time it is detected in the next one.
Thus, the measurements overlap in the first pair of sensors but not in the other
pairs. We call these paths as Flow Paths.

Definition 5 (Flow Path). Let X be a temporal variable that can take n
possible values x1, x2, . . . , xn during a certain time interval, an SNGraph G,
and a function f(X). An SN Flow Path for f(X) (SNFP) traversing edges
of type R in G, is a structure [S,R, f(X), T ], where S is is a sequence of
pairs (s1, [ts1 , te1 ]) . . . , (sk, [tek

, tsk
])) and si is the i-th sensor node in S, for
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1 ≤ i ≤ k, and ∃(a ∈ Na, v ∈ Nv, v{a{si}}) (a.name = X, v.name = f(X),
[tsi

, tei
] = v.interval and T =

⋃
i=1,k vi.interval). For every pair (si, [tsi

, tei
]),

(si+1, [tsi+1 , tei+1 ]), tsi+1 > tsi
holds. Between a pair of sensor nodes (si, si+1), a

path e(si, ni1, R), e(ni1 , ni2 , R) . . . e(nim , si+1, R) can exist, where nip ∈ Ns is a
segment node with no sensor. ��

Example 2. In Fig. 4, a query asking for all Flow Paths starting at node 2 such
that the temperature was High between 09:00 and 13:00, with a minimum of
3 sensors, returns one SNFP (with Sensor nodes 2, 3, and 5): Path1 = [(2, 3,
4, 5, {[09:00–9:45], [09:15–11:45], [12:15–12:45]}] (node 4 is a non-sensor one).
Intervals overlap in segments 2 and 3 but not in segments 3 and 5. ��

We extend T-GQL to address the new temporal paths (note the keywords
Variable and Value below). An example of an SNCP query is: “Maximal time
intervals (and the paths where they occurred) when temperature was High simul-
taneously, between ‘2022-03-10 05:00’ and ‘2022-03-10 16:00’, starting from the
sensor located at segment 3. The number of sensors in the returned path must
be between 3 and 5.” The T-GQL expression for this query reads:

SELECT paths , interval MATCH (s1:Sensor), (s2:Sensor),

paths = SNCP((s1)-[: FlowsTo *3..5]-> (s2),

‘2022-03-10 05:00 ’, ‘2022-03-10 16:00 ’)

WHERE Variable = ‘Temperature ’ AND Value = ‘High’

AND s1.id = 3;

5 Computing the Paths

The T-GQL language is implemented extending Cypher with a collection of pro-
cedures stored in the database’s Plugins folder. T-GQL queries are translated
into Cypher, and there is one procedure for each one of the temporal paths
previously defined. Algorithm 1 describes the computation of the Flow Paths
(Definition 5), the only one we include here for space reasons.

The algorithm receives a temporal graph G, the source and, optionally, the
destination nodes (s and d, respectively), a variable X, a function f , a time
interval Iq and a δ value that limits the time gaps between sensors. It returns a
set of nodes S. To compute the solution, Algorithm 1 builds a transformed graph
Gt, whose nodes contain either the interval when f(X) was valid (if they are
sensor nodes) or the interval of the previous sensor in the temporal graph, and
the edges indicate the nodes reachable from that position. The nodes n in Gt

have six attributes: a reference to the node in the original graph (n.noderef),
a flag telling whether the node is a sensor or a non-sensor one (isSensor), a
time interval when f(X) was valid (interval), the number of sensors in the path
nbrOfSensors), the number of sensors of a path that passes through that node
(length), and a reference to the previous node in Gt, in order to allow rebuilding
the paths after running the algorithm (previous).

After initialization, the algorithm adds the initially transformed graph node
to a queue. This (sensor) node is a six-tuple that contains s, the interval time
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Algorithm 1. Compute the Flow paths
Input: A graph G, a source node s, a destination node d, a variable X, a function f(X), the maximum number

of sensors in the path ns (optional), a query interval Iq and δ a period of time.
Output: A set with the solutions S.

Initialize the transformed graph Gt and Q (a queue of Gt nodes)
if (s is sensor node) then

cInterval = f(s.X) nodes)
if (cInterval ∩ Iq �= ∅) then

Q.enqueue((s, cInterval, true, 1, 1, null))
while not Q.isEmpty do

curr = Q.dequeue()
for (curr.node, interval, dest) ∈ G.edgesF rom(curr.node) do

if not(Gt.containsNode(dest.id)) then
if (dest.isSensor() and dest.measures(X)) then

dInterval = f(dest.X)
if (dInterval ∩ Iq == ∅) then

S.add(curr)
continue

end if
if cInterval.start < dInterval.start then

newNode=(dest, dInterval, true, curr.nbrOfSensors + 1, curr.length + 1, curr)
if (dest == d) or (curr.nbrOfSensors == ns) then

S.add(newNode)
end if

end if
else

newNode=(dest,curr.interval, false, curr.nbrOfSensors,curr.length+1, curr)
end if
Q.insert(newNode)

end if
end for

end while
return S

end if
end if

when f(X) was valid for s, 1 as the number of sensors, 1 as the length of the
path so far, and null as the reference to the previous node. An element curr
is iteratively picked from the queue until the queue is empty. There is a node
ni in the temporal graph associated with curr. For each edge outgoing from
ni in G, there is a dest node associated with it. If the dest node is not in Gt

and it is a sensor node, we obtain the interval time dInterval that corresponds
to the times when f(X) is valid for dest, and check that dInterval ∩ Iq �= ∅.
We also check that the start time of dInterval is greater than the start time
of curr. In that case, the path is expanded creating a sensor node newNode
(the flag is true) whose interval is set as dInterval. If dest = d or if we have
reached the maximum number of sensors, newNode is added to S. In case dest
is not a sensor node, the path is expanded with this node as a segment, and the
interval will correspond to the previous sensor in that path (cInterval). When
Q is emptied, the set of nodes in Gt is returned, and the algorithm reconstructs
the paths following the link to the previous node until there is no such node.

Consider the following query, which computes the FPs between 06:00 and
Now with at least five nodes.

SELECT paths MATCH (s1:Sensor), (s2:Sensor),

paths = SNFP((s1)-[: FlowsTo*]->(s2),‘06:00’,‘Now’ ,5)

WHERE Variable = ‘Temperature ’ AND Value=‘High’ AND s1.id=10;

The query translated into Cypher using the underlying temporal graph struc-
ture (Fig. 2) is shown next. The SNFPs are computed using Algorithm 1.

MATCH (o1:Segment{name:‘Sensor ’}),(o2:Segment{name:’Sensor ’})

WHERE o1.id = 10 AND o2.id = 8



Modeling and Querying Sensor Networks Using Temporal Graph Databases 231

CALL consecutive.flowSensor(o1,null ,5,null ,

‘Temperature ’,‘=’,‘High’, {edgesLabel:‘FlowsTo ’,

nodesLabel:‘Segment ’,

attributeLabel:‘Temperature ’, valueLabel:‘High’,

between :‘06:00-Now’, direction:‘outgoing ’})

YIELD path as internal_p1 , intervals as internal_i1

WITH {path:internal_p1 ,intervals:internal_i1} as p

RETURN p.path as ‘path’, p.interval as ‘intervals ’

6 Conclusion and Future Work

We have shown how temporal graphs and temporal graph query languages can
be used to model and query sensor networks. We have extended previous work in
temporal graphs that allow supporting sensor networks. We have also extended
the different notions of temporal paths, and added and implemented the notion
of Flow path, that captures a wide variety of scenarios. The proposal has been
implemented over the Neo4j graph database as a proof of concept, and our next
step is to implement and test this model over large sensor network graphs using
optimization techniques that we are developing, like temporal indices.

Acknowledgements. Valeria Soliani and Alejandro Vaisman were partially sup-
ported by Project PICT 2017-1054, from the Argentinian Scientific Agency.
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Abstract. Temporal property graph databases track the evolution over
time of nodes, properties, and edges in graphs. Computing temporal
paths in these graphs is hard. In this paper we focus on indexing Con-
tinuous Paths, defined as paths that exist continuously during a certain
time interval. We propose an index structure called TGIndex where index
nodes are defined as nodes in the graph database. Two different indexing
strategies are studied. We show how the index is used for querying and
also present different search strategies, that are compared and analyzed
using a large synthetic graph.

Keywords: Temporal graphs · Path indexing · Temporal graph index

1 Introduction

Property graphs [1], whose nodes and edges are annotated with properties, are
used in most graph databases in the marketplace. In practice, these graphs are
typically static, i.e., they do not change over time. However, in most real-world
applications, edges, nodes, and properties can be added, deleted, and updated
as needed. This is addressed in [2], where a model (TGraph) for temporal graph
databases is proposed. First-class citizens in this model are temporal paths of
three types: Continuous, Pairwise Continuous and Consecutive paths. Contin-
uous Paths (CPs) are paths valid during a certain time interval. In Pairwise
Continuous Paths, every pair of adjacent edges has an overlapping time inter-
val. In Consecutive Paths, for every pair of adjacent edges, the time validity of
one edge ends before the validity time interval of its consecutive one starts. The
model comes equipped with a high-level SQL-like query language called T-GQL,
which includes functions to compute the three kinds of paths above. In this work
we propose to index CPs to improve their computation.

Indexing paths in temporal and non-temporal graphs has been studied to a
limited extend. Pokorny et al. [7] index graph patterns in Neo4j, using a structure
stored in the same database as the graph (an approach we follow in this work).
Huo and Tsotras [5] study the problem of efficiently computing shortest-paths
on evolving social graphs. The authors use an extension of Dijkstra’s algorithm
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to achieve this for a time-point or a time-interval. To improve performance of
queries in temporal databases, Elmasri et al. [4] proposed a basic indexing tech-
nique for temporal data that can be combined with conventional attribute index-
ing schemes to process temporal selections and temporal join operations. In [6]
an index structure for temporal attributes is proposed.

In this work we present two index structures for Continuous Paths, one that
indexes all the paths and another one that indexes all paths of length two. In the
latter case, computing the paths of length higher than two requires additional
processing. We show how queries are evaluated using these indices. We also
consider reducing the search space by limiting the time window to consider the
one in which queries will most likely fit. As far as we are aware of, this is the
first proposal for indexing temporal paths on graphs.

Section 2 briefly presents the concepts and definitions in which the present
paper is based. Section 3 presents two index structures and in Sect. 4, we show
how they are used to process T-GQL queries and updates over the temporal
graph. In Sect. 5, we report experimental results. We conclude in Sect. 6.

2 Background

To make the paper self contained, we briefly present the TGraph model.

Definition 1 (Temporal property graph (TGraph) (cf. [2])). A temporal
property graph is a structure G(No, Na, Nv, E) where G is the name of the graph,
E is a set of edges, and No, Na, and Nv are disjoint sets of nodes, denoted
object nodes, attribute nodes, and value nodes, respectively. Every object and
attribute node and every edge are associated with a tuple (name, interval). The
name represents the content of the node or the type of the edge, and the interval
represents the period(s) when a node or edge is (was) valid. Analogously, value
nodes are associated with a (name, interval) pair. For any node n, the elements in
its associated pair are referred to as n.name, n.interval, and n.value. As usual in
temporal databases, a special value Now tells that the node is valid at the current
time. All nodes also have an identifier denoted id. ��

Nodes and edges in G satisfy a collection of temporal constraints. For the sake
of space, we refer the reader to [2]. Figure 1 shows a social network represented
using the model in Definition 1. There are three kinds of object nodes: Person,
City, and Brand. There are also three types of edges: LivedIn, Friend, and Fan. The
first one is labeled with the periods when someone lived somewhere, the second
one with the periods when two people were friends. An edge of type Fan tells
that Peggy Sue-Jones is a Samsung fan since 2005. The temporal attribute node
Name represents the name associated with a Person node. Finally, for clarity, if a
node is valid throughout the complete history, the temporal labels are omitted.

Definition 2 (Continuous Path). Given a temporal property graph G, a con-
tinuous path (CP) with interval T from node n1 to node nk, traversing a relation-
ship r, is a sequence (n1, . . . , nk, r, T ) of k nodes and an interval T such that there
is a sequence of consecutive edges of the form e1(n1, n2, r, T1), e2(n2, n3, r, T2),
. . . , ek(nk−1, nk, r, Tk), T =

⋂
i=1,k Ti. ��
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Fig. 1. A temporal property graph.

Continuous paths capture queries like: “Compute the friends of the friends
of each person, and the period such that the relationship occurred through all
the path.” In Fig. 1, for example, Pauline (person node 18) was a friend of Cathy
(person node 28) between 2002 and 2017. Also, Peggy Sue (person node 1) was
a friend of Pauline between 2010 and 2018. Thus, the path (PeggySue

Friend−−−→
Pauline

Friend−−−→ Cathy, [2010, 2017]) will be in the answer.

3 An Index for Continuous Paths: TGIndex

Given a TGraph, the Temporal Out Degree ( tod) of an Object Node n ∈ No, with
relationship r is the number of intervals associated with r coming out from n. The
tod of a node is always equal or greater than its out degree. Given an Object node
n and a length L, the upper bound on the number of CPs is O(todmax

L). If N is
the number of Object nodes then the TGraph may have a maximum number of
CP bounded by O(N ∗ todmax

L). Thus, computing the CPs in a temporal graph
is an expensive operation. To improve performance when computing CPs, we
consider indexing CPs. The idea proposed in this paper builds on [7] together
with typical methods for time indexing [3]. We may reduce the search space if
we knew in advance that queries ask for paths within a time window [t1, t2],
with t1 ≥ t0 (the minimum timestamp in the graph) and t2 ≤ Now. This way
we could index just those CPs. The CPs that exist outside the indexed time
interval could be retrieved combining the Index and the TGraph. We describe
next two indexing approaches denoted TGIndexL and TGIndex2.
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Fig. 2. Left: Ix node; Right: TGIndex nodes Meta and Ix.

The TGIndexL Approach. We denote cPath∗
r the set of all the CPs in G with

relationship r. Let cPath∗
r(L, t1, t2) be a subset of cPath∗

r such that the CPs have
a maximum length L and are valid between t1 and t2. We call TGIndexL the
index IrL[t1, t2] containing those cPaths. Each IrL[t1, t2] has N index nodes, each
one corresponding to a cPathi

rL, denoted Ix (source, destination, length, from,
to, intermediate) where: (a) source contains the id of the starting Object node of
cPathi

rL; (b) destination contains the id of the ending Object node of cPathi
rL;

(c) length is the number of hops involved in cPathi
rL, where length ≤ L; (d)

from is the starting time of cPathi
rL; (e) to is the ending time of cPathi

r; (f)
intermediate is an ordered list of the of the id’s of the intermediate Object
nodes cPathi

rL. Each Ix node also has two outgoing edges labeled start and end
that connect it with the starting and ending Object nodes of its corresponding
cPathi

rL, respectively. The Ix nodes are ordered by their starting time from,
their length and by the source attribute. Following [4], Neo4j B-Tree indices on
those properties are created for this. Figure 2 shows a sketch of the proposed
index node. We can see that the TGIndex has two types of nodes: the Ix nodes
(leaves), and the nodes containing metadata (indicated by the META label).
When creating a IrL[t1, t2] we must indicate the time window [t1, t2] to calculate
only cPathr existing between t1 and t2. Figure 3 shows a TGIndex stored in the
same TGraph database (GDB). For clarity, the TGraph shown is an abstraction
of the actual graph, since each node of the graph is actually composed by the
Object, Attribute and Value nodes.

The TGIndex2 Approach. For very large graphs, our experiments showed
that it may take a long time to build TGIndexL, and the required storage space
may be large. Therefore, we propose a second approach, denoted TGIndex2,
that indexes only the CPs of length 2 and then answers the queries by rebuilding
the paths from there. This way, the storage space is reduced and the query time,
although higher than when indexing every possible CP, is lower than when we
compute the paths over the original TGraph. The correctness of the procedure is
based on two CPs properties: (a) Every CP of even length k can be decomposed
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Fig. 3. Indexing paths in a temporal graph: GDB and TGIndexL.

in k/2 CPs of length l = 2; (b) Every CP of odd length k cPathr(n1, . . . , nk+1, I)
can be decomposed in a CP of (even) length k−1, cPath′

r(n1, . . . , nk, I
′) and the

last edge ek between nk and nk+l, ek{nk, nk+1}. Here, the intersection between
the intervals of the cPath′

r and the edge interval equals the interval of the
original cPath, ek.I ∩ I ′ = I. Every pair of consecutive edges can be seen as
k − 1 CPs of length 2 of the form cPath1

r(n1, n2, n3, I1), cPath2
r(n2, n3, n4, I2),

cPath3
r(n3, n4, n5, I2), . . . , cPathk−1

r (nk−1, nk, nk+1, Ik−1). Moreover, when k
is even, to rebuild the original path we only need cPath1

r, cPath3
r, ..., which

are the CPs whose destination matches the source of another one. If k were
odd, we can split the CP into two: the one from n1 to nk (of length k − 1),
cPath′

r(n1, . . . , nk, I) and the last edge of the CP, which goes from nk to nk+1.
Since cPath′

r has even length, it can be decomposed into several CPs of length
2. The edge to complete the original path is obtained from the last CP of the
decomposition cPathk−1

r .
Figure 4 illustrates the above. There is an index node for every CP of length

2 valid in a certain time window. Retrieving a CP of length 2 from the index is
straightforward: the index nodes themselves are the answer. To retrieve a path
of even length k, k ≥ 4 we obtain the k/2 index nodes Ix where Ixi .destination =
Ix i+1.source. To improve the performance of queries asking for paths of length
greater than 2, the indexed paths of length 2 are connected to each other by
edges of type :concat, as Fig. 4 shows. An edge between two index nodes Ix 1

and Ix 2 exists if there is a CP of length 4 in G starting at Ix 1.source, ending at
Ix 2.destination, with {Ix 1.destination, Ix 2.source} being the intermediate nodes
of the path, and a validity interval I. This interval, which can be obtained by
the intersection of [Ix 1.from, Ix 1.to] and [Ix 2.from, Ix 2.to], is a property of the
:concat edge. The structure of the index node Ix is the same as in TGIndexL
except for the length property, which is no longer required.

To estimate the number of index nodes we must calculate the number of CPs
of length 2. Let M = todmax and N = |No| be the number of Objects nodes in
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Fig. 4. Indexing paths in a temporal graph: GDB and TGIndex2

G, then the maximum number of paths of length 2 from a node x is O(M2).
Then, there could be a maximum number of O(N ∗ M2) of index nodes.

4 Using the Index

We explain now how a T-GQL query is executed using the two indexing
approaches in the previous section. We start with TGIndexL and the T-GQL
query:

SELECT paths
MATCH (p1:Person),(p2:Person),
paths = cPath((p1)-[:Friend*4]-> (p2),'2010','2020')
WHERE p1.Name = "Mary"

The query processor first checks if there is an index for the relationship Friend
whose indexing interval includes the query interval. In the example, the query
window time is completely included in the indexed window time. The query is
translated into Cypher as:

MATCH (v1:Value)<--()<--(o1:Object)
WHERE v1.value = "Mary"
CALL graphindex.retrievePaths(o1,null,4,4,'2010','2020',
{EdgeLabel:'Friend', direction:'outgoing'}) YIELD path,interval
RETURN path, interval;

The function graphindex.retrievePaths is added to the Neo4j library, so it
can be included in a Cypher expression.

Using the TGIndex2 approach for the same query, yields the translation:
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MATCH (v1:Value)<--()<--(o1:Object)
WHERE v1.value = "Mary"
CALL graphindex.retrievePathsConcat( o1,null,4,4,'2010','2020',
{EdgeLabel:'Friend', direction:'outgoing'} ) YIELD path,interval
RETURN path, interval;

Two index nodes are needed to build a CP of length 4. The validity time of
such path can be obtained directly from the interval in the relationship :concat
(Fig. 4). For queries asking for CPs of length greater than 5, the validity time
of the path can be obtained as the intersection of the intervals of the edges
labelled :concat between the index nodes. If the query asks for a path of odd
length, the procedure is similar but the last edge is obtained from the graph
itself. The function retrievePathsConcat concatenates the connected index
nodes and keeps only those paths whose intersection exist all the way. The time
for retrieving CPs using this index depends not only on the number of indexed
nodes but also on the execution times of the Neo4j pattern matching strategies.
However, navigation through the :concat edges of the index can also be done
in Breadth First Search (BFS) fashion. The BFS strategy starts from all the
index nodes whose source matches the required id. We developed an algorithm
for this second strategy to retrieve paths, denoted retrievePathsBFSConcat,
not shown here for the sake of space.

Strategies for Querying a TGraph using TGIndices. Consider a TGraph G and
a TGIndex over a relationship r with interval Ix = [t1, t2], in any of its imple-
mentations. Given the query QcPathr(source = x, dest = y, Lmin = l1,
Lmax = l2, Iq), there are three possible scenarios: (a) Iq ⊆ Ix: Iq during Ix;
(b) Iq ∩ Ix = ∅: Iq before Ix or Ix before Iq; (c) Iq ∩ Ix �= ∅: Iq overlaps Ix or
Ix during Iq. In the first case, as explained before, the result set R will be fully
provided by the index. In the second, the index could not answer the query at
all and the standard procedure consecutive.continuous described in [2] must
be used. In the last case, the result can be obtained combining the use of the
index and G itself. Depending on whether or not Ix is fully included in the query
interval, it will be necessary to divide Iq into two or, at most, three separate time
intervals. If Ix ⊂ Iq there will be three sub-intervals: the interval before Ix, Ix
itself, and the interval after Ix. Otherwise there will be two sub-intervals.

5 Experimental Evaluation

We compare the performance of the cPath function built-in T-GQL against both
TGindex2 strategies which we called IndexConcat (the one that uses Neo4j’s
pattern matching) and IndexBFSConcat (our BFS algorithm), using two kind
of queries: (a) SO: Source-only CP queries, which obtain all the CPs of a certain
length starting from a given node; (b) P2P: Point-to-Point CP queries, which,
given a source and a destination node, obtain all the CPs between them. We
discarded the TGIndexL strategy since the index sizes and building times were
very high for our graph. We created a synthetic TGraph representing a social
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Table 1. TGraph: tod & #CPs starting from selected Object Nodes.

id 172 307 19 13 448 409 65779

tod 1396 55 57 50 37 29 28

#cPaths by length 2 151 136 108 64 61 6 1

3 1747 701 1209 703 722 10 23

4 4212 3375 2683 1509 1436 19 59

5 19464 15835 12419 0 6590 71 317

6 89037 73353 57067 0 30775 291 1499

7 409741 337693 261294 0 142791 1294 6560

8 1880151 1558243 1201237 0 660440 5916 30502

Fig. 5. Left: CPs growth vs. length in SN TGraph; Right: Social network TGraph:
Number of cPaths between two nodes classified as Class 1 and Class 2

network (SN) with 38,500 Object nodes of type Person and the same number
of Attribute and Value nodes, resulting in 115,500 nodes in total. The Object
nodes are connected through a relationship Friend. The graph has two connected
components C1 and C2. In C1, for the relationship Friend, the minimum out
degree of the Object nodes is 25; there is a Follower Object node whose out-
degree is 1,394 and its tod is 1396. There is also an Influencer Object node whose
in-degree is 15,000. In C2 nodes are less connected than in C1 but there is also a
large number of CPs. For this graph, a TGIndex2 is created with a time window
of 3 months obtaining 178,436 Index Nodes representing CPs of length 2. We
selected representative Object nodes from C1 to run the SO tests based on their
tod, the degree and the number of indexed CPs of length 2 that start from them
during the indexed period. We denote the nodes by their Object id. Table 1 shows
those nodes, their tod, and the number of CPs from length 2 to length 8.

The selected time window impacts on the number and length of the CPs.
Based on this, we classify the nodes as Big (172, 307 and 19), Medium (13 and
448) and Low (409 and 65779). We run the tests five times for each node and
then average the resulting time. To run the P2P queries we chose eight pair of
nodes from C1 and C2 and observed the number of CPs from length 2 to length
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6. On the right-hand side of Fig. 5 we classify the paths as “Class 1” when the
resulting number of CPs is low and “Class 2” when that number is high.

Figure 6 shows the execution times of SO queries (results are expressed in
milliseconds and the scale is logarithmic). We can see that the BFS concat
strategy is always better than the other two ones. When the number of CPs
is high, both BFS strategies outperform IndexConcat. Also, the difference is
higher for paths of even length than for the ones of odd length. On the right-
down portion of the figure we show the averaged results of the three kinds of
nodes for CPs of even length. We can see that both index strategies are better
than the cPath strategy. Classifying the nodes according to the number of CPs
retrieved suggests that the BFS strategy should be considered when the source
nodes have a high tod and produce a high number of CPs of length 2, which in
turn will produce a high growth in the number of CPs as the length increases.

Fig. 6. Execution times vs. path length for SO tests.

Figure 7 compares the execution times of P2P queries. In this case, the index-
Concat strategy clearly outperforms the others when the number of CPs is low
(below 1000 approximately). This is because the Neo4j strategy over the index
nodes is fast when the search space is small. The number of CPs retrieved when
the query mentions a source and a destination node are less than when the source
is not mentioned. The BFSconcat strategy on the other hand, presents a better
performance as long as the number of CPs increases to a very high number of
paths, since it prunes the results and avoids evaluating non-useful paths. For
higher numbers, the three strategies perform similarly.
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Fig. 7. P2P Test execution time vs. length. Left: Class 1; Right: Class 2.

6 Conclusion

We studied strategies for indexing CPs in temporal graph databases. These
indices are defined within the database and point to the start of the CPs being
indexed. Two kinds of indices were defined: one that indexes paths of any length
(called TGIndexL) and another one that indexes paths of length two (called
TGIndex2) and builds paths of any length from there. Since the latter proved
to be more effective, two query evaluation strategies are defined for it. One of
them takes advantage of the underlying graph database search strategies, and
the other one using a BFS strategy. We carried out tests over synthetic tempo-
ral graphs with good results since both strategies outperformed the non-indexed
evaluation algorithm. We believe that the ideas developed in this paper set the
basis for future work that includes developing new evaluation and implementa-
tion strategies and performing further experiments.
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ported by Project PICT 2017-1054, from the Argentinian Scientific Agency.

References

1. Angles, R.: The property graph database model. In: Proceedings of AMW 2018,
CEUR Workshop Proceedings, Cali, Colombia, 21–25 May 2018, vol. 2100. CEUR-
WS.org (2018)

2. Debrouvier, A., Parodi, E., Perazzo, M., Soliani, V., Vaisman, A.: A model and query
language for temporal graph databases. VLDB J. 30(5), 825–858 (2021). https://
doi.org/10.1007/s00778-021-00675-4

3. Elmasri, R., Kim, Y., Wuu, G.T.J.: Efficient implementation techniques for the time
index. In: Proceedings of ICDE 1991, 8–12 April 1991, Kobe, Japan, pp. 102–111.
IEEE Computer Society (1991)

4. Elmasri, R., Wuu, G.T.J., Kim, Y.: The time index: an access structure for temporal
data. In: Proceedings of VLDB 1990, Brisbane, Queensland, Australia, 13–16 August
1990, pp. 1–12. Morgan Kaufmann (1990)

5. Huo, W., Tsotras, V.J.: Efficient temporal shortest path queries on evolving social
graphs. In: SSDBM, Aalborg, Denmark, 30 June–2 July 2014, pp. 38:1–38:4 (2014)

https://doi.org/10.1007/s00778-021-00675-4
https://doi.org/10.1007/s00778-021-00675-4


242 B. Kuijpers et al.

6. Kvet, M., Matiasko, K.: Impact of index structures on temporal database perfor-
mance. In: EMS 2016, Pisa, Italy, 28–30 November 2016, pp. 3–9. IEEE (2016)
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Abstract. Large texts are not always entirely meaningful: they might include
repetitions and useless details, and might not be easy to interpret by humans.
Automatic text summarization aims to simplify text by making it shorter and
(possibly) more informative. This paper describes a new solution for extractive
text summarization, designed to efficiently process flat (unstructured) text. It per-
forms unsupervised frequency-based document processing to identify the candi-
date sentences having the highest potential to represent informative content in the
document. It introduces a dedicated feature vector representation for sentences to
evaluate the relative impact of different sentence terms. The sentence feature vec-
tors are run through a partitional k-means clustering process, to build the extractive
summary based on the cluster representatives. Experimental results highlight the
quality and efficiency of our approach.

Keywords: Automatic text summarization · Extractive summaries · Word space
model · Feature representation · k-means clustering

1 Introduction

The exponential increase of data published on theWeb has reignited interest in automatic
text summarization, aiming to save data storage space and allow faster access to the most
informative data. In this study, we introduce a new solution for extractive summarization
of flat (unstructured) text, by integrating and adapting different existing techniques in
a novel way, aiming to provide a simple, flexible, and computationally efficient solu-
tion. While most extractive solutions utilize term-based feature vectors with heuristic
or linear optimization solutions, our solution performs sentence feature vector extrac-
tion, followed by sentence clustering using their feature vector similarity, and summary
building based on the cluster representatives. The user selects the input text document,
and the size of the final summary expressed in number of sentences. The input text is
processed for term frequency computation in order to produce a co-occurrence matrix
describing the feature vector of each sentence in the original text. The sentence feature
vectors are utilized to compute pair-wise sentence similarities, in order to perform par-
titional k-means clustering to group similar sentences together, where the number of k
clusters corresponds to the size of the summary provided initially by the user. Different
strategies are suggested to select the most representative sentences from the clusters,
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to form the output summary. Experiments highlight our solution’s quality and almost
linear computation time.

The remainder of the paper is organized as follows. Section 2 reviews the related
works. Section3describedour proposal. Section4describes our experimental evaluation,
before concluding in Sect. 5 with ongoing works and future directions.

2 Related Works

Automatic text summarization techniques can be grouped in two main categories:
abstractive and extractive. Abstractive summarization aims to generate summaries the
way humans perform summarization, by transforming the original text to generate a new
text summary. They usually follow a predefined schema describing a certain ordered pat-
tern of content organization [1, 2]. The schema can be expressed using knowledge-based
or rule-based representations. Knowledge-based approaches use of a machine-readable
semantic graph made of a set of concepts representing word senses, and a set of links
representing semantic relations (synonymy, hyponymy, etc., [3, 4]). A text document is
represented as a semantic sub-graph, and the process of summarization consists in gen-
erating a reduced semantic sub-graph using some heuristic rules, in order to generate the
reduced output summary. Rule-based approaches describe text relationships using typed
dependencies between pairs of words. Rule-based information extraction and content
selection heuristics [5–7] are then used to generate new texts, based on training data con-
sisting of sets of input texts and expected (summarized) output texts. Text chunks from
the original text are matched against the rules, and sent to a generation module trained
based on the training data, in order to produce the output summary. Recent approaches
have utilized deep learning transformer based encoder-decoder architectures like BERT
to produced trained summarization models, e.g., [8–10]. Deep learning solutions have
shown promising results compared with their counterparts [8], albeit requiring training
data and training time which are not always available.

Extractive summarization promotes a less complex process of identifying and
extracting the most informative text tokens, without content re-writing or generation.
Most techniques in this context use unsupervised term frequency computation, e.g., [11,
12], identifying and combining the sentences or paragraphs including the most frequent
terms to form the summary. This is based on the assumption that the high frequency
of specific words in a text may be a good indicator of its significance. As a result,
text chunks or sentences are compared based on their most common terms. Heuristic
or linear optimization solutions can be used to identify the most representative text
chunks or sentences, to be combined into the output summary. The authors in [13] use
an adapted quantum-inspired genetic algorithm, using a modified quantum measure-
ment and a self-adaptive quantum rotation gate based on the quality and length of the
summary. The authors in [14] use a swarm optimization solution, using word mover
distance and normalized Google distance to evaluate text similarity. The authors in [15]
use a projected gradient descent algorithm to perform summarization through convex
optimization. In [16], the authors represent sentences as nodes in an undirected graph,
where every distinct term is represented as a vertex, regardless of the number of term
occurrences. The process extracts the most connected nodes in the graph, to form the
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output summary. Some approaches, e.g., [2, 17], perform feature vector transformation
using singular value decomposition (SVD) or latent derelict analysis (LDA), to represent
terms or sentences in a latent semantic space. Sentence selection is then conducted in the
latent semantic space, before compiling the sentences in their original form to construct
the output summary.

While most extractive solutions utilize term-based feature vectors combined with
heuristic or linear optimization solutions,we introduce a new sentence-based feature vec-
tor representation combined with a partitional clustering algorithm, aiming to improve
summarization efficiency and quality.

3 Proposal

Our solution consists of fourmain components (cf. Fig. 1): i) linguistic pre-processing, ii)
sentence feature vector representation, iii) sentence clustering, and iv) summary building.

Fig. 1. Simplified activity diagram describing our approach

3.1 Linguistic Pre-processing

A sequence of preprocessing tasks is first executed before the documents can be pro-
cessed for sentence feature extraction, clustering, and summarization. First, this com-
ponent converts all words to their lowercase form, performs tokenization to distinguish
separate terms, and removes stop-words from the obtained term sequences. Second, it
performs stemming or lemmatization, following the user’s preference: i) stemming con-
verts all the words to their original syntactic forms (stems) using syntactic stemming
rules1; ii) lemmatization transforming words into their original lexical forms using a
lexical reference2. Third, it performs sentence extraction based on text punctuations,
where each sentence is represented as a sequence of stemmed/lemmatized terms.

1 We use the Porter Stemmer in our approach since it is one the most effective in the literature.
2 We use the WordNet lexical dictionary [3] to perform lemmatization, due to its common usage
in the literature.
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3.2 Sentence Feature Vector Representation

Different from most existing approaches which rely on term frequencies in processing
text documents (cf. Sect. 2), we introduce a sentence-based feature vector representation
to capture the syntactic similarities between sentences. We adopt sentences as our base
extractive summarization unit, and aim to identify the most informative sentences to
put in the output summary. The pseudocode for our sentence feature representation
component is shown in Fig. 2. It accepts as input: a text document to be summarized, and
produces as output: the set of sentence feature vectors for all sentences in the document.
For each sentence si in the document, the algorithm builds a square matrixMi designed
to store the co-occurrence scores of all terms in si (cf. Fig. 2, lines 1–5). Each line k inMi

represents the context vector of term tk , denoted as the centroid of line k. Each column
� represents a term t� in the context of centroid tk . The term co-occurrence weight of t�
in the context of tk is computed according to the relative distance of t� from tk :

wk
� =

⎧
⎪⎨

⎪⎩

if(� < k) �
k−1

if(� = k) 0

else 1 −
(

�−k−1
m−k

) (1)

wherem is the number of terms in the sentence, � and k represent the occurrence indices
of terms t� and tk in the sequence of term tokens representing sentence si (cf. Linguistic

Fig. 2. Pseudocode of the sentence feature vector representation component
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preprocessing in Sect. 3.1). Once weights in the co-occurrence matrix are computed
(lines 6–10), the algorithm aggregates the weights of identical terms occurring multiple
times in the sentence (lines 11–15). It then creates a reduced feature vector including
only the distinct terms as vector dimensions (lines 16–18), and aggregates the weights
from all centroid context vectors (i.e., from all lines in the co-occurrence matrix) to from
the output sentence feature vector (lines 19–21).

Consider the following sentence, extracted from one of our test documents (cf.
Sect. 5):A solar eclipse occurswhen theMoonpasses betweenEarth and the Sun, thereby
totally or partially obscuring Earth’s view of the Sun. The tokenized representation of
the sentence (following linguistic pre-processing, cf. Sect. 3.1) is:

Term indices 1 2 3 4 5 6 7 8 9 10
solar eclipse occurrence Moon passage Earth Sun obscurity Earth Sun

where the number of terms m = 10. Consider the first term solar as centroid, i.e., k
= 1:

Term indices 1 2 3 4 5 6 7 8 9 10
solar eclipse occurrence Moon passage Earth Sun obscurity Earth Sun

Context weights 0 9/9 8/9 7/9 6/9 5/9 4/9 3/9 2/9 1/9
centroid

�>k�=k

Theweight of context term eclipse having � = 2 (>k) is 1− �−k−1
m−k = 1− 2−1−1

10−1 = 1.
It is the highest weight in this context vector since it represents the closest term to the
centroid. The weights decrease gradually as the terms occur farther away form the
centroid, reaching minimum weight = 1

9 for the last term Sun.
Consider the forth term Moon as centroid, i.e., k = 4:

Term indices 1 2 3 4 5 6 7 8 9 10
solar eclipse occurrence Moon passage Earth Sun obscurity Earth Sun

Context weights 1/3 2/3 3/3 0 6/6 5/6 4/6 3/6 2/6 1/6

�>k�<k
centroid
�=k

Here, the weight of term eclipse having � = 2 (<k) is �
k−1 = 2

4−1 = 2
3 . The weight

of term passage having � = 5 (>k) is 1− �−k−1
m−k = 1− 5−4−1

10−4 = 1. The weights decrease
gradually as the terms occur farther away from the centroid, reaching minimum weight
= 1

3 for the last term to the left, solar, and minimum weight = 1
6 for the last term to

the right, Sun. The complete co-occurrence matrix for all centroids is shown in Table 1.
Table 2a shows the reduced co-occurrence where term repetitions (highlighted in color
in Table 1) have been aggregated. Table 2b shows the output sentence feature vector,
normalized w.r.t.3 the sum of the aggregate scores (other normalization functions can
be used, following user preferences). The latter highlights the weight of every term in

3 With respect to.
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the sentence, considering its relative potion w.r.t. all other terms as well as its number
of repetitions in the sentence.

3.3 Sentence Clustering

Once the sentence feature vectors are computed, we utilize k-means partitional cluster-
ing to group similar sentences together, where the sentence clusters serve as seeds for
extractive summarization. We adopt k-means as one of the most prominent and efficient
algorithms, allowing the user to choose and control the size of the summary, where the
number of clusters k represent the number of sentences in the output summary. Yet,
other clustering algorithms can be used (e.g., k-medians, k-medoids, and constrained
partitional clustering where the number of output clusters is chosen by the user [18]).

Table 1. Sample square co-occurrence matrix

Centroid 
terms

Context terms

solar eclipse occurrence Moon passage Earth Sun obscurity Earth Sun

Context 
vectors
of all

centroid 
terms

solar 0 9/9 8/9 7/9 6/9 5/9 4/9 3/9 2/9 1/9
eclipse 1/1 0 8/8 7/8 6/8 5/8 4/8 3/8 2/8 1/8

occurrence 1/2 2/2 0 7/7 6/7 5/7 4/7 3/7 2/7 1/7
Moon 1/3 2/3 3/3 0 6/6 5/6 4/6 3/6 2/6 1/6
passage 1/4 2/4 3/4 4/4 0 5/5 4/5 3/5 2/5 1/5
Earth 1/5 2/5 3/5 4/5 5/5 0 4/4 3/4 2/4 1/4
Sun 1/6 2/6 3/6 4/6 5/6 6/6 0 3/3 2/3 1/3

obscurity 1/7 2/7 3/7 4/7 5/7 6/7 7/7 0 2/2 1/2
Earth 1/8 2/8 3/8 4/8 5/8 6/8 7/8 8/8 0 1/1
Sun 1/9 2/9 3/9 4/9 5/9 6/9 7/9 8/9 9/9 0

Table 2. Reduced co-occurrence matrix, and resulting sentence feature vector

a. Reduced co-occurrence matrix 
Centroid 

terms
Aggregate context terms Aggregate

weights
solar eclipse occurrence Moon passage Earth Sun obscurity

Reduced
context 
vectors

solar 0 9/9 8/9 7/9 6/9 5/9+2/9 4/9+1/9 3/9 9/9+…+3/9
eclipse 1/1 0 8/8 7/8 6/8 5/8+2/8 4/8+1/8 3/8 1/1+…+3/8

occurrence 1/2 2/2 0 7/7 6/7 5/7+2/7 4/7+1/7 3/7 …
Moon 1/3 2/3 3/3 0 6/6 5/6+2/6 4/6+1/6 3/6 …
passage 1/4 2/4 3/4 4/4 0 5/5+2/5 4/5+1/5 3/5 …
Earth 1/5+1/8 2/5+2/8 3/5+3/8 4/5+4/8 5/5+5/8 0+6/8 4/4+7/8 3/4+8/8 …
Sun 1/6+1/9 2/6+2/9 3/6+3/9 4/6+4/9 5/6+5/9 6/6+6/9 0+7/9 3/3+8/9 …

obscurity 1/7 2/7 3/7 4/7 5/7 6/7+2/2 7/7+1/2 0 1/7+…+0

b. Sentence feature vector 
solar eclipse occurrence Moon passage Earth Sun obscurity

Normalized weights 0.104 0.109 0.109 0.109 0.106 0.184 0.169 0.109
/

In brief, k-means [19, 20] attempts to divide data objects (e.g., sentences in our case)
into non-overlapping subsets, i.e., the clusters, such that each sentence is in exactly one
cluster, by maximizing intra-cluster similarity and minimizing inter-cluster similarity. It
first chooses (randomly, or heuristically) k sentences as initial centroids, and computes
one cluster around each centroid by associating sentences to the clusters sharing mini-
mum distances with their centroids. The centroids are re-computed recursively, and the
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clusters are adjusted around them, until reaching convergencewhere the cluster centroids
stabilize.

We utilize the cosinemeasure to compute sentence feature vector similarity, yet other
similarity measures can be used (e.g., Jaccard, Dice, Euclidian, e.g., [18, 21]).

3.4 Summary Building

Our extractive summary building process consists in choosing the best representative
sentence from each sentence cluster, and combining them together to form the out-
put summary. Here, we consider multiple approaches (other approaches can be added
according to the user’s needs): i) Longest Sentence (LS) – from each cluster, the system
extracts the sentence with the maximum number of terms (based on the assumption that
the longest sentence is likely the most elaborate/descriptive of the cluster), ii) Shortest
Sentence (SS) – from each cluster, the system extracts the sentence with the minimum
number of terms (based on the assumption that the user is interested in the most concise
information from the cluster), and iii)Most Similar Sentence (MSS) – from each cluster,
the system evaluates the pairwise sentence similarities and chooses the sentence with the
highest average similarity with all others (based on the assumption the sentence which
shares the maximum amount of similarity would best reflect their information content).
Once the representative sentences are identified, the system combines them to form the
output summary, by placing them one after the other according to their relative order in
the original text, to preserve logical content ordering.

The time complexity of our solution comes down to the complexity of the sentence
clustering algorithm, requiring O(N × k × |s|) where N is the size of the input text
document in number of sentences, k is the number of clusters (i.e., the size of the output
summary in number of sentences), and |s| is the maximum size of a sentence in number
of terms. It simplifies to O(N × |s|) since k � N.

4 Experimental Evaluation

4.1 Prototype Implementation

We have implemented our topical organization solution using the Python programming
language, to test and evaluate its performance. We perform the data serialization using
Python’sPDFToText library.We remove the stop-words and punctuations using Python’s
NLTK library. Later we convert the remaining text to lower-case and we stem each word
using theNLTK Porter Stemmer. We utilize theWordNet API to perform lemmatization.

4.2 Experimental Metrics

We make use of the compression ratio (CR) metric [22] to evaluate the compactness of
the produced summaries, compared with the size of the initial text document:

CR = Length of Symmary

Length of Full Text
∈ [0, 1] (2)
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We also make use of the precision (PR) and recall (R) metrics [18, 23] to evaluate
the quality of the system produced summaries w.r.t. their human generated counterparts.
High precision denotes that sentences are actually in the right summary. High recall
means that very few sentences are not in the summary where they should have been.
High precision and recall, and thus high F-value indicates excellent summarization
quality.

4.3 Experimental Data

We collected 18 news articles from the renounced online newspapers, consisting of an
average 42 sentences and 855 terms per article4. We grouped the articles according to
the desired (output) summary size, and requested the assistance of three human testers
(graduates students) to generate the corresponding summaries. The testers were provided
each an excel sheet that includes a header describing briefly the research and the exper-
iment, and a body that includes an array containing as columns: i) reference number of
source texts (articles), ii) summary size in number of sentences (e.g. k = 2, k = 4,…, k =
20), and iii) a link to the source articles. The testers completed the summarization tasks
together, and compiled the summaries into the reference dataset in our experiments.

4.4 Experimental Results

Figure 3 shows the precision, recall, and f-value results obtained for our experimental
dataset, considering the size of the input text, the size of the produced summary, the
compression ratio, and each of the three representative options (longest sentence - LS,
shortest sentence - SS, and most similar sentence - MSS).

On the one hand, results in Fig. 3 show that the quality levels of our summarization
solution, considering all three precision, recall, and f-value metrics, remain more or
less steady w.r.t. the varying size of the input text documents, the varying size of the
output summaries, and the varying compression ratio. This shows that our solution
produces consistent results regardless of text size, summary size, and compression ratio.
On the other hand, results show that summarization quality is affected by the cluster
representative selection approach, where the longest sentence (LS) method consistently
produces the best quality levels (with average f-value = 0.51), followed by the most
similar sentence (MSS) method (with average f-value = 0.33), whereas the shortest
sentence (SS) method usually ranks last (with average f-value = 0.14). Following our
discussions with human testers, they usually consider the longest sentences to be the
most informative and thus favor their presence in extractive summaries. Results also
show that testers sometimes select sentences that are most related (i.e., similar) to others
in the text. Nonetheless, testers very rarely allocate the shortest sentences in the summary,
since they consider short sentences to be the least informative in the text.

4 Available online: https://bit.ly/3FiaMLu.

https://bit.ly/3FiaMLu
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Fig. 3. Precision, recall, and f-value results obtained for our experimental dataset

Fig. 4. Comparative evaluation

We compare our approach with an online extractive summarization solution byMor-
gen et al. [24, 25]. Figure 4 shows the best results produced by our approach, i.e.,
considering the longest sentence (LS) method. Results show that our approach produces
summaries which aremore accurate, highlighting a higher average precision level= 0.51
(comparedwith 0.32 forMorgen et al.). Both solutions produce comparable recall levels,
with a slight improvement in favor of our solution. Average f-value results highlight the
quality of our approach, producing average 0.51 (compared with 0.34 for Morgen et al.).

Time performance results in Fig. 5 highlight the polynomial (almost linear)
complexity of our approach, which comes down to the sentence clustering algorithm.
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Fig. 5. Time performance

5 Conclusion

This paper introduces a new solution for extractive text summarization, designed to
process flat text documents. While most existing extractive solutions utilize term-based
feature vectors combined with heuristic or linear optimization solutions, our solution
performs sentence feature vector extraction, followed by sentence clustering using their
feature vector similarity, and summary building based on the cluster representatives.
Experimental results highlight our solution’s quality and almost linear time complexity.

We are currently extending our experiments to consider a larger test dataset and to
compare with multiple existing solutions. We are also investigating the selection pro-
cess in the k-means algorithm and how to better consider the algorithm’s convergence
threshold in fine-tuning the summarization result, e.g., [19, 26]. Generating multiple
representatives for each cluster and performing associative rule mining to select repre-
sentatives [11] are also ongoing directions. We also plan to investigate encoder-decoder
architectures, e.g., [27, 28], which have recently produced promising results.
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Abstract. The enrichment of machine learning models with domain
knowledge has a growing impact on modern engineering and physics
problems. This trend stems from the fact that the rise of deep learn-
ing algorithms is closely associated with an increasing demand for data
that is not acceptable or available in many use cases. In this context,
the incorporation of physical knowledge or a-priori constraints has been
shown to be beneficial in many tasks. On the other hand, this collection
of approaches is context-specific, and it is difficult to generalize them
to new problems. In this paper, we experimentally compare some of the
most widely used theory injection strategies to perform a systematic
analysis of their advantages. Selected state-of-the-art algorithms have
been reproduced for different use cases to evaluate their effectiveness
with smaller training data and to discuss how the underlined strategies
can fit into new application contexts.

Keywords: Theory-based machine learning · Domain knowledge in
data-driven modeling · Physics-informed neural networks

1 Introduction

Machine learning and deep learning (DL) are obtaining extremely promising
results in various applications, from research to industry, extending to many
aspects of our everyday life.

We are currently living under a data deluge, with petabytes of data being pro-
duced every year in the world. This is precisely the ideal terrain for the growth
of a great variety of techniques capable of extracting patterns, or more gener-
ally learning knowledge from data. The Data Science paradigm stems from the
idea of producing knowledge gained through this tremendous amount of data
samples [9]. However, scientific progress is historically related to the process
of generation and validation of theories, whose observations should undergo.
This opposite paradigm has been known since the 17th century as the Scien-
tific Method. In the Big Data era, samples are continuously collected without
a specific theoretical basis. This can lead, on the one hand, to opportunities to
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produce new knowledge discovery frameworks in many applications [2,6], but,
on the other hand, to a systematic way of neglecting scientific theories. In fact,
the success of the black-box applications of data science can be seen as “the end
of the theory” [1] since they generally do not need scientific prior hypotheses.

Between these two extremes, in recent years new strategies have been devel-
oped to take advantage of both sides. All techniques that attempt to incorpo-
rate theory-based (e.g., physical laws) domain knowledge into otherwise blind
data-driven models can be collected under the paradigm of Theory-guided Data
Science (TGDS) [12].

In recent years, some surveys [12,21,24] tried to collect the different tech-
niques blending theory-guided and data-driven modeling. The main difficulty is
that each state-of-the-art solution is by design highly domain specific. Then it
is very hard to compare the contribution that a selected strategy can apport
when solving a specific problem. The contribution of this paper is to perform an
experimental comparison by highlighting the main building blocks that differ-
ent state-of-the-art solutions provide in two popular application contexts. The
contribution is then twofold:

1. Experimentally reproducing, in a comparable way, different state-of-the-art
algorithms applied to two scientific contexts.

2. Providing a unified formalism that groups the theory-driven elements pro-
posed in the state-of-the-art, and their corresponding experimental evaluation
to measure their contribution to the final model performance.

The paper is organized as follows. Section 2 presents the related works, among
which the solutions to be experimentally compared have been selected. Section 3
describes the selected solutions, highlighting differences in the context and in the
adopted strategies. Section 4 shows the experimental results of the comparative
analysis, measuring the effects of each theory-guided strategy on the overall
model performance. Finally, Sect. 5 draws conclusions and presents future works.

2 Related Works

The TGDS paradigm has been successfully applied in various scientific domains,
from climate science [11,17], turbulence modeling [15], biological sciences [18],
and quantum chemistry [16].

Von Rueden et al. [21] categorized each approach according to (i) the source
of the integrated knowledge, (ii) the representation of the knowledge, and (iii)
its integration, i.e., where it is integrated into the learning pipeline.

2.1 Knowledge Source

The Source of the knowledge and whether it is formalized into a theoretical set of
equations or rules can differentiate the kind of source in one of the following cases.

Scientific Knowledge. Typically formalized and validated through scientific
experiments and/or analytical demonstrations. In this category, all subjects of
science, technology, engineering, and mathematics can be considered.
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World Knowledge. General information from everyday life, without formal
validation, can be considered an important element in enriching the learning
procedure. This kind of knowledge is generally more intuitive and refers to human
reasoning on the perceived world, for instance, the fact that a cat has two ears
and can meow. Within this class, we can also consider linguistics, with syntax
and semantics as examples.

2.2 Knowledge Representation

The Knowledge Representation category effectively corresponds to the formal-
ized element of the prior information. Depending on the knowledge available for
each specific task, different representations can be adopted. The most widespread
alternatives, and the more interesting for this discussion, are briefly reported in
the following.

Equations. Being them differential or algebraic, the final solution could follow
a partially known behavior or be subject to some constraints, which can be for-
malized into equations. Constraints are generally associated with algebraic equa-
tions or inequalities. Notable examples can be the energy-mass equivalence (i.e.,
E = mc2) or the mass invariance reflected by the Minkowski metric, which, for
example, has been integrated through a Lorentz layer in [5]. Analogous reason-
ing can be performed for differential equations, which rule dynamical behavior
of state variables, inputs, and outputs. This background is sometimes known but
eventually unfeasible, partially known but not completely representative of the
real solution, or completely unknown [23]. For these scenarios, machine learning
algorithms can be applied to solve differential equations as in [20], to learn the
residual dynamics with known priors of the behavior of the solution as in [22],
or finally to learn the spatiotemporal dynamics itself as in [13].

Domain-Specific Invariances. Input data might have a peculiar invariance
due to their structure, i.e., images to be classified can preserve some properties
even with translations or rotations. Other kinds of data can be permutationally
invariant or even time-invariant, or subject to periodicity. For each of these cases,
some particular model architectures can better express these features [3].

2.3 Knowledge Integration

Concerning the Knowledge integration into machine learning algorithms, it can
be applied either at the beginning of the pipeline, e.g., within the training
dataset, or in the middle, defining customized architectures for learning strate-
gies, or at the end, driving the model outcomes.

The classic approach of embedding prior information into data is provided
by feature engineering, in which secondary data is produced out of the sampled
one in order to emphasize something already known in the specific domain. One
known alternative is to add synthetic information obtained from simulated data,
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as in [7], hence having a final algorithm devoted to finding the residuals of such
approximated solutions.

Prior information can then be introduced constraining the learning procedure
by adding a physical-aware loss function to the ordinary supervised ones. This
general strategy can be summarized as follows [24]:

L = LSUP(YTRUE, YPRED) + γLPHY(YPRED) + λR(W ); (1)

where LSUP is the measure of the supervised error (e.g., MSE, cross-entropy),
R is an eventual additional regularization term to limit the complexity of the
model, and LPHY is the theory-guided contribution. The last term can either
incorporate algebraic, differential, or logical equations. In this scenario, the work
of Willard et al. in [24], when predicting the lake temperature over the variation
of the depth, introduces a penalty for predictions leading to water density not
respecting the theory-bounded increase with depth.

Beucler et al. [4] enforced conservation laws instead in the context of climate
modeling. Starting from these constraints, they both apply them as soft con-
straints in the loss function, and as hard constraints reducing the cardinality
of the prediction from optimizable neural networks and calculating the residual
ones through fixed layers. An analogous idea applied to AC optimal power flow
can be found in [10].

A more challenging strategy to incorporate physical information into DL
models can be provided in the design itself of the model architectures or, gener-
ally speaking, the hypothesis set [21]. State of the art DL can be in fact designed
to naturally express relational inductive biases [3] even before the training pro-
cedure. In this sense, convolutional layers are naturally devoted to dealing with
spatial invariances on images, while recurrent layers can track sequential fea-
tures, e.g., time series. The DL component capable of operating this reasoning
on arbitrary relational structures is the Graph Neural Network (GNN). Graph
layers can be the counterpart of the CNN to graph-structured data [14] or even
enhance representation via knowledge graphs in imaging or natural language
processing [19].

In the context of TGDS, we selected our top picks for this experimental
comparison among those works providing both code and datasets and being rep-
resentative of the aforementioned strategies. They are collected in the following:

1. Enforcing domain-specific constraints within the loss function (LF)
2. Reduce the network output space in order to make the solution exactly fulfill

the known hard constraints (HC)
3. Incorporate the semantics of the problem to build a use-case specific model

architecture in order to express the prior knowledge (MA)

3 Datasets and Methods

For each of the proposed strategies, we experimentally compare state-of-the-art
solutions in two application contexts defined by a specific dataset each, whose
main characteristics, e.g., cardinality, and size, are reported in Table 1.
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Table 1. Dataset and characterization of the use cases under comparison.

Cardinality Dimensions Disk space

Lake temperature 76050 11 12 Mb

Convective movements 84 M 304 171 Gb

3.1 Lake Temperature

The first study concerns the problem of modeling the water temperature in a
lake on the variation of depth and weather conditions. We selected two works of
Daw et al., first introducing the Physics-guided Neural Network (PGNN) [7],
and later addressing the same task with a recurrent neural network named
Physics-Guided Architecture (PGA-LSTM from now on) [8]. We compared the
proposed architectures on the same dataset, provided in [8], whereas previous
works were conducted on different datasets. The available data are a collection
of lake Mendota weather measurements in Wisconsin (USA), between April 2009
and December 2017. Extra information is then provided by simulated prediction
of the temperature.

PGNN consists of a multilayer perceptron (MLP) trained with a loss function
with a physical term, following the approach of Eq. 1. Such a loss formalizes the
fact that water density monotonically increases with depth. Given the known
analytic relation between density ρ and temperature t, the difference between
consecutive densities (i.e., from depth i to i + 1), which are functions of the
network predictions, have to be negative to be consistent with this property.

We can then classify the PGNN algorithm according to the source, repre-
sentation, and integration criteria as follows: source is scientific knowledge, rep-
resentation is equations and simulation results, and integration is obtained by
means of enrichment of training data and constraints in the learning procedure.
The physical injection is provided here according to the LF strategy.

The same physical information, but with a different strategy, is introduced in
the PGA-LSTM approach. Its architecture consists of an LSTM-based autoen-
coder extracting temporal features from input data and exploiting the recurrence
in the time dimension. The output of this first network is then appended and
passed through a second recurrent network, now working on the depth dimension,
specifically designed to preserve the monotonicity of the density over depth. This
has been done by giving an extra recurrent connection within the base-LSTM
architecture between the density, enforced as a physical intermediate in a loss
function penalizing the mean squared error between the ground truth and the
predicted value of both temperature and density. The PGA-LSTM architecture,
while having the same source of knowledge as the PGNN, represents the knowl-
edge through spatial and time invariances instead of equations, and integrates
the knowledge into the model architecture itself. Hence, we classify the PGA-
LSTM as an example of the MA strategy.
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3.2 Convective Movements in Climate Modeling

The second experimental comparison context is the application of neural net-
works to climate modeling as provided in [4]. The objective of the network is
to predict the rate at which heat and water are redistributed due to convective
movements. The local climate is described through a set of over 300 variables
both regarding thermodynamic properties over varying level profiles, and large-
scale conditions not dependent on height. Then the network goal is to predict
the associated time-tendencies from convection and additional variables from
system conservation laws. The whole data is the simulated climate for 2 years
using a parametrized atmosphere model. Among the many variables, the authors
pointed out 4 quantity conservations, namely: column-integrated energy, mass,
long-wave radiation, and short-wave radiation. These physical laws are trans-
lated into equations relating input and output. Since they are derived to be
linear relations, they can be inserted into a matrix of coefficients C producing
zero when multiplied by the vector of inputs and outputs.

These constraints are then added either as soft constrains, i.e., the squared
norm of H as an additional loss function term, leading to an approach named
LCNet; or as hard constraints, generating an ACnet. The latter strategy is car-
ried out by developing an MLP with trainable parameters and a number of
output features equal to the cardinality of ȳ minus the number of constraints,
concatenating the others obtained in a deterministic way.

For both LCNet and ACNet, the information is provided by scientific knowl-
edge as source and equations as representation. Instead, we can identify the
integration to be provided by the loss function for the former, and as the hypote-
sis set for the latter. For this reason, the two strategies will be compared as
representatives of the solutions applying the LF and HC, respectively.

4 Experimental Results

Since the main contribution of a theory-guided algorithm is its capability of
obtaining a reliable and more physical-consistent solution with reduced amounts
of data, we experimentally evaluated all the strategies by measuring their pre-
dictive power over variations of the training dataset size. Each model has been
trained on a subset of the data, starting from the initial timestamp. The test set,
instead, has been fixed as a separate subset. The whole process has been repeated
10 times for each experiment, averaging the results to reduce uncertainty.

A limit of the current work is due to the seasonal effect of the starting date:
we plan to address this issue in future work. Currently, all comparisons have been
made under the assumption that the potential advantages of choosing different
periods of the year for training are common to all models.

Both the code and the datasets are available upon request. However, we plan
to make them directly available to the public in the near future.
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Fig. 1. Lake temperature, RMSE of the models varying the training set size.

Lake Temperature. In Fig. 1 we compare the performance over varying train-
ing set percentages of the PGNN algorithm, its counterpart without the physi-
cal loss function (labeled as MLP), and the PGA-LSTM, besides an additional
experiment for PGA-LSTM without the temporal features extracted by the
encoder (labeled PGA-LSTM-noT). The first remarkable observation is that the
physical loss function of the PGNN does not provide a beneficial contribution
to any subset of the training set. On the other hand, the plain MLP obtains a
valuable performance with respect to other models, being the second best after
PGA-LSTM, and even being on par for small percentages of the training set
(10–20%). This suggests that, for this simple problem, the theory-guided con-
tribution might be limited. The use of the encoder to extract temporal features
in the PGA-LSTM, instead, gives a large contribution in improving the results
with respect to the PGA-LSTM-noT, in particular for small training sizes.

Fig. 2. Convective modeling, RMSE of the models varying the training set size.
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Convective Movements in Climate Modeling. In Fig. 2 we compare a
purely data-driven MLP architecture and the two theory-guided solutions LCNet
and ACNet. Due to the much larger dimension of the dataset (171 Gb vs few
Mb of the other use cases), experiments are reported for 1–20% of the training
set, with a clear asymptotic trend suggesting unsurprising behaviors for larger
sizes. With the largest training subset (20%), the MLP obtains an RMSE of
888 W2/m4, around 4 times higher than both the theory-guided approache,
with LCNet and ACNet at 176 and 208 W2/m4, respectively.

The HC strategy (ACNet) strongly depends on the training set size: when
the training set increases from 1 to 5% of the complete dataset, the ACNet
RMSE abruptly decreases from 1612 W2/m4 to 310 W2/m4. Also the MLP and
the LCNet exhibit the same trend for smaller training set sizes, below 1%. In
this use case, the LCNet with the LF approach is the best performing solution,
and its theory-guided injection yields a large improvement over the pure data-
driven MLP for all training sizes, and in particular reaching a top performance
asymptote by being trained on 1% of the dataset size only.

5 Conclusions

The paper aims at providing an experimental comparison of selected state-of-
the-art theory-guided approaches to evaluate the contribution of the different
injection techniques of a priori knowledge. We classified the injection of knowl-
edge into loss function (LF), hard constraints (HC), and model architecture
(MA) building blocks. Among the two selected use cases, for which datasets
and code were made available by the authors, we compared the contribution of
different theory-guided injection techniques.

Even though the results are preliminary with respect to the width of the field,
we observed that an architecture specifically designed for a physical phenomenon
(MA) brings better performance even with smaller dataset sizes, with higher
benefits for more complex problems. However, the theory-guided injection for
less complex problems is not always beneficial, as in the Lake temperature use
case.

Enforcing hard constraints (HC) is shown to be effective in the convective
movement use case, with comparable results with respect to the approach with
a soft loss function penalty. Nevertheless, it is difficult to be applied, since the
strict equality constraints between input and outputs are not necessarily present
in all use cases. In literature [4] the extension of this approach to inequality
constraints, as upper bounds in parts of the solution, is proposed. We plan to
investigate this possibility or enforce constraints even in situations in which they
are not strict, as in our third use case.

Finally, the domain-driven loss function (LF) seems the most promising one.
Although it does not obtain when kept alone the best results in all the compar-
isons, it is more easily applicable to most contexts. In facts, it is in both the
proposed use cases of the paper, and eventually, it can be integrated with other
strategies.
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In future work, we plan to extend the experimental comparison to new use
cases and possibly provide more strategies for each use case, with the goal to
identify suggestions on the most promising theory-guided approaches for differ-
ent classes of scientific problems.

Acknowledgment. The research leading to these results has been partially supported
by the SmartData@PoliTO center for Big Data and Machine Learning technologies.
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Abstract. In this work, we carry out the hyper-parameters tuning of
a Machine Learning (ML) Recommender Systems (RS) which utilizes
an Artificial Neural Network (ANN), called CATA++. We have per-
formed tuning of the activation function, weight initialization and train-
ing epochs of CATA++ in order to improve both training and perfor-
mance. During the experiments, a variety of state-of-the-art activation
functions have been tested: ReLU, LeakyReLU, ELU, SineReLU, GELU,
Mish, Swish and Flatten-T Swish. Additionally, various weight initial-
izers have been tested, such as: XavierGlorot, Orthogonal, He, Lecun.
Moreover, we ran experiments with different epochs number from 10 to
150. We have used data from CiteULike and AMiner Citation Network.
The recorded metrics (Recall, nDCG) indicate that hyper-parameters
tuning can reduce notably the necessary training time, while the recom-
mendation performance is significantly improved (up to +44.2% Recall).

Keywords: Hyper-parameters tuning · Neural networks · Activation
function · Weight initialization · Training epochs · Recommender
systems

1 Introduction

Recently, hyper-parameters (HP) tuning of Deep Neural Networks (DNN) has
emerged as an important topic. DNN performance, however, is known to be
highly sensitive to the HP setting.

The activation function is an important component of ANN because they
turn an otherwise linear classifier into a non-linear one, which has proven key
to the high performances witnessed across a wide range of tasks in recent years.
While different activation functions seem equivalent on a theoretical level, they
often show very diverse behavior in practice. Moreover, they are characterized by
a variety of properties, such as ones relating to their derivatives, monotonicity,
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and whether their range is finite or not [18]. A proper initialization of the weights
in an ANN is critical to its convergence [19]. The training epochs optimization
mainly consists of two problems, namely under-fitting and over-fitting.

In this work, we aim to optimize the above-mentioned HP of the ANN utilized
in CATA++: A Collaborative Dual Attentive Auto-encoder Method for Recom-
mending Scientific Articles [1]. A variety of state-of-the-art activation functions
and weight initializers have been tested with different numbers of training epochs
in the range [10,150].

The remainder of this paper is organized in the following order. Firstly, all
related work is presented in Sect. 2. Secondly, the essential preliminaries and
theoretical background are explained in Sect. 3. Next, our experimental results
are demonstrated thoroughly in Sect. 4. In Sect. 5, we discuss about the experi-
mental results and the discovered good practices for HP tuning. Lastly, in Sect. 6
we conclude this work and discuss related future work directions.

2 Related Work

There are numerous scientific publications and ongoing research in the subject of
HP tuning in order to improve ANNs performance. The aim of HP optimization
is to choose the HP values that return the best results in the validation phase.

To begin with, Alfarhood and Cheng [1] introduce a Collaborative Dual
Attentive Autoencoder (CATA++) RS method that utilizes an item’s content
and learns its latent space via two parallel autoencoders. They employ the atten-
tion mechanism in the middle of the autoencoders to capture the most significant
segments of contextual information, which leads to a better representation of the
items in the latent space. They have utilized Matrix Factorization, Collaborative
Filtering and an ANN in order to improve the recommendation performance (we
did not modify the structure of CATA++). In this work we have chosen to use
CATA++ RS for our experiments, as it outperformed other RS, as described
in [1] and in experiments we have run (due to space limitation cannot include
them here). More details on work related to this paper are included in [4].

The lack of optimization for some HP in CATA++ motivated us to optimize
its recommendation performance by HP tuning.

3 Background

Major gains have been recently made in RS due to advances in deep neural
networks, the most critical of them are described in the following.

3.1 Activation Functions

Activation functions play a key role in neural networks; therefore it becomes fun-
damental to understand their advantages and disadvantages in order to achieve
reduced training time and better recommendation performance. In Table 1, we
present the most widely used activation functions (more details are given in [4]).
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Table 1. Mathematical expression of activation functions

Activation function Mathematical expression

Rectifier Linear Unit (ReLU) [5,6] relu(x) = max(0, x)

Leaky-ReLU (LReLU) [7] lrelu(x) = ax, if x < 0 and lrelu(x) =
x, if x ≥ 0

Exponential LU (ELU) [8] elu(x) = a · (exp(x) − 1), if x ≤ 0 and

elu(x) = x, if x > 0

SineReLU [9] sinerelu(x) =
ε · (sin(x) − cos(x)), if x ≤ 0 and

sinerelu(x) = x, if x > 0

Gaussian Error LU (GELU) [10] gelu(x) = x · 1
2

[
1 + erf

(
x√
2

)]

Mish [11] mish(x) = x · tanh(softplus(x)),

where: softplus(x) = ln(1 + ex)

Swish [12] swish(x) = x · sigmoid(x),

where: sigmoid(x) = (1 + exp(−x))−1

[0.1cm] Flatten-T Swish (FTS) [13] fts(x) = x/(1 + e−x) + T, if x ≥ 0 and

fts(x) = T, if x < 0

After many experiments we selected the value of the following HP variables.
The ELU HP α controls the value to which an ELU saturates for negative
net inputs. The default value of α = 1.0 was used in our experiments. Since
SineReLU is a sinusoidal wave when x ≤ 0, it is a differentiable function for all
input values of x. Also, ε works as a HP, used to control the wave amplitude;
usually ε ∈ [0.002, 0.025] and we set ε = 0.0025. The default value of T = 0 was
used in our FTS activation experiments.

3.2 Weight Initialization

This section covers various weight initialization techniques that determine the
algorithm by which weights are initially selected for a neural network. We have
used various state-of-the-art weight initialization algorithms, that are available
online, in the official Keras library1.

Glorot and Bengio [14] have examined the effect of different HP on training
and have also studied the propagation of gradients. The authors commented
that the variance of the gradients decreases during backpropagation. In our
experiments we test both versions: Glorot-Normal (Gaussian distribution) and
Glorot-Uniform (Uniform distribution). In the remainder of this article these
initializations are referred as GloN and GloU, respectively.

He et al. [15] have modified the scaling factor for weights given by Glorot
and Bengio [14] to consider the rectifier non-linearities. In this work we test both

1 https://keras.io/api/layers/initializers/.

https://keras.io/api/layers/initializers/
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versions: He-Normal (Gaussian distribution) and He-Uniform (Uniform distribu-
tion). These initializations are referred as HeN and HeU, respectively.

Orthogonal weight initialization [16] is a new class of random orthogonal
initial conditions on weights that, like unsupervised pre-training, enjoys depth
independent learning times. Moreover, Lecun Normal and Lecun Uniform [17]
(referred as LecN and LecU respectively) have been used during our experiments.

Finally, we have experimented with some of the weight initialization classes
implemented in the Keras library: Random-Normal, Random-Uniform, Identity,
Zeros, Ones. However, these classes are not included in this work because of their
significantly poor overall performance.

4 Experiments

In this section, we will try to optimize a neural network by performing HP tuning
in order to obtain a high-performing model of CATA++2. In the experiments
we compare different CATA++ versions (changing: activation function, weight
initialization and epochs number) against the default CATA++ (the paper’s
original version: ReLU-150 epochs).

4.1 Datasets

Two scientific article datasets are used for experiments. The first dataset, called
citeulike-a, was gathered from the CiteULike website which is currently unavail-
able. CiteULike was a web service that let users create their own library of
academic publications.

Secondly, experiments were conducted using the DBLP-Citation-network-
V13 (2021-05-14)3 from AMiner [2] available at the time of authoring this work,
consisting of 5,354,309 papers and 48,227,950 citation relationships. Using this
enormous dataset and executing the algorithms for data preprocessing described
in [3], we created three datasets and the necessary input files for CATA++.

Data sparsity for the datasets is calculated based on the user-item interaction.
The datasets we used with their characteristics are described in Table 2.

Table 2. Datasets

Dataset #users #items #tags #sparsity Recommendation type (item)

citeulike-a 5,551 16,980 7,386 99.78% Scientific publications

dblp13 collection1 6,959 27,025 6,137 99.95% Scientific publications

dblp13 venues 14,687 2,389 7,187 99.92% Publication venues

dblp13 people 16,213 21,630 8,144 99.99% People (collaboration)

2 Code available at https://www.github.com/jianlin-cheng/CATA.
3 https://www.aminer.cn/citation.

https://www.github.com/jianlin-cheng/CATA
https://www.aminer.cn/citation
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4.2 Evaluation Metrics

The evaluation of our experiments is accomplished using two metrics: Recall
& normalized Discounted Cumulative Gain (nDCG). Recall (Sensitivity or True
Positive Rate) is the number of relevant documents retrieved by a search divided
by the total number of existing relevant documents. However, Recall does not
measure the ranking quality within the top-K list. Therefore, nDCG is used
to show the ability of a model to recommend articles at the upper part of the
recommendation list. Recall and nDCG are computed as described in [1]. More
details on the metrics we used are presented in [4].

4.3 CiteULike Experiments in Recommendation of Scientific
Publications

Firstly, using the citeulike-a dataset we ran experiments with the default param-
eters of CATA++, followed by experiments where different weight initialization
techniques where used. During this first experimental phase no other HP was
modified. The observed Recall results are recorded in Table 3, where we can
compare the performance of the different weight initializers used in the tuned
CATA++, to the Default CATA++ performance. We present the Recall values
for a different number of recommendations, from K = 10 to K = 300. The best
performance for each column (number K) is highlighted. In Table 3, the best
performance is recorded when we are using CATA++ with Glorot-Uniform or
He-Normal weight initializations; for the case of K = 300, the achieved Recall
performance for CATA++ with He-Normal is more than 2% improved.

Table 3. Recall performance @K = 10, 50, 100, 150, 200, 250, 300 recommendations

Weight Init 10 50 100 150 200 250 300

GlorotN 0.0399 0.1245 0.1848 0.2275 0.2606 0.2876 0.3111

GlorotU 0.0415 0.1277 0.1905 0.2339 0.2675 0.2945 0.318

Orthogonal 0.041 0.1265 0.188 0.2309 0.2638 0.2902 0.3129

HeNormal 0.0408 0.1284 0.1917 0.2351 0.2696 0.2963 0.3198

HeUniform 0.0403 0.1264 0.1873 0.2302 0.2637 0.2905 0.3137

LecunN 0.0402 0.1265 0.1886 0.2321 0.2655 0.2922 0.3153

LecunU 0.0399 0.1257 0.1875 0.2309 0.2645 0.2918 0.3153

VarianceScaling 0.0379 0.1221 0.1834 0.2272 0.2603 0.2879 0.311

Default CATA++ 0.0409 0.1274 0.1892 0.2318 0.2655 0.2936 0.3134

The full Recall results for all tested activation functions in CATA++ and for
K=300 recommendations, are presented in Table 4. The best performance for
each activation is highlighted. In Table 4, we can see that Swish, Mish, GELU,
SineReLU, ELU and LeakyReLU perform best for a number of epochs in the
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range [40,80], as they all utilize the negative values to influence the network train-
ing. On the contrary, FTS and ReLU need 150 epochs to achieve their best score
(due to the “dying ReLU problem”). The slow training of FTS was expected, due
to the default value of T (=0); so the representations in the negative form could
not benefit the network’s training. Therefore, the top 3 recorded performances
on Recall @K = 300 are: FTS-150, ReLU-150, GELU-40 & SineReLU-60 (both
at 3rd position). In [4], CiteULike experiments are further studied.

Table 4. Recall performance for the tested activation @K = 300 (citeulike-a dataset)

Activation vs Epochs 10 20 40 60 80 100 120 150

FTS 0.2898 0.2907 0.2926 0.3069 0.31 0.314 0.3144 0.3196

Swish 0.286 0.2871 0.2951 0.3001 0.2959 0.285 0.2846 0.2835

Mish 0.284 0.2907 0.2963 0.297 0.2984 0.293 0.2922 0.2913

GELU 0.2995 0.301 0.3019 0.3001 0.3014 0.2952 0.2941 0.2933

SineReLU 0.2892 0.2933 0.2975 0.3018 0.2994 0.2981 0.297 0.2952

ELU 0.2865 0.2901 0.2925 0.2916 0.2892 0.2873 0.286 0.2846

LeakyReLU 0.2918 0.293 0.2941 0.2953 0.3012 0.2946 0.2893 0.2887

ReLU (default) 0.2843 0.2898 0.3031 0.3049 0.3087 0.3098 0.3101 0.3134

After the above-mentioned experiments with citeulike-a, we have created
seven tuned versions of CATA++: one version for each activation, along with the
most suitable weight initialization and number of epochs. The tuned-CATA++
models are presented in Table 5; xx is the epochs number in the [40,80] range.

4.4 AMiner Citation Network Experiments

In the present section we continue the experiments with the datasets created by
AMiner, in order to further tune the versions of CATA++ described in Table 5.

Table 5. The hyper-tuned versions of CATA++

CATA++ Version Activation Weight init. Training epochs

FTS-heN-150 Flatten-T Swish He-Normal 150

Swish-gloU-xx Swish Glorot-Uniform 40–80

Mish-heN-xx Mish He-Normal 40–80

GELU-gloU-xx GELU Glorot-Uniform 40–80

SReLU-heN-xx SineReLU He-Normal 40–80

ELU-gloU-xx ELU Glorot-Uniform 40–80

LReLU-heN-xx LeakyReLU He-Normal 40–80
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Recommendation of Scientific Publications. Using the dblp13 collection1
and tuned-CATA++ as a RS for scientific publications we ran the tests of Table 6.
The best performance for each K (column in Table 6) is highlighted. We ran
many tests in order to select the training epochs number for each model ver-
sion. In Table 6, each version is recorded with the epochs number that provided
the best Recall. Therefore, the top 3 recorded performances on Recall@K = 300
are: SReLU-heN-20, Mish-heN-20 and GELU-gloU-40. We can note here that
SineReLU and Mish have recorded their best performance at only 20 epochs of
training. We had similar results regarding nDCG (for all datasets) for the differ-
ent CATA++ versions, but due to space limitations we cannot include them here.

Table 6. Recall performance for the different CATA++ versions (Paper RS)

CATA++ version 10 50 100 150 200 250 300

FTS-heN-150 0.0582 0.1429 0.189 0.2203 0.2461 0.2664 0.2837

Swish-gloU-60 0.0719 0.1757 0.2301 0.2659 0.2921 0.3144 0.3325

Mish-heN-20 0.1135 0.2393 0.2995 0.3368 0.364 0.386 0.4045

GELU-gloU-40 0.0724 0.1767 0.2329 0.2707 0.2985 0.3223 0.3417

SReLU-heN-20 0.1144 0.2391 0.2995 0.3379 0.3656 0.3884 0.407

ELU-gloU-40 0.0582 0.1559 0.2107 0.2475 0.2758 0.2975 0.3163

LReLU-heN-80 0.0454 0.1303 0.1805 0.2134 0.2384 0.26 0.2783

Default CATA++ 0.0495 0.1338 0.1832 0.2166 0.2431 0.2643 0.2823

Recommendation of Publishing Venues. The same experiments for
the tuned CATA++ versions and the default one, were executed with the
dblp13 venues dataset to recommend publishing venues. The Recall perfor-
mance for all alternatives is presented in Table 7. Therefore, the top 3 recorded
performances on Recall @K = 300 are: LReLU-heN-80, SReLU-heN-40 and
Mish-heN-20.

Table 7. Recall performance for the different CATA++ versions (Venue RS)

CATA++ version 10 50 100 150 200 250 300

FTS-heN-150 0.2375 0.45 0.5389 0.585 0.6159 0.6393 0.6578

Swish-gloU-40 0.2247 0.4497 0.54 0.5916 0.6237 0.6485 0.6689

Mish-heN-20 0.2153 0.4481 0.5458 0.5947 0.6273 0.6528 0.6736

GELU-gloU-40 0.2234 0.4481 0.5387 0.5872 0.6173 0.64 0.6605

SReLU-heN-40 0.2304 0.4686 0.5675 0.6174 0.6506 0.6779 0.6976

ELU-gloU-40 0.197 0.4414 0.5407 0.5897 0.6243 0.65 0.6707

LReLU-heN-80 0.2361 0.4645 0.5671 0.6197 0.6543 0.6787 0.6991

Default CATA++ 0.2397 0.4635 0.5555 0.5977 0.6292 0.6515 0.6709
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Recommendation of People (collaboration RS). Finally, the same exper-
iments for the tuned CATA++ versions and the default one, were executed
with the dblp13 people dataset to recommend researchers for collaboration. The
Recall performance for all the alternatives is presented in Table 8. Therefore, the
top 3 recorded performances on Recall @K = 300 are: FTS-heN-150, LReLU-heN-
80, SReLU-heN-60 and ELU-gloU-60 (both at 3rd position).

In Fig. 1 (paper RS), Fig. 2 (venue RS) and Fig. 3 (people RS) we present
the performance of the top-3 variants compared to default CATA++. As some-
one can see, there is a significant difference in Recall performance to default
CATA++, as HeN and GloU offer better results in these bigger datasets with
increased sparsity (compared to citeulike-a) and at the same time SReLU,
LReLU, Mish, GELU and ELU use the negative values in order to improve the
network’s training. Also, FTS benefits from HeN initialization and outperforms
all other activations in Fig. 3.

Table 8. Recall performance for the different CATA++ versions (People RS)

CATA++ version 10 50 100 150 200 250 300

FTS-heN-150 0.627 0.6982 0.7259 0.7434 0.7558 0.7636 0.7708

Swish-gloU-60 0.5499 0.6606 0.6978 0.7178 0.7323 0.7431 0.7528

Mish-heN-60 0.5406 0.6639 0.6974 0.7183 0.7322 0.7427 0.7513

GELU-gloU-60 0.521 0.6567 0.697 0.7175 0.7312 0.7421 0.7518

SReLU-heN-60 0.5371 0.6621 0.701 0.7231 0.743 0.7516 0.761

ELU-gloU-60 0.5913 0.6794 0.711 0.7286 0.7421 0.7511 0.76

LReLU-heN-80 0.581 0.6747 0.7101 0.7307 0.745 0.7557 0.7647

Default CATA++ 0.5814 0.6622 0.6931 0.712 0.7249 0.7368 0.7459

5 Discussion of the Experimental Results

Our findings suggest that the weight initializations that provide the best per-
formance are He-Normal and Glorot-Uniform, offering an improvement of more
than 2% in the citeulike-a dataset experiments.

In Table 9, the CATA++ versions with the top-3 Recall performances for each
experiment are shown, along with the improvement (maximized for the second
dataset, since its size optimized training) compared to the default CATA++.
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One of our major findings is that SineReLU is a really stable activation
function, performing really well in different datasets (always in the top-3 perfor-
mances in Table 9). A very important new activation is FTS which gave the top
performance in two out of four datasets-experiments. While ReLU remains com-
petitive, we have found other activations that usually outperform it; SineReLU,
FTS, Leaky-ReLU and Mish are definitely in this category.

Finally, we found that except for ReLU and FTS, the other activation func-
tions produce their highest performance in fewer training epochs, namely in the
range [20,80]; the exact number depends on the dataset’s and model’s charac-
teristics. If FTS is used with T < 0, it will probably need fewer epochs too.

Table 9. Top-3 Recall performances for the different experiments (datasets)

Dataset-experiment CATA++ version (Top-3) Improvement

FTS-150 2%

citeulike-a Default CATA++ 0

(Table 4) GELU-40 & SReLU-60 0

SReLU-heN-20 44.2%

dblp13 collection1 Mish-heN-20 43.3%

(Table 6) GELU-gloU-40 21%

LReLU-heN-80 4.2%

dblp13 venues SReLU-heN-40 4%

(Table 7) Mish-heN-20 0.4%

FTS-heN-150 3.3%

dblp13 people LReLU-heN-80 2.5%

(Table 8) SReLU-heN-60 & ELU-gloU-60 2%

Fig. 1. Top-3 paper RS Fig. 2. Top-3 venue RS
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Fig. 3. Top-3 people RS

6 Conclusion and Future Work

We have conducted a large-scale comparison of activation functions and weight
initializations using CATA++, a ML RS, and different datasets. Activation func-
tion, weight initialization and training epochs are among the most important and
determinant factors. An activation function turns an otherwise linear classifier
into a non-linear one and affects its training, a proper weight initializer is criti-
cal for the convergence of the ANN, while the proper number of training epochs
helps to avoid under-fitting and over-fitting. We showed that the training time
(epochs number) can be reduced, while at the same time the recommendation
performance can increase up to 44.2%. Regarding future work, our experiments
could be expanded to cover other HP, like hidden layers number or latent factors
dimension, or other neural networks RS.
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Abstract. A latent space represents data by embedding them in a mul-
tidimensional vector space. In this way an abstract estimation of any
complex domain could be created. Empirical approach for exploring the
latent space generated by known pre-trained model of human face images
using a nonlinear dimensionality reduction algorithm is presented in this
paper. One aim was to find more detailed entangled features (beard and
hair color) between the real images and their representation, in artistic
face portrait application. Experimental results showed that sparse vec-
tors in the latent space could be useful to obtain optimal results with
relatively low effort. To evaluate our work, we present the results of a
survey that was sent to 25 thousand subscribers of the real world appli-
cation and got around 360 responses. The main goal of the survey was to
find some quantitative measurements that can be used in our research.

Keywords: Latent space exploration · Nonlinear dimensionality
reduction · Generative adversarial networks (GANs) · Industrial survey

1 Introduction

Image processing is one of the matured fields of study. An image latent space
is usually characterized by high dimensionality. However, style transfer is not
the only application for which it is used it includes image generation, manip-
ulation, object and face recognition and more. We started our research with a
real life application1, based on images latent space for portraying human faces in
Leonardo Davinci style [1]. One of the downfalls for such applications is the sub-
jective evaluation, based only on the human artistic or technical knowledge. In
general, we can say that style mixing applications have two major limitations:
a) Identity preservation. Mixing two vectors (subject and style) is a trade-off
between the subject image identity and the style image. We need to find the
1 DaVinciFace is a software registered at SIAE (Italian Authors’ and Publishers’ Asso-

ciation) - www.davinciface.com.
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most suitable settings to maximize both. b) Evaluate the results. Results are
subjective and personal, thus we need quantitative measurements to know which
settings are more appreciated and accepted by the users of the system.

Latent spaces can be explained as numerical representations of real data into a
multi-dimensional space, with high dimensionality. To determine the shape and
properties of a latent space is essential for understanding the underlying data
structure and for developing and improving applications such as data augmenta-
tion, pattern recognition, anomaly detection, and more. Style transfer is one of the
research areas where latent spaces are used in images [2,3], text [4], and videos [5].

This paper presents a methodology to explore images latent space using non-
linear dimensionality reduction algorithms. Searching for information about dis-
entanglement of the latent representation and the original image’s features. These
help solve the above mentioned limitations in identity preservation and include
the results in a survey to evaluate our work. The paper is organized as follows.
Section 2 discusses related work, Sect. 3 introduces the used methodology, Sect. 4
presents the experiment and the results, Sect. 5 presents the evaluation and the
survey design, finally Sect. 6 discusses future directions of this research activity.

2 Related Work

Recently, several research studies have been devoted to the exploration of latent
spaces, and nonlinear dimensionality reduction.

Latent representation is an important step in most real-world applications,
and learning this representation facilitates the extraction of information for
downstream tasks (e.g., classification or prediction) [6]. Although the data repre-
sented may differ depending on the domain, the transformation and exploration
of the latent space are the analogous.

Dimensionality reduction is mainly divided into linear and nonlinear. Nonlin-
ear projection-based techniques can be used for various purposes, such as feature
extraction, visualization [7], pattern recognition [8], or even as a pre-processing
step [9].

Style transfer is an active area of research in various domains, such as text
processing [4], where adversarial networks have been used. It has also been used
in images with various applications, such as artistic style transfer in [2], medical
cancer classification [3], and videos in [5].

In the following we introduce the main components used in this paper,
Sect. 2.1 presents the StyleGAN2 human face images latent space, while
Sect. 2.2 presents ISOMAP, the nonlinear dimensionality reduction algorithm
and Sect. 2.3 presents the application DaVinciFace.

StyleGAN2 latent space, proposed in [10], maps the input to a latent
intermediate space W; in contrast, earlier generators use only the input layer.
Therefore, the mapping network to this intermediate space consists of 8 layers,
and the synthesis network (that generate the final image) consists of 18 layers,
two for each resolution (42 − 10242). The output of the last layer is converted
to RGB with a separate convolution. As described in [11], the coarse spatial
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resolutions (the first 4 vectors) correspond to high-level aspects such as pose,
general hairstyle, face shape, and glasses, but not the colors (eyes, hair, lighting)
or finer facial features. The medium resolution styles (the second 4 vectors)
adopt minor facial features, hairstyle, open/closed eyes and the fine styles (the
remaining 10 vectors) mainly bring in the color scheme and microstructure.

As mentioned in [12], StyleGAN usually requires task-specific training for
various tasks. However, it has enabled various image manipulation and editing
tasks due to its high-quality generation and disentangled latent space.

Dimensionality Reduction. Since visualization is used to achieve a better
understanding of the data, dimensionality reduction methods are considered
effective and easy to use, especially techniques based on nonlinear projections.
ISOMAP, discussed in [13], differs from other dimensionality reduction algo-
rithms such as t-SNE and UMAP in that it focuses on the global structure,
while the other algorithms give better results where the local geometry is close
to an Euclidean geometry.

DaVinciFace application is a style transfer system developed by Mathema -
an Innovative SME2 based in Florence, Italy - that aims to create a portrait in
the style of Leonardo Da Vinci from a photograph of a human face as one of its
main projects.

3 Methodology

In our work, we use the latent space generated by a StyleGAN2, and we explore
and visualize this space using nonlinear projection-based technique (ISOMAP)
to improve the results of machine learning applications for real human faces
portrait application (DaVinciFace). Figure 1 shows the main building blocks of
the proposed methodology

First, the human representation of the image is projected into the latent
space using a pre-trained model (StyleGAN2) after some pre-processing activities
which are the a) face detection uses a pre-trained model on the FFHQ dataset3

that extracts the most evident face in the image and b) centering and cropping
the detected face in a square frame with the dimensions 1024*1024. The output
of this step for each image consists of 18 vectors with a length of 512 each.

Next, we visualized a dataset of latent vectors which are considered a high
dimensional space vectors (18 * 512) in a 2-dimensional space using three dif-
ferent nonlinear dimensionality reduction algorithms (the dataset is described
below). While dimensionality reduction methods have no variation in density but
mostly symmetric and oval distribution, ISOMAP representation shows higher
variation in distributions. Some vectors were sparse while others were dense or
sometimes highly dense (most of the points are focused around zero), that gives
2 SME: small-to-medium enterprise.
3 paperswithcode.com/dataset/ffhq, last visite 14/05/2022.

https://www.paperswithcode.com/dataset/ffhq


280 D. Almhaithawi et al.

us the motivation to use ISOMAP results in our study to find the clue to build
the resulting image.

We then performed an experiment to optimize the application for style trans-
fer and compared the different results by changing the vectors used from the
subject image and the style image (from the 18-vector we focused on the middle
vectors from 8th till 11th because led by [11] the first 8 are essential to be from
the subject and the last 4 to be from the style image).

To evaluate the results, we started a survey to collect subjective feedback
from the users. The survey was sent to 25 thousand subscribers and got around
360 responses. The content of the survey mainly exposes different resulting
images with different settings and asks the participant to select the best regard-
ing style and identity preservation, thus, the responses would be used as a quan-
titative measurement in our research.

Fig. 1. The main steps of our methodology

4 Experimental Validation

In this section we present the dataset used in our experiment. Then the results
of ISOMAP with a brief comparison, and finally the output images with the new
adjustment sets compared to the old ones.

4.1 The Dataset

We used a dataset of 1,158 input images from the application test environment
with the corresponding latent vectors (18 * 512 each). The dataset is copyrighted
and therefore cannot be published. However, the photos are images of faces from
the Internet or from company employees used in the initial steps of building and
testing the application.

4.2 Visualization

In this experiment we used ISOMAP to visualize each vector distribution in
2-dimensional space to distinguish the effect of each vector on the output with
respect to its density, as a way to explore entanglements between the real images
and their representation in the latent space. The ISOMAP representation of the
18 vectors of StyleGAN2 showed high variation in distributions, some vectors
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were sparse while others were dense or sometimes highly dense (most of the
points are focused around zero), that gives us the motivation to use the results
in our study to find the effect of sparse versus the dense vectors on building the
resulted image. We focused on the middle vectors (from the 8th till 11th) which
hold the most controversy about the trade-off between the identity and style.
Figure 2, shows 3 vectors 7th, 8th and 9th as examples, the 8th vector is sparse
while the others are more dense. That could also give us some indications that the
StyleGAN2 space features do not only have local but global geometry that could
be close to Euclidean geometry. We observed in the 18 vectors representation,
that the first (coarse features) and the last (fine style) vectors, are more sparse
while the middle vectors are relatively dense (except 8th), that could point that,
the more the feature is distinguish between the samples the more the sparse
its distribution. As a consequence, even a slight change (or transaction) in such
features will produce the most change in the original space.

Fig. 2. Example of ISOMAP 2-dimension representation of 3 vectors (7th, 8th and
9th)

4.3 Comparing the Results

Two examples are shown in Table 1, where we compared between the old settings
on the left and the effect of adding each vector of the 8th, 9th, 10th, and 11th
respectively to be from the subject image instead of the style image, the 8th
vector effect is shown on the identity also on features like beard in the top
example and hair color on the bottom example and its representation was sparse
in the ISOMAP. While adding vectors improve the identity slightly, especially
the eye color as in the bottom example, the style is progressively lost, and we
need to find suitable combinations to have as much style while preserving the
identity.

Table 2 focuses on the effect of the 8th vector and shows the comparison
between the first 12 vectors of the original image with and without the 8th
vector. We observed the same effect on 3 other bearded men images and 3 other
blonde-haired images. Based on the obtained results, we can conclude that this
sparse vector has a greater effect on distinguishing patterns than the other dense
vectors.



282 D. Almhaithawi et al.

Table 1. Comparing the results of the style transfer from left to right, the original
image, the old settings, first 9 vectors, first 10 vectors, first 11 vectors, first 12 vectors
from original image while the rest are from the style image

Original Old settings +8th +9th +10th +11th

For all our results mentioned in this work, we applied normalization of the
mixed vector in the latent space before generating the image, for the results
shown in Tables 1 and 2 we used a variance percentage of 0.4%.

Table 2. The effect of the 8th vector on the identity.

With 8th vector Without 8th vector With 8th vector Without 8th vector

5 Evaluation

In this section we present our evaluation of the results where we conducted a
survey with different settings. The survey was advertised and conducted online
and was sent to all users (almost 25 thousand) on batches (2,000 each). We
opened the survey during a month, from a total of 525 views 370 completed
the survey and 9 started without finishing (the participation rate is 72.2%, the
completion rate is 97.6% and the average time for completion is 3:44 min). For
designing the survey and collecting responses we used SurveyHero4. The survey
included 18 questions, both quantitative and qualitative data were gathered.

The survey was designed mainly to help finding insights to answer the fol-
lowing questions:
4 www.surveyhero.com is a software to design, collect and analyze responses of surveys.

www.surveyhero.com
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RQ1. Is there a better trade-off (between style and identity preservation) than
the current version?
RQ2. Does the current version preserve the identity of the subject?

Fig. 3. The second type of questions results. The percentage indicates the number of
users choose the celebrity divided by the number of total responses to this question
(the total responses were 167)

To address the questions mentioned before we designed 9 questions that
related to the comparison in two types:

1. Type 1 addresses RQ1, which has 8 questions, present four different celebrities
(Monica Bellucci, Luciano Pavarotti, G-Dragon and Barack Obama) and four
other test cases with the following four settings each and the participant can
choose the most convenient: (a) Old settings; (b)The first 9 vectors from the
original image; (c) The first 11 vectors from the original image; (d) The first
12 vectors from the original

2. Type 2 addresses RQ2, one question presents 8 other celebrities (Maria Shara-
pova, Roberto Benigni, Edith Piaf, Freddie Mercury, Lucy Liu, Morgan Free-
man, Billie Eilish, Johnny Depp) with the old settings and asks the user to
choose all that are recognized, to measure the identity preservation in the old
settings.

5.1 Survey Results

The demographic questions show the followings:

– The Gender, from 360 responses, 224 (62.22%) are men, 129 (35.83%) are
women and 7(1.94%) prefer not to declare
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– The Age, from 360 responses, most of the participants are between 31 and
45 years old (39.44%)

– The Art-Related background, mostly interested in art 56.82%

The type 1 responses are shown in Table 3, mostly the old version is chosen for
the first type of questions because it holds the most style although the identity
preservation is the least.

Table 3. The first type of questions results.

Image Description Total Option a Option b Option c Option d

Monica Bellucci Woman, Brunette 343 67.93% 10.79% 9.62% 11.66%

Luciano Pavarotti Bearded man, Caucasian 349 43.84% 23.78% 15.19% 17.19%

G-Dragon Man, Asian 346 35.84% 38.15% 13.01% 13.01%

Barack Obama Man, African 350 26% 16.57% 28.57% 28.86%

Test case 1 Bearded man, Caucasian 346 31.21% 25.43% 22.83% 20.52%

Test case 2 Woman, blonde 352 45.74% 11.65% 23.30% 19.32%

Test case 3 Woman, African 167 30.54% 31.14% 18.56% 19.76%

Test case 4 Woman, Brunette 167 57.49% 20.96% 10.78% 10.78%

The type 2 responses are shown in Fig. 3, Lucy Liu was the most recognized.
Then Freddie Mercury and Roberto Benigni.

5.2 Survey Validation

We discuss the threats to internal validity which are the instrumentation, the
selection of the subjects, and the maturation. The instrumentation, while design-
ing this survey we conducted a pilot survey with 19 participants, which helped
in determining to what extent the questionnaire was understandable and com-
plete. The participants have the chance to give their feedback to the question-
naire regarding wording, clarity, and presentation. Subject selection, participants
took part in the survey voluntarily. The maturation threats from fatigue or bore-
dom were not taken into consideration due the fact that the average time for
completion is 3:44 min. Concerning the external validity (that limit the ability
to generalize the experiment results outside the experiment setting) had to do
with the representativeness of the subject population. To guarantee the repre-
sentativeness of the subject population, the survey was sent to all the users of
the DaVinciFace.

6 Discussion and Future Directions

The results of our research can be summarized in the following points:
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Relevance of the 8th Vector from the StyleGAN2 Structure. This vector shows
a large impact on identity preservation and some detailed features such as
beard and hair color. This vector was represented as a sparse distribution using
ISOMAP.

The Survey Results. The results for the type 1 questions shows that mostly
the old version is preferable because it holds the most style while the identity
preservation is the least. In exception are the Asian and African races, where
more identity was needed. Also, the type 2 question supports the previous find-
ings. The examples of Asian and African races have the most conflict in opinion,
while Women examples the old version is mainly selected. Thus, this work was
practically useful to improve a real and existing product while addressing some
users comments, such as: (i) Obtaining more demographic information about the
users; (ii) Obtaining artistic reviews; (iii) quantifying the results of the appli-
cation which are subjective (qualitative); and (iv) Measuring the importance of
identity preservation. Although the main purpose of this work was to improve
the resemblance of the portrait to the subject image, the survey showed that the
users’ opinion is more drift towards keeping the most style more than having
more identity. This could be due to the fact that this application is artistic and
this is an artistical point of view. However, this is not the case in special subjects
with races and features different from Leonardo’s original portrait like Africans,
Asiana and bearded men which needs more investigation. The research activities
presented can be significantly extended in the following research directions.

Defining a New Set of Quantitative Metrics to Objectively Evaluate Dense Vec-
tors Compared to Sparse Vectors: To this end, we will use the results of the
survey presented in this article to answer more questions such as:

– How does demographics (race, gender) of the subject affect the result;
– Are the results of the questions different in case the participant had a personal

experience with the system;
– Are the results of the questions different if the participant is professionally

related to art (artist or art-student).

The Influence of Density on the Discrimination of Samples. We can anticipate
that the density is an important factor in exploring the latent space, and it could
play a role in the creation of the space. However, these preliminary results are
promising and represent a first attempt at a more comprehensive and robust
study looking into the impact of sparse vectors compared to dense vectors on
the construction of the resulting image.

Investigate the Applicability of the Proposed Method to Support the Data Labeling
Phase: Any information about the data structure helps in later processing and
one of them is data labeling. The used dataset was manually labeled, which will
give us the opportunity to explore these labels, especially the gender.
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Abstract. University rankings are not only used as tools in academia
and funding agencies, but they are popular readings in newspapers and
magazines as well, plus they are of major importance for decision-making
in academia. University rankings have been heavily criticized for a num-
ber of reasons, including that they are based on arbitrary choices about
the key performance indicators, their special weights and so on. For these
reasons, we argue that there is no meaning in ranking universities in an
absolute ordered manner; instead universities should be ranked in “sets
of equivalence”. To this end, here we present a modified version of Skyline
and Rainbow Ranking, named Bounded Skyline and Bounded Rainbow
Ranking, respectively. The results are analyzed and discussed in compar-
ison to traditional university rankings.

Keywords: Dominance · Skyline · Rainbow Ranking · University
ranking

1 Introduction

University rankings are of major importance for decision-making by prospective
students, academic staff, and funding agencies. The placement of universities
in these lists is a crucial factor and academic institutions adapt their strategy
according to the particular criteria of each evaluation system.

Probably, the most popular global rankings are: ARWU1 (Academic Ranking
of World Universities) of Shanghai, THE2 (Times Higher Education) World Uni-
versity Rank and QS3 (Quacquarelli Symonds) Rank. All these lists base their
respective ranking on some set of key performance indicators, which differ from
one organization to the other. The reader can retrieve these indicators from the
respective sites.

In [3,4] we have used the concept of Skyline and the Rainbow Ranking
to overcome the most significant drawback of all these rankings: the arbitrary
1 https://www.shanghairanking.com/.
2 https://www.timeshighereducation.com/.
3 https://www.topuniversities.com/.
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weight selection. We have used the standard dominance definition [3], as well as
a dominance definition based on the mathematical concept of Majorization [4].
In this work we elaborate the Skyline definitions by adding the ability to define
bounds. This concept can be used in combination with any dominance type. We
notice, however, that here we use only the standard dominance type.

2 Skyline and Rainbow Ranking

The Skyline operator [1] has been utilized in the Databases field for decades and
dates back to the definition of the Pareto frontier in Economics [7]. However, the
Skyline approach does not refer to efficient resource allocation; rather it provides
a multi-criteria selection of “objects”. In particular, the Skyline operator is used
as a database query to filter only those objects that are not worse than any
other (they are not dominated) [1]. The Skyline operator takes advantage of the
concept of “dominance”, which is symbolized with ≺ and �. There are various
definitions of the dominance relationship:

Definition 1 (Dominance [2]). Point s dominates point t, denoted as s � t,
iff ∀i ∈ [1, d], s[i] ≥ t[i] and ∃j ∈ [1, d], such that s[j] > t[j]. If neither s
dominates t, nor t dominates s, then s and t are incomparable, denoted s ≺� t.
The relation s � t denotes that either s � t or ∀i ∈ [1, d], s[i] = t[i].

Definition 2 (Strict Dominance [2]). Point p strictly dominates point q,
denoted as , iff ∀i ∈ [1, d], p[i] > q[i].

Here, we note that there are two opposite views in the literature about domi-
nance, depending on the application. In some applications we may need positive
domination, in the sense that the best value is the greater one. Elsewhere, we
may need negative domination, i.e. the best value is the smallest one. For exam-
ple, an attribute as h-index needs positive domination but the attribute rank
position needs negative domination.

Definition 3 (Skyline [6]). Given a dominance relationship in a dataset, a
Skyline query returns the objects that cannot be dominated by any other object.

SKY (S) = {s ∈ S : �t ∈ S, t � s} (1)

Apparently, we can apply the Skyline concept in Scientometrics. For example,
given a set of attributes that characterize scientific performance, the Skyline
operator outputs the entities (e.g. authors, institutions etc.) that cannot be
surpassed by any other entity in the dataset [3].

An extension of the Skyline operator, the Rainbow Ranking [5], applies iter-
atively the Skyline operator until all entities (i.e., scientists) of a dataset have
been classified into a Skyline level. More specifically, given a set of scientists X1,
the first call of the Skyline operator produces the first Skyline level, which is
denoted as S1. Next, the Skyline operator is applied on the dataset X1 − S1, to



A Novel Method for University Ranking: Bounded Skyline 289

derive the second Skyline layer, denoted as S2. This process continues until all
the scientists of the dataset have been assigned to a particular Skyline level Si.

To give more semantics to the method, a particular value should characterize
the Skyline levels. Should this value be the iteration number, then this would
convey limited interpretability since the relativeness would be lost. It is crucial to
designate the position of a scientist among their peers. Therefore, a normalization
of this value is necessary.

Definition 4 (Rainbow Ranking [5]). Given a dominance relationship in a
dataset, RainbowRanking is the process of iteratively applying the Skyline oper-
ator. Each Skyline operation produces a Skyline level (i.e. 1, 2, 3, . . .). Thus, the
RR-index of an object a is defined as:

RR(a) = 100 − 100 × |Aabove(a)| + |Atie(a)|/2
|A| (2)

where A is the set of objects, Aabove(a) is the number of objects at higher Skyline
levels than object a, and Atie(a) is the number of objects at the same Skyline
level with object a, excluding object a.

Apparently, it holds that: 0 < RR(a) ≤ 100, and consequently the best object
has the greatest value.

Table 1. A synthetic 2D example.

Researcher C P Rank Rank RR Bounded

order order layer RR

by C by P layer

R1 32 51 1 19 1 4

R2 32 40 1 23 1 4

R3 32 20 1 26 1 4

R4 31 63 4 18 1 1

R5 30 72 5 13 1 1

R6 30 43 5 21 2 5

R7 30 32 5 25 2 5

R8 26 70 8 14 2 2

R9 25 65 9 16 3 3

. . .

R20 14 90 20 8 3 5

R21 14 89 20 9 3 5

R22 13 99 22 1 1 4

R23 13 94 22 3 2 5

R24 13 75 22 12 4 6

R25 12 91 25 6 3 6

R26 10 92 26 5 3 6
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3 Motivation

In the sequel, we present an example. Let’s assume that we have a set R of
researchers {R1, R2, . . . , R26}. We have computed their average number of cita-
tions per publication C and number of publications P and we need to generate
a unique ranking based on both attributes. Columns C and P of Table 1 show
the particular values of the example. The first examined method is Rainbow
Ranking, which is based on Skylines. In Fig. 1a we show the plot, whereas in
column “RR Layer” of Table 1 we show for each entity the Skyline layer that
it belongs. In Fig. 1b we focus on the first Skyline layer. It can be seen that
researchers R1, R2, R3, R4, R5, R11, R17, R22 belong in the first Skyline layer.
At this point, we notice that the Researcher R3 is ranked last by the number
of publications P (y-axis). Is it fair, the last ranked researchers by one of the
metrics to be clustered within the first class of researchers? In most cases, this
is no fair. Let’s recall the classic Skyline example from [1], where we seek for
cheap hotels nearby the sea, and extend our search under the constraint that
the hotels should not be very expensive neither they should be too far from the
sea. This means that in every attribute we must apply a lower (upper) limit.
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Fig. 1. Skylines under Strict dominance.

Returning to our example with the researchers, rephrase the query as find
the researchers who are not dominated by any other by either C and P metric,
as well as they are ranked in a acceptable position by any metric. What is an
acceptable position? In other words: which should be the boundary that will
allow the researchers (or not) to become members of the Skyline? There are
several choices to use as a boundary:
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– the average value,
– the median value, or
– the range middle value.

It is obvious that any value from the ones mentioned earlier could be used,
either computed as a percentage of each dimension range, or computed as a
population limit. In this work, we will use only the above-mentioned values:
average, median and range middle, and we will try to investigate how each one
affects the final ranking. In Fig. 1b we show the above possible bounds for both
P and C metrics. It is obvious that depending on the data distributions, the
selection of the boundary will affect more or less the final Skyline selection.
Assuming that we use the range middle value as a boundary for all dimensions
(Fig. 1c), then the selected elements from the Skyline will be only the ones that
reside in the top-right quadrant of the plot.

Definition 5 (Bounded Skyline). Given a dominance relationship in a
dataset and a boundary function B, a Bounded Skyline query returns the objects
that cannot be dominated by any other object and simultaneously all its attributes
are better than the computed B[i].

SKY (S) = {s ∈ S : �t ∈ S, t � s ∧ ∀i ∈ [1, d], s[i] >= B[i]} (3)

By using the Definition 4 we can define the RainbowRanking (RR) based on
the Bounded Skyline. In every iteration, the boundary for each dimension will
change4, since it will be recomputed based only on the remaining elements. So
the cross shown in Fig. 1c may be moved during each iteration.

At this point, we notice that given a set of elements in a d-dimensional space,
the Bounded Skyline may be an empty set. This situation may occur when, in
the hypothetical 2D example presented in Fig. 1, the upper right quadrant of
the plot has no points of the unbounded Skyline. If this situation occurs, then in
the specific iteration of the RR computation, the unbounded Skyline should be
used instead of the bounded one. In Fig. 1d we show the resulting Skyline layers
by applying the RR iterations. In iterations 4, 5, and 6 the resulting Bounded
Skyline is empty, and thus the unbounded one is used. In Fig. 1e we show in
detail the computation of layer 4. The unbounded Skyline does not contain any
points in the upper right quadrant. Therefore, the Bounded Skyline set is empty.
This leads that the unbounded one will be used.

Finally, it is anticipated that the Bounded RainbowRanking (RR) will pro-
duce:

– better refined and smaller Skyline sets than the unbounded algorithm, espe-
cially in the top layers,

– more or equal number of layers than the unbounded algorithm.

4 There are some cases that it will not change, like the case of Fig. 1 from iteration 1
to 4, since the minimum and maximum values remain the same. In iterations 5 and
6, it will change.
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4 Experiments

In this section, we present the experiments performed. The first set of experi-
ments is based on the QS ranking. They rank the universities according to six
criteria. Each criterion is assigned a specific weight. Our first claim is that given
a different set of weights, the rank order will change. Especially in the high
ranked universities. In Table 2 we present the original QS rank table for the top-
30 universities. Our second claim is that a significant set of universities get very
similar scores. Thus, these universities should be ranked at the same position.
In [3,4] we have proposed the use of Skyline and the Rainbow Ranking to over-
come these drawbacks. The simple Skyline method still has some drawbacks as
explained in Sect. 3.

It can be seen from Table 3 that a significant number of universities are
grouped into the layer #1 Skyline. Actually, 103 universities are ranked into the
first layer by the unbounded method. This size is considered to be too excessive.
Here, we notice that the Skyline produces large layers in the case that there are
a lot of dimensions which are uncorrelated to each other. Thus, since there are
six uncorrelated criteria, it is almost obvious that the groups will be rather large.
The Bounded Skyline adds another filter in the Skyline iterations. In Table 3 we
can see that by using a bounded variation of Skyline, after the 16th positioned
university by QS, a lot of universities are sunk to a lower Skyline layer by almost

Table 2. Top 20 Universities by QS 2022.

University # by QS Academic Employer Faculty Cit. Intern Intern

QS overall reput. reput. student per faculty students

ratio faculty ratio ratio

MIT 1 100 100 100 100 100 100 91.4

U. of Oxford 2 99.5 100 100 100 96 99.5 98.5

Stanford U. 3 98.7 100 100 100 99.9 99.8 67

U. of Cambridge 4 98.7 100 100 100 92.1 100 97.7

Harvard U. 5 98 100 100 99.1 100 84.2 70.1

California I. of Tech. (Caltech) 6 97.4 96.7 89.9 100 100 99.4 87.7

Imperial College London 7 97.3 98.4 99.8 99.8 88.1 100 100

ETH Zurich 8 95.4 98.7 95.3 80.4 99.8 100 98.2

UCL 9 95.4 99.4 98.9 99 78 99.5 100

U. of Chicago 10 94.5 99.2 93.5 95.5 90.6 71.9 84.9

National U. of Singapore (NUS) 11 93.9 99.6 97.1 86.8 90.6 100 70.3

Nanyang Tech. U. Singapore (NTU) 12 90.8 91.1 85 89.5 95.5 100 69.6

U. of Pennsylvania 13 90.7 96.2 93.8 100 74 94.1 58.1

EPFL 14 90.2 82.4 79.7 94.8 99.8 100 100

Yale U. 15 90.2 99.9 100 100 59.9 87.9 69.8

The U. of Edinburgh 16 89.9 98 97.3 83.5 69.5 99.3 99.6

Tsinghua U. 17 89 98.6 97.6 90.6 96 15.3 26.3

Peking U. 18 88.8 99.4 98.2 83.5 89.5 45.6 38.5

Columbia U. 19 88.7 99.6 98.4 100 55.6 52.7 98.4

Princeton U. 20 88.6 99.9 99.2 68.7 100 28.1 63.2
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all the variations. The first sank university is Tsinghua University, which is
ranked at the 17th position by QS and in the 2nd unbounded Skyline layer. By
two of the three bounded variations, it is downgraded to positions five and seven.
We claim that this improves the clustering results. This is more obvious for the
University of Tokyo case. Its score is only 3.3/100 for the criterion International
Faculty Ratio. Due to the high score on the other indicators, the University
of Tokyo is ranked high by both QS Rank and the unbounded Skyline. The
Bounded Skyline variations downgrade it to layers 5 to 7.

Table 3. Top 30 Universities by QS 2022.

University QS Simple Middle Avg Median QS Simple Middle Avg Median

rank Skyl BSkyl BSkyl BSkyl Sc. RR RR RR RR

layer layer layer layer Sc. Sc. Sc. Sc.

MIT 1 1 1 1 1 100 95.8 99.2 98.6 98.1

U. of Oxford 2 1 1 1 1 99.5 95.8 99.2 98.6 98.1

Stanford U. 3 1 1 1 1 98.7 95.8 99.2 98.6 98.1

U. of Cambridge 4 1 1 1 1 98.7 95.8 99.2 98.6 98.1

Harvard U. 5 1 1 1 1 98 95.8 99.2 98.6 98.1

CalTech 6 1 1 1 1 97.4 95.8 99.2 98.6 98.1

Imperial College London 7 1 1 1 1 97.3 95.8 99.2 98.6 98.1

ETH Zurich 8 1 1 1 1 95.4 95.8 99.2 98.6 98.1

UCL 9 1 1 1 1 95.4 95.8 99.2 98.6 98.1

U. of Chicago 10 2 2 2 2 94.5 89.5 98.0 96.0 94.6

NUS Singapore 11 1 1 1 1 93.9 95.8 99.2 98.6 98.1

NTU Singapore 12 1 1 1 1 90.8 95.8 99.2 98.6 98.1

U. of Pennsylvania 13 1 1 1 1 90.7 95.8 99.2 98.6 98.1

EPFL 14 1 1 1 1 90.2 95.8 99.2 98.6 98.1

Yale U. 15 1 1 1 1 90.2 95.8 99.2 98.6 98.1

The U. of Edinburgh 16 2 2 2 2 89.9 89.5 98.0 96.0 94.6

Tsinghua U. 17 2 5 7 2 89 89.5 92.3 85.5 94.6

Peking U. 18 2 5 2 2 88.8 89.5 92.3 96.0 94.6

Columbia U. 19 1 1 1 1 88.7 95.8 99.2 98.6 98.1

Princeton U. 20 1 5 1 1 88.6 95.8 92.3 98.6 98.1

Cornell U. 21 2 2 2 2 88.3 89.5 98.0 96.0 94.6

The U. of Hong Kong 22 1 1 1 1 86.3 95.8 99.2 98.6 98.1

The U. of Tokyo 23 1 5 7 6 86.2 95.8 92.3 85.5 81.6

U. of Michigan-Ann Arbor 24 3 5 3 3 86.2 83.5 92.3 94.1 91.2

Johns Hopkins U. 25 1 1 1 1 85.9 95.8 99.2 98.6 98.1

U. of Toronto 26 2 2 2 2 85.3 89.5 98.0 96.0 94.6

McGill U. 27 3 3 3 3 84 83.5 97.5 94.1 91.2

The Australian National U. 28 1 5 1 1 84 95.8 92.3 98.6 98.1

The U. of Manchester 29 2 2 2 2 84 89.5 98.0 96.0 94.6

Northwestern U. 30 2 5 2 2 82.8 89.5 92.3 96.0 94.6
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In Fig. 2 we show the group sizes by each ranking method. The QS produces
one-member clusters up to position 500 (Fig. 2b). After this position, universities
are clustered by an unknown methodology. On the other hand, in Fig. 2a the
Skyline layer sizes are shown. The unbounded Skyline produces 12 layers and
their sizes are varying around 100. The Middle range Bounded Skyline produces
the smallest high ranked sets (about 10–20 members) but finally generates a
total number of only 14 layers. The averaged value Bounded Skyline produces
bigger high ranked sets (about 20–30 members) and generates 17 layers. Finally,
the median value Bounded Skyline produces even bigger high ranked sets (about
40–50 members) and a total number of 27 layers. For the cases of median and
average Bounded Skylines we must notice the sharp increases of layer sizes at
the lower ranked layers. This is caused by the phenomenon that the algorithm
reaches a case that there are no universities that fulfill the bounding criteria,
and therefore the unbounded variation is used for the specific layer.
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Fig. 2. Rank groups’ sizes.

Table 4 shows the Kendall τ , Spearman and Pearson coefficients of the result-
ing scores. It is self-evident that any comparison of RR scoring will have the same
exactly Pearson and Spearman coefficients. All the RR variations have very high
coefficients compared to each other. It is worth noticing that the middle range
Bounded RR has a very high coefficient with the unbounded one. Also, it is
worth noticing that the bounded variations are closer to the QS score than the
unbounded RR one. The unbounded and the original QS are the most dissimilar
methods. The Middle range RR is the most similar to both QS and unbounded
RR, and thus combines the advantages of the QS scoring and the Skyline (and
RR) notion of clustered ranking.
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Table 4. Kendall τ , Spearman ρ, and Pearson r coefficients

QS RR Middle RR Avg RR Median RR

Kendall τ QS – 0.65 0.68 0.67 0.66

RR – – 0.92 0.84 0.72

Middle RR – – – 0.90 0.77

Avg RR – – – – 0.81

Median RR – – – – –

Pearson r QS – 0.76 0.78 0.77 0.76

RR – – 0.97 0.93 0.85

Middle RR – – – 0.96 0.88

Avg RR – – – – 0.91

Median RR – – – – –

Spearman ρ QS – 0.78 0.79 0.79 0.78

RR – – 0.97 0.93 0.85

Middle RR – – – 0.96 0.88

Avg RR – – – – 0.91

Median RR – – – – –

Table 5. Top 20 Universities by NTU 2021.

Universities Final Score 11y Cur. 11y Cur. Avg H HiCi High

Pos. arts arts Cits Cits. Cits papers J arts

Harvard U. 1 97.8 100 100 100 100 77.5 100 100 100

Stanford U. 2 64.3 55.7 66.7 53.3 65.6 77.3 87.9 55.8 61.6

U. of Toronto 3 61.2 65.4 71.2 52.8 60.9 63.3 81.2 48.9 54.4

U. of Oxford 4 60.1 56.4 66.6 50.7 62 71.7 79.8 47.9 55.4

Johns Hopkins U. 5 59.7 57.8 67.9 50.6 60.5 69.3 80.3 46.2 54.4

U. of London 6 59.2 59.2 67.5 48.6 61.1 64.4 80.3 46.8 54.9

U. of Washington, Seattle 7 57.8 53.4 62 47.6 59.6 71.1 82.9 46.6 50.9

MIT 8 57.6 46.8 53.5 49.8 54.8 90.9 78 50 50.3

U. of Michigan, Ann Arbor 9 56.8 57.3 66.9 46.6 57.4 63.6 78.4 42.5 51.7

U. of Cambridge 10 55.1 52.3 59.3 46.4 55.3 70.7 75.7 43.8 48.8

Imperial College London 11 54.7 50.5 59.6 42.9 56.7 67 79.8 41.8 51.1

Columbia U. 12 54.7 50.3 59.5 44.1 53.9 69.7 75.7 43.3 51.2

U. of Pennsylvania 13 54.6 52.4 60.7 45.4 52.4 68.5 71.7 43 51.6

Tsinghua U. 14 54.4 52.2 69.2 36.6 64.3 52 77.1 36.4 56.9

U. of California, Los Angeles 15 53.6 52.4 58.5 45.6 51.6 68.9 73.5 42.1 46.7

U. of California, San Francisco 16 52.8 45.4 53.2 43.1 49.7 78.8 73.1 40.2 50.6

Shanghai Jiao Tong U. 17 52.6 56.3 78.3 35.1 59.6 45.5 72.1 30.8 51

U. of California, San Diego 17 52.6 48 56.1 42.5 51.8 70.9 77.6 40.6 46.1

Zhejiang U. 19 52.3 55.7 79.3 34.9 58.6 45.6 67.7 31 51.5

U. of California, Berkeley 20 52.1 47.9 51.5 46 47.4 79.2 71.3 43.3 42.6
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Table 6. Top 30 Universities by NTU 2021 ordered by Avg Bounded RR.

Universities NTU Simple Mid. Avg Med. Simple Middle Avg Median

Pos. Sky BSky BSky BSky RR RR RR RR

layer layer layer layer pos. pos. pos. pos.

Harvard U. 1 1 1 1 1 1 1 1 1

Stanford U. 2 2 2 2 2 6 2 5 5

U. of Toronto 3 2 5 2 2 6 11 5 5

U. of Oxford 4 2 2 2 2 6 2 5 5

Johns Hopkins U. 5 2 2 2 2 6 2 5 5

U. of London, U. College London 6 2 5 2 2 6 11 5 5

U. of Washington, Seattle 7 3 3 3 3 17 5 11 12

Massachusetts Institute of T. 8 1 5 1 1 1 11 1 1

U. of Michigan, Ann Arbor 9 3 6 3 3 17 24 11 12

U. of Cambridge 10 4 4 4 4 32 8 20 21

Imperial College London 11 3 5 3 3 17 11 11 12

Columbia U. 12 3 3 3 3 17 5 11 12

U. of Pennsylvania 13 3 3 3 3 17 5 11 12

Tsinghua U. 14 2 5 16 13 6 11 143 141

U. of California, Los Angeles 15 4 4 4 4 32 8 20 21

U. of California, San Francisco 16 1 5 1 1 1 11 1 1

Shanghai Jiao Tong U. 17 2 5 16 21 6 11 143 214

U. of California, San Diego 17 4 4 4 4 32 8 20 21

Zhejiang U. 19 2 5 16 21 6 11 143 214

U. of California, Berkeley 20 1 5 1 1 1 11 1 1

Yale U. 21 5 5 5 5 46 11 27 30

Cornell U. 22 5 6 5 5 46 24 27 30

Peking U. 23 3 9 16 15 17 35 143 168

U. of Melbourne 24 4 9 4 4 32 35 20 21

Duke U. 25 6 6 6 6 63 24 36 39

U. of Copenhagen 26 5 7 5 5 46 29 27 30

Swiss Federal Inst of T. - Zurich 27 3 5 3 3 17 11 11 12

Paris-Saclay U. 28 4 9 4 4 32 35 20 21

Northwestern U. 29 5 6 5 5 46 24 27 30

Sorbonne U. 30 4 9 4 4 32 35 20 21

Tables 5 and 6 present the rank results of the NTU (National Taiwan Uni-
versity) Ranking. Table 5 presents the top 20 universities by NTU and their
corresponding scores on NTU criteria. Table 6 presents the results of our algo-
rithms. Column simple Skyline Layer shows the rank layer each university is
clustered and column simple RR pos. shows the absolute position of the cluster’s
first university. These two columns are repeated for every Bounded RR varia-
tion. Harvard, MIT, San Francisco and Berkeley are clustered into layer 1 by
Average Bounded RR and by Median Bounded RR as well. MIT, San Francisco
and Berkeley are upgraded related to the original NTU rank. Stanford, Toronto,
Oxford, Johns Hopkins and UCL, are clustered into layer 2 by the same methods.
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We must notice the Tsinghua University, Shanghai Jiao Tong, Zhejiang Zhejiang
and Peking University, who are ranked highly by the NTU applied weighted
aggregate, they are all downgraded by both Average and Median Bounded RR.

Finally, as it was expected, the NTU experiment produces much smaller
layers than the QS one. This occurs because the QS criteria are uncorrelated but
the NTU ones are all scientometric indicators, so they are somehow correlated
to each other.

5 Conclusion

University ranking have been heavily criticized for a number of reasons, including
that they are based on arbitrary choices about the key indicators, their special
weights and so on. For these reasons, we argue that there is no meaning in ranking
universities in an absolute ordered manner; instead universities should be ranked
in “sets of equivalence”. To this end, we have used the Skyline notion and the
Rainbow Ranking algorithm to perform experiments on a dataset extracted from
QS Ranking.

Also, we have defined the Bounded Skyline concept. This can be used in col-
laboration with any dominance relationship. Also, any statistical concept can be
used as a boundary function to split a set of values (mean, middle, average etc.).
We proved that the use of a boundary function improves the ranking produced by
the application of Rainbow Ranking, especially for the higher ranked elements,
by producing smaller sets. As a future work, we plan to improve the behavior of
Bounded Rainbow Ranking for the cases that an iteration produces an empty
Bounded Skyline. An alternative policy could be, that in the case a Bounded
Skyline set is empty, downgrade the boundary for all dimensions by 50%. For
example, while using as bound the middle range (50% of the range values), after
meeting an empty Skyline set, set the boundary to 25% of the range values. After
meeting another empty set, set the boundary to 12.5% and so on, instead of elim-
inating it. That is a dynamically adapted Bounded Skyline. Another extension
could be the reduction of bound strictness. For example, if none of the elements
fulfills the boundaries in all dimensions, let’s accept the elements that fail in the
minimum number of dimensions. These possible improvements will be examined
in a future work.

The Bounded RR is applicable to other entities, such as authors or other
higher order multi-dimensional entities. The performance study is left as a future
work, too.
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Abstract. Besides a good prediction a classifier is to give an explanation
how input data is related to the classification result. Decision trees are
very popular classifiers and provide a good trade-off between accuracy
and explainability for many scenarios. Its split decisions correspond to
Boolean conditions on single attributes. In cases when for a class decision
several attribute values interact gradually with each other, Boolean-logic-
based decision trees are not appropriate. For such cases we propose a
quantum-logic inspired decision tree (QLDT) which is based on sums
and products on normalized attribute values. In contrast to decision trees
based on fuzzy logic a QLDT obeys the rules of the Boolean algebra.

Keywords: Quantum logic · Decision tree · Interpretable AI

1 Introduction and Related Work

Data mining is the task of finding patterns in a large data collection. Methods
of supervised learning find a mapping, called a model, between input objects
and a target property. For the classification task the target property is cat-
egorical. Without loss of generality, we discuss classification tasks where the
target property distinguishes between two classes denoted by the values 0 and
1, respectively. Let D be a set of objects (tuples of reals). Every object is char-
acterized by its values for n given attributes: o = (o1, . . . , on). Furthermore, we
assume the existence of a hidden mapping m from D to the classes, that is,
m : D → {0, 1}. We explicitly know the mapping only for a subset O ⊂ D. That
is, we hold M = {(o,m(o))|o ∈ O}. Let TR ⊂ M be the set of training data and
TE = M \ TR be test data.

Solving a classification problem means to construct a mapping function
cl : D → {0, 1}, called a classifier, from given training data TR. The classifier
should approximate m and should provide a prediction on TE with high accu-
racy. The accuracy of a classifier is quantified as the fraction of correctly classified
objects of all test objects: accuracy = |{(o,m(o)) ∈ TE|m(o) = cl(o)}|/|TE|. In
addition to a good accuracy a classifier should explain to users the connection
between object attributes and the corresponding class, see [2]. A very popular
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classification method is the decision tree (DT), see [1]. The DT is based on rules
of Boolean logic and can be seen as a good trade-off between accuracy and power
in order to explain the classifier [3]. That is, in contrast to works like [7,15] we
use logic as a means for explanation.

For finding the class of an object using a DT we navigate from the root to
a leaf. Following such a path means to check conjunctively combined conditions
on object attribute values. If we regard objects as points in [0, 1]n then every
tree node split on an attribute corresponds to one or more hyperplanes being
parallel to n − 1 axes.

Fig. 1. (left) Class decision lines for (x > 0.5) ∧ (y > 0.5) (dashed) and x ∗ y > 0.5
(solid) and (right) space decomposition by axis-parallel decisions for x ∗ y > 0.5

See Fig. 1 (left) for a two-dimensional case where the dashed line refers to the
class separation for (x > 0.5) ∧ (y > 0.5). For that class decision the attribute
values interact conjunctively on the level of Boolean truth values. But what
about scenarios where the interaction takes place on object values directly? See
for example the solid class separation line in Fig. 1 (left) for x ∗ y > 0.5. Let, for
example, x ∈ [0, 1] encodes age and y ∈ [0, 1] encodes continuously the BMI of a
person. Furthermore, the risk of severe health damage from COVID may increase
gradually in the shape of a product of age and BMI. In that and similar cases,
decision trees based on axis parallel decisions can only roughly approximate non-
parallel decision lines and deteriorate, see Fig. 1 (right). A tighter approximation
would lead to even more deterioration.

In contrast to the traditional decision tree based on Boolean decisions we
develop a quantum-logic inspired decision tree (QLDT). Instead of combining
Boolean values we regard attribute values from [0, 1] as results from quantum
measurements and combine them directly by using negation, conjunction and
disjunction following the concepts of quantum logic [9,12]. Different from fuzzy
logic, quantum logic based on mutually commuting conditions obeys the rules
of a Boolean algebra. Therefore, in contrast to decision trees based on fuzzy
logic [5,6,10], every logical formula can be represented as a set of disjunctively
combined minterms which are themselves conjunctions of positive or negated
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conditions (disjunctive normal form) [4]. After deriving a logic expression e in
disjunctive normal form we generate a QLDT (qldt(e)) from it.

Referring to the solid decision line (left) in Fig. 1 we obtain the quantum
logical expression x ∧ y with x, y ∈ [0, 1].

The evaluation of a traditional decision tree against an input object differs
from the evaluation [qldt(e)] of a QLDT. Starting from the QLDT root we navi-
gate in a parallel manner to all leaves where for each leaf we obtain a leaf-specific
evaluation value from [0, 1]. All evaluation values of class-1-leaves are summed
up to a class value from [0, 1]. A final threshold τ is applied to the class value
for a discrete class decision. The class decision can be written as [qldt(e)] > τ
(in the example we yield x ∗ y > 0.5).

For our quantum logic decision tree approach we identify the following advan-
tages:

1. Quantum logic deals directly with continuous truth values;
2. In contrast to fuzzy logic our quantum-logic inspired approach obeys the rules

of the Boolean algebra [8], for example [e ∧ ¬e] = 0 and [e ∧ e] = [e];
3. Class separation lines are not restricted to be axis-parallel.1

In following sections we will develop the QLDT. It is based on the concepts
of CQQL. The quantum-logic inspired language CQQL (commuting quantum
query language) was introduced in [12,14].

2 Commuting Quantum Query Language (CQQL)

Syntactically, a CQQL expression is an expression of propositional logic based on
conjunction, disjunction, and negation. We assume n atomic, unary conditions
on the n values of an object o. Such a condition expresses gradually whether an
input value is a high value, e.g. a high BMI value. Each of the conditions returns a
value from [0, 1]. The upper bound 1 is interpreted as true and the lower bound
0 as false. In [11] we prove that a quantum logic expression based on atomic
conditions on different attributes form a Boolean (orthomodular, distributive)
lattice.

A CQQL expression e in a specific syntactical normal form (CQQL normal
form, see [11,12,14]) can be evaluated arithmetically. Each CQQL expression
can be transformed into that normal form, see [12,14].

Let the function atoms(e) return the set of atomic conditions involved by
a possibly nested condition e. The CQQL normal form requires that for each
conjunction e1 ∧ e2 and for each disjunction e1 ∨ e2 (but not for the special case
of an exclusive disjunction) the atom sets are disjoint: atoms(e1)∩atoms(e2) = ∅.
If for e1 ∨ e2 the conjunction e1 ∧ e2 is unsatisfiable in propositional logic then
the disjunction is exclusive. We mark each exclusive disjunction by

.∨.
The evaluation of a CQQL expression e in the required normal form against

an object o is written as [·]o. For brevity, we drop the object o and write just [·].
In the following recursive definition of [e], we distinguish five cases:
1 Of course, there exist classification problems for which the decision tree based on

Boolean logic fits perfectly.
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1. Atomic condition: If e is an atomic condition then [e] ∈ [0, 1] returns the
result from applying the corresponding condition on o.

2. Negation: [¬e] = 1 − [e];
3. Conjunction: [e1 ∧ e2] = [e1] ∗ [e2];
4. Non-exclusive disjunction: [e1 ∨ e2] = [e1] + [e2] − [e1] ∗ [e2]; and
5. Exclusive disjunction: [e1

.∨ e2] = [e1] + [e2].

We now extend the expressive power of a CQQL condition by introducing
weighted conjunction (e1 ∧θ1,θ2 e2) and weighted disjunction (e1 ∨θ1,θ2 e2). The
work [13] develops the concept of weights in CQQL from quantum mechanics
and quantum logic. Weight variables θ1, θ2 stand for values out of [0, 1]. A weight
[θi] = 0 means that the corresponding argument has no impact and a weight
[θi] = 1 equals the unweighted case (full impact). We regard every weight variable
θi as a 0-ary atomic condition. Before we evaluate a condition with weights we
map every weighted conjunction and weighted disjunction in e to an unweighted
condition:

(e1 ∧θ1,θ2 e2) → ((e1 ∨ ¬θ1) ∧ (e2 ∨ ¬θ2))
(e1 ∨θ1,θ2 e2) → ((e1 ∧ θ1) ∨ (e2 ∧ θ2)).

For a certain classification problem we want to find a matching CQQL expression
e together with a well-chosen output threshold value τ for cl: clτe (o) = thτ ([e]o)

with thτ (x) =
{

1 if x > τ
0 otherwise.

From the laws of the Boolean algebra we know that every expression e can
be expressed in the complete disjunctive normal form, that is, every expression
is equivalent to a subset of 2n minterms. We implicitly assume for each of the
n object attributes exactly one atomic condition cj for j = 1, . . . , n and for an
object o = (o1, . . . , on) the equivalence oj = [cj ]o ∈ [0, 1]. The minterm subset
relation for any logic expression can be expressed by use of minterm weights
θi ∈ {0, 1}:

e =
.∨2n

i=1
mintermi,θi

mapped to
.∨2n

i=1
mintermi ∧ θi = e (1)

and mintermi =
∧n

j=1 cij with cij =
{

cj if (i − 1) & 2j−1 > 0
¬cj otherwise .

That is, the value i − 1 is considered as a bitcode and identifies a minterm
uniquely and j−1 stands for a bit position. The symbol ‘&’ stands for the bitwise
and.

Please note that the disjunction of any two different complete minterms is
always exclusive. Thus, e is in CQQL normal form and its evaluation against
object o yields

[e]o =
2n∑
i=1

θi

n∏
j=1

[cij ]o. (2)
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3 Extraction of Minterms and Finding the Output
Threshold

Next, we will extract a CQQL expression e in complete disjunctive normal form
from training data. We have to find the weight θi for every minterm i. The
starting point is the training set TR = {(x, y)} = {(o,m(o))} with the input
tuples (objects) x = o ∈ [0, 1]n and y = m(o) ∈ {0, 1}.

One important requirement for a classifier is high accuracy. Therefore, we
maximize the accuracy of expression (1) depending on the minterm weights θi

based on TR = {(x, y)}.
Accuracy acc for a continuous evaluation can be measured as sum over the

two correct cases (y = 1) ∧ [e]x and (y = 0) ∧ [¬e]x over all pairs (x, y) ∈ TR:

acc =
∑

(x,y)∈TR

(y ∗ [e]x + (1 − y)(1 − [e]x))

=
2n∑
i=1

θi

∑
(x,y)∈TR

⎛
⎝(2y − 1) ·

n∏
j=1

[cij ]x

⎞
⎠ +

∑
(x,y)∈TR

(1 − y).

We see after applying Eq. (2) and some reformulations, that accuracy shows
a linear dependence on the minterm weight θi for fixed TR-pairs. The first
derivative yields a constant gradient on θi:

∂acc

∂θi
=

∑
(x,y)∈TR

(2y − 1) ·
n∏

j=1

[cij ]x=
∑

(x,1)∈TR

n∏
j=1

[cij ]x −
∑

(x,0)∈TR

n∏
j=1

[cij ]x.

For maximizing accuracy a minterm weight θi should have the value 1 if ∂acc
∂θi

> 0
and 0 otherwise. In other words, for the decision whether a minterm should be
active or not it is sufficient to compare the impact of positive training data Ei

against the impact of the negative training data Ni with

Ei =
∑

(x,1)∈TR

n∏
j=1

[cij ]x and Ni =
∑

(x,0)∈TR

n∏
j=1

[cij ]x.

Please note that the decision depends on the relative number of positive training
objects in TR. Therefore, let γ1 = |{(x, 1) ∈ TR}| and γ0 = |{(x, 0) ∈ TR}| be
the number of positive and negative training objects, respectively. The fraction
of negative objects is then given by γ = γ0

γ1+γ0
. In the unbalanced case (γ 
= 1/2)

we compensate the effect on the minterm weight decision by:

[θi] =
{

1 if γ · Ei > (1 − γ) · Ni

0 otherwise
. (3)

Following that minterm decision rule we can decide for every minterm whether
it is active or inactive. In case of γ ·Ei ≈ (1−γ) ·Ni the decision is not clear. We
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call such kind of minterms unstable because adding a single new training object
may change the decision. Instable minterms are less expressive then stable ones
and have a low impact on accuracy. We are interested in stable minterms. For
measuring stability we compute the ratio ρi of γ · Ei to the sum of γ · E1 and
(1 − γ) · Ni of a minterm i . A value for ρi close to 1/2 indicates an unstable
minterm i, a value near 1 means a stable active minterm i, and a value near 0
means a stable inactive minterm i.

The question arises: should instable minterms be active or inactive? We pro-
pose to sort all minterms by their values ρi and choose a ρ-threshold θρ from them
that provides a good trade-off between accuracy and compactness of expression
e. The modified minterm decision rule is:

[θi] =
{

1 if γEi

γEi+(1−γ)Ni
> θρ

0 otherwise
. (4)

After applying our minterm decision rule (4) we obtain the expression:

e =
.∨

i:[θi]=1

n∧
j=1

cij with [e]x =
∑

i:[θi]=1

n∏
j=1

[cij ]x.

Next we have to find the output threshold value τ for clτe (x) = thτ ([e]x). Let
min1 = min(x,1)∈TR[e]x be the smallest evaluation result of the positive training
objects and max0 = max(x,0)∈TR[e]x be the highest result of the negative training
objects. In case of max0 < min1, positive objects and negative objects are well
separated and we set τ to (max0 + min1)/2.

Otherwise, we have to choose a value τ from the interval [min1,max0]. In
order to find a threshold which maximizes discrete accuracy we use the training
objects from TR:

τ = arg max
(x, ) ∈ T R
τx := [e]x

τx ∈ [min1, max0]

accuracy(e, τx, TR)

where accuracy(e, τx, TR) = |{(x, y) ∈ TR|y = clτx
e (x)}|/|TR|.

4 Quantum Logic Decision Tree

Our expression e has so far been a disjunction of active minterms. The last step
is to generate a quantum-logic inspired decision tree from e. The QLDT is just a
compact presentation of the CQQL expression e based on active minterms. The
basic idea is to regard the derived minterm weights as training data and to use
a traditional DT algorithm for constructing the QLDT. The training data for
the decision tree construction are just the bit values 0 and 1 from the binary
code bitcode(i − 1) = x1 . . . xn of all minterm identifiers i: The bit values of the
bitcode are regarded as attribute values and the minterm weight as target for
the DT algorithm:

TR′ = {(bitcode(i − 1), [θi]) | i = 1, . . . , 2n}.
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For example, following minterm weights for n = 3 and e = (x1 ∧ x2 ∧ x3)
.∨

(¬x1 ∧ x2 ∧ x3) = x2 ∧ x3 with evaluation [e]x = x2 ∗ x3 produce the QLDT
shown on the right hand side. The leaves correspond to the minterm weights:

i x1 x2 x3 [θ]
1 0 0 0 0
2 0 0 1 0
3 0 1 0 0
4 0 1 1 1
5 1 0 0 0
6 1 0 1 0
7 1 1 0 0
8 1 1 1 1

But what about the evaluation of a QLDT? The generated decision tree looks
like a traditional decision tree. However, its evaluation differs. The evaluation
result of a QLDT should be the same as the evaluation result of e in disjunctive
normal form:

[e]x =

⎡
⎣ .∨

i:[θi]=1

n∧
j=1

cij

⎤
⎦

x

=
∑

i:[θi]=1

n∏
j=1

[cij ]x. (5)

Please note, that the disjunction of minterms is always exclusive and, that is
why, its evaluation leads to a simple sum. The same holds for a split node of a
QLDT. A QLDT assigns implicitly to every leaf a set of minterms sharing the
same path conditions (split attributes). Let LA refers to the set of all active
leaves where every leaf is represented by the identifier i of one of its assigned
minterms and let pathi be the path from the root to leaf i. Then the evaluation
of a QLDT is given by:

[qldt(e)]x =
∑

i∈LA

∏
j∈pathi

[cij ]x = [e]x =
∑

i:[θi]=1

n∏
j=1

[cij ]x.

Actually, the evaluation of a QLDT takes into account only active leaves. The
inactive leaves correspond to ¬e and are connected to the active leaves by [e]x +
[¬e]x = 1. Therefore, the inactive leaves are removed from the QLDT without
any loss of semantics and as result the QLDT becomes more compact.

So, we end up with the QLDT classifier:

clτe (x) = thτ ([qldt(e)]x) =
{

1 if
∑

i∈LA

∏
j∈pathi

[cij ]x > τ

0 otherwise.
.

5 Experiment

Next, we shall apply our approach to an example scenario and compare the
resulting traditional decision tree with the generated quantum-logic inspired
decision tree.
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recency 0.496
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Fig. 2. Traditional decision tree for blood transfusion with 6 leaves (left) and quantum-
logic inspired decision trees with best accuracy (right)

Our experimental dataset is the blood transfusion service center dataset.2 A
classifier needs to be found which predicts whether a person donates blood or
not. To make that decision for every person we know recency (months since
last donation), frequency (total number of donation), monetary (total blood
donated in c.c.), and time (months since first donation). In the balanced case
178 people donated blood and 178 did not. 300 of the 356 people belong to the
training set and the remaining ones to the test set. For further processing the
attribute values of the four attributes are mapped to the unit cube [0, 1]4 using
a normalized rank position mapping. For that mapping all values of an attribute
are sorted. Then, every value is mapped to its rank position divided by the total
number of values. For tied values the rank maximum is taken.

We obtain a traditional decision tree with highest accuracy of 64%, 6 leaves,
and 5 levels, see Fig. 2 (left). The QLDT, see Fig. 2 (right), with its highest
accuracy of 70% is achieved when we choose θρ = 0.71 and τ = 0.045. That
QLDT corresponds to the expression

e := ¬t ∧ ¬r ∧ f ∧ m

and its evaluation is
[e] = [¬t] · [¬r] · [f ] · [m].

2 https://archive.ics.uci.edu/ml/datasets.php.

https://archive.ics.uci.edu/ml/datasets.php
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Table 1. Differences between Boolean-logic-based decision tree and quantum-logic
inspired decision tree

Criterion DT QLDT

Logic Boolean logic Quantum logic

Thresholds On node level On tree level

No. of classes Many-class-classifier One-class-classifier

No. of node children ≥2 ≤2

Type of attributes Categorical, ordinal, metric Ordinal, metric

Class decision Based on one single leaf Based on all leaves

Complexity At most exponential Exponential

6 Conclusion

In our paper we suggest a decision tree classifier based on quantum logic. In
contrast to Boolean logic, quantum logic can directly deal with continuous data,
which is beneficial for many classification scenarios. Other than fuzzy logic, our
quantum logic approach obeys the rules of the Boolean algebra. Thus, Boolean
expressions can be transformed accordingly and a check of hypotheses against a
Boolean expression becomes feasible.

In Table 1 we compare Boolean-logic-based decision trees with our quantum-
logic inspired decision tree with respect to several criteria.

In a Boolean-logic-based decision tree every split decision at node level rep-
resents Boolean conditions and can be regarded as axis-parallel decision lines
within the input space. For a QLDT the restriction on axis-parallel lines does
not hold. A QLDT is appropriate in scenarios where the classification decision
relies on sums and products rather than on a combination of Boolean values.
The input for the threshold-based class decision is the evaluation result of the
QLDT.

A QLDT represents syntactically a Boolean expression for one class. Thus, a
QLDT classifier is a one-class classifier. Many-class classification problems can
be transformed to multiple one-class classifier decisions.

Every inner QLDT node corresponds to exactly one logical expression with
two outcomes. Since we drop 0-class leaves, some inner nodes have only one
child. In contrast, a split rule in a traditional decision tree leads to more than
or exactly two children.

For our QLDT we assume attribute values from the unit interval. The nor-
malized rank position mapping maps ordinal and metric attribute values to the
unit interval. But what about categorical attributes? We did not discuss this
aspect but it can be easily solved by introducing an artificial attribute for each
category.

As discussed above, the class decision in a traditional decision tree depends
on exactly one leaf in contrast to the sum of all leave scores in a QLDT.
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The complexity of a Boolean-logic-based decision tree for a number n of
attributes corresponds to the number of leaves. In the worst case, that number
is exponential. However, in many real-case-scenarios the number of leaves is much
lower. In contrast, the generation of the QLDT requires to compute the weight
for all 2n minterms. Thus, too many attributes cause a complexity problem more
for the QLDT rather than for a Boolean-logic-based decision tree.
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Abstract. We analyze data and meta-data modeling challenges to pro-
vide curated collections that can be easy to explore. Data exploration can
use provenance tools to give insight into the conditions in which data are
collected. We are concerned with data curation and exploration in seis-
mic geophysics. We believe that the tasks involved in graph exploration
depend highly on the knowledge domain. The discussion about possible
solutions is driven by the hypothesis that graphs can be well-adapted
data models to represent, explore and analyze seismic data. Given that
data curation is done by human agents, it is essential to provide auto-
matic tools to add provenance to seismic data.

Keywords: Data curation · Metadata extraction · Graph database
design · Data exploration · Graph analytics and querying

1 Introduction

With the unprecedented volumes of heterogeneous data automatically collected
and available, data collections must be heavily transformed before consumers
can use them. Data curation approaches [1] have defined strategies and pro-
tocols to maintain data collections and contribute to preparing and integrating
datasets to perform analytics tasks. Curation tasks include extracting meta-data
and integrating semantic information. Data-driven analytics and experimenta-
tion have quality requirements concerning the validity of the data and results.
For example, Geophysics experiments and analyses to study the seismic behavior
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of specific zones rely on data collections produced by observation stations (seis-
mographs) and labeled manually by experts. Observation stations are located
in different environments and submitted to conditions that can perturb sensed
data. Their location determines the signals detected, for instance, near a mine,
the sea, or a crowded urban space. Studying seismic behavior using the data
collected from these sensors must consider this provenance meta-data to better
drive conclusions. For instance, there was an extreme seismic event in Puebla
city, located near the seismic zone along a geological fault line of the Sierra
Madre Occidental, and it is a mine zone close to a risk zone of the Popocatepetl
volcano. Geophysicists must compare data from different observation stations to
classify an observation as an earthquake or a human-generated seismic event.

Exploratory search allows us to discover and understand relevant data to
answer the informational needs of users. This data exploration task is critical
for driving conclusions. Therefore, data and provenance meta-data should be
associated to guide the construction of datasets. Next-generation data manage-
ment engines should aid the user in understanding the data collections’ content
and guide to exploring data.

This position paper analyses data and meta-data modeling challenge to pro-
vide curated collections that can be easily explored. Data exploration can be done
considering data provenance to give insight into the conditions in which data
are collected. For instance, the device used to collect data, the human/synthetic
agents that analyse data, etc. We focus on geophysics data curation and explo-
ration because we believe these tasks depend highly on the knowledge domain.
We postulate that:

– Graph data models can be well adapted for representing and storing the data
and (provenance) meta-data mesh.

– Curation processes can consider enriching/completing graphs (data and their
provenance) using link discovery techniques.

– Exploration can be done (semi) declaratively using domain-specific languages
that can traverse and analyze graphs to extract the portions of data pertinent
to given analytics tasks.

These postulates call for addressing graph database design, processing, and
querying challenges discussed in this paper and put in perspective with graph
modeling, processing, and querying existing work. Accordingly, the remainder of
this paper is organized as follows. Section 2 introduces related work about data
provenance and quality and data exploration techniques. Section 3 describes a
motivation example that shows the need for a provenance-guided exploration for
selecting data for performing geophysics analytics processes. Section 4 introduces
our vision for modeling geophysics data collections and provenance using graphs.
It proposes the general lines for defining a domain-specific graph exploration
language for geophysics data collections. Finally, Sect. 5 concludes the paper
and discusses research directions and opportunities.
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2 Related Work

Provenance refers to sources of information involved in producing or delivering
a product. The provenance role is crucial in deciding whether the information
is reliable, integrating it with other diverse sources of information, and giving
credit to its originators when using it. Provenance, therefore, provides a critical
basis for assessing authenticity, enabling booth trust and reproducibility.

Despite its importance for the usability of information, tracking provenance,
sharing data, and integrating them from multiple sources according to their
provenance remains an open issue [13]. Several workflow management systems
and Semantic Web systems have been developed and are actively used by com-
munities of scientists. Many of these systems implement some form of provenance
tracking internally and have begun standardising some common representations
for provenance data to allow for the exchange and integration [5].

Provenance Models for Databases. A database can be broadly understood as a
data repository that enables queries. Often, information about the data itself
is also stored, indicating, in addition to its value, its type, and other restric-
tion rules [2]. Data collected about data routinely may fall into the category
of provenance information, e.g. creation date, creator, instrument or software
used, data processing methods, etc. In this way, good data management prac-
tices are the basis for accurately recording provenance. Provenance is recorded
as metadata that may include items used to compile provenance information:
plain text files, spreadsheets, file names, databases, etc. Provenance data can be
represented using different data models (relational, graph, documents) and are
usually associated with the data items to which they refer.

The PROV-DM model [5] is an extension of the PROV model [8] released by the
Provenance Interchange Working Group and recommended by the W3C. PROV-
DM promotes the interoperable exchange of provenance information in heteroge-
neous environments. PROV-DM is defined using an abstract relational model and
an OWL ontology, with various serializations including RDF and XML. PROV is
generic and domain-independent. It provides extension points through which such
systems and applications can extend PROV for their purposes [4].

Provenance-Based Querying on Graphs. Graph databases are a specific database
type that falls under the NoSQL (Not Only SQL) category. Graph databases are
composed of data items (the nodes of the graph) and links between them (the
edges of the graph). Properties may be associated with the nodes. Popular graph
database systems include RDF/SPARQL [12] and Neo4J [6]. The aspect of provid-
ing provenance explanations for query results has been mostly neglected. Based on
query rewriting, the method, SPARQLprov [3] computes “how-provenance poly-
nomials” for SPARQL queries over knowledge graphs. SPARQLprov has been eval-
uated on “real” and synthetic data. Results show that it incurs good runtime
overhead w.r.t. the original query, competing with state-of-the-art solutions for
how-provenance computation. The work in [9] establishes a translation between
a formalism for dynamic programming over hypergraphs and the computation of
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semiring-based provenance for Datalog programs. The approach proposes a new
method for computing provenance for a specific class of semirings.

Provenance in Scientific Workflows. Scientific workflows implement online data-
driven experiments of specific experimental sciences (biology, geosciences, physics,
etc.). Scientific workflow provenance, both for the data they derive and their spec-
ification, is essential to allow for reproducibility, sharing, and knowledge re-use in
the scientific community. Harvesting provenance for streaming workflows intro-
duces challenges related to the characteristics of scientific workflows. Executing
these workflows produces a high rate of updates and promotes a large distribution
of the tasks spread across several institutional infrastructures. Since activities are
often externalized can be an obstacle to enabling provenance metadata extraction
procedures. According to the target experimental science, maintaining and man-
aging provenance in scientific workflows must be often specialized. For example,
the work proposed by A. Spinuso et al. [11] is an example of an approach dealing
with provenance in seismological processing workflows. The work by S. Bowers et
al. [1] captures the dependencies of data and collection creation events on preex-
isting data and collections and embeds these provenance records within the data
stream. A provenance query engine operates on self-contained workflow traces rep-
resenting serializations of the output data stream for particular workflow runs. The
bottom line is analyzing the large amounts of provenance data generated by work-
flow executions and extracting valuable knowledge of this data [7].

Discussion. According to the taxonomy proposed in [10] provenance can be used
for describing processes and data under a fine or coarse-grained approach. It
can be represented by syntactic and semantic information by annotating entities.
Provenance data can be disseminated through visual graphs, queries, and services
(providers). The work argues about provenance modeling for tagging data and pro-
cesses using syntactic and numerical meta-data. We believe that provenance mod-
els must be close to the knowledge domain of data and processes. Therefore, the
perimeter of our proposal is definedby seismologic data andprovenancemeta-data.

This work addresses the questions and open issues associated with the prove-
nance of data-driven geophysics and seismology scientific workflows -our work
models provenance regarding the data, activities, and agents participating in the
workflow. We focus on modeling the meta-data used to deal with these compo-
nents’ provenance to curate seismic data and guide their exploration.

3 Motivation Use Case

Let us now present a motivational example. We focus on the data produced
by a set of seismographs distributed across a large geographic region. Our data
originated from seismographs in the Brazilian northeast in our case. The data
produced by the seismographs are used to generate a weekly bulletin identifying
seismic activity during a period of interest and create a database of seismic data
to be used by researchers and students. The database should be tagged with
provenance metadata.
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Fig. 1. Provenance graph for seismic bulletins.

Our provenance graph describes activities and the entities they produce.
Several agents may affect this process. The provenance model introduces types
and their relationships. Figure 1 shows a provenance graph for our scenario. The
agents in charge of activities in this example are:

Seismographs: Devices that produce raw data.

Data Collector: Human agent, responsible for retrieving and validating the
data from seismographs.

Junior Data Analyst: Human agent that identifies seismic events from the
collected data. She produces a list of the seismic events in the bulletin.

Senior Data Analyst: Human-agent, responsible for checking the list of events
produced by the Junior Analyst and generating the bulletin to be published.

Entities in our context correspond to data items and data collections. They
are depicted as ovals in Fig. 1. In our example, we have the following:

3D Seismic Data: This collection comprises files that record seismic move-
ments for a given period and location. One file for each dimension (North-South,
East-West, and Up-Down). Each file contains a list of pairs formed by a times-
tamp and an integer value. Typical sampling rates range between 50 and 4000
records per second.

Seismogram: Corresponds to graphical representations of ground movements.
These graphics depict the data acquired by seismographs of a given station, being
analysed by a Junior Data Analyst to identify geological events, like earthquake
and mining explosions, and their magnitudes (see Fig. 2).

Figure 2 shows two vertical lines marked as P wave (in red) and S wave (in
green). The analyst creates these lines to indicate, respectively, the arrival to the
sensor of the primary and secondary waves of a seismic event. Both waves are
created at the same time by the seism. The primary wave travels through any
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Fig. 2. Example of seismogram. Source: https://image3.slideserve.com/6627149/
seismogram-example-l.jpg. (Color figure online)

media and arrives faster at the sensor. The secondary wave travels only through
solid media and arrives later. The seismic analyst is in charge of identifying the
seismic event by identifying the moments of arrival o these waves and the end
of the event.

Event List: This is the result of the analysis of the Junior Data Analyst, report-
ing the events identified on Seismograms. The event list also includes the location
of the seism epicenter, calculated by triangulation from the data registered by
several seismographs.

Bulletin: The bulletin is the final document reporting the detected events and
their properties, including locations and magnitudes, along a given period. This
document needs to be certified by a Senior Data Analysts before its release to
the general public.

So far, the data has been used to generate a bulletin from seismic activity.
However, other problems can be solved using the collected data by seismographs.
We describe an example in the following lines.

Using One Sensor Data to Locate the Epicenter of a Seism. This process uses
the data collected by just one seismograph. The direction from where the seism
originated is calculated by considering the initial movement detected by the
hardware on each dimension (north-sud, east-west, and up-down). The distance
from the epicenter to the sensor is given by the difference (in time) among the
waves P and S, and the soil class around the seismograph. Notice that the P and
S waves originated simultaneously at the epicenter. The P wave is faster than
the S wave.

4 Exploring Geophysics Data Guided by Provenance

Geophysics data exploration is an analytics process that seeks to process data
collection content (produced by metrology devices) for answering factual and
analytics queries. Since the exploration is intended to support the manual or

https://image3.slideserve.com/6627149/seismogram-example-l.jpg
https://image3.slideserve.com/6627149/seismogram-example-l.jpg
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Fig. 3. Provenance based seismic events data (Color figure online)

semi-automatic identification of geophysics events, it is critical to produce results
that answer queries, but that report the provenance of identified events and
the conditions in which data and events are observed, detected, validated, and
disseminated.

The first challenge is identifying and modeling the seismic and provenance
concepts. We adopt a database-oriented approach for building a database of
geophysical data and metadata with the following steps: (1) Designing the data
and meta-data according to a real case described in the previous section (UML
class diagram); (2) Transform the design into seismic and provenance property
graphs; (3) Identifying exploration query types that can be asked on top of the
seismic and provenance graphs.

Seismic and Provenance Data Design. Figure 3 illustrates the UML class dia-
gram that combines the concepts of the seismic data (in white) and the associated
provenance concepts (in violet and green). The diagram models the concepts rep-
resenting seismic events detection, including the type of agents and actions that
produce, validate, and process the data. These entities represent the meta-data
used for tagging the seismic data with provenance.

Regarding data, in the central concept is an 3D Seismic Wave, that is built by
processing 3 Coordinates (x,y,z). A Seismogram is derived with a set of 3D Seismic

Waves. It contains the information an analyst uses to identify seismic events
and build an Events list. An Event refers to a Seism or other earth movement.
Each event has a duration and contains timestamps for its P and S waves and
Termination. Events produced in an interval are reported in a Bulletin.

Provenance meta-data are of three types agents Data Collector, Junior Data

Scientist and Senior Data Scientist (green), and Actions (violet). In UML, verbs (i.e.,
actions) are modelled by relations between classes, in consequence, as shown in
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Fig. 4. Provenance and seismic graphs.

the diagram, Action’s are associated to relations and Agents’s are associated with
(perform) actions. For example, a Seismogram is derived from a 3D Seismic Data

by an agent of type Junior Scientist.

Seismic and Provenance Property Graphs. Once we have modeled the concepts
representing the data and meta-data of seismic events detection and dissemina-
tion, we assume that graphs are the most adapted data model for storing these
geophysics (meta)-data. Graphs can be then explored with factual and analytics
queries that can produce results and associated explanations with provenance.
We adopt a properties graph model to model seismic data and provenance meta-
data for a first approach. Then it is possible to identify the type of queries that
can be asked and evaluated on top of this type of graph.

Figure 4 shows a sample of the property graph schema of two interconnected
graphs representing seismic data and provenance meta-data. The principle of our
design is to separate data and meta-data to open the possibility of associating
different meta-data “spaces” with the same data.

Notice that an alternative design strategy would be to add properties to the
relations and nodes of the data graph. This second strategy is closer to relational
provenance approaches, where attributes are added to the relational schema to
tag tuples with provenance meta-data. The seismic data graph (nodes in grey in
Fig. 4) is defined as follows:

consists_of(3DSeismicData, Coordinate)

derives(Seismogram, 3DSeismicData)

comprises(Seismogram, Event)

included_in(Event, Bulletin)

contains(SeismicWave, Event)
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The provenance meta-data graph represents five action types performed on
data during the event detection process (done manually by geophysics techni-
cians or scientists). The provenance meta-data graph (nodes in green and violet
in the figure) is connected with the seismic graph, and it is defined as follows:

Builds(GenerateBulletin, Bulletin)

Selects(GenerateBulletin, Event)

ExecutesActionGenerateBulletin(SeniorDataScientist, GenerateBulletin)

BuildsList(GenerateEventList, Event)

Processes(GenerateEventList, Sesimogram)

ExecutesActionGenerateList(JuniorDataAnalyst, GenerateEventList)

ExecutesActionGenerateSeismogram(JuniorDataAnalyst, GenerateSeismogram)

ExecutesActionRecords(Seismogram,Records)

ExecutesActionValidate(DataCollector,Validate)

DerivesSeismogram(GenerateSeismogram, Seismogram)

UsedBy(GenerateSeismogram, 3DSeismicDiagram)

ValidatedThrough(Validate, 3DSeismicDiagram)

It is through actions that the graph is connected with the seismic graph.

Expressing Provenance Based Queries for Exploring Seismic Graphs. The event
detection and analysis process within the datasets collected by seismic stations
is exploratory in geophysics. Collected data are periodically downloaded from
stations and archived so geophysicists can explore signals and detect events pro-
duced in specific intervals and locations. Analytics results are plots, event histo-
ries, and bulletins. The manual and meticulous process performed on indepen-
dent data batches makes it challenging to correlate the observations on different
data collections and prevents discovering hidden knowledge. Since the detec-
tion is manual, it is essential to know who processes data, detects events, and
produces bulletins. In general, examples of exploration queries are:

– Graph traversal, for example, Which seismograms were used to detect the
events produced in Natal reported in the bulletin in January? How many data
collectors are located in Natal, and which junior analysts processed their col-
lected coordinates to detect events?

– Graph analytics can be used to answer the following types of queries:

Community Detection: Which locations have the highest number of detected
events? Who are the junior scientists participating in that detection? Which data
collectors produced the noisiest readings?

Centrality: Which are the seismograms with 3D seismic data where junior
scientists detected the most number of events?

Similarity: Which events have similar intensity and are located in the same
region in subsequent intervals produced by the same data collector?
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Heuristic Link Prediction: Are events reported in the march bulletin in a
particular region related to those detected in a close area by other data collectors?

Pathfinding and Search: Who are the junior data scientists that have detected
events from waves sensed by data collectors in the same region?

Towards a Curation and Exploration Environment for Seismic Graphs with
Provenance. Figure 5 illustrates the functional architecture of a possible environ-
ment that can provide tools to curate and explore seismic data. The environment
must provide services to curate data and processes performed to process it, like
extracting content, generating plots, observing and detecting events at inter-
vals, and producing bulletins. From a curation perspective, the environment
must archive, process data to extract content, allow agents to explore them,
and keeps track of their actions. For example, who performs which action on
which data? The system must coordinate a cyclic process that collects, archives,
processes, and produces new data and provenance meta-data. Since some cura-
tion tasks cannot be completely automatic, junior scientists execute seismogram
production and event detection; the environment must provide simple, well-
adapted tools with well-adapted human-in-the-loop strategies. The environment
is a library with seismic, experiments data, and meta-data that can be con-
tinuously curated (with new metadata) and where exploration and analytics
pipelines can be performed. Thanks to the choice of graphs, exploration can
lead to discovering patterns that can improve the knowledge about seismicity
in different regions and its implications. We believe that the environment must
rely on a domain-specific exploration queries engine. Thereby, queries can be
expressed by geophysicists and then evaluated to produce results explained with
provenance meta-data.

Fig. 5. Curation and exploration environment for seismic graphs with provenance
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Challenges and Open Issues. Associating provenance meta-data to seismic data
corresponds to a curation process. It focuses on activities and agents that act
on data during the event detection process. The curation process keeps track of
the conditions in which seismic events are detected and disseminated in bulletins.

First Challenge: The design of the graphs is the first challenge to address.
Therefore, we consider two types of open issues. First, formally expressing the
graphs to have a solid and sound representation. Then profile and study their
properties to estimate storage, querying, and processing implications.

Second Challenge: Junior (senior) data scientists do the curation process man-
ually, and some aspects like the quality of data and meta-data deserve to
be modeled and assessed.

Third Challenge: Storing data and meta-data in a graph database enables the
exploration of raw and processed data reported in plots and bulletins. In seis-
mology, this feature is essential because it can establish connections across the
data reported within bulletins. Storing and maintaining bulletins can build a his-
tory and perform analytics to understand and discover seismic patterns.
Identifying and characterizing the exploration process and queries ad hoc for
seismology is an open issue. Geophysicists have not formally expressed how they
operate on data to solve questions and study different phenomena and impli-
cations. As questions are characterized, it will be possible to define exploration
and processing operators and how provenance can contribute to implementing
specialized exploration processes.

Fourth Challenge: The expression of exploration queries can combine path
traversal, aggregation, and analytics operations. Query languages like Cypher
enable the expression path traversal queries for property graphs. Extensions with
data science cartridges like the one proposed by Neo4J allow to “declaratively”
define pipelines that can apply machine learning models on graphs. However,
we believe that for the seismic and, in general, the geophysics sciences with par-
ticular exploration requirements, it can be interesting to specify domain-specific
query languages that integrate models and operations used in the discipline.

5 Conclusion and Future Work

This paper introduced problems, challenges, and open issues regarding the
provenance-guided curation and exploration of geophysics data collections. We
motivated the problem through a use case regarding seismic data collected by
observation stations in the northeast region of Brazil. We exhibited the require-
ments regarding curation and exploration and highlighted the importance of
provenance to ensure seismic events detection, validation, archival, and dissemi-
nation. Graphs can provide an intuitive, rich and mathematical way of curating
and exploring data. The curation and exploration processes must be specialized
for seismic data and analysis. We showed the general architecture of an environ-
ment that can implement our approach. As future work, we have to improve the
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provenance graph in order to broaden the scope, as well as include more details.
Also, we count on proposing and implementing a Domain Specific Language for
the curation and exploration of geophysical data sets. Other open issues like
dealing with data volume, velocity, and variety will be experimented with in the
context of the project ADAGEO (https://adageo.github.io/).
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Abstract. An image data warehousing also manipulates image data
represented by feature vectors and attributes for similarity search. In this
paper, we study the impact of storing feature vectors on the performance
of analytical queries extended with a similarity search predicate over
images. We consider the management of huge data volumes. Thus, we
use Spark as support. Experimental results showed that depending on
the query characteristics and the data warehouse design, the difference
in performance was up to 86.23%. Based on these results, we propose
guidelines for storing feature vectors in relational image data warehouses.

Keywords: Data warehouse design · Image data · Analytical queries

1 Introduction

An image data warehousing handles complex image data and conventional data.
These complex data are the intrinsic characteristics of images represented by
feature vectors and attributes for similarity search. The extract, transform, and
load (ETL) process captures the intrinsic characteristics of images. The relational
schema of the image data warehouse (IDW) contains fact and dimension tables
designed to store image data. The online analytical processing (OLAP) supports
queries extended with a similarity search predicate over images [9].

Using an image data warehousing enables a new range of analyses, empower-
ing applications that require image manipulation aimed at decision-making. In
this paper, we are interested in healthcare decision-making, as described in the
application introduced in Example 1 and used throughout the paper.

Example 1. Consider a healthcare data warehousing application that manipu-
lates complex data of exam images and conventional data related to patients,
dates, hospitals, and exam descriptions. The objective is to record the quantity of
exams considering these complex and conventional data as analysis perspectives.
An extended OLAP query aimed at healthcare decision-making is “How many
exams have similar images to a given disease image?”. A wide range of analyses
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can use this example query to evaluate pathologies prevalence based on simi-
larity over images. Distinct perspectives may explore similar images considering
historical data, geographical area, and age group. �

Different features can represent images, revealing particular perceptions to
define similarity. Thus, an image data warehousing supports the definition of
perceptual layers [9]. Each perceptual layer is an abstraction that represents a
feature vector set and attributes for similarity search according to a given feature
descriptor. Example 2 shows the specialists’ perception of this concept.

Example 2. Consider that three healthcare specialists are submitting extended
OLAP queries to the application described in Example 1. The first specialist
analyzes the texture feature of images using a Haralick Descriptor [4], while
the second specialist examines the color feature of images using the Color His-
togram [4]. The third specialist explores the features of color and texture using a
Haralick Descriptor and the Color Histogram. In fact, there are several Haralick
Descriptors, such as Variance, Entropy, and Uniformity, increasing the possibil-
ity of analysis. Therefore, the precision of the similarity comparisons depends on
the decision-making requirements and the healthcare specialist’s perceptions. �

In an image data warehousing, the IDW is voluminous since it stores conven-
tional data and intrinsic characteristics of images, as well as supports the storage
of several perceptual layers. Furthermore, OLAP queries extended with a simi-
larity search predicate over images demand high computational costs, requiring
the processing of the operations of star-join and distance calculations. Another
aspect is that the management of voluminous IDWs can benefit from using par-
allel and distributed data processing frameworks, such as Spark [11].

Processing extended OLAP queries in Spark introduces several issues. In
this paper, we explore the impact of storing feature vectors on the performance
of OLAP queries extended with a similarity search predicate over images. In
the literature, most approaches explore how to store data in relational ware-
houses considering other data types, i.e., conventional, geographical, and socioe-
conomic [2,5,7]. The work of [1] investigates image data, but it uses a centralized
computing environment and a small image dataset (131,656 images).

The contributions of this paper are threefold. First, we analyze four designs
for storing feature vectors in relational IDWs. Second, we focus specifically on
the processing of the similarity search predicate over images and study different
query characteristics that can impact performance. Third, we propose guidelines
for helping design an IDW regarding the storage of feature vectors.

This paper is organized as follows. Section 2 describes theoretical foundation.
Section 3 details the IDW designs. Section 4 discusses the experimental evalua-
tion. Section 5 proposes the guidelines. Section 6 concludes the paper.

2 Processing the Similarity Search Predicate in Spark

The processing of the similarity search predicate over images in Spark requires
image comparisons, the definition of a similarity query, and the use of a suitable
method to execute the extended OLAP query. We detail these aspects as follows.
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Image comparisons require two steps [10]. First, a feature descriptor tracks
the images in a dataset, processes their pixel values, and generates numerical
representations, storing them in a feature vector set. The set contains the feature
vectors of all images in the dataset generated by a given feature descriptor.
Feature vectors have a specific dimensionality. For instance, Color Histogram and
Haralick Descriptors (e.g., Variance, Entropy, and Uniformity) generate vectors
with the dimensionality of 256 and 4, respectively. Second, a distance function
compares the similarity between any two images using their feature vectors.

One of the most important similarity queries is the range query. Given a set S
(e.g., feature vectors generated by the Color Histogram), a query center element
sq, a distance function d (e.g., the Euclidean distance L2), and a query radius
rq, this query returns all elements si ∈ S satisfying the condition d(si, sq) ≤ rq.

The range query calculates the distance d(si, sq) between each element si
and the query center sq. In our work, we use the Omni technique [10] to reduce
the number of distance calculations. It uses representative elements fi ∈ S and
calculates in advance the distances d(fi, si) between these elements and all other
elements in the dataset. The Omni filtering step defines candidate elements, such
that each element si is a candidate for the answer if the condition d(fi, sq)−rq ≤
d(fi, si) ≤ d(fi, sq) + rq is satisfied. The Omni refinement step eliminates false
positives by calculating distances for only the candidate elements.

BrOmnImg [8] is an efficient method that employs the Omni technique to
process extended OLAP queries using Spark. BrOmnImg stores the filtering and
refinement results in hash structures and broadcasts them to all cluster nodes
to perform the star-join operation. To this end, BrOmnImg assumes that data
files are small enough to be stored in the main memory. As a result, they can be
transmitted and replicated to all cluster nodes during query processing.

3 Designing Image Data Warehouses

In the star schema of a relational IDW [9], the fact table stores numeric measures
of interest and primary keys for dimension tables. A conventional dimension
table has a primary key and descriptive attributes. An image dimension table
has a primary key and intrinsic characteristics of images. Example 3 illustrates
conventional tables using the healthcare application described in Example 1.

Example 3. Exam is a conventional fact table that contains the quantity mea-
sure and a primary key composed of references to all dimension tables. Patient ,
Date, Hospital , and Description are conventional dimension tables. Examples of
attributes are: Patient : a primary key, gender, ethnicity, state; Date: a primary
key, day, month, year; Hospital : a primary key, address, city, state, country; and
Description: a primary key, exam type, equipment. �

Furthermore, an IDW supports several perceptual layers, each referring to
a feature vector set and its attributes for similarity search. These attributes
are the distances between each Omni representative element and each image in
the dataset. There are four star schemas described in [1] to support perceptual
layers, which are depicted in Fig. 1 considering our healthcare application.
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Fig. 1. Different designs for storing feature vectors in an IDW.

The characteristics of the schemas are detailed as follows, for 1 ≤ i ≤ n (n =
number of perceptual layers). In Schema1 (Fig. 1a), each feature vector set i is
stored along with its attributes for similarity search in an Imagei table. Regard-
ing Schema2 (Fig. 1b), each feature vector set i is stored in a FeatureVector i table
and its attributes for similarity search are stored in a Similarity i table. As for
Schema3 (Fig. 1c), all feature vector sets are stored together in one FeatureVector
table, while the attributes for similarity search of each set i are stored in a spe-
cific Similarity i table. Finally, in Schema4 (Fig. 1d), all feature vector sets are
stored together in the fact table, while the attributes for similarity search of each
set are stored in a specific Similarity i table. In this case, the ExamImage fact
table contains the conventional numeric measures and the feature vector sets as
facts. Example 4 shows instances for the image tables.

Example 4. Our application defines 4 perceptual layers. Consider the Color His-
togram layer, a feature vector set produced by this extractor, and attributes for
similarity search produce by Omni. In Fig. 1a, ImageColorHis stores a primary
key, the feature vector set, and the attributes for similarity search. In Fig. 1b,
FeatureVectorColorHis contains a primary key and the feature vector set, and
SimilarityColorHis stores a primary key and the attributes for similarity search.
The contents of SimilarityColorHis in Figs. 1c and 1d remains the same. But,
in Fig. 1c, FeatureVector contains a primary key and 4 feature vector sets. In
Fig. 1d, ExamImage stores a primary key composed of references to all dimen-
sion tables, the quantity measure, and 4 feature vector sets. �

4 Experimental Evaluation

We conducted an experimental evaluation considering the application detailed in
Examples 1 to 4. We used the ImgDW Generator tool [6], which populated the
Hospital and Date conventional dimension tables with real data obtained from
SUS (www2.datasus.gov.br/datasus/index.php) and days from 1970 to 2020,
respectively. Due to privacy, the tool stored synthetic data in the Patient and

www2.datasus.gov.br/datasus/index.php
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Table 1. Configurations of the similarity search predicate.

Feature descriptors 1% Selectivity 20% Selectivity

Haralick Variance LD1 LD2

Haralick Variance, Entropy, and Uniformity LD3 LD4

Color Histogram HD1 HD2

Color Histogram and Haralick Variance HD3 HD4

Color Histogram and Haralick Variance, Entropy, and
Uniformity

HD5 HD6

Description conventional dimension tables and in the Exam conventional fact
table. The tool set the quantity measure to 1 to record each exam occurrence.

The tool used real images from the Hospital das Cĺınicas da Faculdade de
Medicina de Ribeirão Preto. We created the perceptual layers of Color His-
togram and Haralick Variance, Entropy, and Uniformity, and obtained 3 ele-
ments as attributes for similarity search. The Image, FeatureVector , Similarity ,
and ExamImage tables were populated according to the schemas in Fig. 1. The
tool produced 3 million exams related to 300 thousand patients, 6 thousand
hospitals, 18,627 dates, 3 million images, and 3 million exam descriptions.

We adapted BrOmnImg to process the queries. We defined two dimension-
alities of interest. The low dimensionality of 4 refers to the Haralick Variance,
Entropy, and Uniformity feature vectors. The high dimensionality of 256 indi-
cates the Color Histogram feature vectors. We also defined two selectivity values.
The high selectivity of 1% returns few images, while the low selectivity of 20%
returns several images. Combining these aspects, we produced the configurations
shown in Table 1. LD and HD refer to low and high dimensionality, respectively.

The experiments were performed in a cluster with 5 nodes. Each node had, at
least, 3 GB of RAM. We executed each query 5 times and calculated the average
elapsed time in seconds and the standard deviation, after removing outliers. We
flushed the cache and buffers after each query.

Figure 2a depicts the time spent to process the configurations with only low-
dimensionality feature vectors. Schema1 and Schema2 guaranteed better perfor-
mance than Schema3 and Schema4 since they store each feature vector set in a
different table, handling smaller data volumes. The gains ranged from 46.62%
to 86.23%. Comparing Schema1 to Schema2, the first provided better results for
LD3 (49.80%) and LD4 (35.37%) since it stores the feature vector set and its
attributes for similarity search together, decreasing the number of joins.

Figure 2b depicts the time spent to process HD1 , HD3 , and HD5 . Evaluat-
ing the high-dimensionality feature vectors is the most expensive piece. Although
HD3 analyzes one low-dimensionality feature vector set, there is no significant
performance difference between it and HD1 . HD5 increases query time concern-
ing Schema3 and Schema4 since the storage of the feature vector sets together
in the same table impaired these schemas. Regarding Fig. 2c, it depicts the time
spent to process configurations HD2 , HD4 , and HD6 . Considering HD2 , there
is no significant difference in the time spent because all the schemas require
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Fig. 2. Performance results for the configurations detailed in Table 1.

the processing of several images. As for HD4 and HD6 , Schema3 and Schema4

improved query performance because they store all feature vectors in the same
table. The gains varied from 27.94% to 45.49%. Here, BrOmnImg processed the
low-dimensionality feature vectors first and used the results to filter the high-
dimensionality feature vectors.

5 Guidelines for Designing Image Data Warehouses

From the experimental evaluation discussed in Sect. 4, we propose a set of guide-
lines for helping the design of a relational IDW. We also introduce the following
taxonomy of tables based on the discussions in Sect. 3: conventional fact table
(ConFact), image fact table (ImgFact), conventional dimension table (ConDi),
feature vector dimension table (FeatureVectorDi), similarity dimension table
(SimilarityDi), and image dimension table (ImageDi).

Guideline 1: An IDW stores conventional data and characteristics of images
(i.e., feature vectors and attributes for similarity search) and can be designed
using the following types of tables: ConFact, ImgFact, ConDi, FeatureVectorDi,
SimilarityDi, and ImageDi.

The IDW can contain conventional data and image data represented by fea-
ture vectors and attributes for similarity search. According to the proposed types
of tables introduced in Table 2, the image data can be modelled as: (i) sev-
eral ImageDi tables; (ii) several FeatureVectorDi and SimilarityDi tables; (iii) a
FeatureVectorDi table containing all feature vector sets and several SimilarityDi
tables; or (iv) several SimilarityDi tables and feature vector sets stored as numer-
ical measures in one ImgFact table.
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Table 2. Taxonomy of tables in a relational IDW.

Name Description Contents

ConFact Fact table with conventional
numeric measures

– Primary key composed of references to all dimen-
sion tables
– Conventional numeric measures

ImgFact Fact table with conventional
numeric measures and
feature vectors

– Primary key composed of references to all dimen-
sion tables
– Conventional numeric measures
– One or more feature vector sets

ConDi Dimension table with
conventional attributes

– Primary key
– Conventional descriptive attributes

FeatureVectorDi Image dimension table with
feature vectors

– Primary key
– One or more feature vector sets

SimilarityDi Image dimension table with
attributes for similarity
search

– Primary key
– Distances for the Omni representative elements

ImageDi Image dimension table with
intrinsic features of images

– Primary key
– Distances for the Omni representative elements
– A specific feature vector set

Guideline 2: Applications with high demand for analytical queries extended
with a similarity search predicate that involves only low-dimensionality feature
vectors should store each set separately in a specific table containing the intrinsic
characteristics of images.

Guideline 3: Applications with high demand for analytical queries extended
with a similarity search predicate that involves one high-dimensionality feature
vector set and returns few images should store this set in a specific table con-
taining the intrinsic characteristics of images. These applications should also
store each low-dimensionality feature vector set that may compose the queries in
a specific table containing the intrinsic features of the images.

Each feature vector set i must be stored in an ImageDi i table containing
the respective feature vectors and attributes for similarity search. Keeping these
data together reduces the need to join tables. Maintaining each feature vector set
in a particular table reduces the data volume manipulated in query processing.

Guideline 4: Applications with high demand for analytical queries extended
with a similarity search predicate that involves one high-dimensionality feature
vector set, returns several images and may contain low-dimensionality feature
vector sets should store all the sets in the same table.

The attributes for similarity search related to a feature vector set i must be
stored in a SimilarityDi i table. In contrast, all feature vector sets must be stored
together in a FeatureVectorDi table or a ImgFact table. The storage of all feature
vector sets together reduces the volume of images manipulated. Extended OLAP
queries should first process the low-dimensionality feature vectors and then apply
the results as a filter to process the high-dimensionality feature vectors.
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6 Conclusions and Future Work

In this paper, we have explored different designs for storing feature vectors in
relational image data warehouses manipulated in parallel and distributed com-
puting environments. To comply with this goal, we have carried out an experi-
mental evaluation to analyze how the designs impact the processing of analytical
queries extended with a similarity search predicate over images. Based on the
results indicating a difference in the performance of up to 86.23%, we propose
guidelines to store image data in relational warehouses. As future work, we plan
to extend our guidelines for designing relational warehouses that stores sound
and patient records as complex data types. We also intend to employ spatial
index structures to extend our experiments [3].
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Abstract. The stigma related to mental health continues to be present
in online newspapers, where mental diseases are often used metaphori-
cally to refer to entities or situations outside the clinical of mental health.
This project explores the implementation of Artificial Intelligence and
Natural Language Processing techniques for the task of automatically
classifying stigmatizing articles with references to the mental disorders
of schizophrenia and psychosis. This work is implemented in Portuguese
online news articles, collected from the Arquivo.pt repository, a pub-
lic repository of archived Portuguese web pages, and can be adapted
to other languages or similar problems. Nine machine and deep learn-
ing algorithms were implemented, most of them yielding results with
a precision above 90%. In addition, the automatic detection of arti-
cles topics was also performed, through topic modeling with the top2vec
model, which allowed concluding that the stigmatization of mental health
occurs, essentially, in Economics and Politics related news. The results
confirm the existence of stigma in Portuguese newspapers (52% of the
978 articles collected) and the effectiveness of the use of Artificial Intelli-
gence models to detect it. Additionally, a set of 978 articles collected and
manually classified with the classes [“stigmatizing”, “literal”] is obtained.

Keywords: Artificial Intelligence · Deep learning · Machine learning ·
Natural Language Processing · Newspapers · Text classification · Topic
modeling

1 Introduction

The presence of stigma in our society is still frequent. When associated with
mental illness, it has negative implications on patients and their treatments.
Stigmatization occurs when terms referring to mental illness are used in a fig-
urative/metaphorical sense to describe entities or situations outside the health
context. Within this scope, there is a need to fight the stigma present in the
media outlets, where the use of stigmatizing expressions is still quite common.
On the other hand, the analysis of journalistic news has shown a great growth
c© Springer Nature Switzerland AG 2022
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in the research area and more and more computational approaches have been
adopted to perform it, in contrast to traditional manual methods. Manual meth-
ods are characterized by the annotation, by humans, of the texts to be classified,
while computational methods also use Artificial Intelligence (AI). The subfields
of AI most relevant to this process are Machine Learning, Natural Language
Processing (NLP) and Text Mining.

Thus, the result of this work consists of a set of automatic text classification
models, which allow classifying the sense of articles, present in online Portuguese
newspapers and holding references to the mental disorders of schizophrenia and
psychosis, as stigmatizing or literal. Consequently, a set of 978 Portuguese arti-
cles annotated with the two classes is also created and made available as open
source (along with the project code)1. Additionally, an automatic detection of
topics present in the articles was also performed. All articles were retrieved from
Arquivo.pt2, the official data source.

The remainder of this manuscript is organized as follows: Section Background
introduces the state of the art of the topics relevant to this work, Section Method-
ology describes the different steps performed in the development process, Section
Results and Discussion presents the main results obtained and Section Conclu-
sion portrays the main conclusions made.

2 Background

A document from the Portuguese Society of Psychiatry and Mental Health,
released in 2021, reveals that mental diseases affect one in five Portuguese peo-
ple (23%), being the COVID-19 pandemic a factor that has contributed to the
increase of this number [24]. In Portugal, as in other countries, the reality of
stigma exists, and mental disorders continue to be used metaphorically and in
contexts that do not relate to the health field. The terms “schizophrenic,” “bipo-
lar”, “depressive” and others are often used as adjectives to refer, figuratively, to
situations or entities negatively, as for example when the word “schizophrenic”
is used to refer to a ridiculous or contradictory situation.

In Europe, a study [5] analyzed 695 news items, featuring mental health-
related terms, from 20 popular newspapers in Spain in the year 2010, and
found the presence of 47.9% stigmatizing news items that used mental illness
as metaphors. In Greece, 150 news items, referring only to schizophrenia, were
analyzed, and a 34.9% presence of stigma in the metaphorical sense was found
[6]. In the UK, this number constituted 11% of a total of 600 news items [10].
In the United States of America, 1740 articles were analyzed and the percent-
age of those using schizophrenia as a metaphor was 28% [13]. In Brazil, a study
[7], which also focused only on schizophrenia, found a percentage of 34%, out
of a total of 229 news stories evaluated, of stigma in the metaphorical sense
and concluded that it is more present in the fields of Politics, Economics and
Entertainment.
1 https://github.com/alina-yanchuk02/stigmaClassification.
2 https://www.arquivo.pt/.
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Currently, only two Portuguese studies in this field were found. The first [26]
conducted a content analysis of Portuguese news about mental health, published
between January and June 2015, and revealed that depression and schizophrenia
tend to be the most stigmatized diseases in the Portuguese press. The second
[25] evaluated the use of the word “schizophrenia” in a total of 1058 Portuguese
news stories, published between 2007 and 2013, and found that 40% of the news
stories were stigmatizing, with the prominent area being Politics. However, these
studies consisted only of an exploratory study, which used the typical manual
approach of classification. Thus, the need arises to explore the automatic app-
roach. Automatic text classification is a problem that belongs to the category
of supervised learning, and it consists, in general, of a text cleaning and prepro-
cessing step, a feature extraction step, a classification step, and a final step of
models evaluation.

In the preprocessing of texts, NLP techniques are applied, the most common
being tokenization, which is the breakdown of the text into tokens/terms, the
removal of stop words, words with high frequency and no semantic importance
for the text, and the lemmatization and stemming techniques, which consist of
the transformation of derived words to their root form, taking into account the
context and ignoring it, respectively. There are very few tools that implement
these techniques accurately for the Portuguese language, most being applicable
to English.

As for feature extraction, this is often translated into the bag-of-words model,
a numerical representation that only takes into account the frequency of words
and not the order in which they appear, and the Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) model, which also takes into account their importance
in the text. More complex representations involve mapping words to certain
established categories. One example is the word embeddings model, which con-
sists of mapping words to dense and small vectors, allowing to better capture
the semantics of words and making similar words have similar vectors. Other
approaches consist of using dictionaries, such as Linguistic Inquiry and Word
Count (LIWC), a dictionary, also available in Brazilian Portuguese, which maps
words to four main types of categories: basic linguistic processes, psychological
processes, relative expressions, and personal concerns [22]. Onan and Tocoglu
[18] used attributes extracted from LIWC to identify satire in Turkish news and
concluded that they generate better classification results than typical bag-of-
-words models.

As for text classification, the most commonly used algorithms are Deci-
sion Trees, Naive Bayes, Support Vector Machine (SVM), K-Nearest Neighbors
(KNN) and Logistic Regression [2,3,16]. SVM with linear kernels and Naive
Bayes are the algorithms that have shown the best results on this problem
[3,16]. Deep learning, a type of machine learning that uses neural network-based
learning, has also proven to be quite effective in the textual classification pro-
cess, particularly in the detection of metaphors. Gao et al. [15] demonstrated
that architectures based on Bidirectional Long Short-Term Memory (Bi-LSTM),
combined with the representation of word embeddings, present state-of-the-art
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results in the identification and classification of text with metaphorical expres-
sions. However, all these algorithms often rely on a large amount of training data.
One approach that tries to overcome this limitation is transfer learning, where
models are pre-trained and the knowledge learned in one domain is applied to
another similar domain. One model that is part of this approach and has shown
state-of-the-art results in the area of NLP is Bidirectional Encoder Represen-
tations from Transformers (BERT), a pre-trained model that is able to better
understand the meaning and relationships of words in a sentence, as well as the
context in which they are embedded [12]. BERTimbau [27] is the BERT model
trained on the Brazilian Portuguese language.

In topic modeling field, the fundamental algorithms correspond essentially
to the Linear Discriminant Analysis (LDA) and Probabilistic Latent Semantic
Analysis (PLSA) algorithms, based on word distributions. However, these models
have difficulty in capturing the text context and semantics of words, and the
need to predefine the number of topics to be discovered. Angelov [4] presents the
top2vec algorithm, which automatically detects topics present in a document,
without the need for preprocessing, and generates representations that take into
account the semantic content of the text. This algorithm tends to generate better
results than traditional topic modeling algorithms.

Despite the great advances in the areas of NLP and Text Mining, these still
have several gaps and limitations, particularly in the processing of texts where
irony, metaphors, idioms and word ambiguities are present. Moreover, the area
of automatic text classification itself is still underdeveloped in Portugal.

3 Methodology

The adopted methodology is characterized by four main steps: (i) data collection;
(ii) filtering and manual data annotation; (iii) preprocessing; (iv) automatic
classification and topic modeling.

3.1 Data Collection

The official data source, consisting of Portuguese newspaper articles and their
metadata, was the repository Arquivo.pt, a repository of Portuguese web pages
archived from 1996 to the present day. Arquivo.pt API 3 is the public Application
Programming Interface (API) of the Arquivo.pt repository, which enables the
collection of the preserved web pages and their metadata through text searches.

Starting with the search terms, it was decided to focus on articles that stig-
matize the mental illness of schizophrenia, as previous studies have shown it
to be one of the most commonly used illnesses in the press in a metaphori-
cal sense. In addition, to increase the number of articles collected, terms refer-
ring to psychosis were also taken into account, since this is a condition that
is part of the symptoms of schizophrenia and both disorders are often used

3 https://github.com/arquivo/pwa-technologies/wiki/Arquivo.pt-API.

https://github.com/arquivo/pwa-technologies/wiki/Arquivo.pt-API
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in a related way. Thus, taking into account all the words that can be derived
from the words “schizophrenia” and “psychosis”, through the use of derivation
suffixes and without losing their original meaning, all the articles that had at
least one of the following terms were collected from Arquivo.pt : [“esquizofre-
nia”, “esquizofrénico”, “esquizofrenico”, “esquizofrénica”, “esquizofrenica”,
“esquizofrénicas”, “esquizofrenicas”, “esquizofrénicos”, “esquizofreni-
cos”, “esquizofrenicamente”, “esquizofrenizar”, “psicose”, “psicótica”, “psicot-
ica”, “psicóticas”, “psicoticas”, “psicótico”, “psicotico”, “psicóticos”, “psicoti-
cos”]/[“schizophrenia”, “schizophrenic”, “schizophrenics”, “schizophrenically”,
“schizophrenize”, “psychosis”, “psychose”, “psychotic”, “psychotics”]. Given the
large number of existing Portuguese newspapers, only nine electronic journals
were selected. The selection criteria were the popularity of the journal on the
Internet [11], its relevance to the scope of the project, and its longevity. The
journals used were Público4, Observador5, Diário de Not́ıcias6, Expresso7, Cor-
reio da Manhã8, Jornal de Not́ıcias9, Sábado10, Visão11 and A Bola12. Since
Arquivo.pt allows searching only from the year 1996 and has an embargo period
on access corresponding to one year [14], we defined the search time interval
between 1996 and 2021. The total number of data returned by the API was 8235
web pages.

Next, the process of web scraping the HyperText Markup Language (HTML)
of each page was performed. The web scraping process was done using the news-
paper library [19], since it was able to quickly and efficiently perform the process
for all the returned pages, even the older ones. In addition, all articles that did
not contain in their title or content at least one of the terms from the search
term set were removed (although they were returned by the API, not all had the
terms located in the article text), and also the duplicate articles, by comparison
of their content. The total number of structured data obtained was 1111.

3.2 Filtering and Manual Data Annotation

Given that automatic text classification implies the existence of already classified
data, to train and test the models, manual annotation of all articles was performed.
It was divided by a set of different human annotators and the same instruction
was made available to each of them, stating under what circumstances, based on
those presented in previous studies, each of the categories should be assigned. Each
article was classified by at least two different annotators. An example of excerpts
from classified articles can be seen in Table 1. The categories assigned were:
4 https://www.publico.pt/.
5 https://observador.pt/.
6 https://www.dn.pt/.
7 https://expresso.pt/.
8 https://www.cmjornal.pt/.
9 https://www.jn.pt/.

10 https://www.sabado.pt/.
11 https://visao.sapo.pt/.
12 https://www.abola.pt/.

https://www.publico.pt/
https://observador.pt/
https://www.dn.pt/
https://expresso.pt/
https://www.cmjornal.pt/
https://www.jn.pt/
https://www.sabado.pt/
https://visao.sapo.pt/
https://www.abola.pt/
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– Stigmatizing: the article is stigmatizing - it uses the disease reference in any
metaphorical sense and within an inappropriate context, to reveal an idea
that goes beyond the literal meaning of the term;

– Literal: the article is not stigmatizing - it uses the disease reference in its
literal sense and within an appropriate context.

Table 1. Examples of article excerpts manually classified (with translation).

Article excerpt Label

Os adeptos do Sporting estão a viver uma espécie
de “esquizofrenia” coletiva./Sporting fans are
experiencing a kind of collective “schizophrenia”

Stigmatizing

Talvez seja mesmo um thriller psicótico. Ou uma reflexão sobre o bem,
o mal, o amor materno e as suas contradições. /Maybe it really is
a psychotic thriller. Or a reflection on good, evil, maternal love
and its contradictions

Stigmatizing

Eli, que tem agora 19 anos e está preso, sofre de esquizofrenia desde os
14 anos./Eli, who is now 19 and in prison, has suffered from
schizophrenia since he was 14

Literal

O jovem de 20 anos (...) estava em “surto psicótico”, segundo a
psicóloga que acompanhou a missão no local./The 20-year-old (...)
was in a “psychotic outburst,” according to the psychologist who
accompanied the mission to the scene

Literal

In the end, 978 articles were manually annotated with the labels/classes
[“stigmatizing”, “literal”]. It should also be noted that during this process some
articles were discarded because they had structural problems, were duplicates or
were not relevant to the problem.

3.3 Preprocessing

During the preprocessing phase, the documents (N = 978) were cleaned and
NLP techniques were used to prepare the texts for the subsequent steps. Each
document corresponds to the text obtained from the concatenation of the title
and content of each article. This phase is quite important and is intended to
allow the models to better understand the texts and generate more accurate and
consistent results. The techniques applied were:

– Tokenization: breaking down the text of each document into a sequence of
terms;

– Conversion of the text to all lowercase letters;
– Removal of stop words13, obtained from NLTK [8];
– Removal of all URLs, text within brackets and square brackets, all punctua-

tion marks, all terms containing numbers, all terms smaller than three char-
acters in length, some irrelevant terms, and all personal pronouns connected
to verbs.

13 https://www.nltk.org/howto/portuguese en.html.

https://www.nltk.org/howto/portuguese_en.html
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Other techniques, such as lemmatization and stemming, were not applied
because of the scarcity of precise tools for the Portuguese language, and also in
order not to reduce the vocabulary of the documents too much further.

3.4 Automatic Classification and Topic Modeling

The classification step implied the occurrence of two phases: feature extraction
and implementation of the classification models. In the extraction of features,
four different models were used to generate numerical representations of the doc-
uments, namely the bag-of-words model, the TF-IDF model, the word embed-
dings model, using 300-dimensional vectors pre-trained for the Portuguese lan-
guage with the GloVe [23] algorithm and obtained from the NILC-Embeddings
repository14, and the mapping of the terms from the texts to the 464 categories
of the Brazilian Portuguese LIWC 2007 Dictionary15.

The classification process consisted of implementing the algorithms, training
them using the training data, and then evaluating and comparing the results
obtained using the test data. The training data corresponded to 80% (N = 782)
of the total data (documents and their classes) and the test data to 20% (N =
196), both of which were selected randomly. Five traditional machine learning
algorithms and four deep learning algorithms were used. The machine learning
algorithms were implemented using the scikit-learn [21] library and consisted of:

– Logistic Regression: algorithm that uses a logistic function to model the prob-
ability of the given classes;

– SVM: algorithm that aims to find a hyperplane in a space of X dimensions
(X - number of features) that distinguishes the given classes. The “Linear
Support Vector Classification” (linear kernel) class was used;

– Naive Bayes: probabilistic algorithm based on Bayes’ Theorem and the
assumption of conditional independence of the attributes given a class. The
“Multinomial Naive Bayes” class was used;

– KNN: algorithm that tries to find a predefined number of training samples
closest in distance to the new point and predict the class from them;

– Random Forest: algorithm that sets a number of decision tree classifiers on
several subsamples of the training data set and combines the results of each
classifier to determine the final class.

The hyperparameters used in each of the models were obtained through
an optimization process using the 5-Fold Cross Validation strategy. This pro-
cess was implemented using the scikit-optimize library, which uses a sequential
model-based optimization algorithm (using Gaussian processes) to find optimal
solutions in less time. All the models were trained with the bag-of-words repre-
sentation, TF-IDF and the one generated by the Portuguese LIWC dictionary.

The deep learning algorithms were implemented using the TensorFlow [1]
library, the Keras API [9], the PyTorch [20] framework and the transformers
[28] library, and consisted of:
14 http://nilc.icmc.usp.br/embeddings.
15 http://143.107.183.175:21380/portlex/index.php/pt/projetos/liwc.
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– Convolutional Neural Network (CNN): a type of neural network that is typ-
ically used in image recognition but has also been used in NLP tasks. The
CNN was implemented, sequentially, with an embedding layer, which gener-
ates 300-dimensional vectors using word embeddings from the GloVe model,
a dropout layer, two 1D convolutional layers (with activation function “relu”,
and followed by a max-pooling layer), a flatten layer, a dense layer (with
activation function “relu”), a dropout layer, and another dense layer (with
activation function “sigmoid”). It was trained using a batch size of 32 and
epochs value of 10;

– Long Short-Term Memory (LSTM): A type of recurrent neural network that
retains only information necessary or useful for prediction. The LSTM net-
work was implemented sequentially with an embedding layer, which generates
300-dimensional vectors using word embeddings from the GloVe model, an
LSTM layer and a dense layer (with a “sigmoid” activation function). It was
trained using a batch size of 32 and epochs value of 10;

– Bi-LSTM: a type of recurrent neuronal network similar to the LSTM net-
work, but which processes information in both directions. It was implemented
sequentially with an embedding layer, which generates 300-dimensional vec-
tors using word embeddings from the GloVe model, an LSTM layer (embed-
ded in a bidirectional layer) and a dense layer (with a “sigmoid” activation
function). It was trained using a batch size of 32 and epochs value of 10;

– BERTimbau: We used the “Base” size of the pre-trained BERTimbau model
(which has 12 layers/blocks of transformers, 12 attention heads and 110 mil-
lion parameters), returned through the “AutoModelForSequenceClassifica-
tion” class, which already has a classification layer implemented on top. It
was trained using a batch size of 8 and epochs value of 4.

The optimization of the remaining hyperparameters of the first three models
mentioned was done using the KerasTuner library [17], with the tuner “Hyper-
band”, which uses the random search algorithm and tries to speed it up by
adaptive resource allocation and early stopping.

The automatic topic detection was performed using the top2vec algorithm,
which was trained on the 978 documents (using only the documents and ignoring
their classes) and allowed to obtain a set of 50 descriptive terms of the discovered
topics, the scores of their similarity to the topic and the most semantically similar
documents to each topic.

4 Results and Discussion

As for the results of the manual annotation of the articles, it was found that
52% of the articles (N = 509) have a stigmatizing meaning and 48% (N = 469)
have a literal meaning. As for the results obtained by the developed classifica-
tion models, the values of the metrics used to evaluate their performance can
be visualized and compared in Table 2. All the implemented combinations of
classification algorithm and representation model are present in it.
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Table 2. Evaluation metric values for each implemented combination of classification
model and representation model.

Classification model Representation model Accuracy Precision Recall F1

Logistic Regression Bag-of-words 92.35 0.92 0.93 0.93

TF-IDF 93.37 0.93 0.94 0.94

LIWC 70.41 0.73 0.69 0.71

SVM Bag-of-words 90.31 0.92 0.90 0.91

TF-IDF 90.82 0.93 0.90 0.91

LIWC 80.10 0.81 0.80 0.81

Naive Bayes Bag-of-words 91.33 0.91 0.92 0.92

TF-IDF 93.37 0.91 0.97 0.94

LIWC 52.04 0.52 1.00 0.69

KNN Bag-of-words 65.82 0.89 0.40 0.54

TF-IDF 91.33 0.92 0.91 0.92

LIWC 70.41 0.72 0.70 0.71

Random Forest Bag-of-words 92.86 0.90 0.97 0.93

TF-IDF 91.84 0.88 0.97 0.93

LIWC 79.08 0.77 0.86 0.81

CNN Word embeddings 87.76 0.92 0.83 0.88

LSTM Word embeddings 87.24 0.96 0.78 0.87

Bi-LSTM Word embeddings 91.33 0.90 0.94 0.92

BERTimbau BERTimbau 91.84 0.93 0.91 0.92

Tokenizer

Most of the models achieved good results, with accuracy above 90%, and with
the Naive Bayes (93.37%) and Logistic Regression (93.37%) classification algo-
rithms standing out at the top, both combined with the TF-IDF representation.
In the feature representation, the TF-IDF, bag-of-words and word embeddings
models stand out, with the Portuguese LIWC model presenting the worst results
with quite significant differences. In the deep learning field, the models with the
best accuracy were BERTimbau (91.84%) and Bi-LSTM (91.33%). Despite the
good results, the deep learning algorithms combined with word embeddings did
not, in general, outperform the traditional machine learning algorithms combined
with simpler feature representations, which may suggest the need to experiment
with other word embedding algorithms or generate new ones by training with a
larger volume of Portuguese texts.

Ten topics were automatically detected, each defined by a set of 50 terms
most descriptive of it. Table 3 shows the five most descriptive terms returned,
sorted in descending order of semantic similarity to the topic, the overall label
manually assigned to each topic, and the number of articles belonging to each
topic. It is possible to verify that mental disorders are essentially portrayed in
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health topics and when associated with criminal actions, and that the highest
percentage of stigmatizing articles, relative to the total of articles in this topic,
is present in the Economics (97%) and Politics (96%) topics.

Table 3. Five most descriptive terms (with translation), overall label assigned, number
of total and stigmatizing articles, along with the percentage of stigmatizing articles.

Descriptive terms Topic Total
#

Stigma
#

Stigma
(%)

[doencas, estudo, doenca, medicamentos, ansiedade]
/[disease, study, illness, medication, anxiety]

Health 232 13 6%

[homicidio, prisao, policia, crime, encontrado]
/[murder, arrest, police, crime, found]

Crimes 158 13 8%

[filme, comedia, realizador, personagens, cinema]
/[film, comedy, director, characters, cinema]

Cinema 112 61 54%

[europeia, austeridade, divida, euro, mercados]
/[europe, austerity, debt, euro, markets]

Economics 92 89 97%

[eua, russia, militar, armas, washington]
/[usa, russia, military, weapons, washington]

Armed
Conflicts

85 79 93%

[partido, governo, psd, parlamentar, mocao]
/[party, government, psd, parliament, motion]

Politics 80 77 96%

[livros, escritor, literatura, escritores, escrita]
/[books, writer, literature, writers, writing]

Literature 70 44 63%

[banda, album, disco, pop, rock]
/[band, album, record, pop, rock]

Music 70 63 90%

[desporto, futebol, jogo, lideranca, dirigentes]
/[sport, soccer, game, leadership, managers]

Sports 41 37 90%

[magistrados, justica, judicial, tribunais, ministerio]
/[magistrates, justice, judicial, courts, ministry]

Justice 38 34 89%

5 Conclusion

In this work, the collection and manual classification of articles, with references
to mental disorders, from Portuguese newspapers present on the Internet and
archived in the Arquivo.pt repository was performed, as well as the exploration
of Artificial Intelligence techniques for the automatic classification and topic
modeling tasks. Nine different machine learning and deep learning models were
proposed for the classification task, and the top2vec algorithm was used for topic
detection. In addition, a set of 978 articles manually annotated with the classes
“stigmatizing” and “literal” was obtained, allowing us to explore how mental
health, and more specifically the disorders of schizophrenia and psychosis, are
portrayed in the Portuguese media. It was concluded that 52% of the articles
were stigmatizing, and predominate in the areas of Economics and Politics.

To our knowledge, this is the first work that explores the classification of
Portuguese texts containing metaphorical references through the use of compu-
tational techniques, and the major conclusions drawn are that most traditional
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machine learning algorithms yield good results and that the use of neural net-
works also suggests being quite promising. However, the field of Portuguese NLP
is still very little explored, which is also revealed by the small number of models
trained for the European Portuguese language.
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Abstract. Network Science has become a flourishing interest in the last
decades as we witness the Big Data explosion in many fields including,
social science, biology and engineering. Technology Intelligence aims at
surveying the prolific production of information and recent studies have
identified their multiplex nature as a very important aspect to under-
stand various aspects of information. However, the interplay between
multiplexity and controllability of these networks is challenging. This
paper aims to describe a flexible framework for a recommendation sys-
tem, based on multiplex networks in the context of technological devel-
opment. We detail the important characteristics of the multiplex network
that is of interest to us, and show the advantages of this approach over
the matrix approaches common in the literature.

Keywords: Complex systems · Multiplex networks · Neo4j ·
Recommendation systems · Framework

1 Introduction

The current economic context, marked by numerous economic tensions, pushes
companies to explore novel strategies continuously to keep their business moving
forward and to optimize their innovation processes. To identify technological
opportunities and threats that may affect the future development and survival
of companies, scientific experts of these companies have to scan and monitor
developments in the external environment through a structured process called
“Technology Intelligence”.

Technology intelligence can be defined as the capture and delivery of tech-
nological information as part of a structured process through which an organi-
zation/company develops an awareness of technological threats and opportuni-
ties [4] for their experts. This involves constant search, through the experts, for
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key information from the internet provided by diverse data sources in order to
stay up to date of current evolution in their field of interest with the aim of
remaining competitive. These pieces of information produced by data sources
from the internet are stored as structured “documents”. One issue that Tech-
nology Intelligence is faced with lies in real-time relevant recommendation of
documents to experts. Indeed, Digitalization has led to the availability of very
large amount of information, but this also brings an overload of information.
Thus, it results in deep challenges in recommending relevant documents where
the mass of data must be searched, matched and assessed wrt. experts’ needs.

An interesting aspect of experts that the recommendation system can take
into account is their multidimensional profile. In this context, experts actions
characterize its profile. Furthermore, combining several profiles by relying on
common behaviors, interactions, content... on documents could bring new knowl-
edge, thus recommendations. This leads us to a graph model representation based
on experts and documents.

Thanks to the multiplicity of information, such a graph integrates several
dimensions that link documents together. A multi-dimensional graph can be
exploited and updated in real time. This multi-dimensional graph, called a mul-
tilayer graph, helps to produce several kinds of recommendation dynamically
depending on the combination of those dimensions.

More specifically, we are interested in studying homogeneous multilayer
graphs where entities in each layer are the same while relationships in each layer
is different, the so called as multiplex networks. It was noticed that modeling
real-world complex systems as a multiplex network has improved understanding
about their structures and dynamics. Multiplex networks are particular in that
they have a highly correlated structure, as such, it is possible to extract more
information when a system is represented this way than when it is represented
as a single layer taken separately.

Our approach proposes a framework which aims at making recommendations
based on a multiplex network of documents. This multiplex relies on the split-up
of information, that connects documents with each other in different ways (e.g.,
interactions, semantic, categories). Then each layer can be the basis of recom-
mendations and the combination of those layers by a graph database paradigm
will bring new ways of recommending documents. The article describes how the
multiplex is built, its integration to a Neo4j database for dynamic manipulations,
and thus specialized recommendations.

This paper is organized as follows. We first detail in Sect. 2 the related work
on framework modeling with multiplex graph. Then, we formalize our multiplex
data model and explain how to make recommendations in Sect. 3.

2 Related Work

In the literature, several works have been proposed to tackle the issue of infor-
mation overload by rather tackling the problem at data crawling levels, via tag
recommendation algorithms [5]. This approach is not sufficient, as we still get
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overwhelmed with the large volumes of data that has been crawled from recom-
mended tags. Thus, with the availability and popularity of large complex data
sets in the world, it is essential to model them as graphs in order to analyze
them in different ways with different methods and to make recommendations,
clustering, centralities, etc. Simple graphs are not adequate for modeling com-
plex data sets with multiple entities and relationships. Multi-layer networks have
proven to be more suitable, and especially multiplex networks when we want to
deal with a single type of nodes. To systematically study multiplex networks, a
general multiplex network structure is necessary [11].

Wu et al. [10], introduce an algorithm by which they could generate a mul-
tiplex network which can be tuned with layers degree correlation functions, the
nodal degree correlation function between the layers, and the size of the resulting
network. However, a legitimate understanding of such networks can be achieved
only when both structural and functional aspects of the multiplexity are cor-
rectly taken into account. Indeed, depending on the type of multiplexity, same
multiplex structures can behave quite differently.

Berner et al. [1], propose a multiplex decomposition framework which enables
a rigorous description of the spectral properties of multiplex networks. They
achieve this by establishing a connection between the eigenvalues of multiplex
networks and the one of the individual layers for the special case when the adja-
cency matrices of individual layers are simultaneously triagonalizable. It allows
them to greatly simplify the study of synchronization on multiplex networks.
This approach is not adapted for a recommendation system as it does not take
into account node updates on each layer (insert and delete).

Computing layer similarity is an important way of characterizing multiplex
networks because various static properties and dynamic processes depend on
the relationships between layers. To model both within-layer connections and
cross-layer network dependencies simultaneously, Li et al. [6] designed a unified
optimization framework called MANE, for multilayer network embedding rep-
resentation learning. Network embeddings make us lose the explainability and
flexibility of our model as such we prefer not to use the embedding approach.

Zitnik et al. [12] proposed OhmNet, an algorithm for hierarchy-aware unsu-
pervised feature learning in multi-layer networks. The focus of their framework
is to learn protein features in different tissues, by applying Node2vec to construct
network neighbors for each node in each layer. These methods rely on factor-
ization based methods or sampling based methods which are often: infeasible,
not scalable, computation and memory intensive, or difficult in balancing rela-
tionship type for cross-layer sampling, biased towards high degree nodes, and
have a limited capacity to capture complexity, respectively. In response to the
above difficulties, Nianwen Ning et al. [9] propose an Adaptive Node Embedding
Framework, ANEF, for multiplex networks. This framework samples the cross-
layer context of a node by Metropolis Hastings Random Walk and Forest Fire
Sampling, methods to avoid bias towards high degree nodes. However, our goal
is to build a model that one can understand fully how it works, thus avoiding
the use of embeddings.
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Fig. 1. The model architecture of the proposed multiplex framework

3 Our Approach

In our work, we want to make use of the advantages of multiplex networks in the
context of document recommendations. As such, we propose a multiplex network
framework, a recommendation system that can easily be tunable and adapted
according to different contexts.

Figure 1 illustrates the process by starting with the document modeling in
a graph with the respective relationships that exist between documents wrt.
each target layer described above. Those documents (nodes) and relationships
are passed into a Neo4j graph database to maintain the multiplex dynamically
and manipulate it with graph operations (centrality, clustering, similarities, etc.)
and pattern queries (filters, propagation, etc.). Spark helps to combined graph
operations, leading to different recommendations.

3.1 Multiplex Network

A multiplex network [3] is a homogeneous multilayer network where nodes type
in each layer is the same with a one-to-one mapping of the nodes in different
layers, usually called replica nodes, where interlinks can exclusively connect to
corresponding replica nodes. Usually, each layer turns to characterize a different
type of interaction that exists amongst the nodes.

Definition 1. A multilayer network is a graph M = (Y,G) where Y is the
set of layers Y = {α|α ∈ {1, 2, ..., |Y |}}, and G the ordered list of networks
characterizing relationships within each layer α where G = {G1, ..., Gα, ..., G|Y |}.
The network Gα of layer α is defined by Gα = (Vα, Eα), where Vα is the set of
nodes of layer α, and Eα is the set of links connecting nodes within layer α.

Definition 2. A multiplex network is a multilayer network M = (Y,G) where
all vertices Vα from Gα ∈ G are identical, s.t.: Vα = V = {i|i ∈ {1, 2, ..., n}}
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Figure 1 contains a multiplex network of 4 layers, where nodes V are docu-
ments (same nodes in each layer) and different correlations Eα between them.

A node is a “physical object”, e.g., documents in our case, while node-layer
pairs are different instances of the same object, e.g., actions, category, semantic
and topic modeling. Computing layer similarities is an important way of char-
acterizing multiplex networks because various static properties and dynamic
processes depend on the relationships between layers [2].

3.2 Multiplex Networks Modeling

Our framework tries to capture different semantics of relation between docu-
ments. The choice of these semantics is made based on its relevance to the
targeted objective. One relies on experts’ action showcasing documents attrac-
tiveness, others focus on content similarity, or experts’ classification. We will
consider actions that reveals to us whether a document was of interest to the
expert or not. This leads us to have 4 main different types of links that will
model interactions between the documents. These 4 different links represent the
different layers in our multiplex network.

Action Layer Gaction . Since many actions are applied on documents, each
expressing a different experts actions’ degree of interest. The sum of each kind
of action on a document gives experts’ interested on it. Thus, each node will be
associated with an action vector A = (a0·c0, ..., ai·ci, ..., an·cn) with ci ∈ n count
the number of actions1 and ai corresponds to actions’ weight where

∑n
i=1 ai = 1.

Consequently, links Eaction ∈ Gaction and their weight w correspond to pairwise
distances (e.g., Euclidean) between action vectors of nodes V , s.t.:

ri,j ∈ Eaction|vi, vj ∈ V ∧ w(ri,j) = 1 − dist(Ai, Aj)
distmax(Eaction)

The more experts act the same way on documents, greater the weight is between
them. To simplify the layer:

– Documents with low action rates (i.e., new documents) are not considered,
– If w(ri,j) < τa the relationship is ignored with a given threshold τa.

Semantic Layer Gsem . We use the cosine similarity measure, to measure how
similar documents are to each other. Consider two documents A and B repre-
senting the respective vectors of the documents, we obtain:

cos ϕ =
∑n

i=1 AiBi
√∑n

i=1 A2
i

√∑n
i=1 B2

i

.

Two documents are linked if cos ϕ is greater than a threshold τsem, otherwise
we consider that the documents are not similar enough. We then give a weight
wAB to their relationship based on the value of cosϕ. Thus, documents with
cos ϕ of 0.8 and above are strongly connected.
1 n types of actions like: reading the document, sharing it, rating it...
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Table 1. Graph database operations on the multiplex

Operation Neo4j operation Effect on the multiplex

σ Cypher: MATCH & WHERE Filtering (nodes/edges)

κ Clustering (GDS) Grouping nodes

θ Centrality (GDS) Gives a score for each node based on
topological centralities

ν Similarity (GDS) Gives scores for most similar nodes
based on common properties

∩ Cypher: WITH & Spark Intersection of graphs

× Cypher: WITH & Spark Combination of scores between graphs

Category Layer Gcat . Given that we have predefined categories to which each
document belongs to (classified by experts), and that documents could belong
to one or more categories. We use the Jaccard Similarity index to define how
much two documents are linked together.

Given A and B, two sets containing the categories to which two documents
belongs to respectively, the Jaccard Similarity between these documents will be
given by, J(A,B) = |A∩B|

|A∪B| , which gives the weight of the link between the two
documents wAB . Thus two documents are linked if wAB > τcategory as the value
of J(A,B) ranges between 0 and 1.

Topic Layer Gtopic . In this layer, we want to cluster the documents into differ-
ent topics in an unsupervised way. Topic modeling is first applied to the corpus
of selected documents within a period of interest to extract a defined number of
topics, such that each document will belong to particular topics. Then documents
shall be linked based on whether they belong to common topics or not.

To measure the level of similarity here, i.e. wAB , one can still make use of the
Jaccard similarity J(A,B) where A and B represent topics sets that two distinct
documents belong to. This layer is an unsupervised version of the category layer.

3.3 Manipulations with Neo4j

Recommending documents from a multiplex in real time using various queries is
challenging. To achieve this, we rely on a graph database Neo4j [8] which allows
expressing online queries with various operations, either on pattern matching [7]
or graph algorithms (GDS library2).

Applying a query on a layer of the multiplex produces filtering (e.g., pattern
matching, clustering), ordering (e.g., centrality), and scoring (e.g., similarity).
Thus, we propose a graph database algebra O to represent those manipulations
as summarized in Table 1. Any operation o ∈ O remains in a closed form, it
takes a graph G(V,E) and produces a new graph G′(V ′, E′) s.t. V ′ ⊂ V .

2 Neo4j GDS Library: https://neo4j.com/docs/graph-data-science/current/.

https://neo4j.com/docs/graph-data-science/current/


350 F. Yuehgoh et al.

load( )

Cypher Projection

Louvain(Gtopic)

multiplex

load( )

load( )

load( )

Raw data

DataFrame
Actions

DataFrame
Category

DataFrame
Semantic

DataFrame
Topic

Cypher Projection

PageRank(Gaction)

Cypher Query

d(Gcategory)

d

DataFrame DataFrame

Cypher Query

d label

Fig. 2. Interactions with the multiplex network with Neo4j & Spark

Our approach benefits from the multiplex graph data model by combining
results from several layers. In fact, since nodes V are identical in each layer
we can combine the results of operations on different layers to provide different
semantics of recommendation. We can see 1) unary operators which transform
the graph with filtering (σ), grouping (κ), scoring (θ, ν) and 2) binary operators
which combines two graphs for nodes selection (∩) and scores merge (×).

Query q below gives a composition example which recommends for a given
input document d ∈ V with: 1) the subgraph of layer Gtopic with documents
belonging to the same community as d (Louvain), 2) a score for similar nodes
with d in Gcat, and 3) scores for each node in Gaction using the PageRank
centrality. Nodes’ scores from Gcat and Gaction are combined together to produce
recommendations and restricted to the same community in the Gtopic layer.

q = σd∈label(κLouvain(Gtopic)) ∩ νd(Gcat) × θPageRank(Gaction)

3.4 Workflow of Recommendations

In order to manipulate the multiplex with Neo4j, we need to optimize operations,
their combination and their usage in real time. We present here the integration
of the multiplex in Neo4j and its interaction with Spark.

A first Spark workflow takes raw data and translates it into the multiplex
according to layers’ specification (Sect. 3.2). For new documents a node is added
to the system, producing relationships in the semantic layer wrt. the content.
Then, further experts’ interactions generate new relationships with actions, cate-
gorization or topic clusters. Thanks to Neo4j typing, the multiplex network can
be built as a unique graph with different relationships type. Queries will just
focus on the corresponding layer (i.e., type).

A second Spark workflow corresponds to the recommendation step. Operators
presented in Sect. 3.3 are templated by integrating configurable Cypher queries.
Some precomputed queries (e.g., PageRank) are stored as Cypher Projections
for further executions, and other combinations of operators as persisted Spark
DataFrames. Cypher projections and persistent DataFrames can be updated
according to several triggering strategies: data, timely, on-demand.

Binary operators like ∩ and × requires a specific manipulation. When the
query allows it, we pipe results from one operator to another through WITH
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clauses. Otherwise, a merge between two Spark DataFrames are applied, thanks
to the multiplex model node ids which are identical on both sides to ease the
merge. An example of Spark workflows is illustrated in Fig. 2. We can notice that
document d is used as a parameter of the workflow (ν and σ) to produce rec-
ommendations. It relies on Cypher projections previously computed and Cypher
queries directly on the corresponding layers (i.e., relationship type).

4 Conclusion

This paper proposes a framework for a recommender system in the Technology
Intelligence field, using a multiplex graph by making use of the advantages of the
graph database Neo4j. The main objective is to exploit data multidimensionality
via a multiplex graph. We examine the respective instances of a document in
our case to define the corresponding layers of our multiplex network. Then we
show how this helps us easily apply filters/functions on this multiplex to obtain
different kinds of recommendations. The flexibility of Neo4j proves that this is
a promising approach and could help us handle important aspects such as real-
time recommendations. For future work, we will experience the framework to
showcase the flexibility and its efficiency. Furthermore, a formal specification of
our algebra will ease the workflow optimization.
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Abstract. We describe a system for automatic extraction of semantic relations
between entities in a medical corpus of clinical cases. It builds upon a previously
developed module for entity extraction and upon a morphosyntactic parser. It uses
experimentally designed rules based on syntactic dependencies and trigger words,
as well as on sequencing and nesting of entities of particular types. The results
obtained on a small corpus are promising. Our larger perspective is transforming
information extracted from medical texts into knowledge graphs.

1 Introduction

Transforming data into information and then into knowledge is the focus of our action.
In there, one of the main challenges concerns the construction of a graph database
instance from a set of textual documents, sometimes referred to as the construction of a
knowledge graph. This paper deals with a step towards this goal.

Nowadays, knowledge graphs are considered essential to allow smart data exploita-
tion. They are intended to use an organizing principle so that a user (or a computer
system) can reason about the underlying data. This organization principle puts in place
a meta-data level (a schema) that adds context to knowledge discovery.

Our goal is to work on attributed graph databases which become very popular
both in industry and academia [9]. This comprises nodes, representing entities (such as
people, drugs, and exams), and edges, representing relationships between the entities.
Graph databases are to be used when the relationships are as important as the entities
themselves. Any number of attributes (also called properties), in the form of key-value
pairs, may be associated with the nodes or the edges.

The ultimate goal of our work is to automatically map text to a given schema, build-
ing in this way a database instance that respects that schema. The schema here can
be built as a collaborative task where techniques from natural language and database
model design interact. Our corpus is a collection of clinical cases from which we would
like to extract entities (classes) and relationships among them. The following example
illustrates our general propose.
c© Springer Nature Switzerland AG 2022
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Example 1. Let us consider the following clinical case extract1: “A female patient in the
age group 55–60 years presented to us with blurring of vision in both eyes. On slit-lamp
examination, numerous circular to oval fleck-like discrete blue opacities at the level of
deep corneal stroma and Descemet’s membrane was observed.” In this example, we
want a database instance to represent patients having some symptoms and examinations
they pass. Let us consider the representation of Fig. 1 where Patient, Anatomy, Symp-
tom and Examination are types of nodes and edges represent relationships PassExam,
HasSymp, GivesRes and ConcernsAnat. To structure the information, we can consider
a schema designed by a database designer from the information obtained through natu-
ral language processing. This conception is a big challenge. One should consider many
different aspects of the problem, starting with questioning what information is really
important to store. The solution also depends on the (analytical) queries we want to
consider later on. Then, for a graph database, we should also decide what information
is represented as a node, a property or a relationship. Usually entities give rise to nodes,
but the distinction between properties and relationships is not evident. Choices may
impact the efficiency of query processing. �

It should be clear that we do not want just to transform textual structures into a
graph – some tools exist to represent a text corpus as a graph2 [10,17], but they do not
go further, trying to build a higher-level model. Here, the idea is to add or infer metadata
(the schema) and organize the information originally available in texts according to this
higher abstraction. Different proposals exist as, for instance, to use generic taxonomies
and ontologies as the property graph model. Our work focuses on custom data mod-
els: a public standard can be used as a starting point, but we let the database designer
introduce her own organisation principles. In this scenario, the information extraction
pipeline is usually composed of the following steps: named entity recognition and clas-
sification, co-reference resolution, and relationship extraction. These steps should deal
with well known challenges in Natural Language Processing (NLP), such as disam-
biguation or temporal representations.

In this paper, we focus on relation extraction in NLP to contribute to the construction
of a knowledge graph. In our previous work, we have concentrated our attention on
entities: in [19] we propose a method for the extraction of nested entities that uses a
cascade of Conditional Random Fields (CRF);3 in [2] we propose entity enrichment
in order to translate natural language queries into database queries. In fact, from the
enrichment of an entity some relationships can be detected. In the current paper, we
consider the extraction of entities as done in [19], and we investigate the extraction of
binary relations between them, broadening the initial ideas we used in [2].

It is worth noticing that the gap between the mentioned NLP steps and the wanted
data model is still big. The construction of such a model needs ‘external’ semantic
information (standard or customized) and should always be driven by its intended use.
The final efficiency of the model is essential.

1 Extract from PubMed: https://pubmed.ncbi.nlm.nih.gov/35365471/.
2 https://www.slideshare.net/lyonwj/natural-language-processing-with-graph-databases-and-

neo4j.
3 Conditional Random Fields [15] are probabilistic models often used in NLP for sequence

labelling tasks as they take into account the context of the samples to label.

https://pubmed.ncbi.nlm.nih.gov/35365471/
https://www.slideshare.net/lyonwj/natural-language-processing-with-graph-databases-and-neo4j
https://www.slideshare.net/lyonwj/natural-language-processing-with-graph-databases-and-neo4j
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Anatomy

name: both eyes

Symptom

name: blurring of vision

Person

name: unknown
age: 55-60

Examination

name: slit-lamp

Symptom

name: numerous circular
to oval fleck-like

Anatomy

name: corneal stroma
Anatomy

name: descemet membrane

HasSym

ConcernsAnat

PassExam GivesRes

ConcernsAnat ConcernsAnat

Fig. 1. Example of a Neo4J graph database instance we would like to obtain from the given text.
Most properties of edges and nodes are not shown.

Paper Organization. Section 2 presents related works. Section 3 describes the medical
corpus used in the experiments and summarizes the entity extraction method developed
in previous work. Section 4 addresses the typology of relations between entities and
Sect. 5 presents the rule-based method for extracting these relations from the corpus.
Experimental results are shown in Sects. 6 and 7 closes the paper.

2 Related Work

Relation extraction is a task of information extraction which consists in detecting if two
or more entities are linked and in classifying the link. In this work we are interested
only in binary relations, i.e. relations between two entities, and we want both to detect
and to classify them.

The first methods developed for relation extraction where based on patterns, manu-
ally defined or automatically extracted [14]. In the medical domain we can cite the Sem-
Rep system [22] which used the UMLS in order to define semantic patterns, [1] used
lexicalized patterns and [7] resorted to multi-layer patterns (word forms, lemmas and
parts-of-speech). The RelEx system [11], designed to extract protein-protein interaction
relations, made use of rules based on dependency trees. First, the dependency path that
linked two entities of interest (proteins) was extracted, then the dedicated rules identi-
fied relations of three types: effector-relation-effectee, relation-of-effectee-by-effector,
relation-between-effector-and-effectee.

Supervised machine learning methods are used when the size of the annotated train-
ing data is big enough. In the biomedical domain, the most popular techniques are
SVM (e.g. [18,23]) and CRF, with a large variety of features (surface, semantic, syn-
tactic, etc.). [6] hypothesized that “instances containing similar relations will share sim-
ilar substructures in their dependency trees”. Therefore they developed a system based
on SVM and augmented dependency trees (addition of features on the nodes, such as
part-of-speech, chunk tag, etc.) in order to extract relations from newswire documents
(located, citizen-of, part-of, etc.). Their experiments show an improvement of perfor-
mances using dependency tree kernels instead of bag-of-words kernels. More recently,
a lot of methods have been proposed based on deep learning techniques (for example
[16]). As in our task we do not have any training data, we cannot use these supervised
methods.

In order to counter the issue of the availability of annotated data, we had a look
at unsupervised methods. The Open Information Extraction task enables to extract
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relations from frequent syntactic patterns, in particular using the subject-verb-object
structure (see ReVerb [8]). It assumes that the relations of interest are always expressed
by similar simple syntactic structures or by verbs. We have observed complex syntactic
structures in our corpus, and openIE systems did not bring usable results. Finally, [20]
take advantage of an existing database in order to automatically build an annotated cor-
pus from a projection of the relations saved in it. This method is called distance super-
vision and requires a database instead of a manually annotated corpus. In our project,
we do not have a database on input, and the goal is precisely to automatically build one,
so we cannot use distance supervision.

3 Corpus and Entity Extraction

This work is based on the CAS corpus - French Corpus with Clinical Cases [12] - used
in multiple editions of DEFT (Défi Fouille de Textes) [5,13], an evaluation campaign of
systems dedicated to French medical text processing. The corpus is composed of 167
clinical cases in French (100 cases for training and 67 for testing) and it contains 13548
entities. The clinical cases came from publications in scientific literature and teaching
samples for medical students. The cases are anonymized and describe real or fictitious
situations from different medical domains (cardiology, urology, oncology, etc.). Some
parts of the corpus were manually annotated from scratch (by two annotators), while
others were automatically pre-annotated (by CRF-based methods) and then manually
corrected.

Fig. 2. Nested entities in the CAS corpus. Trans.: ‘heart rate (HR) 103 beats/minute’

The corpus contains annotation for 13 types of entities: 2 for temporal expres-
sions (DATE, MOMENT), which will be ignored in this paper, 4 for medical objects and
facts (ANATOMIE ‘ANATOMY’, EXAMEN ‘EXAM’, PATHOLOGIE ‘PATHOLOGY’, and
SIGN OU SYMPTÔME - SOSY ‘SIGN OR SYMPTOM - SOSY’), and 7 for patient treat-
ment (DOSE, DURÉE ‘DURATION’, FRÉQUENCE ‘FREQUENCY’, MODE, SUBSTANCE,
TRAITEMENT ‘TREATMENT’, and VALEUR ‘VALUE’).4 Shorter entities can be nested in
larger ones, for example an exam entity can contain the body part (anatomy) on which
the exam is carried out (Fig. 2). The statistics of the entity types and their nesting are
shown in Table 1 for the subset of CAS corpus used in this paper.

4 Entity types are listed in French and with the English translation, if it differs from French. In
the rest of the paper, the English names are used in the core of the texts, while the French ones
appear in figures. The entity types SUBSTANCE, ANATOMY and TREATMENT will sometimes
be abbreviated by SUB, ANAT and TREAT, respectively.
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In previous work [19], we used the CAS corpus for automatic entity extraction with
a CRF cascade. This approach was motivated by the frequent nesting of entities (e.g.
1831 SOSY entities contain 1909 nested entities). The idea was to extract entities of each
nesting level with a different CRF model, so that the output of earlier CRF layers is used
on input of further layers. The method showed an overall precision of 0.839, a recall
of 0.613 and an F1 score of 0.708. These performances allow us to expect reasonable
quality of automatic entity extraction in new in-domain texts.

Table 1. Entities in the subset of the CAS corpus
used in this paper

Entity Number Nested entities

SOSY 277
SUB, ANAT,

EXAM, VALUE

SUBSTANCE 26

ANATOMY 212

EXAM 146 SUB, ANATOMY

DOSE 125

MODE 96

FREQUENCY 88

VALUE 85

PATHOLOGY 55 ANAT, VALUE

TREATMENT 44 ANAT

DURATION 25

Total 1421

The situation is, however, more diffi-
cult as far as relation extraction is con-
cerned, since the CAS corpus contains
no annotations for relations. Therefore,
we constructed our own small develop-
ment corpus. A typology of relations to
annotate was first defined (cf. Sect. 4).
Then, the 11 longest documents in CAS
were selected and annotated by 4 anno-
tators (each text was manually anno-
tated by a single annotator, and some
texts were double-checked by another
one). The resulting corpus is composed
of 6289 words, and contains annotations
for 1421 entities and 742 relations. It was
split into a development and a test sub-
corpus of respectively 6 and 5 files.

Finally, since our relation extraction
methods rely notably on syntactic pat-
terns (cf. Sect. 5), the CAS corpus was pre-processed with the SpaCy5 parser using
the fr core news md model6 trained on the UD French Sequoia v2.8 corpus7. This
corpus contains, in particular, a number of texts from the European Medicines Agency.

4 Typology of Relations

To define a typology of relations, we started from existing annotation schemas for med-
ical texts in French, in particular [4] which is mainly based on UMLS [3] and composed
of 37 relations classified into 5 types: aspect relations, assertion relations, drug-attribute
relations, temporal relations and event-related relations, and [21] which uses 10 rela-
tions, defined jointly with experts in radiology: localisation, target, sign, cause...

Among these relations we selected those which: (i) are binary, (ii) occur frequently
in texts, (iii) are specific enough to apply to a low number of entity types, (iv) have
stable behavior (to be able to extract them with rules). We decided not to work on tem-
poral and causal relations for the moment. They are generic (not domain-specific), more

5 https://spacy.io/.
6 https://spacy.io/models/fr.
7 https://github.com/UniversalDependencies/UD French-Sequoia.

https://spacy.io/
https://spacy.io/models/fr
https://github.com/UniversalDependencies/UD_French-Sequoia
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Table 2. Relations treated in this work and types of entities to which they apply.

Relation’s name Entity type pairs Examples

MEANS MODE-SUBSTANCE
une [crme]MODE de [nistatin]SUB a t prscrite
’an [ointment]MODE of [nistatin]SUB was prescribed’

MEASURE OF
DOSE-SUBSTANCE la [doxorubicine]SUB raison de [37,5 mg/m2/dose]DOSE

’[37,5 mg/m2/dose]DOSE of [doxorubicine]SUB’VALUE-SUBSTANCE

ACCOMPAGNIES

PATHOLOGY-PATHOLOGY le patient prsentait une [fatigue importante]SOSY de młme
qu’une [hyperthermie]SOSY

’the patient displayed [great tiredness]SOSY as well
as [hyperthermia]SOSY’

SOSY-SOSY

PATHOLOGY-SOSY

SUBSTANCE-SUBSTANCE

REVEALS/
SEARCHES/
TESTS

EXAM-VALUE l’[chographie abdominale et pelvienne]EXAM rvle la
prsence d’une [masse surrnalienne droite]SOSY

’the [abdominal and pelvic ultrasonography]EXAM reveals
a [growth in the right adrenal gland]SOSY’

EXAM-SOSY

EXAM-PATHOLOGY

LOCATION

ANATOMY-PATHOLOGY
elle a subi une [rsection au niveau
du [lobe suprieur droit]ANAT]TREAT

’she underwent a [resection of the [upper right lobe]ANAT]TREAT’

ANATOMY-SOSY

ANATOMY-EXAM

ANATOMY-TREATMENT

complex to extract and covered by a separate task in information extraction. The result-
ing set contains 5 relations: MOYEN ‘MEANS’, MESURE DE ‘MEASURE OF’, ACCOM-
PAGNE ‘ACCOMPANIES’, RÉLÈVE/RECHERCHE/TESTE ‘REVEALS/SEARCHES/TESTS’
and LOCALISATION ‘LOCATION’. Table 2 shows the 5 relations as well as types of enti-
ties to which they apply.

5 Rule-Based Relation Extraction

The aim of this work is to automatically extract relations between entities in a medical
text, to feed a knowledge graph. Most of the state-of-the-art methods in relation extrac-
tion (Sect. 2) are hardly applicable in our case due to the lack of data. Medical texts
are most often concerned by severe privacy constraints and are rarely available outside
of the strictly clinical context. The CAS corpus, the one we use, is one of the rare (if
not the only) French dataset of clinical cases available for NLP research. It is not anno-
tated for relations, thus, supervised relation extraction methods are currently excluded.
Non-supervised methods, such as OpenIE, are not appropriate either, since they do not
apply to a pre-defined set of relations and have low precision. Finally, distant super-
vision requires a large pre-existing knowledge base of relevant relations, which is not
available for the medical domain in French. Under these strong data constraints, we
resorted to rule-based methods relying on syntactic, lexical and surface clues.

Syntactic Rules. The hypothesis behind the syntactic rules is that syntactic dependen-
cies between words signal semantic relations between entities containing these words.
For instance, Fig. 3 shows a one-word entity [dyphenhydramine]SUB and a 2-word entity
[voie IV]MODE ‘[intraveneous route]MODE’ connected by the MOYEN ‘MEANS’ rela-
tion. The corresponding dependency graph reveals that a syntactic dependency exists
between the headwords (dyphenhydramine and voie ‘route’) of these two entities.
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une dose de diphenhydramine de 30 mg par voie IV
det case

nmod
nmod

nmod

case
nmod case amod

Fig. 3. The syntactic dependency of type NMOD (nominal modifier) between diphenhydramine
and voie ‘route’ signals the semantic relation of type MEANS between a mode and a substance.
Trans.: a dose of dyphenhydramine of 30 mg via intravenous route

reçoit de l’ acétaminophène 300 mg par voie orale

obl:arg
obj

detdet nummod
nmod

case amod

Fig. 4. The common head reçoit ‘receives’ signals the relation of type MEASURE OF between a
dose and a substance. Also, the occurrence of 300 mg between acétaminophène ‘acetaminophen’
and voie orale ‘oral route’, as well as a dependency between mg and voie ‘route’, signal the
relation of type MEANS between a mode and a substance. Trans.: receives acetaminophen 300 mg
by oral route.

Note that (in Table 2) the type of the relation between two entities (if any) is fully
determined by the types of these entities. Entities of types MODE and SUBSTANCE can
only occur in a relation of type MEANS, those of types DOSE and SUBSTANCE in a
relation MEASURE OF, etc. Given two entities E1 and E2 of types T1 and T2, respec-
tively, as well as a relation type R, we will say that E1 and E2 are R-compatible if R can
occur between entities of types T1 and T2 according to Table 2. For instance, [dyphenhy-
dramine]SUB and [30 mg]DOSE in Fig. 3 are MEASURE OF-compatible. The above obser-
vations and definitions allow us to formulate three generic syntactic rules :

Syn1 If two entities E1 and E2 are R-compatible and a direct syntactic link occurs
between any two of their components, then a relation of type R should be inserted
between E1 and E2. This rule is illustrated by Fig. 3, with E1, E2 and R equal to
[dyphenhydramine]SUB and [voie IV]MODE ‘[intraveneous route]MODE’ and MOYEN

‘MEANS’, respectively.
Syn2 If two entities E1 and E2 are R-compatible and (any two of their components)

have the same head8, then a relation of type R should be inserted between E1 and
E2. For instance, in Fig. 4, the entities [acétaminophène]SUB and [300 mg]DOSE are
MEASURE OF-compatible. They have incoming dependencies OBL:ARG (oblique
nominal) and OBJ (object) outgoing from the same word reçoit ‘receives’, and
they are, indeed, connected by a relation of type MEASURE OF.

Syn3 If two entities E1 and E2 are R-compatible, if a third entity E3 occurs between
E1 and E2, and if (any component of) either E1 or E2 has a direct syntactic
link with (any component of) E3, then a relation of type R should be inserted
between E1 and E2. For instance, in Fig. 4, the entities [acétaminophène]SUB

‘[acetaminophen]SUB’ and [voie orale]MODE ‘[oral route]MODE’ are separated by a

8 Word w1 is a syntactic head of word w2 if there is a syntactic dependency link outgoing from
w1 and incoming in w2. Most dependency parsing models ensure that each word (except the
root of the sentence) has exactly one head, i.e. the dependency graph is a tree.
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third entity [300 mg]DOSE. A direct dependency (of type NMOD) connects mg with
voie ‘route’, and there is, indeed, a relation (of type MOYEN ‘MEANS’) between
[acétaminophène]SUB and [voie orale]MODE.

While the syntactic rules have a relatively good coverage, they suffer from at least
two weaknesses. Firstly, the parsing results may be erroneous: some dependencies may
be missing or spurious. Secondly, the large variety of possible syntactic structures in
which entities occur would require a large number of specific rules whose precision
might be low. So, we also resorted to lexical rules which abstract away from syntax and
look at the relative position and the context in which two entities occur in a sentence.

Fig. 5. Relation of type MEASURE OF between a substance and a dose signaled by the trigger à
raison de ‘at the rate of’. Trans.: methotrexate at the rate of 12 g/m2/dose.

Lexical Rules. A precise relation of type R is sometimes signaled by precise trigger
words which occur between two entities. We call such words R-compatible triggers.
For instance, in Fig. 5 the relation of type MEASURE OF between the non-adjacent enti-
ties [méthotrexate]SUB and [12 g/m2/dose]DOSE is signaled by the trigger sequence à rai-
son de ‘at the rate of’. We experimentally established short lists of triggers for two
relations: MEASURE OF and ACCOMPANIES. They are listed in Table 3. This, allows us
to formulate the following lexical extraction rule:

Lex1 If entities E1 and E2 are R-compatible and an R-compatible trigger occurs
between them, then a relation of type R should be inserted between E1 and E2.

Table 3. Relations detectable by trigger words

Relation Trigger words Example

MEASURE OF à raison de ‘at the rate of’, [cidofovir]SUB [intraveneux]MODE à raison de
[375 mg]DOSE

dosé ‘measured out’,
concentration

‘[intraveneous route]MODE [cidofovir]SUB at the rate
of [375 mg]DOSE’

ACCOMPANIES ainsi que ‘as well as’, sans
‘without’

un traitement intraveineux de [métoclopramide]SUB

associé à de la [diphénhydramine]SUB

associé à ‘associated with’, avec
‘with’

‘an intraveneous treatment of [metoclopramide]SUB

associated with [diphenhydramine]SEB’

The observation of the entities and relations in the CAS corpus led us to formulate
and implement other lexical rules, which we finally did not retain due to their weak per-
formances. In particular, we extracted a list of predicates such as révèle ‘reveals’, con-
firme ‘confirms’, demeure ‘remains’, etc. signaling the REVEALS/SEARCHES/TESTS
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relation as shown in the examples below. Notice that the variety of such predicates is
huge and hinders the reliability of the corresponding lexical patterns.

– L’[échographie abdominale]EXAMEN ne révèle [aucune anomalie]SOSY*9

The [abdominal ultrasonogram]DOSE reveals [no anomaly]SOSY*

– l’[imagerie par résonance magnétique abdominale]EXAMEN confirme la présence
d’une [masse surrénalienne à droite]SOSY

the [abdominal magnetic resonance imaging]EXAM confirms the presence of a
[growth in the right adrenal gland]SOSY’

Sequence Rules. Sometimes a relation R can be detected by the sheer proximity of
entities of the relevant types. For instance, Fig. 6 shows two entities [échographie de
l’appareil urinaire]EXAMEN ‘[ultrasonogram of the urinary system]EXAM’ and [reins de
taille normale]SOSY ‘[kidneys of regular size]SOSY’. Their sequence signals the relation
of type REVEALS/SEARCHES/TESTS. We experimentally checked that this relation type
can be reliably detected by this principle.

Fig. 6. Entities of type EXAM and SOSY occuring in a sequence and connected by a relation
of type REVEALS/SEARCHES/TESTS. Trans.: ultrasonogram of the urinary system showing the
kidneys of regular size.

A sequence of two entities, connected by a particular relation, can also
include a third entity of another specific type. For instance, in Fig. 4, the entities
[acétaminophène]SUB ‘[acetaminophen]SUB’ and [voie orale]MODE ‘[oral route]MODE’ are
separated by entity [300 mg]DOSE, and a relation of type MEANS occurs between the first
two. While rule 5 allows us to extract the MEANS relation in this examples, it misses
other cases with an erroneous syntactic analysis. We experimentally checked that the
principle of spotting sequences of 3 entities of specific types is especially reliable for
the MEANS relation type. Thus, we formulated the two following sequence-based rules:

Seq1 If two entities E1 and E2 are REVEALS/SEARCHES/TESTS-compatible and occur
one after another with no other intervening entity, then a relation of this type
should be inserted between E1 and E2. Figure 6 illustrates this rule.

Seq2 If two entities E1 and E2 are MEANS-compatible and a third entity of type DOSE

occurs between them, then a relation of type MEANS should be inserted between
E1 and E2. This rule is illustrated by Fig. 4.

Nesting Rules. Recall (from Table 1) that the CAS corpus has a high rate of nested
entities. In some cases, the precise types of the nesting and nested entity are a suffi-
cient evidence of a relation existing between the two. For instance, in Fig. 6 the entity

9 An asterisk following an entity type signals a negated entity occurrence.
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[échographie de l’appareil urinaire]EXAMEN ‘[ultrasonogram of the urinary system]EXAM’
includes [appareil urinaire]ANATOMIE ‘[urinary system]ANATOMY’ and both are connected
by the LOCATION relation. We experimentally found that this principle is quite accurate
for LOCATION-compatible entities, which yields the following nesting-based rule:

Nest1 If two entities E1 and E2 are LOCATION-compatible, E2 is of type ANATOMY

and is included in E1, then a relation of this type should be inserted between E1

and E2. Figure 6 illustrates this rule.

The final relation extraction system consists in applying all the rules formalized
above (Syn1, Syn2, Syn3, Lex1, Seq1, Seq2 and Nest1) and retaining all the relations
inserted by them. The order of the rules does not matter for the final outcome. If the
same relation was inserted by more than one rule, only one of its occurrences is retained.
The following section describes the evaluation of this system on the test corpus.

6 Experimental Results

As discussed in Sect. 3, we evaluate our approach on a test corpus composed of 5 files
with 548 entities and 230 relations. The corpus contains not only sentences, but also text
representation of tables. The latter was removed from the corpus beforehand, because
our rules are not designed for it and, thus, false negatives can easily be generated.

Table 4. Relation extraction results

Relation TP FN FP Precision Recall F1

MEASURE OF 38 8 4 0,90 0,83 0.86

MEANS 23 7 2 0.92 0.76 0.84

ACCOMPANIES 5 2 1 0.83 0.71 0.77

REVEALS 52 3 3 0.95 0.95 0.95

LOCATION 65 12 0 1.00 0.84 0.92

Total 183 32 10 0.95 0.84 0.89

The system was evaluated using
a confusion matrix of the true pos-
itives, TP (i.e. relations correctly
extracted), the false positives FP
(i.e. relations extracted in wrong
places) and the false negatives, FN
(i.e. missed relations). The results
are given in Table 4 along with preci-
sion, recall and F1-score. We notice
an overall relatively high F1 score of
0.89. The number of false positives is low compared to the false negatives, indicating
that our rules are specific and fail to cover many potential relations. This is mainly due
to the selection of unambiguous relations. For example, the precision of 1 for LOCA-
TION is due to nested entities in which this relation is sure to occur.

An analysis of the texts annotated by the system, reveals that some errors came from
wrong segmentation of text into sentences and words. However, most errors are due to
incorrect dependency trees. As the majority of the relations are extracted using syntactic
rules, the system is sensible to the syntactic variability. For example, in La dose totale
reçue lors de cette [perfusion]MODE a été égale à [30 mg]DOSE” ‘The total dose received
during this [perfusion]MODE was equal to [30 mg]DOSE’ there is no direct dependency
between [perfusion]MODE and [30 mg]DOSE, while there is one in the synonymous phrase
[perfusion]MODE de [30 mg]DOSE” ’[perfusion]MODE of [30 mg]DOSE’.
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As we are exploiting syntactic rules, we cannot cover all patterns and may also
need a larger corpus to identify other instances of the relations. After analysing the test
corpus, we discover new relation patterns, only present in the test corpus. Nevertheless,
the medical field remaining very specific, it limits this variability and makes it possible
to obtain good results with few rules.

7 Conclusions

We have shown initial experiments and results in extracting semantic relations between
entities in a medical corpus. A generic syntactic parser applied to a specialized text
proved accurate enough to approximate semantic relations via syntactic dependencies.
We also strongly exploited the fact that the relation between two entities is fully deter-
mined by the types of these entities. This allowed the rules to cover many relations
at the same time. Another opportunity is the specificity of the text genre under study
(clinical cases), in which dedicated lexico-syntactic constructions and entity sequences
often repeat and can yield targeted rules.

Future work includes extending the sets of rules and experiments to larger corpora
(e.g. by annotating relations in the whole CAS corpus). The resulting annotations might
then be used to train a model in a supervised setting. We will also further investigate
the interface between information extraction from text on the one hand, and designing
the schema of a knowledge graph and populating it from text on the other hand.

Acknowledgements. Work partly supported by the ICVL federation and RTR-DIAMS. It is
done in the context of DOING action of the GDR-MADICS.
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DEFT 2020 : similarité textuelle en domaine ouvert et extraction d’information précise dans
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Abstract. Database sanitization allows to share and publish open
(linked) data without jeopardizing privacy. During their sanitization,
graph databases are transformed following graph transformations that
are usually described informally or through ad-hoc processes.

This paper is a first effort toward bridging the gap between the rigor-
ous graph rewriting approaches and graph sanitization by providing basic
generic graph rewriting operators to serve as a basis for the construction
of sanitization mechanisms. As a proof of concept, we formalize two oper-
ators, blank node creation and weighted relation randomization, using
an algebraic graph rewriting approach that takes into account semantic
through the equivalent of Where and Except clauses. We show that
these operators can be used to achieve pseudonymity and local differ-
ential privacy. Both operators and all related rewriting rules are imple-
mented using the Attributed Graph Grammar System (AGG), providing
a concrete tool implementing formal graph rewriting mechanisms to san-
itize semantic graph databases.

1 Introduction and Related Work

Database Sanitization. In many collaborative data centric applications that
collect personal data, such as car pooling, or smart metering, the data collectors
(i.e. the entity managing the application) need to publish and share raw data
with various parties, which can range from internal developers who need test
data, to data analysts in charge of producing predictive or explicative models,
or simply publish their results to the scientific community. Since this database is
composed of personal data, the European General Data Protection Regulation
(GDPR) rules apply. In this paper, we consider the case where the database is
sanitized (anonymized) prior to its release, which is compatible with the GDPR.
Sanitization of a database means that it is no longer possible (or at least very
difficult, costly and time consuming) to reidentify individuals in the dataset.

Private Publication of Semantic Graph. A massive amount of work has
focused on privacy in data presented as tables. They have resulted in multiple
well-established models, such as k-anonymity [19] and differential privacy [7].
In this article, we consider semantic databases, such as RDF, which are graph
databases. Such databases present the advantage of managing the semantics of
c© Springer Nature Switzerland AG 2022
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the data, which we view as an advantage in the context of anonymization, since
it helps the database designer better understand which data is sensitive, and how
it can be modified. Indeed, the aforementioned general anonymization concepts
have been translated and applied to graph representations, but mainly in the
context of social networks or computer networks [21,22]. Only a small batch of
work has tackled the publication of semantic data-graphs: Delanaux et al. [5]
developed a declarative framework for anonymizing RDF graphs by replacing
sensitive nodes by blank nodes. Anonymisation of RDF data was also studied in
[10,15] where the anonymisation model is inspired by the k-anonymity model.
These methods rely on graph modifications and, more often than not, include
an ad-hoc transformation process.

Graph Rewriting for Database Modification. To generalize and abstract
consistent updating methods, different works have used formalisms such as tree
automata or grammars for XML (see [16] for a survey) or first order logic for
graph databases (e.g. [3,8]). Despite of the importance of graphs in databases
and ontology representations, the use of formal graph rewriting techniques to
model database evolutions is seldom studied. Formal graph rewriting techniques
are usually based on category theory, an abstract way to deal with different
algebraic mathematical structures and the relationships between them. Algebraic
approaches of graph rewriting allow a formal yet visual specification of rule-based
systems characterizing both the effect of transformations and the contexts in
which they may be applied.

Few approaches relying on graph rewriting to formalize ontology evolutions
have already been proposed [4,14,18]. They usually focus on formalization but
do not provide an implementation. Recently, Chabin et al. [1,2] proposed Setup,
a tool for the management of RDF/S updates. In Setup, graph rewriting rules
formalize atomic updates and guarantee the preservation of RDF/S intrinsic
constraints.

Positioning. In this paper, we aim at bridging the gap between rigorous graph
rewriting and graph sanitization. More precisely, we aim at formalizing basic
operators using attributed graph rewriting rules to serve as a basis for building
graph anonymisation mechanisms. Such mechanisms could include adaptations
of aforementioned techniques.

Contributions. In this paper, we formalize and implement two basic operators
using AGG – The Attributed Graph Grammar System [20], one of the most
mature development environments supporting the definition and application of
typed graph rewriting systems [17]. These two operators demonstrate the fea-
sibility of the approach and should be enriched with other operators to build a
library of operators supporting various anonymisation schemes. The basic oper-
ators we choose to model are:

– Blank, that replaces a set of nodes with a blank copy of themselves while
preserving all or a subset of incoming and outgoing edges. This can be used
e.g. to enforce pseudonymisation or the approach proposed in [5]. Note that
even though pseudonymisation is not sufficient to ensure anonymisation, it
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is the basis of multiple anonymisation schemes (e.g. directly identifying data
are usually suppressed as a first step of k-anonymity mechanisms) and is
generally encouraged by the GDPR (see e.g. Recital 28).

– Randomize, that adds noise to a relation R by randomizing its target with
a bias in favour of the initial value. We show that it can be used to achieve
Local Differential Privacy (LDP).

We show that, given our formalisation and implementation it is easy to
describe sets of nodes or edges as the scope of our operators. This can be intu-
itively seen as clauses:

– Where allows restriction of the operator to a subset of nodes defined by a
relation (e.g. nodes that share a type or specific attribute).

– Except allows exclusion by the operator of a subset of nodes or relations
defined by a relation.

In Sect. 2, we present the formalism of graph databases and graph rewriting
we base our approach on, and the visual conventions used in the AGG rewriting
tool. We also provide a running example for the rest of the paper. Section 3
describes our formalization and implementation of the operators Blank and
Random, as well as how to translate and implement the keywords Where and
Except in the chosen algebraic graph rewriting approach for restriction and
exclusion in their scope.

2 Background and Setting

2.1 Attributed Multigraphs

We consider databases to be modelled as attributed oriented multigraphs. In
such models, it is customary for nodes and edges to have properties (among a
finite set) and attributes (as words on a signature). In [1], RDF/S databases are
modelled as a typed graph with 4 node types and 6 edge types. These types are
inherent to RDF and thus the model can not be applied natively to arbitrary
graph databases (e.g. neo4j).

We argue that considering a single node type and a single edge type having a
single attribute (named att and prop, respectively) is in fact at least as expressive.
Indeed, typing and additional properties can be encoded via special kinds of
relation (see Sect. 2.2). We believe this model to be able to capture most –if not
all- graph database representations. In addition to facts, represented in black in
the figures, the proposed rewriting system considers artifact types represented
in blue. Artifacts are used in intermediary steps of the rewriting procedures to
provide information related to the transformations (see Sect. 3).

2.2 Running Example and Motivation

As a running example, we consider a graph database that contains information
on travels, both professional and personal.
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It has nodes for relevant entities, people and travels, whose attributes are
an identifier. It also has nodes for every literal describing informations on those
entities, e.g. last name, first name and address for people, date and destination
for travels. We do not differentiate nodes representing entities or literals.

Its edges describe both relations between entities, e.g. “this person partici-
pated in this travel”, represented by an edge of attribute ‘‘attends’’, but also
relations between entities and their information, e.g. “this person’s name is in
this literal”, represented by an edge of attribute ‘‘name’’. Typing falls within
this second case e.g. “this node is a person” or “this literal is a city”, represented
by an edge of attribute ‘‘type’’.

In this instance, id105 (named Miller) attended travel id207 to Paris for
professional reasons.

We give two examples of applications of our operators in this database, that
we write in an as-of-yet unspecified toy-language for illustrative purposes:

– We want to create a blank node to replace non-professional travel. This blank
would inherit the destination attribute from its original, but nothing else.
We can write this as wanting a blank for nodes where the relation type has
value travel, that is to say that have an edge labelled ‘‘type’’ towards a node
labelled ‘‘travel’’. However we would like to exclude professional travels,
i.e. when the relation motive has value professional. On these we would only
redirect edges of label ‘‘destination’’. We can write this as: BLANK WHERE
type = travel EXCEPT motive = professional REDIRECT destination

– We want to randomize the destination of all travel to any city. For this we
must specify the relation (edges labelled ‘‘destination’’), and the target
(type has value city).
We can write this as: RANDOM destination TO WHERE type = city
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2.3 Graph Rewriting Rules

We adopt the Single Push Out (SPO) formalism ([13]) to specify rewriting rules
and Negative Application Conditions (NACs) [9], one of its extensions to specify
additional application conditions and restrict their applicability. These rules may
be fully specified graphically, enabling an easy-to-understand yet formal graphical
view of the graph transformation.

The SPO approach is an algebraic approach based on category theory. A rule
is defined by two graphs – the Left and Right Hand Side of the rule, denoted
by L and R – and a partial morphism m from L to R (i.e., an edge-preserving
morphism m from a subgraph of L to R).

Fig. 1. Identifying nodes having some relation with some value to be replaced by a
blank: (a) SPO core and its NACs (b) uniqueness of the blank replacing a node, (c)
EXCEPT a specific node, (c) EXCEPT nodes with some relation having some value.

Example 1. Figure 1a formalizes the SPO core of the first step of the blank oper-
ator. It identifies the nodes to be replaced and creates blanks. Its L is composed
of a relation p from some node (1) to a node (2) with an attribute pVal. R
has the same pattern plus a new node that is source of an artifact edge labeled
‘‘blank’’ whose target is node (1). Note that the attributes of two nodes of
R are not represented. In general, this stems from three possibilities: (i) it does
not matter, e.g. an unattributed node in L or NAC will match any node; (ii) it
can be inferred, e.g. a node in R or NAC has the same attributes as the node it
is matched with in R. This is the case for node (2) in the example; (iii) a node in
R is created without an attribute value. This is the case here for the new node.

By convention, an attribute value within quotation mark (e.g. ‘‘blank’’) is
a fixed constant, while a value noted without quotation mark (e.g. p) is a variable
that is either a wildcard matching any value or whose value is given as input.

The partial morphism from L to R is specified in the figure by tagging graph
elements - nodes or edges - in its domain and range with a numerical value. An
element with value i in L is part of the domain of m and its image by m is the
graph element in R with the same value i. For instance, in Fig. 1a, the notation
1: for the nodes with an unspecified attribute in L and R indicates that they are
mapped through m. In the following, we refer to such nodes as 1:node.
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A graph rewriting rule r = (L,R,m) is applicable to a graph G iff there exists
a total morphism m̃ : L → G. The result of the application of r to G w.r.t. m̃
is the object of the push-out of the diagram composed by L, R, G, m, and m̃.
Informally, the application of r to G with regard to m̃ consists in modifying G by
(1) removing the image by m̃ of all elements of L that are not in the domain of m
(i.e., removing m̃(L\Dom(m))); (2) removing all dangling edges (i.e., deleting
all edges that were incident to a node suppressed in step (1)); (3) adding an
isomorphic copy of all elements of R that are not mapped through m.

Example 2. In Fig. 1a, the rule is applicable to any non-artifact edge with the
possibility to specify the attribute of the edge (p) and/or of its target (pVal) as
input of the rule. Indeed, such attributes are either wildcard that match any value
or their value may be given as input. For example, with the input (‘‘type’’,
‘‘travel’’) the rule only maps 1:node of type travel. The application of the
rule consists in adding an unattributed (blank) node and a ‘‘blank’’ artifact
edge from the new node to 1:node, representing the fact that the latter will be
replaced by the former. In our example, this matches id207 and id221, but none
of the people on the left of cities on the right.

NACs are well-studied extensions that restrict rule application by forbidding
certain patterns in the graph. Except clauses will mostly be encoded through
NACs. A NAC for a rule r is defined as a constraint graph which is a super-
graph of its left-hand side. An SPO rule r = (L,R,m) with NACs is applicable
to a graph iff: (i) there exists a total morphism m̃ : L → G (this is the classical
SPO application condition); (ii) for all NAC N associated with r, there exists
no total morphism m̄ : N → G whose restriction to L is m̃.

By convention, since NACs are super-graphs of L, unnecessary parts of L are
not depicted when illustrating a NAC. Graph elements common to L and NAC
are identified by a numerical value similarly to elements mapped by m.

Example 3. Figures 1b, 1c, and 1d represent NACs associated to the SPO core
of Fig. 1a. The first specifies that 1:node must not be the target of a ‘‘blank’’
artifact edge, ensuring that we will not create several blank nodes linking to
the same existing node. The second maps 1:node with a node whose attribute
exceptAtt is given as input. This forbids the application of the rule to any
node with such attribute, akin to an Except clause excluding a particular node
(e.g. exclude specifically the travel id207). The third NACs forbids the applica-
tion of the rule to any 1:node source of a relation pExcept and/or with value
pValExcept. For instance, to exclude travels made for professional reasons, we
give the input ‘‘motive’’ for pExcept and ‘‘professional’’ for pValExcept.
This excludes all nodes with an edge ‘‘motive’’ linking to a node of attribute
‘‘professional’’, which in this case is exclusively the travel id207. With pEx-
cept given as ‘‘motive’’ the rule excludes all travels with a declared motive
(this would still exclude id221). With pValExcept given as ‘‘professional’’,
the rule will exclude all 1:node that are linked to the a node with attribute
‘‘professional’’ (regardless of the relation). Note that here, at least one of
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the two should be given an input value, or the NAC would match L and the rule
would never be applicable.

A rewriting procedure –or rule sequence– as we consider it here is a succession
of steps. Each step is the application of a rewriting rule as long as the rule applies
or a specified number of times. We consider that when a rule is applicable w.r.t.
several morphism, one is chosen uniformly at random.

3 Operators

This section introduces the blank and random operators. The implementation
in AGG [20] of the rewriting rules involved in these operators is available online.1

For those operators, we focus on an initial set S of sources, a set T of targets,
and a set R of edges that can be defined with Where or Except and identified
through pattern matching as described in Sect. 2.3. They are built as a set of
transformations that can be easily composed and used to construct a privacy
mechanism.

3.1 Blank Node Creation

The goal of this operator is to replace nodes of S by blanks. It creates a blank
copy of each v ∈ S and then reroutes the in- and out-edges of v to its copy. To
illustrate the expressiveness of this operator, we recall the use of BLANK proposed
as an example in Sect. 2.2 and show how the clauses can be parametrized.

Initialisation: The first step of the transformation is the creation of the blank
node (see Fig. 1). To ensure that we only create one blank per node, we use
the NAC of Fig. 1b. The sets T and R can be defined positively (Where) by
p and/or pVal (as input parameters), while nodes to exclude (Except) are
described in the NAC of Fig. 1c and Fig. 1d. To obtain “BLANK WHERE type =
travel EXCEPT motive = professional” , one should therefore provide p =
“type”, pVal = “travel”, pExcept = “motive”, pValExcept = “professional”.

Rerouting: The second step reroutes all incoming and outgoing edges for nodes
with a blank. e.g. for incoming edges, if an edge was of source 1:node, it is now of
source 2:node, where 2:node is identified as the unique blank of 1:node thanks
to the artifact edge. We then do the same for outgoing edges (see Fig. 2). We note
that we can limit positively (Where) this rerouting to edges of a certain relation
prop=p, or add a NAC to exclude (Except) the redirection of edges of a given
relation prop=pExcept. The clause “REDIRECT destination” is constructed by
providing p = “destination” and discarding the NAC.

1 univ-orleans.fr/lifo/evenements/sendup-project/index.php/privacy-operators/.

https://univ-orleans.fr/lifo/evenements/sendup-project/index.php/privacy-operators/
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Fig. 2. Rerouting of the incoming (a) and outgoing (b) edges from 1:node to its blank
2:node. The NAC (c) and (d) correspond to Except exclusions.

Cleanup: The operators proposed create nodes and edges. Every artifact node
or edge should be deleted at the end of the rewriting. However in the case of
blank node creation, there is an additional step to consider: the actual deletion
of the original node. Indeed, if the rerouting is complete (all edges have been
rerouted to and from 1:node to its blank 2:node), we may wish to delete 1:node
altogether using the rule formalized in Fig. 3. The two NACs (noIn and noOut)
ensure that the deleted node has no incident edge left.

Fig. 3. If 1.node has no incoming (b) or outgoing (c) edge, we delete it (a).

3.2 Randomized Edge Selection for Local Differential Privacy

In this section we propose a randomizing operator that can be used for example
to achieve local differential privacy (LDP) as defined and used in [6,12].
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Definition 4 (Local DP (Duchi et al.) [6]). Let χ be a set of possible values
and Y the set of noisy values. A mechanism M is ε-locally differentially private
(ε-LDP) if for all x, x′ ∈ χ2 and for all y ∈ Y we have

Pr[M(x) = y] ≤ eε × Pr[M(x′) = y]

LDP-mechanisms outputing a value in Y achieve optimal utility for a given ε
by giving an answer randomly drawn from a staircase distribution over Y , with
the most probable value being the real value -whose probability depends solely
on |Y | and ε- and all other values being equiprobable [11].

To achieve ε-LDP for a set R of relations, our random operator should there-
fore transform each (s, t) ∈ R into a relation (s, t′) ∈ R′ under the following
specification:

P (t′) =

⎧
⎪⎨

⎪⎩

0 t′ /∈ T
K

|T |−1+K t′ = t
1

|T |−1+K t′ ∈ T ∧ t′ �= t

with K an integer approximation of eε, K = �eε�.
To do so, we pick a new target at random, but, to obtain a staircase distri-

bution from a uniform distribution –used to chose the morphism with regard to
which the transformation rule is applied–, we skew the odds by creating clones
of the true answer to recreate a staircase distribution. This procedure is to be
repeated for every edge to randomize, rather than once for the whole set.

Fig. 4. Creating a clone of the real target, to bias the process towards truth.

Initialisation: We start by creating a bias for the correct value, by creating a
clone node (see Fig. 4). This rule is to be repeated as many times as required to
obtain ε-LDP. For instance, creating one clone makes it twice as likely to choose
the right answer rather than a false one, hence it suits ε ≥ ln(2). Creating two
clones makes the truth three times likelier, and suits ε ≥ ln(3). If we create 0
clones, then we are 0-LDP as the edges’ targets will be uniformly randomized.
In general we need to apply this rule K − 1 times.
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Fig. 5. Redirect the edge to any target, potentially clones.

Rerouting: We then redirect the edge we consider towards any target (see Fig. 5).
The target is picked randomly among nodes of T and the clones. We have one
chance to pick the original node, and eε − 1 chances to pick a clone. This means
we are eε times more likely to pick one of these nodes than any other. This
rule only has to be applied once. To construct “RANDOM destination TO WHERE
type = city” one would need to provide as input p = ‘‘destination’’, pRng
= ‘‘type’’, and valRng = ‘‘city’’.

Fig. 6. Erasing clones (a) that have not been randomly selected (b) or redirect the
relation and erase if they have been picked (3).

Termination: Since clones are additional chances to tell the truth, they have
to be ultimately deleted (see Fig. 6). If no non-artifact edge is incident to the
clone 2.node (Fig. 6b), then the clone can be safely deleted without loss of
information (Fig. 6a). If there is such an edge, then this means that it was the
new target chosen during the rerouting step. We will redirect this edge to the
original 1.node, before deleting the clone (Fig. 6c).

In the end, the rerouting has a probability K
|T |−1+K to have been redirected to

the original target and 1
|T |−1+K to have landed on another node/value. Therefore

the mechanism grants ln(K)-LDP and thus ε-LDP since ln(K) ≤ ε.
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4 Conclusion

This paper is a first effort toward bridging the gap between rigorous graph
rewriting and graph sanitization. As a first feasibility proof, we propose two
basic operators that may be used to the construct privacy-preserving graph
databases publication mechanisms. The operators we describe are the creation
of blank nodes and the randomization of a relation, that can be used for example
to achieve pseudonymity and local differential privacy, respectively. They are
formalized as a sequence of Single Push-Out graph rewriting rules, providing
a generic expressive rigorous definition that can be parametrized with a set of
Where and Except clauses.

This work stands as a proof of concept and a first step towards a graph
rewriting based approach to graph database sanitization. A lot of considerations
and work remain open on the topic. Notably, both operators we present here
are designed to work uniformly on a single relation. In real world usecases,
most queries are joins of several relations (or to speak in graph terms, path
queries on more than one edge). For a sanitization mechanism to preserve good
qualities on such requests while still providing differential privacy, it is likely that
we will need operators adapted to the preservation of invariants on composite
paths. It is possible, but not yet shown, that some such operators can be built
as compositions of one-relation operators. Another guarantee that we aim to
establish in future work is the preservation of the database’s schema.

Finally, as a more general goal, we aim to create a descriptive tool that would
allow a user to specify semantic and privacy constraints. Such a tool would then
combine elementary operators such as Blank and Rand to generate a process
that enforce those constraints.
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Abstract. A recommendation system is proposed based on the con-
struction of Knowledge Graphs, where physical interaction between pro-
teins and associations between drugs and targets are taken into account.
The system suggests new targets for a given drug depending on how
proteins are linked each other in the graph. The framework adopted for
the implementation of the proposed approach is Apache Spark, useful
for loading, managing and manipulating data by means of appropriate
Resilient Distributed Datasets (RDD). Moreover, the Alternating Least
Square (ALS) machine learning algorithm, a Matrix Factorization algo-
rithm for distributed and parallel computing, is applied. Preliminary
obtained results seem to be promising.

Keywords: Drugs · Machine learning algorithms · Big Data
technologies · Latent factors

1 Introdution

One of the most important challenges in the field of drug discovery is the pre-
diction of new targets for existing drugs [4]. Indeed, drug discovery is a costly
and time-consuming task, and new drugs have to pass through several steps
before being approved. The repurposal of old drugs in the context of new ther-
apies has shown to be a successful approach, allowing conspicuous money and
time saving. In the last few years computational techniques have started to be
proposed to this aim (see [9] for a good review on the topic and more recent
approaches such as [1,2,10,12]). However, often the proposed approaches fail
in properly combinating large amounts of data which may be extracted from
heterogeneous sources. A pipeline taking into account also a suitable integration
strategy would provide a valuable help to physicians by supporting their decision
making through novel knowledge that can be discovered this way.

On the other hand, many problems of the real life can be modeled as graphs,
able to take into account important relationships between interacting “actors”.
In particular, physical interaction between proteins has received a large atten-
tion in the literature (e.g., [3,5,6,11,15,16]), showing that the study of complex
c© Springer Nature Switzerland AG 2022
S. Chiusano et al. (Eds.): ADBIS 2022, CCIS 1652, pp. 381–387, 2022.
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graphs modelling this process globally for a given organisms may provide impor-
tant insights for several applications. This direction may be considered interest-
ing to be investigated also in the context of drug repurposal, due to the fact
that the way proteins interact each other often influences the effect of drugs on
specific targets.

Here we propose a recommendation system relying on knowledge graphs built
upon protein-protein interactions (PPI) and associations between drugs and tar-
gets (DTA). The main assumption is that, depending on how proteins are linked
in the graph, given an input drug new targets can be suggested for further inves-
tigation.

As the involved data is notably increasing, Big Data technologies started
to be applied for the implementation of bioinformatics tools on a large scale
(e.g., [14,18]). Here a Big Data framework has been applied, that is, Apache
Spark [17], useful for loading, managing, and manipulating data by means of
appropriate Resilient Distributed Datasets (RDD), and for providing suitable
libraries for the implementation of the Alternating Least Square (ALS) machine
learning algorithm, a matrix factorization algorithm for distributed and parallel
computing [8].

The obtained results on data coming from real laboratory experiments show
that the proposed approach is successfull in correctly identifying new target for
existing drugs.

2 Methods

We consider a graph G where nodes represent human proteins, and there is an
edge between two nodes if a physical interaction between the corresponding two
proteins has been discovered and experimentally demonstrated in the laboratory
[13]. Given a node p of G, its neighborhood is the set of nodes linked to p by an
edge in G. Each node in G may also be associated to a drug if the corresponding
protein is target for that drug.

The main idea at the basis of the proposed approach is that novel targets for
existing drugs may be searched for among “neighbors” of their known targets in
G.

For the purposes considered here, it is reasonable to observe that not every
protein that physically interacts with one of the targets of a drug has to be a
possible target in its turn. However, if a set of existing drug-target associations
is used to train the recommendation system, then only those proteins which
effectively present a behavior similar to that of the real targets can be identified.
To this aim, a parallel version of the ALS machine learning algorithm [8] is
applied. It is worth to pint out that the system also allow a visual inspection of
the predicted new targets in the graph.

2.1 Pipeline

The recommendation system presented here is based on the following steps,
graphically illustrated in Fig. 1:
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1. Creation, cleaning, filtering and analysis of the model integrating protein-
protein interactions and known drug-target associations.

2. Creation of the ALS model and data fitting.
3. Implementation and evaluation of the main core recommendation system.
4. Graphs generation and visual overview.

Fig. 1. The pipeline of the proposed approach.

2.2 Implementation of the Recommendation System

The implementation is provided in PySpark. In particular, a DataFrame
indexedDF is built in which the features of drugs and interactors are added.
For the training step, first indexedDF is randomly split (80% for training and
20% for testing), then the ALS function is used and the model created with a
combination of some of them. After that the model has been generated, the rec-
ommendForAllUsers function from PySpark is used which takes as a parameter
the number n of proteins that the system will recommend for each drug, and
returns, for each drug, n recommended < protein, rating > pairs. Then Knowl-
edge Graphs are generated and filtered such that they contain only nodes linked
with a specific protein (recommended by the system) at a certain distance, that
is, linked to that protein by a pathway of at most a chosen number of edges. To
this aim, the ego graph function from NetworkX library is used, which takes as
parameters the reference graph, the central node, and the radius. Then a new
list is created, nodes list, containing these nodes with their relative weight.

2.3 Visualization

For the representation of interactive graphs, appropriate functions from the
PyVis library have been used. In particular, for a given recommended protein,
two types of graphs can be generated: a complete one, containing all the inter-
actions of this protein, and a partial one, containing only the interactions of this
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protein with proteins that are directly associated with the reference drug, and
any interactions with other recommended proteins. This is due to the fact that
in the Knowledge Graph each protein could have many interactions, and often
a complete representation of the graph, albeit interactive, due to such a high
number of interactions would not be very intuitive.

Figure 2 shows an example, with a partial graph having as central node the
protein P61981 recommended by the system for the drug DB12010 and radius
set to 1. Proteins recommended by the system for the DB12010 drug are shown
in red (P61981 has an interaction with other two proteins recommended by the
system), while proteins that have a direct association with DB12010 and which
are linked at the same time with P61981 are in green. The size of the edges
refers to the confidence value between the two proteins: the larger this value,
the larger the size of the edge. The red-colored edges are those ones that link
two recommended proteins; the orange-colored edges link recommended proteins
with proteins that have a direct association with the drug; green-colored edges
link two associated proteins directly with the drug.

3 Preliminary Results

Two datasets have been used for the experimental validation as follows:

– Intact database (https://www.ebi.ac.uk/intact/) for the human PPI network,
containing 15 features [ID(s) interactor A, ID(s) interactor B, Alt. ID(s) inter-
actor A, Alt. ID(s) interactor B, Alias(es) interactor A, Alias(es) interactor B,
Interaction detection method(s), Publication 1st author(s), Publication Iden-
tifier(s), Taxid interactor A, Taxid interactor B, Interaction type(s), Source
database(s), Interaction identifier(s), and Confidence value(s)] and 1, 054, 920
records.

– DrugBank database (https://go.drugbank.com/) for direct associations
between drug and target, containing five features (DrugBank ID, Name, Type,
UniProt ID, and UniProt Name) and 20, 941 records.

As usual in the performance evaluation of collaborative filtering approaches,
we have used Root Mean Square Error (RMSE) to test the accuracy of our
system on the considered datasets. RMSE computes the mean value of all the
differences squared between the true and the predicted ratings, and then proceeds
to calculate the square root out of the result [7].

In particular, with references to the DrugBank known associations and
according to the procedure explained above, the RMSE for the recommen-
dation system proposed here is equal to 0.17, showing that it is able to correctly
predict novel drug-target associations successfully and with a large accuracy.

https://www.ebi.ac.uk/intact/
https://go.drugbank.com/
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Fig. 2. Visualization example. (Color figure online)

4 Conclusion

Identifying new targets for existing drugs (drug repurposing) is an important
task in drug discovery. Indeed, its purpose is the detection of new clinical uses
for existing drugs. Since in vitro experiments are extremely expensive and time-
consuming, and considering that known drug-target interactions based on wet-
lab experiments are limited to a very small number, computational prediction
has become relevant in the last few years.

We have proposed here a recommendation system relying on Knowledge
Graphs implemented on Big Data technologies to predict new drug-target associ-
ations. In carrying out this work we have used human PPI and known drug-target
associations, in order to train the system. Preliminary results are promising,
showing a good accuracy of the presented approach.
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Abstract. Knowledge graphs in the biomedical context are spreading
rapidly attracting the strong interest of the research due to their natural
way of representing biomedical knowledge by integrating heterogeneous
domains (genomic, pharmaceutical, clinical etc.). In this paper we will
give an overview of the application of knowledge graphs from the biolog-
ical to the clinical context and show the most recent ways of represent-
ing biomedical knowledge with embeddings (KGE). Finally, we present
challenges, such as the integration of different knowledge graphs and the
interpretability of predictions of new relations, that recent improvements
in this field face. Furthermore, we introduce promising future avenues of
research (e.g. the use of multimodal approaches and Simplicial neural
networks) in the biomedical field and precision medicine.

Keywords: Biomedical knowledge graph · Knowledge graph
embeddings · Text mining · Graph Neural Network

1 Introduction

Knowledge graphs are an area of research of great interest in both academia and
industry, since they facilitate the extraction of information (facts and hypothe-
ses) thanks to well-defined interconnections between relevant entities (abstract
and concrete) to the case study domain. In addiction, they are equally interesting
for trying to understand how to form new relationships through the use of data
semantics and linkages. Knowledge graphs are represented in their original form
by the knowledge base graphs in the Resource Description Framework (RDF).
Information (Resource, a Property and a Property value) is represented with
assertions that constitute the SPO triples (subject, predicate, object) to express
direct complex relationships between different resources [1]. Knowledge graphs
can be described as an ontology. An ontology is a data model that represents
knowledge about a topic as set relations of concepts of a domain and instances
of an object representing the topic. The Web Ontology Language (OWL) is a
markup language used to express ontologies. RDF and OWL became important
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standards of the Semantic Web. Google in 2012 made knowledge graphs gain
popularity by introducing its “Google Knowledge Graph” [2]. Its uses Knowl-
edge Vault which combines probabilistic knowledge extracted from Web content
with prior knowledge derived from existing knowledge repositories and allows
users to receive relevant information based on the search queries they use. Cur-
rently, many open knowledge bases or ontologies have been published, such as
WordNet [3], DBpedia [4], Wikidata [5] etc. and industry Knowledge Graph (e.g.
Google, Microsoft’s Bing, Facebook, eBay, IBM etc.) [6].

There are many papers summarising the state of research on knowledge
graphs. Among the most recent, Hogan et al. (2021) [7] presents a comprehen-
sive introduction to knowledge graphs in which existing data query models and
languages are compared and methods for creating, evaluating and publishing
knowledge graphs are summarised.

Knowledge plays an important role in reasoning-driven Natural Language
Processing (NLP) tasks. In fact, knowledge graphs turn out to be an impor-
tant method of solving various NLP problems, such as Question Answering
(KGQA) [8–10]. Semantics in information can help to extrapolate information
more semantically close to the query. Structured knowledge is also a key element
in conversational AI in which virtual assistants (e.g. Alexa, Siri or Cortana)
answer questions in an advanced way (open questions), as opposed to common
chatbots programmed only to be able to answer strictly controlled questions
(closed questions).

Recently, research works have been collected different Knowledge Graph
(KG) construction techniques and their application [11]. In particular, KGs have
various application perspectives on different domains: medical, financial, cyber-
security, news and education, social network de-anonymization, classification,
geoscience.

Although several surveys on knowledge graph embeddings in general [12–14]
and on the biological topic [15] have been published over the past few years, this
paper aims to explore and summarise the most recent advances in the application
of KGs, giving a quick overview of the topic. The aim is to distinguish between
biological and clinical domains, and the issues that may arise in the careless
construction of KGs, as well as to provide information on the ability of KGs
to support semantic knowledge. Current uses of the latest NLP models for the
creation of clinical KGs are showed in this regard. We introduce the most recent
and promising future research paths (e.g., the use of multimodal approaches and
Simplicial neural networks) in the biomedical and precision medicine fields. In
addition, the study of usable resources for the construction of a biomedical KG
is expanded in this paper.

2 Knowledge Graphs in Bioinformatics

The application of KGs in the field of biomedical data for decision support
ranges from application in the clinical to the biological field. One of the first
and most famous rule-based systems for medical diagnosis is MYCIN [16] with
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a knowledge base of 600 rules. There is a close connection between KG and
biomedical NLP, which on one hand makes it possible to improve the amount
and representation of data in KG and on the other hand KG makes it possible to
improve predictions for solving NLP tasks (e.g. named entity recognition (NER)
[17] and relation extraction [18]).

Relationship extraction systems are required to find the interconnection
between a wide variety of topics: to assess the relationship between non-
pharmacological variables to COVID-19 pandemic and to support policy-making
on COVID-19 in public health [19].

A knowledge graph in the biomedical field is used to relate a considerable
amount of interrelated information: genes with biological processes, molecular
functions, and cellular components in which they are located; genes with their
phenotype or interaction with other genes; drugs with the diseases they are able
to cure; genes that are responsible for diseases; generic symptoms related to
diseases, etc. Using graphs as a representation of biomedical data appears to be
the best solution for modelling objects of this type in a natural way.

In Fassetti et al. [20], graphs are used for the identification of features
to characterise and at the same time discriminate gene expression of sets of
healthy/diseased samples through the identification of patterns between the
graphs belonging to the sets of samples with a complementary health status.

In the following Table 1, most of the data resources that are used for the
construction and integration of knowledge in a KG.

Table 1. Biomedical data source.

Database Description

Hetionet [21] Biomedical knowledge assembled from 29 different
databases of genes, compounds, diseases, etc.

Drug repurposing knowledge
graph [22]

biological knowledge graph relating genes, compounds,
diseases, biological processes, side effects and symptoms

iDISK [23] Contains a variety of attributes and relationships
describing information about each dietary supplement

KEGG [24] Integrated database resource that contains genomic
information, chemical information and health information

PharmGKB [25] Knowledge about clinically actionable gene-drug
associations and genotype-phenotype relationships

Bgee [26] Comparison of gene expression patterns

Comparative toxicogenomics
database [27]

Manually curated information about
chemical-gene/protein interactions, chemical-disease and
gene-disease relationships

Reactome [28] Metabolic pathways, each annotated as a set of biological
events, dealing with genes and proteins

DrugBank [58] Global provider of structured drug information

(continued)
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Table 1. (continued)

Database Description

Supertarget [59] Integrates drug-related info associated with adverse drug
effects, drug metabolism, pathways and Gene Ontology
terms for target proteins

HGNC [29] Contains relation between gene symbol and a list of
corresponding entry in other database

UniprotKB [30] Collection of annotated functional information on proteins

SIDER [31] Collects information on drug classification and side effects
and links to further information, e.g. drug-target relations

TISSUE [32] Tissue expression from manually curated literature,
proteomics and transcriptomics screens, and automatic
text mining

SIGNOR [33] Manually annotated causal relationships between human
proteins, chemicals of biological relevance, stimuli and
phenotypes

STRING [34] Database of known and predicted protein-protein
interactions

STITCH [35] Database of known and predicted interactions between
chemicals and proteins

SMPDB [36] Database containing pathways found in model organisms
such as humans, mice, E. coli etc.

OncoKB [37] Oncology knowledge, contains biological and clinical
information about genomic alterations in cancer

Brenda tissue ontology [38] Collection of enzyme functional data

Disease ontology [39] Ontology for human disease

Cell ontology [40] Repository for biomedical ontologies

Gene ontology (GO) [41] Contains annotations for gene products in biological
processes, cellular components and molecular functions

miRBase [42] miRNAs sequences and annotations, associated with
names, keywords, genomic locations, and references

mirCancer [43] Contains associations between miRNAs and human
cancers.

miRanda [44] miRNA-target interactions

miRNASNP [45] Contains miRNA-related mutations

ChEMBL [61] Manually curated database of bioactive molecules with
drug-like properties

ChEBI [46] Ontology containing information about chemical entities

PubChem [60] Chemistry database: information about chemical
structures, identifiers, properties, biological activities

In literature, although using different methods and algorithms, graphs are
mostly used to solve common problems: making inferences about biomedicine,
creating alternative ways to represent graphs on the same knowledge domain
and extending information extraction.
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A large part of research is currently devoted to the identification of similar
entities within a KG. Embeddings generated using neural networks are used to
calculate knowledge-based similarities between, for example, drugs, proteins and
diseases [53].

Many ways are used to extend knowledge in the biomedical domain to dis-
cover latent information or missing information in KGs.

Completion of the knowledge graph (KGC) aims to complete the structure
of the knowledge graph by predicting the missing entities or relationships in the
knowledge graph and extracting unknown facts. KGC technologies may involve
the use of traditional methods, such as rule-based reasoning and the probability
graph model (Markov logic network). Recently, KGC techniques use methods of
learning through embeddings representation: methods based on semantic corre-
spondence models, based on learning of representation and other methods based
on neural network models.

The use of models based on a generative approach to learn the embeddings of
entities and relationships allows to generate hypotheses regarding the relation-
ships associated with a connection score between graph embeds through multiple
techniques: tensor factorisation (DistMult model [47]) and latent distance simi-
larity (TransE model [48]). This type of techniques are used in polypharmacy, to
evaluate the side effects that are caused by the interaction of drug combinations
[49,50].

2.1 Methods of Knowledge Graph Embedding

A very common application grown recently is to create entity embeddings or
assertions on KGs by training deep learning networks such as autoencoders from
inputs constructed by KG nodes [51,52]. The purpose of representing graphs in
general to high-dimensional in a low-dimensional space, is to capture the essence
of a graph while preserving the intrinsic (global and/or local) structure of the
graph in the form of a dense vector representation, both of arcs [47] and of single
nodes [54]. This type of approach has been used to analyze knowledge graphs
of different domains and allows, starting from compressed and meaningful infor-
mation, to apply classification techniques and build predictors, which are able
to help researchers to face and solve problems related to identifying associations
between diseases and biomolecules [55], finding new treatments for existing drugs
[21] etc.

In the following section, we will examine how the most recent techniques of
representative learning are used in the biochemical and clinical context.

Application on Biochemical Data. One of the studies that enabled a com-
prehensive KG in the biomedical context is PharmKG [56]. Multi-omics data are
aggregated from disease-related words, gene expression and chemical structure,
maintaining biological and semantic features using the latest KGE approaches.
A major study was directed at the use of drugs, mainly dealing with their reuse
and adverse reactions, which is necessary to prevent significant harm to patients,
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but also at potential drug-drug interactions (DDIs), drug-protein (DPIs), drug-
disease, drug-target interactions by modelling the problem of predicting links
between graph nodes with KGs. In the study by Zhu et al. [57], the authors pro-
vided a detailed overview of the existing drug knowledge bases and applications.
This type of work used datasets containing the main properties of drugs (Drug-
Bank [58] and SuperTarget [59]) and datasets including the main information
about chemical compounds (PubChem [60] and ChEMBL [61]). In Lin et al. [62],
a Bio2RDF created from DrugBank is used to assess the relationships between
a potential drug and its neighbours by basing the prediction on GNN models
applied to the biological KG. Innovative work involving drugs is the creation of
a BioDKG-DDI model [63] that aims to identify DDI relationships to support
experimental work in the laboratory for drug construction. BioDKG-DDI uses
an innovative self-attention mechanism on DNNs (deep neural networks) that
allows the attenuation of embeddings multi-features: molecular structures, drug
structures, and drug similarity matrix. Furthermore, in this type of work, the lat-
est DNNs are used to predict the search for similar drugs, e.g. to find molecules
with antibiotic properties by approximating the retrosynthesis from the graph
[64]. Drug-protein interactions are another type of prediction that researchers
are concerned about. In BridgeDPI [65], convolutional CNN and feed-forward
network layers are used to encode SMILES drug and protein sequence informa-
tion. For predicting DPI, as in other similar works in literature, GNN is used to
build bridge nodes between interactions and predict new connections between
nodes. In order to build a complete picture of the current state of research,
it is worth mentioning that Neural networks called Hyperbolic Graph Neural
Networks (HGNN) have been applied to the DISEASE dataset, based on the
SIR disease spreading model [66], proving that they achieve excellent results in
link prediction. Recently, however, these new sophisticated neural networks have
been outperformed by Simplicial neural networks (SNNs) for link prediction [67],
which achieve better results in terms of ROC AUC on the same dataset.

Application on Clinical Data. Studies of KG-based recommendation sys-
tems built from electronic medical records (EMRs) are attempting to support
medical decision-making for the benefit of proper patient care. Creating KGs
from medical record texts that contain a patient’s treatment history (medical
diagnoses, therapies, etc.) is certainly a way to create a knowledge base with
lower costs than building KGs based on the deeper biological aspects (relation-
ships between genes, diseases, chemical composition of drugs, etc.) that require
more attention. The research work on this type of application is still at an early
stage and thanks to the use of the most recent models for extracting informa-
tion from texts (use of LSTM, BERT and NER models) can provide information
extracted from unstructured data that enables the biomedical knowledge bases
of KGs to be enriched with non-trivial connections [68–70]. Recently, thanks
to the work of Zhang et al. [71] using attention mechanisms and convolutional
graphs, embedded KG features were created to improve the classification and
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generation of radiological reports in order to improve diagnosis and support the
work of physicians.

3 Open Research Problems

3.1 Construction and Integration of Knowledge Graphs

Biomedical knowledge graphs are usually manually curated by expert
researchers. One database that has been constructed by a group of domain
experts is COSMIC [72], which was built from the literature by associating genes
with the related cancer type. However, biological knowledge is constantly evolv-
ing and it becomes extremely necessary to cope with changes through scalable
intelligent systems that integrate real-time updates. In a way, the problem of
updating knowledge bases is also strongly related to the challenge of aligning
knowledge representation to make KGs and their relationships increasingly reli-
able. The alignment of entities of different KGs, based on their similarity, is one
of the widely studied techniques, but only recently in Xiang et al. [73] take into
account the ontology by including hierarchies and disjunctions of classes to avoid
mismapping the entities to be aligned. The quality of the available knowledge
graphs has been analysed and it has been shown that low data quality propagates
into the embedding models and thus the accuracy of KGE predictions decreases
in inverse proportion to the scarcity and unreliability of the data [15]. Missing
knowledge and errors in KG integration can quickly propagate into the predic-
tion tasks, continuing to proliferate incorrect and misleading domain knowledge,
which becomes particularly relevant and problematic if we are working on the
biomedical domain.

3.2 Performance

Complex biological systems are modelled as graphs, but graph exploration, train-
ing and prediction techniques require a considerable amount of resources and
time and therefore this implies limited scalability. This problem of exploratory
models is partly addressed by KGEs that operate with linear time and space
complexity, but the problem of dynamically encoding new entities that integrate
into the graph is currently unresolved. KGEs are highly dependent on prior
knowledge of embeddings for each type of information in the knowledge base,
capable of maintaining local and global information and this issue propagates
into the scalability of predictions.

3.3 Explainable Predictions

Lack of interpretability is a recurring problem of deep learning models [74]. This
can be problematic because of the increasing use of neural networks in decision-
making in biomedical applications. Efforts have been made in this regard. CrossE
[75] explores the process of explaining graph search paths using embeddings to
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interpret link prediction. In KGE, learning meaningful embeddings using specific
optimisation techniques is a process that leads to predictions that are difficult
to interpret. In data analysis, GNN models, which are often used in the biomed-
ical context, generate relevant information for each data node, which makes the
model somewhat more interpretive. Recently, efforts have been made to constrain
the training of information, so that KGE models can be partially interpretable
thanks to a set of applied constraints (e.g. type constraints and basic relation
axioms) [76,77]. Methods of extracting information from NLP also pose further
problems in the construction of a reliable KG in the health domain. There are
still so many problems with the use of complex models for understanding nat-
ural language [78]. Indeed, the bias that can be derived from the extraction of
information in EMHs should not be underestimated. Inevitably these biases in
the data will propagate to some extent in the results of the predictions. This
is the reason why it is even more important for research to focus on creating
increasingly reliable and explainable models for the health sector.

4 Discussion and Conclusion

This survey aims to present the latest models and strategies to use knowledge
graphs in the biomedical context. Their use in the past years has become more
and more widespread and research is currently focused on growing the results
obtained from their application in the biomedical context. As presented in this
survey, many knowledge graphs are generally constructed from data sources,
which have been created either manually by experienced researchers or by sophis-
ticated NLP techniques (NER, relation extraction). We subsequently pointed out
the potential errors in the biomedical context, which this type of approach can
generate in the construction of knowledge graphs.

The knowledge extension process in KGEs can certainly be addressed by
the low-dimensional representation of the characteristics of each entity and/or
relation of which the graph is made up. This type of compressed and repre-
sentative representation of the knowledge graph can make it possible to find
potential inconsistencies during the process of integrating the graphs and par-
tially solve some of the problems associated with knowledge graph construction
errors caused by misaligned entities. Indeed, KGEs at present turn out to be
a very active field of research, due to their ability to provide a generalisable
context on the KG and to probabilistically deduce new relations missing in the
existing graph structure. This characteristic allowed in many works to speed up
the discovery of new drugs by evaluating the interaction between the properties
of molecules that are present in the KG. The importance of KG feature repre-
sentation, expressed in this discussion, tends to emphasise its effectiveness in the
construction of increasingly complete KGs.

A further step forward is the introduction in recent research work of the
construction of a multimodal knowledge network. This means that additional
information is fed into the KG to enhance reasoning. The construction of a
multimodal network tends to utilise the combination of several features of inter-
actions between KG entities with the aim of improving predictions (e.g. on drug
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repositioning) [79]. The multimodal approach is also recently used in precision
medicine where more detailed knowledge and a specific focus is needed to create
KGs that represent and generate reliable knowledge [80].

In conclusion, this discussion presents the current open challenges in the
use of KGs in the biomedical field, focusing on the necessary improvement of
the interpretability and quality of biomedical KG data in order to increase the
community’s confidence in the predictions and thus support specialised medicine.
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Abstract. The scientific impact of researchers is often evaluated based
on the citations they receive from the others, thus the definition of cita-
tion metrics has long been analysed to find criteria able at jointly consider
the quantity and the quality of the exchanged citations. Here, we pro-
pose a network based approach aimed at estimating the researchers influ-
ence through the analysis of the citations they receive and the authors
from which they come. Particularly, we introduce a concept of fairness
based on the idea of properly weighting the citations among each pair
of researchers starting from the assumption that the ability of attracting
citations from beyond the group with which a researcher collaborates
normally provides an evidence of the broader impact of his research.

Provided with this revised citation network, we use the well known
PageRank algorithm to score the authors and get a reliable measure of
their influence.

Keywords: Citation networks · Collaboration networks · PageRank

1 Introduction

The evaluation of the impact of researchers activities is a key issue in the aca-
demic field and there has always been the need to define quantitative measures
to evaluate and possibly make comparable their scientific production [1]. Such
evaluation metrics mainly consider the publications [2] and, although both their
quantity and their quality should be assessed, the definition of quality measures
is much more complex.

Papers perceived to be interesting or relevant in a certain research field are
usually highly cited by other researchers, therefore, to provide a measure of
scientific impact, it is reasonable to take into account the amount of citations
a certain researcher gets from the others. To this aim, the definition of citation
networks is a subtle way to model the relations, in terms of exchanged citations,
among researches; their analysis through the strategies which are commonly used
in network science can provide a valuable contribution toward the definition of
new scientific impact measures.
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However, when evaluating citations, one should consider that some unfair
behaviours, such as extreme self-citations or relatively small clusters of authors
massively citing each other’s papers, make citation metrics spurious and mean-
ingless. In this paper, we propose a strategy to analyse citations networks which
attempt to introduce a concept of fairness based on the idea of properly weight-
ing the citations among each pair of researchers on the basis of the collaboration
relations inferred from the available data. Particularly, we want to reward the
ability of a researcher to attract citations from people which are far from the
group with which he collaborates normally, as we argue that this provide an
evidence of the broader impact of his research.

To support this kind of analysis, we consider the idea of the PageRank algo-
rithm [3] and specialize it to the domain of citation network analysis with the
aim of providing a score function involving the number of citations an author
receives and also the authors from which they comes. Our algorithm, namely
CiteRank, makes the role of collaboration relationships more explicit and joins
this knowledge with the one coming from the citation network to provide a more
fair criteria to evaluate the scientific impact of researchers.

The rest of the paper is organized as follows. In Sect. 2 we discuss some of the
approaches available in literature to deal with the citation networks analysis and
the researchers impact evaluation in general; in Sect. 3 we present our method by
first providing a definition of citation network and then by discussing the main
features of the PageRank algorithm and our contribution toward the definition
of the CiteRank strategy; in Sect. 4 the experimental analysis is reported; finally
Sect. 5 draws conclusions.

2 Related Works

The use of citation metrics has become widespread to asses the quality and
impact of researchers but is fraught with difficulties. Some challenges relate to
what citations and related metrics fundamentally mean and how they can be
interpreted or misinterpreted as a measure of impact or excellence [1].

Many metrics are available [4], mainly relying on the exchanged citations
among authors. One of the pioneer in this filed was probably Hirsch who proposed
the h-index [5] which has inspired also the definition of further indices which try
to solve some of the h-index issues [6–8]; moreover, there are also some attempts
to define composite indicators [9].

The possibility of evaluating authors of scientific publications based on cita-
tion networks has also been explored as a way to rank or compare authors in a
given research area [10]. Some tools are available to visualize and analyse citation
networks [11] and measures which are traditionally used in the field of network
analysis have been exploited to rank authors within citations and co-authorsip
networks [12].

Hence, the possibility of using the PageRank algorithm to measure the pop-
ularity and prestige of researchers from a citation perspective seems a promising
approach [13,14].
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In [15] a co-authorship network has been used to model the relationships
among the authors and infer an indicator of their impact. The frequency of co-
authorship and the total number of co-authored papers have been taken into
account and several metrics have been used to analyse the network. Among
them, the PageRank looks particularly suitable for this kind of analysis and
provides some interesting knowledge. Similarly, in [16], a weighted version of
the PageRank algorithm is proposed to consider citation and co-authorship net-
work topologies. According to both these approaches, a higher score is expected
for those authors who collaborate with different authors and also to authors
who collaborate with a few highly coauthored ones. This idea differs from our
perspective as we attempt to recognize and reward the citations coming from
outside the group of collaborators.

In [17] a couple of PageRank modifications are proposed that weigh citations
between authors on the basis of their co-authorship relations; additionally, they
emphasise the time when articles are published and citations are made.

Recently, the PageRank algorithm has been used also to study citation pat-
terns among universities [18] with the underlining assumption that scientific
citations are driven by the reputation of the reference; thus, the PageRank algo-
rithm is expected to yield a rank which reflects the reputation of an academic
institution in a specific field.

Finally, an interesting PageRank version has been proposed in [19] based on
the no-linear combination of the scores distributed to a node from its downstream
neighbors. The method has been applied to publications networks and indirectly
provides a measure of impact of their authors. These last two contributions
consider some scenarios which are a bit different from ours, however their insights
could be used to enrich our technique.

3 Method

In this section we first discuss how we discover and model the relations among the
researchers based on their publications and collaborations, then we present the
algorithmic strategy we propose to provide a quantitative measure of the impact
of their research. Particularly, we exploit a network representation derived from
the citations that the researchers exchange among themselves, we opportunely
include the knowledge inferred about their collaborations and then we run the
well known PageRank algorithm [3] to get a quantitative score of the impact of
their research.

3.1 Citation Network

Suppose you are provided with a list of scientific papers, then you can derive
some information about the citations each author receives from the others. This
kind of knowledge can be effectively modeled through a citation network.

A Citation Network is an oriented weighted graph Gcit = (V,E,W ), such
that each node v ∈ V is associated to an author and an edge between a certain
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pair (u, v) of authors state that u cites v in one of his papers. A weight wi,j

is associated with each edge stating in how many of his papers u cites v. The
network can be described also through its adjacency matrix A, such that Ai,j = 1
if i cites j in at least one of his papers and 0 otherwise.

We argue that the greater the ability of an author to gain citations from
research groups with which he does not cooperate normally and the greater the
impact of his scientific production, therefore it would be interesting to recognise
this kind of citations and modify the weight matrix W to reward them.

Such a new matrix should be able to properly adjust the weights according
to the origin of the citations each author receives, thus we define ˜W = W � S,
i.e. we multiply each edge weight wi,j for a correction factor si,j which rewards
or penalises the citations that the author j receives from i.

The values in S have to comply with the following requirements:

1. 0 ≤ sij ≤ 1 ∀i, j = 1 . . . n.
2. sij ≈ 0 when the relationship between author i and author j is perceived

to be strong, thus the citations they exchange between one-another could be
penalised.

3. sij ≈ 1 when the relationship between author i and author j is perceived to
be weak, thus it is fair to consider the citations they exchange without any
penalty.

Note that, the more the statistics associated to an author i tend to a value
close to 1, the more the research activity of i has a wide impact and involves
researches who are completely far from his collaboration group.

It is possible to establish different reward/penalty criteria, thus we take the
prospective of defining the elements in S as the linear combination of m different
statistics as follows:

sij =
m

∑

h=1

αh
1

1 + xi,j
h

with αh ≥ 0 ∧
m

∑

h=1

αh = 1 (1)

where αh are the coefficients of the linear combination that allow to tune the
impact of each statistic. The values xi,j

h , which are dependent from i and j, model
and quantify the relationship among the authors. Thus, providing a statistic
means to specify how xh is defined for a given pair of researchers according to
the type of relation we want to manage. Here, two different statistics have been
proposed.

Citation Statistic. If the number of papers of an author aj cited by an author
ai is significantly higher than the average number of citations made by ai to
the papers of all the other authors he cites, then it is worth penalising such an
outlying behaviour. This idea is modeled by defining xi,j

1 as follows:

xi,j
1 = wij/μcit

i/j

where μcit
i/j is the arithmetic mean of the non-zero values on the ith row of matrix

W , except for the value wij .
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Collaboration Statistic. Citations coming from researchers which do not col-
laborate with a given author can be perceived as more interesting as they denote
an impact of his research also outside his own collaboration group. Therefore,
the second statistic intends to take into account the collaboration among the
authors and penalises the citations coming from those with whom a collabo-
ration relationship exists. We infer such a relation by deriving a co-authorship
network: an author i and an author j are connected if they have co-authored at
least one paper, and the weight co(i, j) of their connection denotes the number
of papers they have written together. Here, we want to award the citations of
an author i to researchers with whom he does not regularly collaborate; to this
aim we define:

xi,j
2 = co(i, j)/μco

i/j

where μco
i/j is the average number of papers that i has written with other co-

authors (except for j). Note that this statistic impacts only the edges of the
citation network connecting two authors such that they have co-authored at
least a paper and one cites the other.

These two statistics catch two different aspects of the problem we are dealing
with and their combination through formula (1) can properly adjust the edge
weights.

3.2 The PageRank Algorithm

To analyse the citation network presented so far, we consider the well know
PageRank algorithm [3]. The main idea from Sergey Brin and Larry Page was
that of providing a ranking of the information available on the Web by taking
into account the “link popularity”, thus a web page gets a high rank if it is
referenced by many other web pages which are highly ranked, too. More in
details, a link to a web page B supports it, but its contribution to the PageRank
score of B depends on the score of the pages which contain a link to it: a web
page referenced by other important web pages, i.e. with a high PageRank score,
should receive a high score as well.

Let {B1, B2, · · · , Bn} be a set of n web pages and consider the adjacency
matrix A modelling the connections among these pages, i.e.

Ai,j =

{

1, if there is a link betweenBi and Bj

0 otherwise

Note that the sum of all the values on a certain row i provides the number
of links outgoing from a page Bi. Let call ri such a value.

A person surfing the Web and visiting Bi can either follow a link available on
page Bi or move to a completely new page. Suppose that the first event occurs
with probability δ and the other with probability 1− δ, then the probability pi,j

of a certain page Bj to be reached starting from Bi is
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pi,j =

{

(1 − δ)/n + δAi,j/ri, if ri 	= 0
1/n if ri = 0

(2)

We will refer to the matrix P, whose elements are the probabilities pi,j , as
transaction probability matrix. Note that each node has a probability greater
than zero of being reached by any other node, thus P results to be irreducible;
moreover, as all its element are non-negative and the sum of the values on each
row is equal to 1 it is also stochastic. Due to this properties, the Fobeniuous-
Perron Theorem holds and the largest eigenvalue of P is λ0 = 1.

At a given time k, the web-user will be on a page B(k) among all the possible
ones. Let call πi(k) the probability of having B(k) = Bi. The probability of
visiting Bi at time k + 1 is the sum of the probabilities of reaching Bi from any
page Bj , weighted by the probability of being on page Bj at time k. In formula:

πi(k + 1) = p1iπ1(k) + p2iπ2(k) + . . . + pniπn(k) (3)

In matrix form, you can define the vector π(k) = [π1(k), π2(k), . . . πn(k)]
which contains, for each web-page, the probability for a user to visit it at time
k; then, Eq. (3) can be rewritten as:

π(k + 1) = π(k)P (4)

If you can define the vector π(0) of probabilities of starting the navigation
from each web page, then the probability of reaching a certain page in k time
steps is:

π(k) = π(0)Pk (5)

Due to the properties of P, it is possible to prove that limk→+∞Pk = P∗,
where P∗ is a matrix whose rows are all the same and equal to the left eigenvector
of P associated with its largest eigenvalue. Thus, such an eigenvector provide a
stationary probability, i.e. if a person surfed the web for an infinite amount of
time, then he would visit each web page with a probability provided by the left
eigenvector of P, regardless of the starting page. These probabilities define the
PageRank scores.

3.3 From PageRank to CiteRank

The PageRank strategy described so far provides a quantitative measure of the
importance of a web pages based on its connections with the other pages; we
argue that the same idea can be effectively used to analyse a citation network like
the one introduced in Sect. 3.1. To this aim, you need to define the transaction
probability matrix associated with the citation network, taking into account also
the weights associated to the edges.

Let n = |V | and rwi be the sum of the values on the ith row of W , then an
element pwi,j of the transaction probability matrix PW is defined as:



406 F. Angiulli et al.

pwi,j =

{

(1 − δ)/n + δWi,j/rwi, if rwi 	= 0
1/n if rwi = 0

Similarly, you can use ˜W to derive a transaction probability matrix PW which
considers the corrections provided by the statistics discussed so far. Starting from
these transaction matrix, it is possible to evaluate the PageRank score of each
researcher and quantify the influence of his scientific work.

4 Experimental Analysis

(a) α1 = 1, α2 = 0 (b) α1 = 0, α2 = 1 (c) α1 = 0.5, α2 = 0.5

Fig. 1. Gain or loss in the score due to the correction on the edge weight matrix W by
the statistics.

The method has been tested on a citation network we build from data available
in the well known repository DBLP and made available by aminer.org [20]. We
consider version 11 updated at 2019–05–05. The dataset contains a row for each
scientific paper, thus we move from the papers to the authors and derive the
citation network whose nodes are the researchers.

Due to a limited availability of memory, for the purpose of our experiments,
we perform also a sampling procedure by randomly selecting some rows, taking
care to include all the rows connected to authors cited by the randomly selected
ones. The resulting citation network includes 1,142,786 researchers.

Provided with this network, we first study the influence of each statistic in the
evaluation of the CiteRank score of each researcher in order to opportunely tune
the coefficient of the linear combination. To this aim, we first run the PageRank
algorithm on the transaction probability matrix derived from W ; we will refer
to the scores derived in this scenario as PageRank scores. On the contrary, the
CiteRank scores have been calculated using as input the transaction probability
matrix derived from ˜W . We first run the algorithm with α1 = 1 and α2 = 0 to
consider the citation statistic only; then with set α1 = 0 and α2 = 1 to take into
account the collaboration statistic only.
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Figures 1a and 1b show the impact of each of the two statistics. Particularly,
we have reported, for each researcher, the difference between his CiteRank score
and his PageRank score, divided by his PageRank. In this way, we are able
to highlight the gain or loss in the score due to the correction introduced by
each statistic. Such a change has been reported w.r.t. the number of citations a
researcher has received throughout his career.

It is worth noting that the impact of the statistics seems to be stronger for
researchers who still have few citations: their CiteRank can even double when
the citation statistic is considered only (Fig. 1a) or can be penalised to become
a quarter of the original PageRank score; these researchers, who are probably at
the beginning of their career, are more sensitive to the perturbations introduced
by the statistics due to their few incoming edges, however, the ones who increase
their score are worth of attention because most of the citations they get actually
comply with our notion of fairness, thus are not affected by strong penalization.

On the contrary researchers having a lot of citations have a widespread net-
work of people citing them, thus the penalties that may occur on some of their
incoming edges in the citation network weakly impact their score.

As for the collaboration statistic, it is interesting to point out that it corrects
only the citations from i to j if i and j are also co-authors and i has written
with j many more papers than the ones he has written with the other co-authors.
Therefore, such a statistic involves only a subset of the edges outgoing from i,
namely the ones to his co-authors. Despite this, Fig. 1b shows a trend similar to
the one described for Fig. 1a, with young researchers more affected by the effect
of the corrections on the weight matrix of the citation graph and older researcher
almost maintaining their score.

Based on these evidence, we have decided to equally weight the two statistics
in the linear combination of formula (1) and their joint contribution is reported
in Fig. 1c.

Provided with the scores assigned to the researchers, it is possible to define
two rankings, namely rankp, based on the PageRank scores, and rankc, based
on the CiteRank scores. Then, you can evaluate for each researcher the change
in position when moving from the first ranking to the second one as

Δpos(i) =
pos(rankc, i) − pos(rankp, i)

max{pos(rankc, i), pos(rankp, i)}
where pos(·) provides the position of the researcher i in the given ranking. In this
way, we get the number of positions the researcher has gained w.r.t. the ranking
in which he occupies the worst position, i.e. the positions gained compared to
the maximum he could gain. If such a gain occurs within the PageRank-based
ranking, Δpos(i) is negative, thus the corrections provided by the statistics have
negatively influenced the score; on the contrary, a positive value shows that the
author is robust against the statistics due to the fairness of his incoming edges,
so that, although, some of his citations are eventually penalised, he complexly
maintains his score or even improves it. Note that, for any value of the CiteRank
score, it is possible to gain or lose positions in the ranking (see Fig. 2a), but a
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(a) Δpos w.r.t. CiteRank scores. (b) Cumulative number of re-
searchers gaining positions in the
ranking w.r.t to their average
statistics.

Fig. 2. Change of position within the ranking when moving from PageRank scores to
CiteRank scores.

gain of positions in the higher part of the ranking is much more significant,
thus values of Δpos(·) are computed so that they take into account the original
position of the author.

Furthermore, we have analysed the gain of positions also w.r.t. the values of
the statistics in S. We argue that the researchers whose statistics tend to assume
values close to 1 have an impact that go much beyond their connections. Such an
attitude should be rewarded by our strategy by making these researchers gaining
positions within the ranking calculated on the basis of the CiteRank scores.

To prove this claim, we have considered, for each researcher i, the mean of the
statistics assigned to the edges outgoing from i, i.e. we have evaluated the mean
of non-zero elements over the rows of S. In Fig. 2b we have reported, for each
value of average statistic μs, the number of researchers who gain positions in the
ranking and are associated with an average statistic lower than μs. Note that
the counting has been normalized dividing by the whole number of researchers
gaining positions. It is interesting to note that when the average statistic is
about 0.75 there is a significant increase in the number of researchers gaining
positions. This proves that the method is able at recognising and reward virtuous
behaviours.

5 Conclusion

The method proposed through this work provides an alternative perspective to
measure researchers influence based on the analysis of their citation patterns
joined with knowledge about their collaborations.

We have introduced a concept of fairness based on the idea of properly
weighting the citations in a way that rewards virtuous attitudes, such as the
ability of a researcher to obtain citations from other researchers that are beyond
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the group of people with which he normally collaborates. To support this anal-
ysis, we have exploited the well known PageRank algorithm in a version able to
deal with weighted graphs and we have derived a score function involving the
number of citations an author receives and the authors from which they come.

The preliminary experiments discussed here show that our strategy is promis-
ing to appropriately score the researchers according to their impact.

Up to this point, the analysis based on DBLP dataset is a bit skewed to
computer science data, thus it would be interesting in the future to extend the
experiments to other scientific communities to highlight common attitudes and
different behaviours.

Some drawbacks still exist with the technique as we have highlighted that
young researchers may be penalised due to the few citations they still make and
receive. Therefore, we plan to perform a deeper analysis to shed light on the
impact of the statistics we have proposed and we would consider also the pos-
sibility of designing further statistics or evaluate different strategies to combine
them, even with already existing metrics. These ideas would be the main topics
of future research.
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Abstract. In this paper, we focus on some aspects of structural oper-
ational semantics for a selected domain-specific language for robot con-
trol, similar to the approach for Karel the Robot. For a given language,
we formulate and develop a method of an abstract implementation on
an abstract machine for structural operational semantics. The achieved
results as well as the mentioned research are a part of the research in
the field of semantic methods, where we focus on the formalization of
semantic methods for software engineering. This area is also very impor-
tant in the training of young IT experts, as semantic methods can help
to understand program behavior and detect errors in program design. To
make the teaching of formal semantics in the field of domain-specific lan-
guages more attractive, we have also prepared an application that serves
to visualize the individual steps of the program on an abstract machine –
simulation of translated code with visualization of a robot’s movement.

Keywords: Abstract machine · Containerization · Domain-specific
language · Formal semantics · Micro-service · Online teaching ·
Teaching software · University didactic

1 Introduction

The formal semantics offers students studying computer science and IT experts
the opportunity to better understand how code execution works on the machine
using abstraction, thus removing some unnecessary details which can be ignored.
Knowledge of structural operational semantics and the abstract machine is an
important foundation in the teaching of programming languages. However, the
related abstract machine theory can be unfriendly or difficult for students to
learn. To overcome this problem, we follow the idea of making formal methods
visual in particular steps of calculations. The current situation requires that
students also acquire skills in working with this type of educational software, as
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stated by the author in [15]. In educating of young IT experts, there is a need
for tools which can illustrate the semantic methods to students and make it
clearer how for example an abstract machine operates in an interactive way for
not only self-study for students but also for teachers to present abstract machine
in their lectures. Many times, the introduction to programming is explained in
the languages similar to the original idea of Karel the Robot (or simply Karel).
Therefore, we were also inspired by this approach and expanded our research
in the field of domain-specific languages, where we work with a language for
robot control. The domain-specific language we work with is the language of
Karel which is an entity moving in two-dimensional space by executing given
commands.

An abstract implementation of the robot language is a great motivation since
the other semantic approaches are defined (denotational and operational seman-
tics are defined in [6], natural semantics in [19]). The soundness of our approach
is verified and proven by the proof of equivalence.

The aim of this paper is to define an abstract machine for structural opera-
tional semantics of the robot language and for its abstract implementation. After
that, we designed an application that serves as an emulation tool of abstract
machine defined. For its design and implementation, a modular approach was
taken. The application is divided into 4 micro-services: translation logic, trans-
lation graphical user interface, simulation logic, and simulation graphical user
interface, with a database in the fifth container.

This paper is a part of our project to prepare young engineers and IT experts
to deal with semantic methods. We have prepared the applications for teaching
and learning denotational semantics [18], operational semantics [17] and abstract
machine [16]. Our needs are to specific that we had problems to find similar
applications. We followed the methods published in [14] with some modifications.
The aim of our project is to provide an integrated system for learning and
teaching the semantic methods. This paper serves for illustrating how domain-
specific languages differ in using the operational semantics.

The purpose of the logic components is to parse the given input source code
and to provide an output form (bytecode) for visual processing and calculation.
The processed input for the translation logic is afterwards translated to abstract
machine code and for the simulation logic, the data is used for simulating the
execution on the abstract machine, returning simulation data. The web is used
as a graphical user interface for both components using Spring with Thymeleaf
template engine for displaying variable data on the HTML page which uses
Javascript scripts for additional calls. Web pages had both English and Slovak
localization with the link from translator to simulator and back.

The paper is structured as follows: in Sect. 2, we present a syntax of the
language and preliminaries for defining the semantics. Section 3 contains a defi-
nition of the abstract machine(s) for the robot language(s). Section 4 focuses on
the design of an emulation of abstract machine, and Sect. 5 presents its specifi-
cation and functionality. Finally, the Sect. 6 concludes our paper.



Abstract Machine for Operational Semantics of Domain-Specific Language 415

2 Domain-Specific Languages and Language for Robot

A domain-specific language (DSL) is a programming language or executable
specification language that, through appropriate notation and abstraction, offers
expressive power focused on, and usually limited to, a specific domain of the
problem [4]. Domain-specific languages are languages tailored to a specific appli-
cation domain. They offer substantial gains in expressiveness and ease of use
compared with general-purpose programming languages in their domain of appli-
cation [9]. By the creation of a DSL, a user can focus on the problem and its
solution in a specific area to further processing. One of the possible benefits of
using DSL is lower implementation time, reduced maintenance costs, as well as
better portability, reliability, optimizability and testability [3]. The language of
the robot is an external DSL which means it is a fully independent language with
its syntax and semantics [7]. Language workbench is a great tool for creating
such a language – it is easy to define not the only parser, but also a custom
editing environment [5].

The operational semantics of the language of a robot is a base for abstract
machine definition. The robot is an entity in two-dimensional space with speci-
fied x and y coordinates which are typically changed during the execution of a
program. The robot can move horizontally and vertically, diagonal movement is
not possible in this simplified version. Language has two syntactic areas [6]:

– n ∈ Num – numerals specifying number of steps which robot has to move;
– C ∈ Comm – commands.

The syntactic category is specified by an abstract syntax giving the basis
elements and the composite elements. The syntactic category of well-structured
commands Comm is defined as follows:

C:: = left | right | up | down |left n | right n | up n | down n |
skip | reset | C;C.

Semantic domain Point = Z × Z represents the robot’s position (denoted
e.g. p). A position is considered as a state. Then change of the position of robot
is considered as a change of a state. Semantics of the commands is given by
evaluation of the semantic function

C : Comm → (Point → Point).

Structural operational semantics is known as a small-step semantics. The
transitions in this method are of the form

〈C, p〉 ⇒ α,

where α stands for:

– a new state p′, if the command C is performed in one step (typically movement
in some direction in one step or the teleportation to the initial position) and
the execution has terminated, or
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– an intermediate configuration (a tuple) of a form 〈C ′, p′〉 if the execution of
command C is not completed and remaining computation continues.

For example, the transition of the command that is performed in more steps:

〈up n, p〉 ⇒ 〈up;up m, p〉
where �n � = �m � ⊕ 1, for �m �, �n � ∈ N0 and � · � is a semantic function that
sends numerals to naturals (or zero) [6]:

� · � : Num → N0.

For making this language more general, we change its abstract syntax by
adding commands for turning into the given direction (according to the angle,
typically 90 degrees) and moving in the current heading. Abstract syntax is then:

C:: = forward | forward n | turn left | turn right |
skip | reset | C;C.

These commands enable the robot to rotate around its axis and move for-
ward in the direction of current heading. Robot can rotate only 90 degrees in
single step. Values of angles come from the semantic domain Angle = Z and its
elements α ∈ Angle. We consider the following convention: if the robot is facing
north, then current angle is 0, for east it is 90, for south 180 and for west 270.
The forward command calculates the next position by trigonometric functions
sine and cosine. For the possible values of angle, these functions return values of
either −1, 0 or 1.

Because angle is an element that provides the direction of robot, a new seman-
tic domain must be defined for this form of language:

Config = Point × Angle.

Execution of former commands won’t be changed after latter commands
addition, only reset command will also reset robot’s rotation. Since the com-
mands up, down, left, right and their variants with the number of steps do
not change the robot’s rotation, they can be separated from the commands
turn left, turn right, forward and forward n by an imaginary line for com-
mands that use robot rotation and which do not. Commands of different groups
should not be combined, although they can be executed on the same abstract
machine – for this reason two ANTLR grammars were created during implemen-
tation. The reset command, skip command and the concatenation command
then belong to both groups.

Further extension of the language, which were not proposed in abstract
machine proposal, are init(x, y) command, which can change the starting posi-
tion and position to reset to by reset command as the first command in the
code. Conditional and loop commands can be added for shortening the code
and opening a lot of options. Another extension can be addition of flags on the
environment which the robot can place and lift from. Furthermore, battery or
energy management can be added, so each robot’s movements deplete its energy
which needs to be recharged later on [6].
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3 Abstract Machine for DSL – Theory and Development
of Method

In the first phase of development in language-oriented programming, it is nec-
essary to design a formal syntax and semantics of the language [8]. Generally,
syntax is the set of rules that defines the combinations of symbols that are
considered to be correctly structured statements or expressions in a computer
language, as defined by the syntax of the language itself. Language surface forms
are determined by their syntax. Under semantics we understand the meaning of
such structures – the interpretation of the code or its associated meaning, such
as symbols, characters, or any other part of the code. Several semantic methods
are widely used in practice. We focus on structural operational semantics which,
in contrast to natural semantics (known as big-step semantics), is a semantic
method that describes a meaning of programs in particular steps, and it is also
called small-step semantics [10].

Abstract implementation of a program is used to verify the correctness of
implementation of programming languages and consists of the definition of the
abstract machine, and the translation of the program into a sequence of the
instructions, which are then executed on the abstract machine [10]. Definition of
the abstract machine consists of configuration and instructions of the abstract
machine. Abstract machine configuration can be written as 〈c, v, s〉, where c is
the instruction sequence, v is an evaluation stack of values and s is the state
of the abstract machine. As state we generally understand some mathematical
(formal) abstraction of computer memory, here state is an actual position of
robot (as defined in Sect. 2).

Our definition of abstract machine for structural operational semantics is
defined for domain-specific language of robot, namely for both versions of the
language. The state of the abstract machine determines the position of the robot
in the environment

p ∈ Point = Z × Z

and the angle of its rotation α ∈ Angle = Z. Hence, for the first version of
the language containing the directional commands, the state is an element of
semantics domain Point. For the second version of the language, comprising the
rotations, a state is an element of semantic domain

s ∈ Config = (Point × Angle).

Evaluation stack is not used in this abstract machine(s), but will be needed for
possible extension of robot language. Code c ∈ Code consists of instructions by
production rules:

ins:: = LEFT | LEFT-n | RIGHT | RIGHT-n |
UP | UP-n | DOWN | DOWN-n |
FORWARD | FORWARD-n | TLEFT | TRIGHT |
SKIP | RESET,

c:: = ε | ins : c
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Some of the instructions contain numeric parameters which represent the
number of steps in given direction (it simply means that command is performed
n-times, where n = �n �). For situation, when numeral n is converted to bound-
ary values (0) or not supported values (negative numbers), an abstract machine
(and in simulation program, as well) does not do anything. Hence, compilation
of such commands provides an error.

From the semantic equivalence (proved for natural semantics in [19]) it follows
that (for any parametric instruction, denoted INST-n):

〈INST-n, v, p〉 =� 〈INST; INST-m, v, p〉
〈INST-1, v, p〉 =� 〈INST, v, p〉

for �n � = �m �⊕1, �n �, �m � ∈ N0. We note that all instructions with the value
0 of the parameter don’t do anything and they are (semantically) equivalent to
the instruction SKIP.

Generating of abstract machine code from the input language is done by the
translation function

T C : Comm → Code

which sends an input source code written in the robot language into a sequence
of instructions of abstract machine. Although we defined two forms of robot
language, only one translation function for our purposes is defined:

T C � left � = LEFT T C � left n � = LEFT-n
T C � right � = RIGHT T C � right n � = RIGHT-n
T C �up � = UP T C �up n � = UP-n
T C �down � = DOWN T C �down n � = DOWN-n
T C � turn left � = TLEFT T C � turn right � = TRIGHT
T C � forward � = FORWARD T C � forward n � = FORWARD-n
T C � reset � = RESET T C � skip � = SKIP
T C �C1 : C2 � = T C �C1 � : T C �C2 �

The colon symbol “:” serves as an instruction separator in the abstract machine
instruction sequence listing.

For example, let

forward 2; turn right; forward; turn right;
forward 1; turn left; forward 4;

be a correct program in robot language. A code of abstract machine for this
program is the following:

FORWARD-2 : TRIGHT : FORWARD : TRIGHT :
FORWARD-1 : TLEFT : FORWARD-4

As the next step, we define the meaning of the abstract machine code using
a partially defined execution function:

M : Code → Point ⇀ Point,
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defined as follows:

M � c �p =
{

p′, if 〈c, ε, p〉 =�∗ 〈ε, ε, p′〉,
⊥, otherwise.

By composing the translation and execution functions, we get the semantic
function for the abstract machine:

S : Comm → Point ⇀ Point,
S �C � = (M ◦ T C ) �C �.

This definition applies to the language version with directional commands.
We note that the definition of the execution (M ′) and semantic function (S ′)
would be analogous for the second types of language variants (with rotations),
taking into account the semantic area.

Semantics of abstract machine instructions (for the language with directional
commands) is defined as follows:

〈LEFT : c, ε, (x, y)〉 =� 〈c, ε, (x � 1, y)〉
〈LEFT-n : c, ε, (x, y)〉 =� 〈LEFT : LEFT-m : c, ε, (x, y)〉
〈RIGHT : c, ε, (x, y)〉 =� 〈c, ε, (x ⊕ 1, y)〉
〈RIGHT-n : c, ε, (x, y)〉 =� 〈RIGHT : RIGHT-m : c, ε, (x, y)〉
〈UP : c, ε, (x, y)〉 =� 〈c, ε, (x, y ⊕ 1)〉
〈UP-n : c, ε, (x, y)〉 =� 〈UP : UP-m : c, ε, (x, y)〉
〈DOWN : c, ε, (x, y)〉 =� 〈c, ε, (x, y ⊕ 1)〉
〈DOWN-n : c, ε, (x, y)〉 =� 〈DOWN : DOWN-m : c, ε, (x, y)〉
〈RESET : c, ε, (x, y)〉 =� 〈c, ε, p∗〉
〈SKIP : c, ε, (x, y)〉 =� 〈c, ε, (x, y)〉

for �n � = �m � ⊕ 1, �n �, �m � ∈ N0 and p∗ stands for an initial (starting)
position defined by user specification.

Similarly, semantics of abstract machine instructions (for the language with
rotations) is defined as follows:

〈FORWARD : c, ε, ((x, y), α)〉 =� 〈c, ε, ((x ⊕ sinα, y ⊕ cosα), α)〉
〈FORWARD-n : c, ε, (p, α)〉 =� 〈FORWARD : FORWARD-m : c, ε, (p, α)〉
〈TLEFT : c, ε, ((x, y), α)〉 =� 〈c, ε, (p, (α ⊕ 270) mod 360)〉
〈TRIGHT : c, ε, ((x, y), α)〉 =� 〈c, ε, ((α ⊕ 90) mod 360)〉
〈RESET : c, ε, ((x, y), α)〉 =� 〈c, ε, (p∗,0)〉
〈SKIP : c, ε, (p, α)〉 =� 〈c, ε, (p, α)〉

We note, that in this specification, an initial configuration (state) is a tuple
consisting of the position p∗ and the angle 0. The initial value for the angle can
be changed according to the user specification.

4 Application Design

We followed the idea of containerizing the application. We based on the method-
ological design, where we separated the individual layers (front-end, back-end)



420 W. Steingartner et al.

and implemented each functional unit as a separate Docker module. Docker is
an open-source containerization platform which enables developers to package
applications into containers and offers isolation of applications into containers
which run safely [2] and independently thanks to Docker Engine directly on the
host computer’s operating system [13]. Docker containers also offer scalability
and portability [12], so the system is easy to extend or change, and reusability
of containers in other systems thereby achieving reproducible research [1]. For
our application system, we designed five containers using Docker Compose for
better configuration:

– translator logic – accepts translation request, performs translation and returns
abstract machine code with possible errors in source code in robot’s language
which is also stored to the database,

– translator graphical user interface – application displaying a web page that
the user can interact with by writing source code in the robot’s language,
requesting a translation to translation logic and displaying results;

– simulator logic – searches for translation request in the database, parses the
abstract machine code, performs simulation and provides the results;

– simulator graphical user interface – the second web page which can be
accessed through the translator page which sends the latest translation
request id to be sent from this component to simulator logic, displays a visual-
ization of a robot on the canvas, currently executed command and transitions
of configurations, which all can be controlled by simulation controller offering
control buttons and simulation speed slider;

– database – PostgreSQL database where translation requests with their errors
are saved by translator logic and searched by simulator logic.

All components of applications are running on Spring Boot which is being
used in a big amount of projects in areas like cloud computing, big data, reactive
programming and client applications development [20]. Spring Boot data can
be displayed on web pages using a template engine like Thymeleaf which is
used for our GUI components. Visualization, HTTP requests and other logic are
implemented using Javascript, jQuery and other libraries.

For reading and tranasforming the user input, a technology of ANTLR has
been used [11]. Three ANTLR grammar files are designed for our application for
compiler and simulator logic components:

– simple directional commands (without rotations) for translator – translates
input source code to abstract machine language where only up, down, left,
right are present, then commands with parameter n as number of steps and
reset commands are valid;

– commands with rotations for translator – translates input source code to
abstract machine language where only forward, forward n, turn left,
turn right and reset commands are valid;

– parser for simulator – parses the abstract machine code into data structures
(bytecode) on which simulation can be performed.
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5 Functionality of Application

An application can be accessed through a browser. This allows to users to work
with the application from anywhere. An application allows to insert the user’s
input source code or to load a code into the application from external storage.
The idea is that user input is sent to the back-end layer and compiled. If no error
occurs, the source is correct and compiled bytecode is sent back for performing
the visualization.

The user interface helps the user to enter the input source by providing also
hints for writing the code in the robot language. The hint disappears when the
user starts to write the code. Two main functionalities are available – simulation
(visual computation) of abstract machine and compilation (translation) of input
source to internal bytecode (a data structure according to the specification).

For the implementation of the compilation module, the ANTLR tool was
used. Compilator reads an input source and identifies in which variant of lan-
guage the program is written:

– if code contains rotation commands, appropriate grammar is applied;
– if code does not contain rotation commands, only directional-stepping com-

mands, then grammar for this language is applied;
– otherwise, no code is generated and the program provides error information

(since the languages cannot be mixed).

If the commands are not mixed, but during the compilation, the lexical or syntac-
tic error occurs, the compilation does not provide a bytecode, only information
about the compilation error. Then, abstract machine code is annotated by adding
HTML tags and sent back to the front-end where all errors are highlighted.

Fig. 1. Computational sequence of an abstract machine code (cutted screenshot)

The successful compilation, if no error appears, provides bytecode for abstract
machine computation steps and visualization. The result of compilation is then
stored in an internal database and sent back to the GUI component.
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The main screen of the application contains two visual areas. An abstract
machine code is displayed on the right-hand side of an application window
(Fig. 1). The application allows also to save the source code. The user inter-
face supports to be displayed in English and Slovak languages, a color theme
can be changed from light to dark, as well.

By clicking on the execution button, the user is redirected to the simulator
page with the id of the latest translation request. On the simulator web page,
the given id is sent to the back-end and then to simulator logic. There the id
is searched in the database for a given request. After finding the request, the
abstract machine code is parsed according to the third grammar to a list of
commands from which the initial configuration is created and execution of these
commands is started. The result of an execution is a list of states or rather
configurations of the abstract machine and this list is added to the execution
request which is sent back to the user and front-end.

On the left-hand side, there is the visualization canvas showing the robot’s
position and rotation in an orthogonal grid (Fig. 2).

Fig. 2. Visualization canvas

Bellow is the simulation controller with control buttons (play, pause, step
back, step forward and reset buttons) and a simulation speed slider. On the right-
hand side, there are transitions of configurations from the initial configuration
to the current configuration. On the top, in the middle, a currently performed
command from the translated abstract machine code is highlighted. The user
can download a record of the simulation in four different formats:

– standard CSV format with position, rotation, value and code stacks for each
configuration in time,

– XML format with structured data similar to CSV data,
– PDF file with a title, current time, a snapshot of the canvas and transitions

of configurations which are generated using jsPDF library by MrRio1,
1 https://mrrio.github.io/jsPDF/.

https://mrrio.github.io/jsPDF/
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– a TEXsource format and picture with a snapshot of the canvas which looks
similar to the PDF and is stored in a ZIP archive using JSZip2.

Visualization is performed using Javascript following states or configurations
from simulator logic to move the robot in its environment and draw its path.

6 Conclusion

In this paper, we presented our approach to abstract implementation for selected
domain-specific language describing the controlling of robot. We developed and
defined our semantic approach for both versions for natural semantics in [19].
For the existing approach in structural operational semantics (defined in [6]), we
defined our approach of abstract implementation and we defined two kinds of
appropriate abstract machines. For this semantic approach, we also developed
a visualizing software that provides compilation of input source code written in
robot language and emulates the calculation of abstract machine for both ver-
sions of the language, and moreover, it accepts direct input in abstract machine
code and provides also the calculations and emulations. Design of micro-service
system is created by using containerization, so each micro-service can be reused
in other systems later (if we assume the future work oriented to a complex soft-
ware visualizing environment). Created application offers many possible exten-
sions, also thanks to the modular approach applied by containerization, and
improvements. List of commands can be extended in future based on a new
specification. Such developed application is ready to be integrated into teach-
ing process for the courses oriented to formal semantics, and (possibly) formal
languages. Its added value is a significant degree of interactivity, clarity and illus-
trativeness and, above all, the possibility to use the application in the process
of present and distance teaching as well as during the independent preparation
of students.

Because we see the potential for expanding and consolidating formal methods
for software engineering, mainly due to the fact that all formal methods are based
on formal semantics, we will focus our research on semantic methods with the
possibility of integrating the results into practice and into teaching young IT
specialists and experts.
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Abstract. ModelDrivenEngineering (MDE),wheremodels are the core elements
in the entire life cycle from the specification to maintenance phases, is one of the
promising techniques to provide abstraction and automation. However, model
management is another challenging issue due to the increasing number of models,
their size, and their structural complexity. So that the available models should be
organized by modelers to be reused and overcome the development of the new and
more complex models with less cost and effort. In this direction, many studies are
conducted to categorize models automatically. However, most of the studies focus
either on the textual data or structural information in the intelligent model man-
agement, leading to less precision in the model management activities. Therefore,
we utilized a model classification using baseline machine learning approaches on
a dataset including 555 Ecore metamodels through hybrid feature vectors includ-
ing both textual and structural information. In the proposed approach, first, the
textual information of each model has been summarized in its elements through
text processing as well as the ontology of synonyms within a specific domain.
Then, the performances of machine learning classifiers were observed on two
different variants of the datasets. The first variant includes only textual features
(represented both in TF-IDF and word2vec representations), whereas the second
variant consists of the determined structural features and textual features. It was
finally concluded that each experimented machine learning algorithm gave more
successful prediction performance on the variant containing structural features.
The presented model yields promising results for the model classification task
with a classification accuracy of 89.16%.

Keywords: Model Driven Engineering · Model management · Metamodel · Text
mining · Machine learning

1 Introduction

In order to address the challenges and reduce the complexity of software development,
one of the key approaches is Model-driven Engineering (MDE), which is a modern
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software engineering paradigm, focuses on using models as first-class entities. It has
gained popularity with academic and industrial communities in software engineering,
leading to a plethora of models. Accordingly, intelligent model management is essential
for different purposes such as clustering and classification with this number of models.
Models are utilized in different engineering and science disciplines, and it is necessary to
manage and analyze them using data science techniques to find hidden patterns [1]. Text,
audio, image, and video are the forms of data that have drawn a great deal of attention
in data science so far. However, model data structure has received little emphasis from
the data science.

Due to the specific structure ofmodels, it is not possible to directly usemachine learn-
ing and data mining algorithms on them. Since many models have textual components,
text mining become necessary to handle the texts’ implicit structure to perform machine
learning algorithms correctly. Text mining includes two basic steps: pre-processing and
creating feature sets for data representation. There are two sorts of research commonly
applied for text representation, indexing, and term weighting [2]. This paper employed
Term Frequency-Inverted Document Frequency (TF-IDF) unsupervised term weight-
ing and word2vec neural language representation methods after the pre-processing for
model vectorization. Then, Logistic Regression (LR), Naïve Bayes (NB), k Nearest
Neighbors (kNN), Support Vector Machine (SVM), Random Forest (RF), and Artificial
Neural Network (ANN) classifiers have been experimented on classification standalone
and also together with structural features (number of classes, methods, attributes, and
association links, weighted methods and attributes per class, depth of inheritance tree,
number of children).

This study contributes to the literature by experimentingwith different classifierswith
different feature representation strategies. It applies TermFrequency-InvertedDocument
Frequency (TF-IDF) unsupervised term weighting and word2vec neural language repre-
sentation methods. Moreover, it is the first attempt to use hybrid feature vector including
both textual and structural features for metamodel classification task to the best of our
knowledge. As a result, it was concluded that using utilizing machine learning algo-
rithms on hybrid feature vectors significantly improve the classification performance of
textual features confirming the motivation point of the paper.

The paper consists of the following sections. Section 2 reviews the literature, whereas
Sect. 3 gives information about the dataset, data pre-processing steps, feature engineer-
ing, and methods used in the study. Section 4 presents the details of the experimental
study with metrics and results. Finally, Sect. 5 draws a conclusion.

2 Literature Review

There are many studies implementing model categorization in the literature. It has been
observed what kind of information (textual or structural) does the existing methods
employ for learning operations. In this respect, previous studies can be classified into
two categories, i.e., analysis of textual information and analysis of structural information.
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Basciani et al. [3] proposed a hierarchical clustering method for metamodels.
Although this paper benefits from a vector-based learning method, the description of
a metamodel is considered an ordinary text, and models are compared based on com-
pletely textual information for clustering. More advanced techniques inspired by infor-
mation retrieval and Natural Language Processing (NLP) were employed by Babur [4]
to extract features, develop the vector space, and finally evaluate the proposed method
through clustering. This study also failed to put sufficient emphasis on the structure
of the models. In another study, Babur and Cleophas [5] experimented neural network
classifier on a dataset of 555 metamodels.. The experiments were conducted in n-gram
states for feature extraction.

Addressing clone detection inmetamodels, the paper presented byBabur [6] retrieves
the input metamodels for clustering. In every cluster, similar fragments were then sought
separately. In otherwords, an n-gram (n= 2)was extracted from the corresponding graph
of the metamodel and then stored in vectors. After that, clones were detected through
comparisons drawn between those bigrams. Similarly, metamodels were first clustered
in the study of Babur et al. [7]; however, subtrees of depth one were used for clone
detection. The extracted features contained only the textual information of metamodels
and included no graph structures.

Literature search shows that the current studies on model categorization mainly use
textual or structural contents separately [23]. Therefore, we used text embedding tech-
niques in combination with kernel-based approaches covering both textual and structural
information in the model management to obtain high precision. Overall, the determined
features were used to improve machine learning algorithms.

3 Proposed Approach

To address the challenge of using textual information of the models in learning, the pro-
posed approach aims to vectorize to embed the textual information of each model in the
resultant vector. The ultimate goal is to enhance accuracy in learning the models devel-
oped through machine learning algorithms. This section discusses establishing vectors
throughmodels based on textual information in two (related) phases: pre-processing and
feature engineering. The Fig. 1 illustrates the proposed framework.
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Fig. 1. The proposed approach processes.

3.1 Pre-processing

Step 1: In this step, we formed the raw data in the experimental dataset using PyEcore
[8], a MDE framework written for Python. It allows to handle metamodels, the infor-
mation of classes, references, attributes, and methods were easily obtained. The second
step aims to find domain-specific and context-sensitive similarities and semantic rela-
tions in the bestwaypossible. Therefore, after lexical refinement throughNLP techniques
(e.g., tokenization, stemming), the proposedmethod considers semantic similarity rather
than apparent similarity of words. Therefore, WordNet [9], which is an extensive lex-
ical database of English, is used to assess the similarity of words and elements within
the related domain. We used WordNet synset instances which are the groupings of
synonymous lemmas expressing the same concept, to expand certain lemmas.

By conducting step 1 on the running example (see Fig. 2.), metamodels 1, 2, and 3
of the same domains (the education domain) are detected, whereas Student, Pupil, and
Educate elements refer to a common element (Student) in that domain.

Step 2: After detecting semantic similarities, similar elements of the same domain are
detected among all models. The common element has a name resembling all similar
elements and includes all of the fields existing in common elements (common and
uncommon fields). Hence, there are many similar elements in the same-domain models
with respect to the common element. They are similar to the common element in different
but close ratios. At the end of this step, all common elements of all similar elements are
recognized.
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Fig. 2. The partial metamodel examples

In the running example, this step resulted in extracting a common element from three
similar elements (Student, Pupil, and Educatee). Figure 3 shows the common element.

Fig. 3. The common element of Student, Pupil, and Educatee concepts

3.2 Feature Vectorization

Unstructured textual data in models is challenging to process and needs to be described
by term sets to represent their contents. The vector space method [10] is one of the
most used text representation models for a host of information retrieval operations.
This method also appeals to the underlying metaphor of practicing spatial proximity
for semantic proximity [11]. There are two sorts of research commonly applied for
text representation: indexing and term weighting. Indexing assigns indexing terms for
documents, whereas term weighting assigns each term’s weight to show its importance.
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This study uses the word2vec method for indexing and the TF-IDF method to calculate
each word’s weights in the metamodels.

The word2vec [12], which represents words as continuous vectors, is one of the most
common word embedding models. After an external neural network is trained for the
word embedding, terms in the document are classified according to their similarities in
the word2Vec space. Word2vec is basically a neural network-based language modeling
method that includes input, output, and hidden layers. It comprises two basic algorithms
for training word vectors: continuous word bag (CBOW) and skip-gram. The skip-gram
algorithm determines the terms surrounding the target context, whereas the CBOW
model predicts by aggregating the distributed representations of the main context. Due
to the simple architecture of the CBOW, it works efficiently even with a small amount of
training data. However, the skip-gram algorithm provides more efficient results on large
datasets than CBOW. The ability to be trained on extensive datasets allows this model to
learn complex word relationships such as vec(Ecore) + vec(metamodel) ∼= vec(Eclipse
Modeling Framework).

Table 1. Structural features of the models

Structural feature Description

Number of classes Number of classes in the metamodel

Number of methods Number of methods in the metamodel

Number of attributes Number of attributes in the metamodel

Average number of methods Considering a model having i classes and ci with
methods number of mi then the metric is calculated
using:

ANM =
∑i

0mi
i

Average number of attributes Considering a model having i classes and ci with
attributes of ai then the metric is calculated using:

ANA =
∑i

0ai
i

Depth of inheritance tree Depth of a node of tree refers to the length of the
maximal path from the node to the root of the tree

Number of children Number of immediate descendants of the class

Number of association links Number of association relationships of the class

Average number of association links Considering a model having i classes and ci with
association relationships of ri then the metric is
calculated using:

ANR =
∑i

0ari
i

TF-IDF is obtained by multiplying the term frequency (TF) and inverse document
frequency (IDF) for a term in the text [11]. While TF gives the occurrence frequency
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of a word in the document, the value IDF (inverse document frequency) indicates this
term’s occurrence frequency in other documents. The main idea in TF-IDF is to classify
terms as much as possible into the same category considering their high appearance in
one document and high absence in other documents. When a term appears with a high
TF frequency in a text document and rarely appears with low IDF frequency in other
documents, it is accepted that the term has a good classification accuracy.

In this paper, we also included the structural metrics during classification process
of Ecore diagrams presented in [13] number of classes, number of methods, number of
attributes, average number ofmethods, average number of attributes, depth of inheritance
tree, number of children, number of association links, and average number of association
links.

3.3 Baseline Machine Learning Algorithms

After the pre-processing and feature selection steps were utilized, some baseline algo-
rithms, commonly used to classify the textual data, were implemented in the first part
of this section.

Logistic Regression (LR): LR is used to analyze a data set within one or more inde-
pendent features [14]. This supervised learning method assigns a new sample to one of
the specified discrete classes by employing a logistic function. Logistic regression is a
statistical method used to analyze a data set within one or more independent features
determining a result.

Naive Bayes (NB): NB depends on the common principle of Bayes Theorem, i.e., a
distinct feature in a class is independent of any other feature’s presence [15]. It describes
the probability of an event based on prior knowledge of conditions. The two main
advantages of NB are not requiring a large amount of training data and being able to
train comparatively fast than sophisticated models.

k-Nearest Neighbor (kNN): kNN is a supervised learning method that classifies unla-
beled observations by assigning them to the label of the most similar k neighbors. The
distance metric to find the nearest neighbors of the active instance can be calculated by
different methods such as Euclidean, Manhattan, Minkowski, and Hamming.

Support Vector Machine (SVM): SVM trademarked by Vapnik [16] is one of the
widely used learning-based pattern classification techniques for classification, regres-
sion, and outlier detection. It depends on a solid theoretical background built on statistical
learning theory and structural riskminimization techniques. The primary purpose of sup-
port vector machines is to find a function in a multidimensional space that can separate
the data by a maximal margin.

Random Forest (RF): RF is a commonly used machine learning algorithm merging
the output of many classification trees to achieve a single result [17]. The input from
samples in the initial dataset is loaded into each decision tree. The prediction of a tree
having the most votes is chosen as the outcome. It enables any classifiers with weak
correlations to create a robust classifier.
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Artificial Neural Network (ANN): ANN is one of the commonly used machine learn-
ing algorithms which adopts brain-style information processing consisting of neurons
[18]. It has multiple connected layers of nodes with weights and activation functions.
The network’s processing unit is divided into input, output, and hidden layers. The input
layer accepts input data, hidden layers process this instance, and the output layer assem-
bles the result of the system processing result. The power to manage noisy and missing
data makes the ANN preferable in data science research.

4 Experimental Study

In this study, we demonstrated our approach on a labeled Ecore metamodel dataset [19]
for domain clustering, including 555 models from 9 different categories (bibliography,
conference management, bug/issue tracker, build systems, document/office products,
requirement/use case, database/sql, statemachines, and petri nets). First, data preparation
was utilized to transform the rawdata (texts in themodels) in a useful and efficient format.
After pre-processing, two feature representation models (TF-IDF and word2vec) were
proposed to observe their effects on categorization accuracy. For the second evaluation,
structural features included in textual features and the performance of the machine
learning algorithms were observed on the hybrid feature representation. The evaluation
results of each method were obtained by dividing the data set into ten pieces by cross-
validation.

4.1 Evaluation Metrics

The precision (pr) is obtained by the ratio of the correct data to the total data, and it is
calculated according to Eq. 1. TP (true positive) denotes the number of objects that are
correctly extracted by the system. FP (false positive) refers to the number of objects that
the system confirms as true when it is not.

precision(pr) = TP

TP + FP
(1)

The recall (re)metric is calculated by the ratio of the correct data to the expected
accurate data given in Eq. 2. FN (false negatives) in the equation refers to the number
of correct data which could not be found.

recall(re) = TP

TP + FP
(2)

F1-measure of the proposed approach is defined as the harmonic means of the
precision and recall values as demonstrated in Eq. 3.

F1 − measure = 2 × pr × re

pr + re
(3)
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4.2 Implementation Details

Firstly, we formed the raw data in the experimental dataset by using PyEcore, an MDE
framework written for Python. The machine learning algorithms were designed using
the Python Scikit-learn library [20], which provides a high-level construct for classi-
fiers efficiently. It is built on NumPy, SciPy, and Matplotlib. Other Python libraries used
in the study are Pandas [21] and Gensim [22]. NumPy is a widely used library for its
fast-mathematical computation on arrays and matrices. Pandas library provides rapid,
flexible, and expressive data structures. It is an ideal tool for cleaning,modeling, andorga-
nizing the analysis results appropriately. Gensim is a Python library generally utilized
on large datasets for topic modeling, document indexing, and similarity detection.

4.3 Experimental Results

Table 2 compares the F1-Measure scores obtained using algorithms with TF-IDF and
word2vec (CBOWand skip-gram) representations.Considering the experimental results,
the highest F1-Measure values were achieved by the ANN classifier in all feature repre-
sentations. On the other hand, the NB classifier with two representations had the lowest
F1-Measure values among all classifiers.

Table 2. Evaluation of different algorithms and feature representations (non-floating)

Algorithm Feature representation model Precision Recall F1-measure

LR TF-IDF 0.73 0.76 0.74

word2vec skip-gram 0.50 0.66 0.57

CBOW 0.34 0.58 0.43

NB TF-IDF 0.80 0.83 0.74

word2vec skip-gram 0.53 0.54 0.54

CBOW 0.59 0.60 0.60

kNN TF-IDF 0.81 0.78 0.79

word2vec skip-gram 0.56 0.58 0.57

CBOW 0.53 0.54 0.52

SVM TF-IDF 0.83 0.81 0.82

word2vec skip-gram 0.50 0.67 0.57

CBOW 0.34 0.58 0.43

RF TF-IDF 0.80 0.82 0.81

word2vec skip-gram 0.69 0.74 0.71

CBOW 0.59 0.66 0.62

ANN TF-IDF 0.86 0.86 0.86

word2vec skip-gram 0.70 0.75 0.72

CBOW 0.66 0.69 0.67
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Another point to be noticed is that the algorithms with the TF-IDF encoding method
performed better than ones with the word2vec method (see Fig. 4). According to our
assumption, the poor performances of word2vec feature representations (both cbow and
skip-gram) are based on the limited training data. ANN with TF-IDF was evaluated as
the most accurate classifier with an 86.45% F1-Measure value. The closest criteria result
to ANN were achieved by SVM with TF-IDF with an 82.28% F1-Measure value. On
the other hand, TF-IDF-based NB was the worst-performing algorithm with a 74.23%
F1-Measure score.

Fig. 4. Experimental results of machine learning classifiers based on TF-IDF and word2vec

The critical point of the experimental study results is that each experimentedmachine
learning algorithms including structural features in addition to the textual features
achieved better results on the dataset. For example, using the structural features expressed
in Table 1 enhanced the ANNperformance by 2.8% (F1-Measure) compared to inputting
only textual features. As a result, the study’s motivation, “creating hybrid vectors includ-
ing both textual and structural features could increase the accuracy score of model
management.” is validated in the second experimented study in the paper (see Table 3).

Table 3. Comparison of textual and hybrid feature representations (non-floating)

Algorithm Textual features (TF-IDF) Textual + Structural features

Pre Re F1-measure Pre Re F1-measure

LR 0.73 0.76 0.74 0.76 0.78 0.77

NB 0.80 0.83 0.81 0.82 0.84 0.83

kNN 0.81 0.78 0.79 0.84 0.80 0.82

SVM 0.83 0.81 0.82 0.84 0.85 0.85

RF 0.80 0.82 0.81 0.83 0.84 0.84

ANN 0.86 0.86 0.86 0.88 0.90 0.89
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5 Conclusion

Due to a large number of models available nowadays, it is now more necessary than
ever to employ intelligent methods to manage these models and their repositories. Using
machine learning techniques, intelligent methods can properly meet this need. In this
study, the textual information of each model is first summarized in its elements through
text processing and NLP techniques, as well as the ontology of synonyms within a spe-
cific domain. The final results were formed as vectors (TF-IDF and word2vec), in which
the columns and rows refer to features and models, respectively. Finally, six machine
learning classifiers (LR, NB, kNN, SVM, RF, and ANN) with TF-IDF and word2vec
feature representations were experimented with to detect models’ categories. Experi-
mental results showed that the best-performing method is ANN with TF-IDF weighting
scheme, and it achieved 86.45% F1-Measure score. In second experimental study, the
performances of machine learning classifiers were observed on different on two differ-
ent variants of the datasets. The first variant includes only textual features (represented
both in TF-IDF and word2vec representations), whereas the second variant consists of
the determined structural features and textual features. ANN algorithm was again the
most achieved classifier on hybrid vectors with an 89.15% F1-Measure score. It was
proved that each machine learning algorithm showed a more successful performance
scores in a hybrid feature vector than a pure textual one. The other considerable point is
that word2vec based machine learning classifiers showed poor performance in terms of
F1-Measure compared to the TF-IDF term weighting scheme. Considering the results,
it can be concluded that this study appears promising for future studies on model cat-
egorization. As future work, we plan to apply these techniques on industrial models in
Model-Driven Engineering [24, 25].
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Abstract. This paper describes an architecture design process for Net-
worked Music Performance (NMP) platform for medium-sized conducted
music ensembles, based on remote rehearsals of Academic Choir of
Gdańsk University of Technology. The issues of real-time remote commu-
nication, in-person music performance, and NMP are described. Three
iterative steps defining and extending the architecture of the NMP plat-
form with additional features to enhance its utility in remote rehearsals
are presented. The first iteration uses a regular video conferencing plat-
form, the second iteration uses dedicated NMP devices and tools, and
the third iteration adds video transmission and utilizes professional low-
latency audio and video workstations. For each iteration, the platform
architecture is defined and deployed with simultaneous usability tests. Its
strengths and weaknesses are identified through qualitative and quantita-
tive measurements – statistical analysis shows a significant improvement
in rehearsal quality after each iteration. The final optimal architecture is
described and concluded with guidelines for creating NMP systems for
said music ensembles.

Keywords: Real-time system · Networked music performance ·
Platform design

1 Introduction and Related Work

In recent years, advances in technology have resulted in the increasing use of
real-time remote working devices. Also, the COVID-19 pandemic made many
aspects of everyday life transfer to the virtual world. For some fields of work this
change does not affect the efficiency and quality of work. Nevertheless, remote
creative and artistic work, particularly music performance, remains a challenge.

1.1 Real-Time Communication

Recently, various real-time conferencing tools (e.g. Zoom, MS Teams, Google
Meet) rapidly expanded and amply gained new users [16]. The success of con-
ferencing platforms was largely caused by the general features that make typ-
ical Internet communication simple and effective, which include [8,10]: ease of
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installation, convenience of use, ability too operate under varying network con-
ditions, resistance to audio noise (low quality microphone, background noises),
video and screen sharing, chat, file transfer, shared whiteboard, integration with
office/school software.

In order to achieve the aforementioned goals, these applications must exhibit
very high automation and compatibility, which is achieved at a cost of [13]:

1. long buffers, high transmission delays reaching several hundred milliseconds
2. very aggressive noise reduction, cutting out a large part of the bandwidth,

and even changing the audio signal content using AI
3. strong, automated emphasis on the main speaker while muting the others

1.2 In-Person Music Performance

A different set of requirements is posed by music performance in typical medium-
sized ensembles (e.g. chamber choirs), especially those with a conductor. During
normal stationary in-person rehearsals, communication is characterized by [14,
18,20]:

1. no audiovisual delays of any kind – the performers are in the same room
2. the performers hear each other and adjust their performance in real time to

the close performers and the overall sound of the ensemble (self-feedback)
3. a conductor in front of the performers ensures overall cohesion, interpretation,

volume and tempo, conducting visually in real time
4. the physical location of the performers matters – people standing closer (so

performing similar musical parts) are heard louder (intra-section feedback)

1.3 Networked Music Performance

The features of typical conferencing tools are highly inadequate for a music
performance. For this reason, the topic of remote music performance is a sep-
arate branch in research and industry, called Networked Music Performance
[9]. In recent years, advances in technology have resulted in the increasing use
of real-time remote working devices. Nevertheless, remote creative and artistic
work, particularly music performance, remains a challenge. One-way connections,
through which artistic events are transmitted in real-time, have become avail-
able using networks capable of supporting high bandwidth, low-latency packet
routing, and guaranteed quality of service (QoS) [5,7]. These can be described
as unidirectional, allowing artists to remotely connect only between the perfor-
mance venue and the audience, not each other. It is much more difficult when
performers in two or more remote locations attempt to perform an established
composition or improvisation together in real-time. Weinberg [21] calls this way
of performing music the “bridge approach”. In such cases, the inevitable delay
caused by the physical transit time of network packets is known to affect per-
formance [1,3,6,12]. Therefore, attempts have been made to account for these
delays by design or composition [2,4].
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A number of NMP experiments and frameworks are described in [15,17,
19]. Some platforms, like MusiNet or Diamouses, are large-scale projects run by
universities; other, like LoLa or JackTrip require a subscription or licensing plan.
The Jamulus platform stands out as an open-source, community-driven and easy
to use NMP tool [11]. It allows joint performance via freely available servers,
or via dedicated server configured with Jamulus software on a local machine.
These aspects are especially appealing to smaller, non-professional ensembles
(e.g. students, local communities, etc.) which are not capable of huge financial
investments or involvement in research projects regarding remote rehearsing.

1.4 Contribution

This paper discusses the process of defining and practically realizing a plat-
form architecture that meets the requirements for networked music performance
of medium-sized conducted amateur music ensembles through the example of
remote rehearsals of a chamber choir. The proposed architecture in contrast to
existing publications and commercial solutions takes into account: (1) feasibility
study in a highly ecologically valid, choral environment (vs artificial environ-
ments in NMP papers [19]), (2) use of available, open-source platforms for low-
latency transmission of both audio and video (vs difficult to obtain, scientific
projects like Internet2, Musinet, Diamouses, GigaPoP, etc.), (3) consideration
for the lack of technical capabilities of performers, (4) consideration for a low-
cost hardware options, (5) proposal for an architecture for the NMP and a set
of good practices.

2 Experimental Setup

In the experiment, 3 NMP architectures were proposed and investigated for
a ∼20-member choral ensemble: Zoom@Home, Jamulus@Home and Jamu-
lus@Univ. Each architecture was implemented in practice as means for the
rehearsals of the Academic Choir of the Gdansk University of Technology, dur-
ing the 2021 COVID-19 outbreak in Poland. After deployment, the architec-
tures were used without major modifications for nearly 2 months each. Archi-
tectures were evaluated qualitatively by the choristers through a survey and by
the authors responsible for the implementation. Quantitative assessment was
performed through a round trip time (RTT) audio and video latency measure-
ments. After each deployment, various aspects affecting rehearsal quality were
determined, and based on them, decisions were made to implement modifica-
tions in the next iteration. Comparative features of all architectures are shown
in Table 1, and described in detail in the following subsections.

2.1 Zoom@Home Architecture: A Simple Conferencing Tool

The first proposed architecture for remote choir rehearsals was a standard web-
based communication platform using popular tools. Therefore, Skype, Jitsi, MS
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Table 1. Comparison of proposed architecture features

Architecture Zoom@Home Jamulus@Home Jamulus@Univ

Connection Any Broadband LAN

Choir audio Any Semi-professional; ASIO
drivers

Professional; ASIO
interface

Conductor audio Any Professional, using ASIO interface

Audio RTT 300–1000 ms 63–135 ms 40–85 ms

Choir video Any – –

Conductor video Any – Low latency camera

Video latency 500–1000 ms – 25–100 ms

Feedback – Self & intra-section feedback, choir mix

Setup Automatic,
self-supervised

Manual Manual,
semi-supervised

Assistance – Remote Remote + local

Rehearsal scope Individual singing with
muted mic, solo singing

singing section parts or
tutti with piano

Jamulus@Home +
singing tutti a’cappella

Teams and Zoom platforms were initially tested. Eventually Zoom was selected
due to its popularity, ease of use, compatibility and very low entry threshold.
No changes were made to the typical conferencing architecture. Simultaneous
singing was effectively impossible due to significant delays and the automated
speaker highlight feature that amplifies one person and mutes the others. The
choir could rehearse only in the following capacities: (1) casual conversation as in
a typical conference, where everyone has microphone on and everyone can talk,
(2) singing together with microphones turned off; the only active microphone is
the conductor’s, who leads the rehearsal by playing choral parts on the piano, and
(3) solo singing with occasional help and commentary from the conductor. From
a technical standpoint, the Zoom@Home architecture posed no problems. There
were no requirements for hardware, Internet connection, or location. Installation
and configuration were possible on any device; each chorister configured the
Zoom application without technical assistance; most choristers used a webcam
to enhance the feeling of presence at a rehearsal. RTT latencies ranged from
300–1000 ms for the audio channel and 500–1000 ms for the video channel. Such
high RTTs prevented more than one person from singing at a time, making it
impossible to measure relative latency between choristers.

2.2 Jamulus@Home Architecture: NMP with Choristers at Home

The second iteration of the architecture – presented in Fig. 1 – introduced sev-
eral improvements. Jamulus software was chosen due to its main features: open-
source, cross-platform, built by the NMP community, focused on low latency
audio connection, no limitations on the number of participants, and no require-
ments for specialized hardware. Several inexpensive headsets were reviewed for
latency, compatibility, sound quality, and comfort; then one optimal model (Log-
itech PC 960 USB) was selected. Additionally, semi-professional low-latency com-
patible audio equipment was allowed. To ensure minimal delays and high quality
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of the conductor’s audio connection, he was provided with professional audio
equipment. The video connection got discarded, further lowering the latency; a
dedicated Jamulus server was deployed at the University, ensuring broadband
connection in the nearest area. A requirement was imposed for a minimum inter-
net connection type (wired broadband) and a maximum geographical distance
from the Jamulus server (100 km). A correctly configured low-latency ASIO
driver was required. That resulted in RTT in the range of 63–135 ms, which
allowed for real-time collaborative singing.

Fig. 1. Jamulus@Home NMP platform architecture

Despite attempts to unify the hardware and imposed requirements, the hard-
ware and software configuration had to be done manually by users, with active
remote support (via Windows Remote Assistance or TeamViewer) provided by
two designated technicians. The real-time NMP solution required a complete
revision of remote workflow. Simultaneous singing became viable – it allowed
the whole ensemble to sing together (tutti) for the first time under pandemic
restrictions. Mechanisms included in the Jamulus software enabled the choris-
ters to adjust the volume of particular persons, allowing them for intra-section
feedback (strengthening their sections and weakening the rest); similar to tra-
ditional rehearsals. The conductor could communicate with the choristers on a
real-time basis and lead through accompaniment on a piano. It became possible
to rehearse in sections and hear the overall sound of the pieces.

Not all choristers could meet the requirements of NMP (equipment, connec-
tivity, etc.). A solution to this problem was an additional gateway server to the
Zoom platform. As a countermeasure for high delays in the audio signal of the
Zoom platform, the communication with the gateway server was one-way. Thus,
it allowed choristers not capable of NMP for passive participation in rehearsals.
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2.3 Jamulus@University Architecture: Low-Latency Audio +
Video, Choristers and Conductor at the University

Fig. 2. Jamulus@University NMP platform architecture

Despite the ability to sing together in the previous iteration, persisting transmis-
sion delays caused frequent loss of synchronization between choristers, requiring
the conductor to enforce the tempo through either accompaniment or counting
aloud. Still, maintaining a steady performance was very difficult and unattain-
able without a conductor. Moreover, due to the lack of video input, it was impos-
sible for the conductor to lead visually, making it impossible for him to control
the tempo variability of the pieces (accelerations, decelerations, fermatas, tempo
rubato).

In the third iteration of the architecture design, namely Jamulus@University,
choristers got invited to a dedicated classroom at the university, equipped with
pre-configured professional audio hardware, providing high quality audio with
very low latency. The conductor’s workstation was supplied with low-latency
audio-video equipment and moved to another classroom with a piano. In order
to ensure a low latency video connection, a dedicated Jitsi server was deployed,
providing the conductor’s video with a latency of 25–100 ms. Such a delay allowed
the conductor to feasibly lead the choir in a real-time manner visually, which
was previously inaccessible. All communication was done over a LAN, reducing
the audio latency to 40–85 ms RTT. Controlled environment allowed creation of
semi-automated scripts facilitating deployment of necessary software for work-
stations (2-person assistance was still in place, but in smaller capacity).

The Jamulus@University was the most extensive of the architectures tested,
as presented in Fig. 2. It was used for two months of remote rehearsals and was
crucial in sustaining choral activities during the COVID-19 lockdown.
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3 Results

Each iteration contained a questionnaire assessing NMP architecture’s usability.
Since the remote rehearsals lasted several months, some choristers participated
in several iterations. In total, 23 choir members (9 male, 14 female, aged 18–
30) participated in the experiments. The Zoom@Home architecture assessment
consists of 8 responses; the Jamulus@Home and the Jamulus@University assess-
ments comprise 16 and 13 answers, respectively.

3.1 Assessment of the Zoom@Home Architecture

Fig. 3. Exercising difficulty and rehearsing comfort of the Zoom@Home NMP, respec-
tively. Likert scale: 1–3 = more difficult/less comfortable, 4 = about the same, 5–7 =
easier/more comfortable

The first examined was the Zoom@Home NMP architecture. As it did not differ
much from typical conferencing platforms, only two rehearsal quality aspects
were measured – exercising difficulty and rehearsing comfort, referring to tradi-
tional, non-remote rehearsals – as shown in Fig. 3. Most of the participants rated
the difficulty as 2: more difficult than on traditional rehearsal. Some participants
reported shyness with solo singing; the rating might reflect that intricacy. Inter-
estingly, the rehearsing comfort was rated mainly as 3: a bit less comfortably,
than on traditional rehearsal, and 4: about the same, as on traditional rehearsal.
Many choristers reported high comfort in rehearsing at home, especially those
with conducive conditions. However, some participants reported difficulties when
singing at home; the most highlighted were other household members, neighbors
getting easily irritated, or a noisy environment with construction or traffic noise
from nearby places.

3.2 Assessment of the Jamulus@Home Architecture

The Jamulus@Home architecture was evaluated by the following quantitative
factors: exercising difficulty and rehearsing comfort as compared to traditional,
non-remote rehearsals, inter-chorister latency, and setup difficulty. Most partici-
pants rated the difficulty as 2: more difficult, and 3: a bit more difficult, than on
traditional rehearsals. This rating appears slightly higher than for the previous
platform. The ratings for rehearsing comfort are somewhat higher than for the
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Fig. 4. Exercising difficulty, rehearsing comfort, and setup difficulty of Jamulus@Home
NMP. Likert scale for (c): 1 = very difficult, a lot of help needed; 5 = very easy,
everything highly understandable.

Zoom platform; most choristers rated the comfort as 4: about the same, as on
traditional rehearsal. This architecture allowed inter-chorister latency measure-
ment: the time difference of singing the same note was 83 ms ±57 ms. Further-
more, the setup difficulty rating concentrated around 4 – as shown in Fig. 4c –
indicating minor setup difficulties with remote assistance required.

3.3 Assessment of the Jamulus@University Architecture

Fig. 5. Exercising difficulty, rehearsing comfort and safety of Jamulus@University. Lik-
ert scale for (3): 1 = strong fear of infection, 5 = no fear of infection

The Jamulus@University assessment comprised exercising difficulty and rehears-
ing comfort ratings in relation to traditional, non-remote rehearsals (Fig. 5), as
well as inter-chorister latency. Most participants rated the difficulty as 2: more
difficult, and 3: a bit more difficult, than on traditional rehearsals. The ratings
for rehearsing comfort seem to be more spread but mainly concentrated around
score 4: about the same, as on traditional rehearsal. Higher comfort resulted
also from a reduced sense of shyness in these conditions. Additionally, the cho-
risters were asked for a rating of perceived safety, since it involved spending a
considerable amount of time in one classroom. The majority of the choristers
rated the safety as 5: no fear of infection (Fig. 5c). Such a result might reflect
the convenient placement of dedicated workstations in separate compartments
made with plywood walls. This setup gave the choristers a level of separation,
especially in terms of loudness and personal distance. It is also worth noting that
no COVID-19 outbreak occurred within the choir at that time.
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With reduced latency and the addition of video, it became possible to perform
tutti a’cappella pieces without accompaniment, metronome, or other enforced
tempo control. Overall, keeping the tempo became easier, even though some of
the choisters were still using the Jamulus@Home platform. The time difference
between different choristers singing the same note dropped to 47 ± 46 ms.

3.4 Statistical Analysis

All statistical calculations were performed with R software (version 4.1.2). The
most notable packages were MASS (7.3–54), car (3.0–12), emmeans (1.7.1–1),
ordinal (2019.12–10) and RVAideMemoire (0.9–80). The assessment of exercising
difficulty and rehearsing comfort was repeated for each architecture’s iteration,
allowing direct comparison. Some participants answered more than one ques-
tion; therefore, a generalized linear mixed model approach was selected. Since
the answers were on a 7-point Likert scale, the Cumulative Link Mixed Model
(CLMM) was chosen for the analysis. The dependent variable, Platform, being a
categorical variable, was encoded using Helmert contrast coding. Also, the anal-
ysis was performed on both unweighted and weighted response data. The weights
were derived from the number of participants and were assigned as follows: 1–2
rehearsals – 1; 3–6 rehearsals – 2; 7 and more rehearsals – 3. Results are shown
in Fig. 6.

Fig. 6. Rehearsing comfort and exercising difficulty statistics

An analysis of variance for unweighted data based on ordinal logistic
regression indicated no statistical effect on rehearsing comfort (χ2(2,N = 37)
= 1.93, n.s.) However, testing on weighted data indicated a statistical effect
(χ2(2,N = 86) = 10.84, p < 0.01). Since the statistical significance was detected
on weighted data, post-hoc analysis was performed for this scenario. Pairwise
comparisons using Z-tests, corrected with Holm’s sequential Bonferroni proce-
dure, indicated that Likert scores for Jamulus@Home vs. Jamulus@Univ were
statistically significantly different (Z = −3.1, p < 0.01), but Likert scores for
Jamulus@Home vs. Zoom@Home and for Jamulus@Univ vs. Zoom@Home were
not significantly different (Z = −1.4, n.s., and Z = 1.7, n.s.).
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The statistical analysis is consistent with what is shown in Fig. 6a - the
rehearsing comfort is similar for participants in all three platforms. However,
weighted Likert scores induced a statistically significant difference between
Jamulus@Home platform and Jamulus@Univ platform, suggesting higher com-
fort of rehearsing for the latter.

An analysis of variance for unweighted data based on ordinal logistic regres-
sion indicated a statistical effect on exercising difficulty (χ2(2, N = 37) = 29.5,
p < 0.001). For weighted data, this test also indicated a statistical effect (χ2(2,
N = 86) = 46.4, p < 0.001). Thus, post-hoc analysis was performed for both
cases. For unweighted Likert scores, pairwise comparisons using Z-tests, cor-
rected with Holm’s sequential Bonferroni procedure, indicated that Likert scores
for Jamulus@Home vs. Jamulus@Univ were statistically significantly different (Z
= −1910, p < 0.001), also Likert scores for Jamulus@Home vs. Zoom@Home and
for Jamulus@Univ vs. Zoom@Home were statistically significantly different (Z =
24025, p < 0.001, and Z = 29152, p < 0.001). The comparisons for weighted Lik-
ert scores indicated the higher magnitude of statistically significant differences:
Jamulus@Home vs. Jamulus@Univ (Z = −6494, p < 0.001), Jamulus@Home vs.
Zoom@Home Z = 31852, p < 0.001), and Jamulus@Univ vs. Zoom@Home (Z =
42875, p < 0.001). The statistical analysis is somewhat inconsistent with what
is in Fig. 6b – the exercising difficulty on the Zoom@Home platform is clearly
higher than on any of the Jamulus platforms, but both Jamulus platforms seem
to have the same exercising difficulty. However, the statistical analysis showed
for both weighted and unweighted Likert data a significant difference between
them, in favor of the Jamulus@Univ one; adding weights increased the magni-
tude of this difference. That would be consistent with choristers’ opinions about
this platform.

3.5 Proposed Architecture, Recommendations and Good Practices

The experiments and analysis of the deployed architectures’ assessments con-
cluded with the construction of the optimal architecture of the NMP platform
for chamber ensembles with a conductor. The general architecture should fulfill
the following requirements and good practices (also shown in Fig. 7):

1. affordable, cross-platform, low-latency (RTT not exceeding 100 ms) NMP
software, along with a dedicated server located near the performers;

2. dedicated, low-latency (not exceeding 100 ms) video streaming server;
3. conductor’s station with professional equipment, fast network, close to the

servers, allowing unrestricted spoken, accompanied and visual conducting;
4. performer stations with professional audio equipment, located close to the

servers, allowing for adjustable self-feedback, the ability to hear the overall
ensemble’s mix, with additional amplification of their own section;

5. performers who cannot use (4) should be equipped with dedicated audio
equipment and a broadband Internet connection; unification of hardware
reduces installation problems and allows for the creation of config scripts;
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6. performers who cannot use (5) may participate in rehearsals passively
(watch/listen only) through a one-way gateway to popular communicators;

7. remote assistance must be available for all performers at all times, according
to the users technical skills; it is worthwhile to test the connection in groups
to make sure that the configuration is correct and to fix problems in advance

Fig. 7. Proposed generalized NMP platform architecture

4 Summary

This paper outlines three proposed Networked Music Performance architectures
dedicated to chamber musical ensembles with a conductor, which were defined,
deployed and examined in practice. In contrast to other NMP systems and publi-
cations, proposed architectures combine uncommon and conflicting requirements
of medium-sized choirs, like intra-section feedback, conductor’s real-time video,
ease of deploy and more. Subsequent architecture defisn iterations were assessed
against their usefulness. The conclusive architecture is described along with listed
guidelines for its implementation in Sect. 3.5.

The Zoom@Home architecture was easy to use; however, it did not allow
for rehearsals similar in quality to in-person rehearsals. The Jamulus@Home
architecture, implementing software and hardware dedicated to NMP, allowed
for actual remote real-time music performance. However, it required much effort
from performers, the conductor, and extensive technical assistance. The final
Jamulus@University architecture enabled visual input from the conductor and
reduced delays between performers, effectively increasing the overall quality of
rehearsals, and allowing the choir to effectively work on the new repertoire.

This work proves that it is possible and useful to implement NMP platforms
for said musical ensembles using existing affordable tools and equipment. How-
ever, overall quality of rehearsals needs to be improved. Work needs to be done
to decrease network and audio latencies by incorporating low-latency drivers
into operating systems. A lot of effort must be put to lower the entry threshold
for NMP tools: automatic configuration and volume control, intuitive user inter-
faces, integration of video and audio signals, remote assistance helpers. Enabling
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technologies like peer-to-peer communication, VST plugins, ambisonics and vir-
tual reality techniques would improve musicians’ experience even more, allowing
to create better NMP platforms in the future.
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Abstract. The main focus of this paper is the development of data-intensive
systems. One of the key issues is maintaining consistency while being able to
promptly process frequent data requests. The central premise is that CQRS (Com-
mand Query Responsibility Segregation) and Event sourcing concepts can be uti-
lized for addressing these challenges. To ensure the development of a system that
would be capable of executing the immense number of required operations, yet at
the same time provide the desired reliability, a software architecture (combining
CQRS, Event sourcing, and the Service Fabric) is proposed based on a real-life
project. Furthermore, several modalities of the architecture are defined to be used
in different scenarios, depending on the volume of data that is to be processed.
The presented modalities of the described software architecture were then imple-
mented as a part of the information system that supports the organization and
grading of exams for an immense number of candidates. Consequently, a large
volume of data is generated, and the proposed architecture has proven best suited
for reporting purposes which will be described in this paper.

Keywords: Architecture · CQRS · Event sourcing · Event store · Service fabric

1 Introduction

Well-designed software architecture is a prerequisite for the successful development
of an application that satisfies both market needs and client requirements. This is the
main rationale for adopting different architectural styles for different circumstances.
Designing a system becomes even more challenging when it is expected that numerous
clients will frequently query and update data during a relatively short period of time. To
be able to track the state of the system at any point in time, it is necessary to establish
mechanisms for storing all the data entering the system or originatingwithin it. However,
as complex systems do not usually rely on a single database it may be difficult to
determine the source of truth. Moreover, to achieve its full potential, the system must
have dedicated mechanisms for maintaining the consistency and accuracy of the large
volume of data received through different system components (so that all segments of
the system work with the same data). Conversely, the more functionality the system
provides, the more complex and expensive it becomes for maintenance, management,
and expansion. The main goal of this paper is to present a software architecture that can
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be used for developing modern complex systems which are based on events as the only
source of truth.

The second part of this paper is dedicated to the proposed software architecture
which is intended for systems that are focused on reporting. Several modalities of this
architecture are provided to allow adequately handling different requirements related
to the amount of data that needs to be processed. This software architecture has been
implemented as a part of a data-intensive information system that is used for testing
around 65.000 candidates. Each question on the test represents a task for the evaluators.
In this case, tasks are graded by approximately 1.800 evaluators. The tests need to be
scanned, and since they are organized into packages, packages first need to be imported.
On average, there are around 4000 packages imported to the system in total, resulting in
circa 200.000 tasks processed by the system and graded by the evaluators by the hour.
The rest of this section gives an overview of the theoretical background related to the
existing architectural styles and patterns that are incorporated into the proposed software
architecture. Although they originated a long time ago, they have only recently started
to be used more intensively given that they lead to better and more competitive systems
[1]. Furthermore, they allow for processing large amounts of data to tackle the issues
related to maintaining consistency [2] and resolving inevitable failures.

1.1 Command Query Responsibility Segregation - CQRS

The CQRS pattern evolved from the CQS (Command-Query Separation) pattern which
was introduced in [3]. The main idea behind the CQS pattern is to detach commands
from queries. Queries are actions that just provide pieces of information about the stored
objects, while commands represent actions that create or change objects in the database.
When the CQS pattern is utilized, the whole system becomes more reliable and the mod-
ularity and reusability of systems’ components increase. CQRS represented a big step
on the macro scale (compared to CQS which is considered to be a micro-scale pattern)
towards the separation of the querying and the data managing responsibilities thereby
allowing for the system to function properly even with larger payloads. According to
[4], the adoption of CQRS can entail the following stages:

1. Assessing the typical application data access (Fig. 1a)
2. Separating the read and write APIs
3. Separating the read and write models
4. Separating the read and write database (Fig. 1b)

One of the main recommendations is to segregate the database i.e., maintain separate
databases for read and write operations. This requires a mediator for the synchronization
of those databases. It is important to highlight that CQRS does not support the Read your
own writes principle. All commands in CQRS follow the fire-and-forget principle.
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Fig. 1. CQRS stages

1.2 Event Sourcing

Fig. 2. Change data capture [6]

The notion of Event sourcing origi-
natedwithin theDomain-DrivenDesign
(DDD) community and is used along-
side CQRS [5]. The main idea behind
this pattern is that object states should
be persisted as a sequence of immutable
state-changing events which are consid-
ered to be the only source of truth. Every
event that occurs in the system is stored

in a log. Each event is stored in the log with a unique identifier that is based on the
time of its occurrence. The log is hidden from the users, but they can use it indirectly
to restore the database to a previous state and detect the exact place and time where
an error occurred. Another relevant concept is known as change data capture (depicted
in Fig. 2) which is the process of observing all data changes written to a database and
extracting them in a form in which they can be replicated to other systems [6]. The Event
sourcing pattern is tightly coupled with CQRS (the Event sourcing patternmust be used
with CQRS, but CQRS can be used without the Event sourcing pattern).

1.2.1 Event Store

AnEvent store is a database that is used to store events. Relational databases are generally
not appropriate for storing events because they only adequately store the latest state
of an object. It is possible to improve the relational database by implementing some
mechanisms that are used as a substitute for databases that store events. Each extension
on the relational database is very expensive and requires a lot of developer time. In
the Event sourcing pattern, all the events related to an object need to be stored. The
mechanism that is used for this purpose is a stream – an ordered sequence of events
related to a single object in the system. Events are written to a stream in the same order
in which they occur, and it is not possible to edit or delete records in the stream. A stream
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has its own unique identifier, and each event is marked with a timestamp and (optionally)
metadata that carries information about the action that triggered the event. The threemost
important pieces of information that need to be stored in the Event store are [7]: Event
type, Sequential event number, and Serialized data (e.g., in a JSON format).To obtain
the current state of an object, it is necessary to go through each event in the stream that
is associated with that object. This might be acceptable for streams with a small number
of events, which is rarely the case. For a stream with numerous events, a new solution
emerged: a snapshot. A snapshot represents the state of an object at a certain point in
time in which all the previous events from the stream have been read [1]. A snapshot can
be taken every time an event is written, after a certain number of events, or after a certain
period. The Event store also provides projections [8]. Projections refer to a different
representation of data than its original version. They do not manipulate the original data
(events). What is obtained as a projection, from the angle of relational databases, is a
view (queried data from database) that has no state, does not change the data, and thus
has no impact on the system.

1.3 Mediator

Fig. 3. The Mediator pattern [9]

The purpose of the Mediator [9] is to
route and synchronize write and read
requests. When the data enters the sys-
tem, it is processed as a write command
and sent to the Write Data Manager
component. The Write Data Manager
stores the data in the write database and
publishes an event. The Message Bro-
ker is responsible for adding the event
to the Event Data Store and sending a
message to a dedicated message queue.
As it is guaranteed the event reaches its
destination, issueswithwritings (e.g., an
operational failure, network problems)

are resolved using idempotency [10]. Even if the system tries to rewrite an event, each
event has to be recorded only once. All interested parties (e.g., theReadDataManager as
depicted in Fig. 3) subscribed to that particular message queue will receive the message
and process it in accordance with the business requirements. The Read Data Manager
imports the processed data into its database, transforms it into the required format, and
returns it to the client.
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1.4 Service Fabric

The Microsoft Azure Service Fabric platform facilitates the development and imple-
mentation of scalable, distributed applications without requiring the development of a
complex infrastructure. Its main components are services, clusters, and nodes. A cluster
is a set of virtual or physical machines, connected via a network, on which the services
reside. Each machine represents a node in the system [11]. The platform allows for the
creation and management of easily accessible services (both stateful and stateless) that
process large amounts of information by exposing a Reliable Services APIs framework
for application development. Stateful services can store states by utilizing built-in per-
sisted and replicated state providers, i.e., Reliable Collections (Reliable Dictionaries
and Reliable Queues). Commands are stored in a Reliable Dictionary, key/value pair
collection while messages are stored in a Reliable Queue. Writing to both collections is
done under a single transaction i.e., either both operations are executed, or neither one is.
Stateful service is convenient to survive node crashes as Service Fabric is able to restore
the service state by playing back the logs. Stateful service possesses append-only files
that track and record all service changes to local disks. Stateful services and Reliable
Collections are of key importance when it comes to defining modalities.

2 Proposed Software Architecture

Given that nowadays most applications have far fewer requirements for writing data
into the system than for reading it, one of the main goals is to design a system that
provides strong consistency when writing and acceptable system performance during
reading. The software architecture proposed in this paper was envisaged for these types
of systems. The main idea is to combine the CQRS, Event sourcing, and Mediator
patterns, together with the Service Fabric platform and its mechanisms, to ensure the
development of a system that would be capable of executing the immense number of
required operations, and with greater resilience to errors, availability, scalability, and
better manageability. The role of Event sourcing is to retrieve the data from the Event
store. The Service Fabric (i.e., its Reliable Collections, Stateful service, and API) is used
for processing and storing the data. The Mediator is responsible for coordinating the
entire process. Finally, CQRS enables the separation of concerns, so that the software
architects and developers can focus solely on one segment of the system. The architecture
of the reporting segment of the system is given in Fig. 4a. TheAPI is defined on one of the
nodes of the Service Fabric cluster, with the various services residing on the other nodes.
Stateful services and their replicas are a significant part of the architecture. Services have
one or more partitions for load distribution. Each partition has one primary and multiple
secondary replicas, and the replica states are automatically synchronized. Primary and
secondary replicas are used as a mechanism for ensuring system availability and they
are allocated to different nodes. To ensure the adequate operation of the system, when
the primary replica fails the secondary replica automatically takes its place. All writes
are performed on the primary, and each reading is executed from the secondary replicas,
hence there is no lock. Given that the focus of this paper is on reporting capabilities,
writing to the database, as a different segment of the system, will not be regarded in
the rest of the section. It should be mentioned that client applications and databases are
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also crucial to this architecture. Even though they do not belong to the cluster, they are
included to fully represent the overall picture of the system. Depending on the amount of
data that needs to be processed, different read mechanisms are used to ensure adequate
system operation, without downtime. Consequently, different modalities of the proposed
software architecture are also offered.

2.1 Modality 1

This architecture modality in Fig. 4b was envisaged for situations in which thousands
of messages are generated in a short period of time. Since the focus of the proposed
architecture is on querying and reporting, writing data to the database is based on the
aforementioned Event sourcing pattern and the rest is abstracted. At the beginning of
the scanning and evaluation process, each package is imported into the system. This
modality is used for generating the number of imported and scanned packages. When a
client (e.g., mobile or desktop application), at a certain point in time, needs information
about the number of (created, deleted, or uploaded packages) it sends a request to theAPI
which forwards it to the Stateful service. The Stateful service is subscribed to the relevant
stream from which it collects events (i.e., the change of a state of a package). However,
it is not necessary for the Stateful service to go through all the events in a stream, every
time a new request arrives, because it is possible to record the last accessed position and
continue processing events from there. The most recent state of the object is obtained
from previous cumulative states. Storing the cumulative state of the object in memory is
not an expensive operation if it handles events for only a few thousand entities that change
their state several times with longer intervals in between the changes. When an event
appears in the Event store, the Stateful service retrieves it, processes it, and immediately
saves it in the Reliable Dictionary. The state of the Reliable Dictionary is replicated
automatically. The Stateful service and the Event store are designed to withstand and
process vast amounts of data, where thousands of events take place every second, while
not overly burdening the system. However, if the system needs to process thousands and
millions of events that are constantly generated in a short time interval, it would take a
toll on the performance and resources of the system. Therefore, if we need a system that
can process a larger amount of data and return accurate information it would be better
to opt for a different modality of the presented architecture.

2.2 Modality 2

In systems in which tens of thousands of entities (i.e., students’ tests for assessment)
change their state several times per second (i.e., created, uploaded, processed, evaluated,
validated, canceled), it is necessary to define the way such a large number of events will
be efficiently processed. Writing one event at a time into a Reliable Dictionary and
then replicating its state across all the replicas can be a very demanding operation.
Consequently, another modality is defined for scenarios that require processing each
event while avoiding writing to Reliable Dictionary and constantly replicating the state.
The Stateful service is subscribed to the Event store as was the case in the previous
modality. In other words, it takes events and processes them every X seconds. Within
this time frame, events are collected, processed, and stored in an in-memory, key/value
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collection (Dictionary). In the test scenario, every 30 s (e.g., empirically proved to be
the best practice) all processed events are relocated from the in-memory Dictionary
into the Reliable Dictionary, and, subsequently, the state is synchronized with the other
replicas. After replication, the contents of the in-memory Dictionary are deleted and
event processing resumes. When a client requests specific data, the request is sent to the
API, the API then forwards it to the appropriate service, and the service retrieves the data
from the Stateful service. The tradeoff of this modality is responsiveness versus eventual
consistency (i.e., processing events and appending them to the database may result in an
“outdated” image of the data). In other words, if new entries were made in the meantime,
the client will not be shown the latest cumulative state of the required object. However,
even with systems that are not eventually consistent, there is a certain type of delay.
For example, an application that is based on a three-tier architecture and uses the MVC
pattern also has a slight delay. The time it takes to retrieve the data from the database,
pass it through all the application tiers, and respond to the client’s request is never equal
to zero. Even though these are negligibly small-time intervals, technically speaking, an
outdated image could be delivered. If the user does not require the cumulative state of
the entity (e.g., when diagrams and charts are to be used for reporting), it is preferable
to take snapshots every X seconds (e.g., 30 s) and plot them instead. Furthermore, if it
is necessary to process a large amount of data and queries it can be beneficial to use
partitions so that every request is routed to the relevant partitions, which process it in
parallel, thereby reducing the load. The only issue here is whether the predetermined
number of partitions is sufficient, as it is not possible to dynamically increase the number
of partitions.

2.3 Modality 3

When a large set of data is to be loaded from the Event store and processed to reduce it to
a smaller set of aggregated data (events) onwhich the reporting will be based, the smaller
set can first be stored in a Reliable Queue. Subsequently, the events from Reliable Queue
will be processed and stored in the Reliable Dictionary. Consequently, the relevant data,
in its final format, can be found in the Reliable Dictionary. This segment of the system
has two roles: the handling of the numerous raw events and the handling of the smaller
aggregated datasets. In the case scenario, this modality is used for the assessment of
the performance of test evaluators based on a defined business rule. As was the case in
the previous modality, the Stateful service is subscribed to the Event store stream and
collects the events every 180 s. Each event is then processed in accordance with the
business requirements. In this example, the Stateful service takes tests every 180 s and
assigns them to evaluators. Reliable Queue contains the tests for each evaluator. The
second part of the process takes events from Reliable Queue and applies the set business
rule for the specific evaluator.
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a - The proposed software architecture b – Modality 1

c – Modality 2 d – Modality 3

Fig. 4. The proposed software architecture and its modalities

3 Conclusion

If a software system that processes large amounts of data is to adequately fulfill client
requirements, whilemaintaining performances at the desired level, the software architect
must make various trade-offs. For systems that use multiple databases, it is difficult
to establish a single source of truth for the entire system. Therefore, it is important
to ensure that all events that occur within the system are stored and that the data is
properly replicated. Consequently, after a system failure, the system can be restored
to its previous state. A software architecture is proposed, which combines the CQRS,
Event sourcing, andMediator patterns, together with the Service Fabric platform and its
mechanisms. Regarding the number of events that need to be processed, three variations
(modalities) of the software architecture based on theEvent sourcing architectural pattern
are presented. Although in terms of responsiveness, scalability, and system availability,
this architecture provides significant improvement in system performance, it is always
necessary to consider if the trade-off is worth it. If the system handles less than a few
thousand events a day, it is better to turn to traditional approaches. The application of
Event sourcing patterns can sometimes be detrimental to system performance. Future
work could be aimed at expanding the presented modalities in accordance with the needs
of the system and changes in client requirements.
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Faculty of Organization and Informatics, University of Zagreb, Varaždin, Croatia
macerjan@foi.hr

Abstract. The use of graph databases has grown over the years, creating the
need to use many of the features available in relational databases. Several of these
features are already in use, but since graph databases are still in a development
phase, many concepts supported in relational databases are still not supported in
graph databases. Neo4j supports data entry of various types that can be associated
with nodes. However, in the node creation phase it is not possible to specify the
property data type. The aim of this paper is to demonstrate how assigning data
types to each property can be implemented. Also, it is demonstrated how to check
whether a particular data is of the correct type. For that purpose, the change of
the syntax used for creating nodes is proposed, and a trigger that would check the
correctness of the entered data types for certain attributes is defined.

Keywords: Graph databases · Data types · Neo4j · Cypher · NoSQL

1 Introduction

Nowadays, the growth of data is an increasingly common phenomenon in all industries
and in all spheres of business. Over the years, alternative ways of displaying and pro-
cessing data have been sought. This has the ability of improving data management, but
also the presentation of data itself, turning it much more efficient and enabling a sim-
pler and faster manipulation. Relational databases are satisfactory in most areas, and are
therefore considered the most popular type of database. However, they sometimes do not
have satisfactory characteristics that allow a proper, efficient, and effective operation,
especially given the large connected systems that manage millions of records. In such
cases, non-relational databases are needed, which facilitate and speed up the work of
large data. In NoSQL, this is done in a more specific way. There are different approaches
to store data that can be applied, depending on the need but also on the application. For
example, data can be stored as a key-value pair, document, etc. Another possibility is
to display the data in a graph form, using nodes and connections between nodes, which
will be the focus of this paper.

In this paper we discuss how to execute the command to create nodes, while imme-
diately defining data types or performing a type check, to ensure that each property is
entered correctly. Likewise, if there was to be a large database that had nodes with sim-
ilar or the same properties, it would be important to have the ability to create a specific
data type, with the definition of name and constraints. That was the idea of this paper,
i.e., the implementation of data types that would have a wide application over the entire
database, but also check whether the data type is the correct one.
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2 Literature Overview

This article is a pioneering one because there are no publications directly comparable
to ours on the subject, and we anticipate that the improvements it suggests will be
implemented in some future Neo4j releases. In such way, the emphasis was on generic
graph database concerns, which are crucial for comprehending the advancements in this
study. The presentation of relevant papers will be divided into sections so that the reader
understands the issues addressed in the papers and why they are essential.

The first section of related papers discusses research on generic facts about graph
databases. The research is offered to give the reader an understanding of what graph
databases are in terms of component analysis, advantages and disadvantages, methods
of creation, comparisons with other databases, comparisons of different database man-
agement systems, and so on. In this paper (Guia et al. 2017), an analysis of themain com-
ponents of graph databases was performed, so it was possible for readers to understand
what would be the main advantages of this type of database, but also what characteristics
are fundamental to get a real graph database. The most well-known system for graph
databases (Neo4j) was also analyzed, while some examples are given using Cypher.
Constraints as well as the languages used to create queries in such databases have been
elaborated. In Maleković and Rabuzin (2016), detailed explanations of Indexed Sequen-
tial Access Model (ISAM) databases, Hierarchical and Network databases are given, as
well as graphic representations of some examples of the application of these databases
are also given.

The second section discusses non-relational database data type issues. In Engle
(2018) it is found that graph databases, as well as column databases, do not allow
to define data types at the very beginning when defining the schema itself, which is
contrary to the case in relational databases when new queries or new tables are created.
This work also puts a focus in what and how to deal with data types in other types of
non-relational databases. Also in this paper, 12 evaluation criteria are proposed in order
to compare relational and non-relational databases. In Buneman et al. (1996), authors
show that several decades ago an attempt was made to develop a new scheme that would
be slightly different from the traditional one that is used in structured data, with a special
emphasis on unstructured data. This work achieved a new way to present the data and
the scheme itself, in the form of graphs, which were named as boundary graphs. It was
also examined the closeness of schemas under queries, as well as possibilities of query
optimization.

The third section contains a proposal for introducing a data type constraint as one
of the possible solutions to the challenge of defining data types in Neo4j. Looking
for possible ways to assign data types to certain node properties, an interesting concept
suggested by TonyChiboucas was found on theNeo4j forum (Chiboucas 2018). Namely,
as Tony himself points out, the syntax for creating constraints was originally developed
so it could be expanded in the future. Since this was not fully integrated, in this paper we
suggest upgrading the existing Cypher constraint parse and adding the ability to check
data type. The current syntax points out that ASSERT is a somewhat parsed result that
says something must be Boolean. If this thesis is correct, then a constraint could be
written as follows:
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CREATE CONSTRAINT ON (course: Course) ASSERT

apoc.meta.type(course.id) = ‘INTEGER’; 

The proposal for program changes inNeo4j itself was proposed at theGithub commit
(Finné 2013).

3 Data Types

Defining data types is fundamental when it comes to databases, regardless of the type. In
order to properly manage the data, all the attributes that make up a relation are assigned
a type, according to which it will be known how its manipulation should be done. The
type itself needs to be defined at the very beginning in the planning phase, even before
creating the scheme.

In Neo4j a database containing nodes, properties, and connections can be created.
Before a property of a node is created, it must be knownwhat that property represents and
how the user will ultimately enter the data. For this reason, it is extremely important that
before creating the database, a scheme is made according to which the implementation
of data in Neo4j will be performed. As stated on the official website of the system,
data types that are categorized into several groups can be used, which are the following
(Neo4j 2021): Property types, Structural types and Composite types.

The first one can be considered as the most important one - property types. The data
types that belong to this group are: Integer, Float, String, Boolean, Point, Date, Time,
LocalTime, DateTime, LocalDateTime, and Duration. The specificity of this group lies
in the fact that these data types have the ability to return directly from the query and save
that as a property.

The second group cited by Neo4j is structural types. The structure in graph databases
is composed of the three most important components: nodes, relations and paths that
make up the whole set of nodes and relations. After creating nodes and connections
between them, it is possible to perform a query that returns the desired data and display
the nodes and connections that are requested.

The third group of data types are composite types, which include maps and lists.
What is specific about maps is that they contain two components (key and value). The
key needs to be defined first, and each key contains a name that must be a string in each
case. These keys are assigned different values.

Another component of this group are lists. Similar to other areas, the list is a method
by which some values are obtained in sequence. Each value is defined in square brackets
and separated by a comma, which is similar to the way of defining arrays in several
programming languages.

Themain characteristic of this group is that these types cannot be stored as properties,
while other possibilities that are allowed in the first group can be used. The next section
will show how to implement data types in Neo4j. Currently, the data type cannot be
specified when creating nodes and/or connections, so we’ll offer a suggestion in the
following paragraphs.
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4 Implementation of Custom Data Types in Neo4j

Before making changes to the database itself, it is necessary to make certain changes in
the configuration and install certain plugins. The config file from the selected database
must be edited first, with the addition of the following commands:

dbms.unmanaged_extension_classes = n10s.endpoint = / rdf

dbms.security.procedures.unrestricted=gds.*,apoc.*

apoc.trigger.enabled = true

Fig. 1. Example of new syntax for creating node with data types

First line in config enables HTTP export endpoint. Second line in config allows all
users to use all APOC procedures. Third line in config enables APOC triggers.

Afterwards it is necessary to install the following plugins: Awesome Procedures On
Cypher (APOC) and Neosemantics (n10s). APOC is a Neo4j add-on library with numer-
ous of procedures andmethods that extend the capabilities of the database. Neosemantics
is an RDF plugin for Neo4j. The RDF data transfer paradigm is aW3C standard. Neose-
mantics essentially makes it feasible to store RDF data in Neo4j without loss (imported
RDF can subsequently be exported without losing a single triple in the process) (Neo4j
2021). After the installation of the plugins is completed, it is necessary to restart the
server. The syntax for creating new nodes looks like this:

CREATE (Andy: Person {name: 'Andy', lastname: ‘Developer’, city:

‘Tokio’, birth_date: localdatetime('2015202T21')}) 

To implement custom data types for each attribute in the node, we suggest the fol-
lowing syntax. As can be seen from the example (Fig. 1), the data type would be placed
behind the attribute value. After that, it is important to create a trigger that will validate
a certain attribute and check if the correct data type was entered. The trigger itself vali-
dates the meta type of the value assigned to a property and returns an error if the value
does not correspond to the respective data type. In the rest of the section, three ways of
checking for a data type will be presented.
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4.1 Implementation Using SHACL Validation

Using the Neosemantics plugin, data validation in graph databases can be performed
using Shapes Constraint Language (SHACL), which belongs to the World Wide Web
Consortium (W3C) standard. The goal of this check is to create certain constraints that
will be applied to data types. The SHACL constraints can be described as Resource
Description Framework (RDF). For this reason, a new so-called shape that will be valid
for Person node is created.

call n10s.validation.shacl.im-

port.inline(‘ 

 @prefix neo4j: 

<neo4j://graph.schema#>. 

 @prefix sh: 

<http://www.w3.org/ns/shacl#>. 

 neo4j:PersonShape a 

sh:NodeShape ; 

 sh:targetClass neo4j:Person 

; 

 sh:property [ 

  sh:path neo4j:id; 

  sh:maxCount 1; 

  sh:datatype xsd:integer; 

 ]; 

 sh:property [ 

  sh:path neo4j:name; 

  sh:maxCount 1; 

  sh:datatype xsd:string; 

 ]; 

 sh:property [ 

  sh:path neo4j:lastname; 

  sh:maxCount 1; 

  sh:datatype xsd:string; 

 ]; 

 sh:property [ 

  sh:path neo4j:city; 

  sh:maxCount 1; 

  sh:datatype xsd:string; 

 ]; 

 sh:property [ 

  sh:path neo4j:birth_date;

  sh:maxCount 1; 

  sh:datatype xsd:local-

datetime; 

 ]; 

. 

‘,’Turtle’); 

Five constraints have been placed on data types, which will be explained afterwards.
The first constraint was placed on property “id”, obliging this data to be of type integer,
and to have a unique value in the database. The second constraint was on the property
“name”, which must be of type string, and must also have a unique value (maxCount
property). Then there are constraints on “lastname” and “city” properties which must be
of type string, and also have a unique value, exactly like name property. Last constraint
was on property called “birth_date”. This property must be of type localdatetime and
must have a unique value. Once the shape and constraints have been created, it is nec-
essary to create an APOC trigger that will validate each transaction in the phase before
saving to the database, and will check the shape and constraints shown above.

CALL apoc.trigger.add(‘shacl-validate','call n10s.valida-

tion.shacl.validateTransaction($createdNodes,$createdRelation-

ships, $assignedLabels, $removedLabels, $assignedNodeProperties,

$removedNodeProperties, $deletedRelationships, $deletedNodes)',

{phase:'before'}) 
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If the user tried to enter a new Person in the wrong format, i.e., using the wrong data
type, we would get an error (Fig. 2).

Fig. 2. Error triggering trigger ‘shacl-validate’

4.2 Implementation Using APOC Trigger

Another way to create a check on the proposed data type is to use the APOC trigger.
APOC trigger contains statements when user tries to change data. By changing data we
mean on creating, updating or deleting data. Triggers can be executed in two phases:
before or after commit. The trigger itself validates the meta type of the value assigned to
a property and returns an error if the value is the wrong data type. The trigger is created
as follows:

CALL apoc.trigger.add(“checkEmployeeId", “UNWIND apoc.trig-

ger.propertiesByKey($assignedNodeProperties, 'id') AS prop  

CALL apoc.util.validate(apoc.meta.type(prop) <> 'INTEGER', 'ex-

pected integer property type, got %s', [apoc.meta.type(prop)]) 
RETURN null", {phase: before'}) 

Once all triggers are created, the user can no longer enter the wrong data type for
the specified properties.

4.3 Comparation of Two Suggested Implementations

A brief comparison of the two methods described above will be presented below. Both
proposedmethods are very similar in their functionality, but there are differences between
them. When discussing SHACL verification, it’s important to note that there are three
fundamental modes for performing the verification (Neo4j 2021). The first mode vali-
dates the entire graph;more specifically, all constraints are checked throughout the graph,
and only wrongly entered data is returned as a consequence. The second mode involves
validating a specific section of the graph, such as a node. This mode, like the first, merely
returns wrongly entered data as a result. Transaction validation is the third mode, which
is initiated by a trigger. The method of operation is that if the validation yields a result
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that is not empty, the transaction has failed and a rollback is required. In our example,
the third mode was used, i.e. transaction validation, using a trigger that was triggered in
the pre-commit phase of the transaction itself. The APOC trigger on the property value,
on the other hand, was employed, which used a different sort of validation. The trigger
validates the meta type of value associated with the specified property. An error will be
returned if the value is supplied in the improper data type, and a rollback transaction
will be conducted. The outcome is a Boolean value in this scenario. When we examine
the two ways, we can observe that the key difference is in the data validation method
itself. The first approach, SHACLvalidation, does validation directly through the defined
shape and the constraints entered in it. Validation directly via the APOC trigger, on the
other hand, validates the meta values assigned to the property being checked. Another
distinction is the value returned by the validator. SHACL validation yields an empty or
non-empty result, but trigger-based validation yields a Boolean value.

5 Discussion

When being unable to forecast the structure of data, NoSQL offers greater flexibility for
data insertion. But subsequently running optimized queries becomes more challenging.
This means that while NoSQL can be designed to be optimized for a specific form of
query, it becomes less optimum for all other sorts of queries. The more flexible data
format also forces an end user to create a lot of code in applications to support business
rules. This means that the format of every single piece of data must be verified (String,
Integer, etc.).

With the practical examples presented in this paper, it can be seen how restrictions
on data types can be made in the current version of Neo4j in several ways. The very
proposal presented for the new syntax when creating nodes is technically feasible, and
could be accepted in some future versions of Neo4j. Tony Chiboucas provided a new
syntax for defining data type restrictions for the Cypher language, which was also an
innovative solution to the data type problem. Because Cypher is Neo4j’s official query
language, the proposed improvements would be beneficial to other related languages like
Apache TinkerPop, Gremlin, and SPARQL. The proposed changes can be implemented
in other prominent graphics databases, such asAmazonNeptune, JanusGraph,OrientDB,
CayleyGraph, DGraph, and others, in addition to Neo4j.

Like any work, this one has the possibility of improvement that could be achieved in
the formof creating a visual element. For example, an application could be developed that
would merge with an existing database created for the purpose of this paper, where the
real benefits of creating such a constraint could be better demonstrated. It is considered
that the way of creating a new type of data is well designed and implemented, but it
would certainly be easier if the proposed syntax was accepted and included in some new
versions of Neo4. Also, it is planned to investigate domain support.

6 Conclusion

When observing everything that has been done so far around the topic of graph database,
it can be concluded that these solutions are being upgraded day by day, with even more
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possibilities to overcome the existing limitations, so they can be used at the same level
as relational databases. This paper is a pioneering effort because there are currently no
similar works in this field of study.

The importance of properly assigning data types is of utmost importance in order
to be able to properly manage the data contained in the database. In other words, a
database’s functionality is significantly impacted by the wise selection of the data type
that is kept within. With proposed changes, it is possible to significantly improve the
speed of the database itself and decrease the time needed to conduct both basic and
complicated queries by making an informed choice about the kind of data to be kept
in the database. The time required for the programmer to process the data is greatly
decreased by knowing the type of data that was fetched from the database.

There are different types available that can be used applying the proposed imple-
mentation. By accepting the syntax for the data type, it can be much easier to work with
data in terms of use and restrictions. There should be no additional triggers to check
the data type, which would speed up the operation of the database itself. Checking the
effectiveness of the database with and without the suggested improvements is one of the
next steps in this planned implementation. Additionally, non-relational databases need
the exploration of new implementation strategies and other limitations that are present
in relational databases.
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Maleković, M., Rabuzin, K.: Uvod u baze podataka, Udžbenik Sveučilišta u Zagrebu, Varaždin
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Abstract. Researchers have recently become increasingly interested in recogniz-
ing emotions fromelectroencephalogram (EEG) signals andmany studies utilizing
different approaches have been conducted in this field. For the purposes of this
work, we performed a systematic literature review including over 40 articles in
order to identify the best set of methods for the emotion recognition problem. Our
work collects information about the most commonly used datasets, electrodes,
algorithms and EEG features, as well as methods of their extraction and selection.
The number of recognized emotions was also extracted from each paper. In the
analyzed articles, the SEED dataset turned out to be the most frequently used.
The two most prevalent groups of electrodes were frontal and parietal. Evaluated
papers suggest that alpha wavelets are the most beneficial band for feature extrac-
tion in emotion recognition. FFT, STFT, and DE appear to be the most popular
feature extraction methods. The most prominent algorithms for feature selection
among analyzed studies were classifier-dependent wrappers, such as the GA or
SVMwrapper. In terms of predicted emotions, developedmodels inmore than half
of the papers were designed to predict three emotions. The predictive algorithms
that were mostly used by researchers are neural networks or vector machine-based
models.

Keywords: Emotion recognition · Electroencephalogram (EEG) · Affect ·
Signal processing · Emotion classification ·Machine learning

1 Introduction

Emotions have been investigated in various fields providing the foundation of Affective
Neuroscience [2]. To better comprehend particular emotions, researchers began to link
them to physiological responses such as facial expressions, heart rate, skin conductance
response, blood pressure, and respiration rate. According to many neuroscience sources,
human emotions are closely tied to activity in a number of brain subregions [5].

Given these assumptions, one of the most common physiological signals used to
recognize emotions is an electroencephalogram (EEG). These signals have been shown
to obtain high classification accuracy for emotion recognition in laboratory settings, and
have emerged as a viable tool for describing how cognition and emotional behavior are
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associated on a physiological level [6]. The goal of this paper is to perform the systematic
literature review to discover different approaches to the subject of emotion recognition
using electroencephalogram (EEG) signals.

2 Literature Review Process Design and Execution

We put together the 4 research questions that compactly presented our interests and
directed our further steps during the review (Table 1).

Table 1. Selected research questions.

ID Question

RQ1 Which emotions are recognizable from EEG in adults?

RQ2 Which methods are used in emotion recognition from EEG signals?

RQ3 Which methods are used in processing EEG signals?

RQ4 Which of the gathered EEG signals are most significant in emotion recognition?

We established criteria (only English articles published within 10 years, focusing on
emotion recognition from EEG, necessarily with DOI, abstract and full text available)
and searched only by title through the IEEEXplore,Web of Science, Scopus and Pubmed
databases. After removing the duplicates, we had 519 articles (out of 875 found) that
were qualified for the next step, i.e. tagging by title, to narrow the range of papers to
those most related to our needs.

Seeing the results of title tagging and a large number (122) of articles that received
the maximum score from all 3 annotators, we decided to qualify only these for the next
step - tagging by abstract. During the title tagging process, we managed to isolate 7
articles, which seemed to be valuable reviews that could contribute a lot to our research.
Hence our decision to directly qualify these articles for reading and analysis.

Reading 3 out of 7 papers marked as a review provided us with vital information
concerning the use of music for emotion stimulation while acquiring EEG signals for
datasets. In the review [12] author noticed that in a study regardingmusic video excerpts,
it was observed that higher frequency bands such as gamma were detected more promi-
nently when subjects were listening to unfamiliar songs. Therefore, for further analysis,
we decided to classify only those articles that used a dataset not based on a musical stim-
ulus (i.e. exclude mainly the DEAP dataset). After this exclusion, we obtained 66 papers
for further analysis. After combining the two reviews: [3] and [4] that were to form
the basis of our analysis, we obtained 34 papers published between 2004 and 2019. We
chose 9 other articles published between 2020 and 2021 to have a complete set including
also the latest papers on the subject. After analyzing them fully on our own, we ended
up with a sum of 43 articles. Our key findings included information about: the most
popular EEG signals datasets and stimuli used to evoke emotion, analyzed electrodes,
used EEG features, methods of their extraction and selection, recognized emotions, and
utilized classifiers.
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3 Results

3.1 Datasets

The information about the dataset was found in 20 out of 43 articles. Themost commonly
used dataset in the articles was SJTU Emotion EEG Dataset (SEED). This dataset was
used in twelve out of 20 articles. Other common types of datasets were those created by
the authors (8 articles). Only in 1 article, the MAHNOB-HCI database was used, and
only in 1 paper, the AMIGOS database was utilized.

3.2 Electrodes

28 out of 43 articles included information about which electrodes were measured and/or
used in the model. The largest set of electrodes included in a single study was 62 elec-
trodes in articles [5, 9, 10] and [11] and all of them used the SEED dataset. Figure 1
shows that the most frequently used electrode was F4 (21 articles), followed closely by
F3 (20 articles).
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Fig. 1. The total number of times the given electrode was mentioned in articles. Only electrodes
used 10 or more times are shown.

Different electrodes can be grouped based on the international 10–20 system and
regions of the brain. For the sake of aggregation, we have distinguished 5 groups –
Frontal (F), Central (C), Parietal (P), Temporal (T), and Occipital (O). Electrodes are
named based on their placement, some electrodes are placed over the border of 2 regions
of the brain, which results in electrodes named with two capital letters e.g. FP1, PO3,
etc. In the case of these electrodes, we decided to include them in both groups i.e. FP1
belongs to groups Frontal and Parietal. Some electrodes have been labeled differently
i.e. CMS and DRL. These two electrodes belong to the Temporal group.

In total there were 522 mentions of different electrodes in 28 papers. From Fig. 2
one can clearly see that most frequently used electrodes were these placed over the
frontal lobe (219 mentions). Other quite popular groups were Parietal and Central, 171
and 153 mentions respectively. The least often used groups: Temporal and Occipital
were mentioned 66 and 65 times. This disproportion, however, could be possibly caused
by the disproportion of area size. There are 24 different electrodes belonging to the
Frontal group, 25 electrodes belonging to Parietal group, 23 electrodes in Central group,
Temporal group consisting of 12 electrodes, and Occipital of 10 electrodes.
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Fig. 2. Number of mentions of particular electrode groups in articles in relation to total number
of electrodes per group.

3.3 EEG Features and Features Extraction Methods

Mostly used EEG features are individual waves that can be distinguished from the
signal. The dominant waves are alpha (used in 19/43 papers) beta (18 articles) and theta
waves (17). Researchers are less likely to focus on gamma waves (14) and delta waves
(13) which may mean that they provide slightly less information that is valuable in
recognizing emotions. The number of articles in which waves of a given frequency have
been distinguished and utilized are presented in Table 2.

Table 2. EEG wavelets - number of their usages in articles.

Waves Number of occurrences

Alpha 19

Beta 18

Theta 17

Gamma 14

Delta 13

Themost frequently used feature extraction algorithmswereFFT (Fast FourierTrans-
form) or STFT (Short-Time Fourier Transform) - analysis methods in the frequency
domain which were utilized in 15 out of 43 articles. In 25% of the analyzed works
(11/44 articles) DE (Differential Entropy) was used for feature extraction. Another
method was the calculation of statistical measures which enable extraction of signal
statistics such as standard deviation (9 papers), mean (7 papers), etc. which were used
a bit less frequently. Other algorithms used by the researchers were: PSD (Power Spec-
tral Density) - 7 articles, FD (Fractal Dimension) - 7 articles, PSD Welch’s method - 5
articles, DASM (Differential Asymmetry) - 5 articles, Hjorth features - 5 articles, DWT
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(Discrete Wavelet Transform) - 4 articles, RASM (Rational Asymmetry) - 4 articles,
WT (Wavelet Transform) - 4 articles.

In the analyzed works, other features and features extraction algorithms were also
used, but due to their appearance in less than 4 articles and the clarity of our analysis,
we decided to omit them in this report (Table 3).

Table 3. Identified feature extraction methods and number of their occurrences in articles.

Feature extraction method Number of occurrences

FFT or STFT 15

DE 11

Statistical measures - std 9

Statistical measures - mean 7

PSD 7

FD 7

PSD (Welch’s method) 5

DASM 5

Hjorth Features 5

DWT 5

RASM 4

WT 4

3.4 Feature Selection Methods

Themost frequently usedmethod for feature selection was classifier-dependent wrapper.
In addition, researchers willingly used methods such as mRMR (min-RedundancyMax-
Relevance), PCA (Principal Component Analysis), and Correlation coefficient analysis
- each of them was used in 3 articles. Max Pooling algorithm was used in 2 articles and
other methods that were used only in individual articles and were therefore omitted in
this report.

3.5 Emotions

21 out of 43 articles included information about which emotions were recognized in
a model. There were 16 different types of emotions identified. The maximal number
of emotions recognized in a model was 8 (neutral, disgust, anger, joy, amusement,
tenderness, fear, sadness) in the article [7]. The minimal found number of emotions
recognized was 1 - disgust in the article [8]. Mode and median amount of emotions
recognized are equal to 3 and mean amount of emotions recognized equals 3.28.
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The most frequently included emotion was neutral emotion (in 13 articles out of 21),
followed by positive and negative emotions (each 11 out of 21 articles). Three out of
21 articles used models which recognized emotions based on valence-arousal planes.
One article differentiated 2 classes per valence and arousal - high and low valence, high
and low arousal. Figure 3 contains a chart showing the number of articles recognizing
particular emotion in the model.

Fig. 3. Number of articles recognizing particular emotion in the model.

3.6 Algorithms

21 of the 43 articles mentioned 18 types of prediction algorithms used to recognize
emotions. The most frequently used algorithm was Support Vector Machine (SVM),
applied in 11 articles. Other types of algorithms that were mentioned multiple times
were k Nearest Neighbors (kNN) (2 articles), Library for Support Vector Machines
(LIBSVM) (2 articles), Linear Discriminant Analysis (LDA) (2 articles), Convolutional
Neural Network (CNN) (3 articles), Artificial Neural Network (ANN) (3 articles). The
rest of the algorithms (Linear Regression (LR), Relevance Vector Machine (RVM),
DeepBelief Network (DBN), ExtremeMachine Learning (ELM), OwnNeural Network,
Bi-hemispheres Domain Adversarial Neural Network (BiDANN), Regularized Graph
Neural Network (RGNN), Deep Neural Network (DNN), Graph regularized Extreme
Learning Machine (GELM), Graph Regularized Sparse Linear Regression (GRSLR),
Naive Bayes, Takagi–Sugeno fuzzy model) were mentioned only in one paper each.

Given this disproportion of usages between SVM and other algorithms, we have
decided to divide all of them into five groups based on how they work. The identified
groups are Clustering, Regression, Vector Machine, Neural Network, and Other (Table
4 and Fig. 4).
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Table 4. Categorization of predictive algorithms based on their behavior.

Group Algorithms

Clustering Knn

Regression LR, GRSLR

Vector Machine SVM, RVM, LIBSVM

Neural Network DBN, ELM, Own NN, BiDANN, RGNN, CNN, DNN, GELM, ANN

Other LDA, Naive Bayes, Takagi–Sugeno fuzzy model
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Fig. 4. Number of mentions of particular groups of algorithms in articles.

Twomost often used types of algorithms were Vector Machines and Neural Network
algorithms (13 articles each). In the Other group, individual algorithms were placed that
could not be classified to any of previously mentioned groups (5 articles). The least
mentioned groups were Clustering and Regression (2 articles each).

4 Summary

When considering datasets, there were found only 4 datasets that were using visual
stimuli. The most commonly used dataset was the SEED dataset, followed by datasets
developed by the authors of the articles. Other datasets were used only 1 time each.

Two most prevalent groups of electrodes were Frontal and Parietal. Our findings
support the widely held assumption that the frontal lobe storesmore emotional activation
than other areas of the brain [12]. Considering filtering electrodes to those from the
Frontal group could possibly have positive influence on the accuracy of the model.

Evaluated papers suggest that alpha wavelets are the most beneficial band for emo-
tion recognition. In terms of the number of mentions, beta and theta waves were only
marginally behind alpha. As we found out in one of the reviews, high-frequency bands
such as alpha, beta, and gamma are more effective at distinguishing emotions [12].
FFT, STFT, and DE appear to be the most popular methods of feature extraction. Many
researchers were also using simple statistical measures as extracted features.



474 P. Leszczełowska and N. Dawidowska

Themost prominent feature selection algorithmswere classifier-dependentwrappers,
such as the GA or SVM wrapper, which were used to successfully limit the number of
features without losing the signal properties that best describe the EEG, boost accuracy
and lower the likelihood of overfitting.

In more than half of the papers, developed models predicted three emotions, which is
consistent with the finding that more than half of the articles predicted positive, neutral,
and negative emotions. These findings are useful in terms of model quality, because
model accuracy often decreases as the number of classes predicted increases.

Finally, after conducting an analysis of predictive algorithms, we discovered that
most researchers used either a neural network or a vector machine-based models. The
Neural Network group included a variety of neural network derivatives, each of which
was onlymentioned a few times. TheVectorMachine group, on the other hand, contained
only three elements, the most prominent of which was the SVM algorithm.
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Abstract. The growing adoption of low-cost sensors is raising valid con-
cerns with regards to data, user, computation, and network privacy. In
this paper we propose a semantically-driven secure task execution on
wireless sensor networks. We rely on blockchain smart contracts and
onion routed task execution driven by semantic descriptions to respec-
tively provide role-based access control (RBAC) for query, and support
local privacy-preserving task execution. We validate the feasibility of
our approach in terms of query time, relative to size of the payload, and
number of sensor in the network through NS3 simulations.

Keywords: Blockchain · Privacy · Semantic web · WSN

1 Introduction

Nowadays, Wireless Sensor Networks (WSNs) nodes are powerful enough to
support edge computing, thus allowing to execute data processing tasks on site,
and to avoid cloud-related drawbacks (high latency, security, privacy. . . ) [6].
However, edge computing raises security concerns (outside access to code), and
semantic heterogeneity concerns (different nodes provide different functionalities
and data) due to lack of explicit semantic description.

In this paper, we combine lightweight semantic reasoning with onion routing
to enable semantic-driven decentralized execution of user tasks. Our solution
uses semantic annotations to describe sensor capabilities and semantic reason-
ing to match them to tasks from user queries. We show how nodes contribute
to distributed execution of semantically matched obfuscated tasks with onion
routing. We remove any single point of failure, and decouple users from direct
access to the WSN by using a permissioned blockchain network running a proof
of authority consensus. We deploy a set of smart contracts implementing decen-
tralized RBAC, which limits access to publicly exposed functions.
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2 Related Work

Firstly, we identify related work on semantic annotation of sensors. The review
in [8] references 30 ontologies from 2004 to 2018 to semantically describe sensors
or measurements. Most ontologies have a general purpose, so they can be utilized
in any application field, and a few of them are specialized to a specific field,
such as weather forecast or manufacturing. The most widely adopted proposal
nowadays is the W3C Semantic Sensor Network (SSN)1. In a similar fashion,
the Sensor Web Enablement initiative from the Open Geospatial Consortium [1]
provides data models and service interfaces to facilitate access to sensor data. In
our work, we rely on the SSN ontology and combine it with well-known ontologies
such as QUDT2 to explicitly describe data concepts and context.

Secondly, our work relates to Onion Routing (OR) [7] as the most used sys-
tems for enabling anonymous communication over the Internet. Notable men-
tions are The Onion Router (TOR network)3, Invisible Internet Project (I2P)4,
and Lokinet5. The original technique described in [7] makes use of a particular
message named the onion. The onion is used to establish a bi-directional com-
munication channel for data interchange and guarantee anonymity since nodes
involved in the onion relaying do not know the entire path of the onion.

The technique of encoding the message path information in the message itself
is known as source routing [15], and it was proposed in several privacy-preserving
schemes for WSNs. The source routing technique was applied in [2] to route a
declarative query privately to one aggregator node of a WSN. The aggregator
node is then executing the query sourcing data from its owned region. Moreover,
due to the broadcasting nature of the wireless communication that could disclose
the aggregator node, the described technique hides the identity of the aggregator
node by issuing multiple bogus queries.

Even though OR is computationally demanding, many researchers are
proposing its application to WSNs [5,13]; however, these techniques use OR
to establish an anonymous communication channel. In WSNs, this could lead to
data origin deanonymization due to the open communication medium. The tech-
nique developed in [9] establishes an onion route that leads the message through
a circular path and allows only specific nodes in the path to access the message
content, thus preserving privacy both from internal and external threats. In this
work, we propose an extension with semantic matching to provide distributed
task execution and preserve privacy.

Thirdly, our work makes use of blockchain as a means to substitute the need
for two or more interacting systems/parties to trust each other or a third party.
In recent years, researchers experimented with replacing central trusted parties
in many areas such as medical records [3], privacy preservation, telecommuni-
cation [11], wireless sensor networks [16]. Of particular relevance in this paper
1 https://www.w3.org/TR/vocab-ssn/.
2 http://www.qudt.org/.
3 https://www.torproject.org/.
4 https://geti2p.net/en/.
5 https://lokinet.org/.
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is the application of blockchain for secure, and privacy preserving access con-
trol as described in [4] where the authors propose a RBAC system based on
Ethereum smart contracts. The solution implements a challenge-response pro-
tocol to realize endorsement relationships between users and their roles. A later
simplified implementation was provided by OpenZeppelin6, which we followed
in this paper. Commonly, solutions are implemented in permissioned environ-
ments such as private Ethereum [12] in order to avoid the cost of smart contract
executions in permission-less environments.

3 Contribution

We propose a semantically-driven solution to execute tasks in a decentralized
fashion. We rely on semantic matching to compare the data that nodes pro-
vide and the data required in a semantically described query. Typically, a data
collection task consists in querying data that is relevant to the data mining pro-
cess. Therefore, for each sensor, there is a need to describe the collected data
(concept) and the conditions of its collection (context). Based on the semantic
description of each sensor, it is then possible, using reasoning techniques such as
subsumption, to align sensor data for the purpose of a query. For example, in a
IAQ monitoring scenario, a query might need only the average of temperatures
that are related to a window of 1 day before a certain date. The precision of the
temperature value should also be accurate enough to participate in the collec-
tion. Then, the unit must also match the units of other values that collect similar
data, especially in the case where a building is monitored using heterogeneous
equipment (which is mostly the case in shared housing). Indeed, the location of
the sensor is relevant for data interpretation. Figure 1 gives a simplified overview
(namespaces are not included) of a temperature concept and its context.

"concept":"temperature",
"context":{

"location":45.5481◦ N, 13.7302◦ E,
"timestamp":"May 11 2022",
"unit":"celsius",
"scalefactor":"1",
"precision":"0.1",
"function":"average",
"parameters":{

"unit":"day"
}

}

Fig. 1. Graphical and JSON description of the temperature concept and context

Therefore, we propose to semantically describe the data concepts that each
node can provide, together with its context. Being given a task on one side and
a node description on the other, we are then able to apply semantic matching
techniques to evaluate if the data matches any task from the query.
6 https://docs.openzeppelin.com/contracts/2.x/access-control.
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To do so, we need to describe as a list of subtasks that can be executed
with some order dependency. A task should be described as a couple (concept,
context) where context is a set of descriptions about the conditions of the data
to be collected. For example, a node could receive the task described in Fig. 1.

Through an onion route, each node on the network can look at the tasks and
identify the parts it can realize. Data can be selected according to the semantic
matching of the concepts described in the query with the concepts that describe
the sensor and its data. Semantic matching offers the opportunity to not exactly
match data, but to adapt to semantically equivalent or replaceable terms. In
order to enable semantic matching, we rely on the work described in [14] where
concepts are matched to describe functionalities of services. Considering that our
solution follows the REST architectural style, our interfaces are generic. There-
fore, instead of matching functionality, we use the semantic matching technique
on data. That means that the concept described in the query must be equivalent
to, or subsume, the one of the sensor description.

Concerning context, we match context similarly. Additional SWRL rules and
builtin operators for comparison allow to describe more advanced matching7. For
example, a data value that describes a precision of 0.01 matches a query that
expects a precision of 0.1. Similarly, for the location, distance can be calculated
so that the data from close sensors might be acceptable to fulfill the query.

3.1 Onion Routing for Secure Task Execution over WSN

The system described in this paper uses the alternative OR technique that
was first proposed in [9]. The proposed scheme does not anonymize the sender
and receiver, but it uses an onion message to create an anonymity set8. The
anonymity set consists of nodes that perform an operation and nodes that only
route the message. Therefore, the identity of nodes performing the operation
remains hidden even to external actors eavesdropping on the wireless broad-
casting. In [9], the anonymity set is established by delivering encryption keys in
onion layers only to specific nodes in the onion path.

Fig. 2. Graphical representation of a message in the proposed system.

7 https://www.w3.org/Submission/SWRL/#6.1.
8 https://datatracker.ietf.org/doc/html/draft-hansen-privacy-terminology-02.
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Here, we propose to establish the anonymity set via semantic matching and
use the onion to provide privacy for task execution. Therefore, differently than
in [9], each layer of the onion includes only path details. As can be seen from
Fig. 2, the onion is accompanied by the payload, which consists of a set of tasks as
described in Sect. 3 and a data store. The payload is protected using public-key
cryptography applied on a hop-by-hop basis.

In the following, we resume the operations performed by a node of our system
at message receipt. The message payload is deciphered using the node’s private
key. The node performs semantic matching completing the supported tasks and
storing eventual results in the data store of the payload. The onion is deciphered
using the node’s private key, revealing the next-hop IP address and the inner
onion layer. The next-hop IP address is used to determine the encryption key
for payload encryption. The payload is encrypted, and the message consisting of
the inner onion layer and the payload is forwarded to the node at the next-hop
IP.

3.2 Query Construction and Execution

A set of Ethereum smart contracts were deployed on a private instance of the
Ethereum network running a proof of authority PoA consensus mechanism. The
solution features three modules, the RBAC module for protecting the query capa-
bilities of the underlying WSN, the registry contract that stores a list of pairs
(public key, address) of each sensor, and a union of all tasks the underly-
ing WSN is supporting, and the query execution contract responsible executing
queries, storing the onion messages and their corresponding results.

In its simplest form, the RBAC contract derives the public key from the
calling wallet and maps it to a role. All exposed public functions are secured by
the RBAC, which limits access to specific roles. An admin role is responsible for
curating the list of users and their role assignments can be modified. The sensor
role is given access to insert query results, and the query role is given to users
who can query the WSN.

The registry contract exposes the register function limited to the admin role,
which is responsible for adding a deployed sensor to the network by supplying
the pair (public key, address). The contract simply stores a map of all pairs
(public key, address), and the map of template pairs (concept, context)
supported by the network. Respectively, the execution contract is responsible for
storing the user created onion message, and the corresponding result.

To query the WSN, the user performs the following operation as shown in
Fig. 3: 1) Query the registry contract to obtain the list of pairs (public key,
address) of all sensors, and available template pairs (concept, context).
2) Shuffle the pairs (public key, address), and select the query tasks. 3) Per-
form multi layer encryption using the pairs (public key, address) to create
an onion and binds it with the selected tasks. The last layer of the onion includes
the caller’s public key for result submission. 4) Call the execution contract by
submitting the onion message. 5) Monitor incoming blocks for the result sub-
mitted by the last sensor in the path, encrypted with the caller’s public key.
6) Decrypt the result using the corresponding private key.
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Registry
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Fig. 3. Workflow diagram of user interactions with the smart contracts

4 Evaluation and Results

To evaluate the presented scheme for distributed task execution, we examine the
propagation time of messages at varying onion and payload sizes. Our publicly
released simulator [10] relies on the well-known network simulator NS39. We ran
two experiments: a) Examine the propagation time in networks of different sizes.
b) Examine the propagation time at different payload sizes. The propagation
time is metered starting from the message emanation by the origin node to the
message’s return to that same node. Each message is constructed to follow a
randomized circuit-like path that leads the message through all the network
nodes, with the last encryption layer of the onion containing the address of the
origin node. Message size is kept fixed through padding.

We setup the simulator described in [9] to simulate the emission of messages
in WSNs of various sizes. The WSN is constructed by deploying nodes following a
grid structure. The distance between two neighbouring nodes is 60m, the wireless
communication is based on the IEEE 802.11n standard at 2.4 GHz and a data
rate of 13 Mbps. Messages are transmitted over the TCP protocol, multi-hop
routing relies on the Optimized Link State Routing Protocol (OLSR)10, and
cryptography is handled with the Libsodium library11.

In Fig. 4a we present the propagation time of messages in simulated networks
of different sizes. For each network size, 20 onion messages were routed in the
network. Each onion message was constructed to be routed through all the nodes

9 https://www.nsnam.org/.
10 https://www.ietf.org/rfc/rfc3626.txt.
11 https://doc.libsodium.org/.

https://www.nsnam.org/
https://www.ietf.org/rfc/rfc3626.txt
https://doc.libsodium.org/


482 N. Hrovatin et al.

0
5

10
15
20
25
30
35

25 50 75 100 125 150 175 200
network size (node number)

t (
se

co
nd

s)

(a)

10
20
30
40
50
60

128 256 512 1024 2k 4k 8k 16k 32k 64k
payload size (bytes)

t (
se

co
nd

s) IQ range

mean

(b)

Fig. 4. Mean and interquartile range of message propagation time for 20 messages. a)
payload size set to 0 over different WSN sizes. b) different payload sizes and network
size of 100 nodes.

in the network. Results confirm that the message propagation time increases
faster than linearly at the increase of the network size.

Similarly, in Fig. 4b can be seen, that at payload size larger than 4k bytes,
the message propagation time is significantly affected. However, it is possible to
notice that the propagation time does not double at a fold increase in payload
size. Therefore, the increase in payload size has a smaller effect on the message
propagation time than increasing the network size.

5 Conclusion

In this work, we presented a scheme for the semantically-driven secure task exe-
cution over WSNs. The scheme allows authorized parties to obtain semantic
descriptions of services provided by the WSN and construct a layered object
for retrieving required results. The scheme employs semantic matching in onion
routed messages to establish an anonymity set and avoid disclosing details about
services provided by individual sensors to the service consumer or eventual mali-
cious actors.

The scheme was evaluated using the simulation tool presented in [10], results
show that applying the proposed technique introduces a substantial latency
before obtaining the result. However, the introduced delay was smaller than
35s at a network size of 200 nodes; therefore, we consider such delay acceptable
due to the added preservation of privacy.
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Abstract. A stored and inherited relation (SIR) is 1NF stored relation enlarged
with inherited attributes (IAs). The latter make SIRs as base tables the only known
view-savers for logical navigation free (LNF) or calculated attribute free (CAF)
queries, without any denormalization. Recall that LN means joins among base
tables, while calculated attributes serve as the virtual ones do at some popular
DBSs, but can be more general, e.g., with aggregate functions or sub-queries.
The overall advantage of SIRs is substantially less procedural queries and DB
schemes. We now show that usual schemes of stored relations with foreign keys
implicitly define IAs forming so-called natural SIRs. The exclusive advantage of
the latter is the LNF queries with zero procedurality to define the IAs. We then
discuss SIRs with FKs and explicit IAs, the calculated ones especially. We show
that generalizing a typical relational DBS to SIR-enabled one should be simple.
Preexisting applications could remain not affected, while new ones could profit
fromLNF and CAF queries.We conclude that major relational DBS should evolve
to SIR-enabled “better sooner than later”. TomakeLNF andCAFqueries standard,
at last, for the benefit of, likely, millions of SQL users.

Keywords: Relational model · Foreign key · Inheritance · Logical navigation ·
SQL · Stored and inherited relation

1 Introduction

The relational model as defined by Codd has two 1NF constructs (abstractions), [6, 7].
A stored relation (SR), also called base relation or table, consists of stored attributes,
(SAs), only. Values of these attributes are not calculable from other attributes in the DB
(that is why they have to be stored). An inherited relation, more commonly called view
or view table, consists of (relationally) inherited attributes, (IAs), only. One calculates
every IA from SAs or other IAs, through a stored (relational) query called view scheme.
Originally, one supposed every IA calculable only. Later, it appeared practical sometimes
to maintain a (stored) snapshot of selected IAs, refreshed whenever needed. Such views
and IAs were termed materialized, [13–16]. Although stored, a materialized view is not
an SR. It is indeed entirely calculable through its (view) scheme.

Recently, we proposed to add the stored and inherited relation (SIR) construct to this
model, [1–4]. The construct roots in [17], part of the popular in nineties trend to harness

© Springer Nature Switzerland AG 2022
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inheritance in the relational DBs. E.g., see [20] or Postgres, [19], or later proposals,
[11]. A SIR, say R, is a 1NF relation with both SAs and IAs, the primary key being SAs
only. We refer by default to the projection of R on its all and only SAs as to R_ and
call it base of R. We also say that the IAs enlarge R_ and we refer to the IAs scheme
as to Inheritance Expression (IA). The crucial advantage of SIRs as base tables over the
logically the same base tables, but SRs only, as required by the present model, is that
no IAs may create normalization anomalies. Unlike it would often happen if the same
attributes as IAs were SAs instead. Two important advantages for queries to a DB with
SIRs without any normalization anomaly follow, with respect to the equivalent queries
to the DB with normalized SRs only, i.e., the queries providing for the same output,
[1–4]:

(1) A query Q addressing any SAs or IAs of SIR R can be Logical Navigation Free
(LNF), while an equivalent query Q’, addressing normalized R_ as stand-alone SR
named R, would typically require some LN. Recall that the concept designates joins
among base tables, typically equijoins on foreign and referenced keys, [18]. Recall
also that the normalized SRs as base tables of an SQL DB suffice for every SQL
query to the DB. If Q’ is such a select-project-join query, Q consists typically from
the select-project part of Q’ addressing SIR R only. Q is then in practice always
less procedural, i.e., requires fewer characters, than Q’. In addition, joins are often
felt dreadful, the outer ones especially, [9, 15]. Not surprisingly, clients typically at
least dislike the LN. We designate any SIRs free of it for some queries as SIRs for
LNF queries.

(2) IAs can be calculated attributes (CAs). These are defined through relational and
value expressions or sub-queries, perhaps with scalar or aggregate functions. A
query Q to SIR R with CAs may then be free of defining any of these, selecting
CAs by names only. I.e., Q can be a CAF query, avoiding the procedurality of the
CAs specification within the equivalent Q’ to R_ alone. SAs with the same names
and values as CAs would do in theory as well, but most often would denormalize
the base table to 2NF at best (as we recall by examples later on). We designate any
SIRs with CAs as SIRs for CAF queries.

A SIR R can provide for both LNF and CAF queries. At present, the only practical
way to provide for the capabilities of any SIR R is view R that we call conceptually
equivalent to or the canonical view of SIR R, C-view R in short. Every C-view R is
logically, i.e., mathematically, equal to SIR R. I.e., the attribute names and order are the
same, as well as every tuple. The only difference is physical: every SA A in the base R_
of SIR R is IA A in view R, inherited from R_ as the stand-alone base SR. The latter
may actually be a pre-existing base table R we referred to in (1) that one had to rename
somehow to create view R. Recall that SQL prohibits any same name relations in a DB.

The “price” to pay for (1) or (2) for SIR R with respect to R_ alone as a base table
is the procedurality of the IE, i.e., the minimal number of characters or keystrokes to
define it. For SQL, it is some additional procedurality for Create Table R for SIR R,
[1]. The similar price for C-view R in SQL is the procedurality of Create View R. The
general advantage of every SIR R is that the IE can be less procedural than the Create
View R, [1]. The rationale is that the latter has to redefine as an IA every SA of R_.
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This obviously must cost some procedurality. By the same token, to create SIR R is
always less procedural than to create R_ and C-view R. In popular terms, every SIR R
is a view-saver for C-view R. Actually, SIRs are also less procedural to maintain, [1].

All this is Our Rationale for SIRs. We follow the general trend in DB-science and in
entire CS in fact. Recall that this is why the relational model took over the Codasyl one,
although the latter was already in use, e.g., in Oracle Codasyl DBS. Likewise, it is why
it took also over every other earlier DBmodel. The assertional (declarative…) relational
algebra queries or, better, the predicative ones, were indeed in general considerably less
procedural than any equivalent navigational ones in any of these models. Also, it is lower
procedurality of the higher-level programming languages for general programing that
wiped out the use of assemblers for it…. See oldies on the subject, e.g., early editions
of [8].

In [1], we proposed Create Table extended to SIRs, providing thus also for the IE.
One specifies there every SA as one would do within Create Table at present. However
the former may interlace with the IAs. Create Table of a SIR includes similarly any table
options one may define at present. Recall that these specify the primary key, foreign keys
(FKs), etc. The IE may define every IA as C-view R would do. We term every such IE
explicit. Accordingly, we call explicit every Create Table R for SIR R with an explicit
IE.

An explicit Create Table R for SIR R first enumerates thus all the SAs and IAs,
perhaps interlacing. The clauses From with, perhaps, its sub-clauses follows, as well as
any table options. We qualified of SIR-enabled every DBS (or DBMS, as some prefer)
supporting any Create Table with an explicit IE. We showed that making popular DBSs
SIR-enabled should be simple.

Additional rules for SIRs in [1], including SQL ‘*’, providing for implicit IAs for
queries and views at present, may provide analogously for an implicit IE in Create Table
for SIRs. In practice, an implicit IE may have implicit IAs or an implicit From clause.
The latter may lack of sub-clauses clauses necessary for the C-View or may even be
entirely omitted (an empty IE). We call implicit every Create Table R with an implicit
IE. We also talk about the implicit scheme of R. An implicit IE is always less procedural
than the explicit one.

We supposed further that every SIR-enabled DBS typically transparently prepro-
cesses an implicit IE into the explicit one for any further processing, e.g., as for ‘*’ at
present. An exception is every (implicit) CA declared as if it was, on some popular DBSs
at present, a so-called virtual attribute (column), (VA), also called computed, generated,
dynamic…. We deal more with the VAs later.

In [2], we conjectured from a motivating example that a usual scheme of an SR R
with FKs could also be an implicit scheme of a specific SIR R. That one would have (i)
an empty implicit IE, (ii) SAs and table options of SR R as R_ and (iii) would provide
for (1). I.e., it would be the least procedural SIR scheme for LNF queries. Accordingly,
clients could profit from LNF queries without any additional work for the DBA to define
the IE, not to mention C-view R. In the same time, no normalization anomaly with
respect to R_ could ever follow. Furthermore, the rules for the explicit IE given such
an implicit one seemed simple. We conjectured in [2] that every relational DBS should
therefore support such SIRs. This wouldmake typical LNF queries the de facto standard,
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simplifying the life of SQL clients, likely in millions today. We studied the conjecture
further in [3]. We have shown that it holds provided that (a) SIR R is a so-called in [3]
natural SIR and (b) one basically considers FKs as E. Codd originally did in [7], thus
more generally than at present.

Below, we continue analyzing SIRs. We first illustrate the above overview of SIRs
with motivating examples. We also recall our definition of FKs, based upon Codd’s
one [7, 12]. Next, we discuss natural SIRs more in depth than in [3]. We then discuss
implicit schemes for SIRs with FKs other than the natural ones, with explicit CAs in
particular. We show that such schemes should usually be substantially less procedural
that the explicit ones.

Afterwards, we discuss Alter Table for SIRs, possibly enlarging an SR R with FKs
into the natural SIRR.Onemay provide accordingly LNF queries to aDB that preexisted
the upgrading of its DBS to a SIR-enabled one as discussed here, while basically keeping
the legacy applications running.We conclude that to provide for the latter should be easy,
hence we maintain our postulate of every DBS evolving towards SIR-enabled “better
sooner than later”.

2 Natural SIRs

2.1 SIRs by Example

Our framework for motivating examples is the “biblical” S-P DB, Fig. 1. S-P seems the
first DB illustrating the relational model, [8]. It is also the mold for about every present
DB. Hence, properties of S-P generalize accordingly.

Example 1. Suppose that DBA actually declares the base table S-P.SP as follows:

(1) Create Table SP (S# Char 5, P# Char 5, QTY INT Primary Key (S#, P#));
Here, the Primary Key clause is a table option. Suppose further that DBA

declares the following view, after renaming SP to SP_:
(2) Create View SP AS Select SP_.S#, SNAME, STATUS, S.CITY, SP_.P#,PNAME,

COLOR,WEIGHT,P.CITY,QTY From SP_ Left Join S On (SP_.S# = S.S#) Left
Join P On (SP_.P# = P.P#);

Recall that no two relations in an SQL DB can share a name. To rename S-P.SP
somehow is thus necessary for (2). Next, observe that (i) every SP tuple (S#, P#,
QTY) at Fig. 1 is also logically the proper sub-tuple (S#, P#, QTY) of a tuple of
view SP defined by (2) with the same (S#, P#), (ii) that view SP can contain only
one such tuple since S.S# and P.P# are keys, and that, finally, (iii) (2) does not
define any other tuples. These properties make view SP (2) the C-view R of SIR
SP, declared as follows through Create Table SP in SQL extended to SIRs:

(3) Create Table SP (S# Char 5 {SNAME, STATUS, S.CITY} P# Char 5 {PNAME,
COLOR, WEIGHT, P.CITY} QTY INT {From SP_ Left Join S On (SP_.S# =
S.S#) LEFT JOIN P On (SP_.P# = P.P#)} Primary Key (S#, P#));

Here, the brackets {} contain successive parts of the IE.They are not a necessity,
but simplify the implementation of a SIR-enabled DBS reusing a present DBS that
we designate usually as the kernel DBS. Observe that the IE is the part of (2)
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defining the SQL projection on every IA in (3) and only on such IAs. But, SP_
referred to in (3) is the base of SIR SP, that is S-P.SP (1), preserved in (3), although
implicitly renamed for the referencing in From clause, the same besides as in (2).
Below, we refer to DB S-P with SIR SP (3) instead of SP (2) as to S-P1. Figure 2,
on the last page, shows the scheme of S-P1. Figure 3 shows S-P1 content, given
that of S-P at Fig. 1. For convenience, every IA at Fig. 3 is Italics. The SP content
at Fig. 3 could actually be also the one of C-view SP (2). Provided that, with our
notation, every column of view SP is Italic.@.

Example 2. In S-P there is no referential integrity between SP and S. Hence
SP could have tuple t with S# not in S, e.g., t = (S6, P1, 100). Suppose now that
instead of From clause in view SP, one declares: From SP Inner Join S On…. View
SP resulting from could not be C-view SP. Indeed, the former would not have any
tuples with the sub-tuple t. In contrast, such a view could be C-view SP if the
referential integrity between S and SP was required.@

Example 3. Recall that for a DML or a DDL statement S, the procedurality,
say p (S), is the minimal number of characters (keystrokes) to express S, without
convenience spacing especially. In Introduction we recalled that for every SIR R
and C-view R, p (IE) in Create Table R is always smaller than p (Create View R). In
our example, p (Create View SP) (2) is p1 = 156. For the IE in (3), p2 = 112, with
the character count including ‘}’ as part of the IE, but excluding ‘{‘, as replacing
the usual SQL separator ‘,’ that would be there without the IE. So C-view SP is at
least (p1 – p2)/p2*100 = 39% more procedural than the IE. In other words, the IE
saves (p1 – p2)/p1*100 = 28% of p (C-view SP). All these savings for the DBA
work provide for the same service for the client, i.e., for the same queries. SIR SP
(3) is thus a view-saver for view SP (2). Simply put, on a SIR-enabled DBS, adding
view SP (3) to S-P, instead of creating SIR SP (3), would be just a waste of time.@

Example 4. Consider the need for every PNAME supplied by Smith. The SQL
query to S-P, say Q1, requires the LN through the same equijoins between SP and
S, and P in From clause as in (3) or equivalent joins. Hence, for the same need
expressed as query, say Q2, to S-P1, the From clause in (3) would do, while the
selection on SNAME and projection on PNAME in Q2 would be the same as in
Q1. Q2 would be thus an LNF query. Being free of any LN, Q2 would be always
substantially less procedural than Q1, regardless of the actual LN in the latter. View
SP (2) could provide for Q2 as well, although through substantiallymore procedural
scheme, as we’ve seen. The view would be the only possibility at present.

The possibility of an equivalent LNF Q2 to S-P1 instead of Q1 to S-P with
LN like in (3) or equivalent clearly extends to any select-project part of Q1. The
extension implies only that, sometimes, some IAs in Q2 may need qualified names.
E.g., consider any query retrieving supplier’s and part’s CITY.@

Example 5. Suppose that P.WEIGHT is in pounds, while queries often need it in
KGs. Suppose the latter provided by the attribute named, say, WEIGHT_KG, cal-
culated as INT(WEIGHT * 0.454) and precedingWEIGHT. AddingWEIGHT_KG
as SA would create the normalization anomaly in P. Making it CA in every query
in need of, would increase the procedurality of those. The classical solution is to
rather create the convenient view P. A query to P searching WEIGHT_KG could
then invoke it by name only, becoming a CAF query for it, accordingly. It is easy to
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see however that view P could then be also C-view P for SIR P with explicit Create
Table P as follows:

(4) Create Table P As (P# Char 4, PNAME Char 20, COLOR Char 10 {INT(WEIGHT
* 0.454) As WEIGHT_KG} WEIGHT Int, CITY Char (30) {From P_} Primary
Key (P#));

Observe that, again, we have p (IE) < p (Create View P). Observe also that for
popular DBSs providing for VAs we spoke about in Introduction, WEIGHT_KG
could alternatively enlarge SR P accordingly through an implicit IE. E.g., at yet
hypothetical SIR-enabled MySQL one could declare P as:

(5) Create Table P As (P# Char 4, PNAME Char 20, COLOR Char 10, WEIGHT_KG
As INT(WEIGHT * 0.454), WEIGHT Int, CITY Char (30), Primary Key (P#));

The obvious benefit is further reduction of procedurality with respect to (4),
thus with respect to view P as well therefore. See more on all this in Example 5 in
[21]. @

Example 6. Suppose that, in addition to LNF queries, SP clients wish for queries
selecting QTY for some supplies that this attribute is always followed by the one
named PERCENTAGE. The latter should provide for every supply selected, the
percentage that the QTY there constitutes with respect to the entire supply of the
part supplied. For the reasons detailed in Example 6 in [21], the most practical SIR
SP should be then the one with the explicit scheme:

(6) Create Table SP (S# Char 5 {SNAME, S.CITY, STATUS} P# Char 5 {PNAME,
COLOR, WEIGHT, P.CITY} QTY Int {Round(100*Qty/(select sum(X.qty) from
SP_ X where X.p# = SP_.p#), 3) as PERCENTAGE From SP_ Left Join S On
(SP_.S# = S.S#) LEFT JOIN P On (SP_.P# = P.P#)} Primary Key (S#, P#));

2.2 Foreign Keys for SIRs

Despite being fundamental to the relationalmodel, the concept of the foreign key appears
still surprisingly imprecise. The original definition is in [7]. Codd amended it later several
times, [12]. The present definitions in textbooks or for popular DBSs differ from the
original and are not all equivalent. For SIRs, we basically stick to the original. We thus
call foreign key (FK) an SA and an SA only, perhaps composite, that (i) is usually not
a (stored) primary key, (PK), but every of its values could be that of some uniquely
chosen PK. Then, (ii), FK “cross-references” its (own) relation and the one with PK.
Accordingly, one qualifies the latter usually also of the referenced key (RK). Likewise,
one qualifies so the relation with the RK, say R’. In turn, the FK may be qualified of the
referencing one, as well as its relation, say R.

As [7] details, (i) implies that FK domain is a sub-domain of that of RK. Originally,
it meant in particular that FK and RK share also the proper name. The distinction
between domains and attributes came indeed later. Then (ii) means that every FK-value
v, references tuple t with RK value v, provided that t exists. FK idea realizes thus the
“cross-referencing” through logical pointers, unlike through the physical one, the basic
mode for referencing by the times of [7]. The benefit claimed is the logical/physical data
independence. In particular, as known, if a query needs some values in R together with
some referenced ones in R’, then the (left) FK-join: R left outer join R’ on FK = RK
in the query expresses the referencing, regardless of underlying physical data structures
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and changes to these. Likewise does the equivalent right FK-join, or, sometimes, the
equivalent inner FK-join if the referential integrity is enforced. Notice that FK-joins in
queries constitute the already mentioned LN. See oldies for more on the theme.

Below, we consider that for any SIR R an SA (named) F, perhaps composite, is an
FK for either of the two reasons:

a. F is declared so through the familiar FOREIGN KEY clause in Create Table R or
Alter TableR. Every such F is a declared FK. For a declared F, RKmay be a candidate
key on some popular DBSs. This is nevertheless at best, a debatable choice. Unlike
for the PK, the absence of the table option for candidate keys in SQLmakes it indeed
error-prone. In every case, a declared F is subject to the usual referential integrity.
As at present besides, since according to any definitions of the concept we are aware
of, especially in SQL, an attribute F can be an FK iff one declares F so.

b. F is atomic and is neither PK of R nor a declared FK or within the latter. Also, prior
to the processing of Create Table R, there is in the DB one and only one R’ with PK
R’.F (notice that this makes R’ �= R necessarily). We call any such F a natural FK.
R’ is then the referenced relation and R’.F is the RK. A natural FK is not subject
to the referential integrity. We follow the original, claiming the referential integrity
definable only, [7, 12]. That is why apparently Codd constrained the referencing
values to the referenced domain only, not to the actually stored RKs.

As already stated, natural FKs seem the original meaning of the concept and are also
themost popular FKs, perhaps surprisingly for some. The rationale is the least procedural
FK-joins in queries. Atomic declared FKs do the same, but require the declarations,while
the referential integrity is not always the must. Observe also that our definition of an FK
implies that every composite FK must be declared. The rationale is that the referencing
FK -> RK is by attribute position at present, not by the name sharing. It may happen
however that the ordered set of the proper names forming a composite FK is the same
as the ordered set of the referenced proper names. One may consider then that FK and
RK share a (proper) name. Also, even the composite RK is usually PK of R’. We call
accordingly PK-Named (PKN) every FK, atomic or composite, that shares the name of
an RK being a PK. A PKN FK can thus be natural or declared, while every natural FK
is PKN by definition.

Furthermore, we suppose that, in every Create Table R submitted for processing by a
SIR-enabled DBS, every PKN FK F and only such F implies specific IAs in the explicit
Create Table R. The latter is the final R scheme, we recall. In the nutshell, for each such
F, the IAs added to the implicit R scheme, mirror all the non-PK attributes of R’. Namely,
they have the names and values defined by the FK-join over R, for an SR R or over R_
for a SIR R, and over R’. We call these IAs the natural inheritance, (NI), from R’ or
through F in R…). We define them formally in the next section. In contrast, a non-PKN
FK in R scheme implies the referential integrity only.

It results from the above that for every PKN FK, declaring it implies both the refer-
ential integrity and NI. If one does not want the former, one should not declare the FK.
For every atomic PKN FK, a natural FK will result and fit the goal. This cannot work for
any composite PKN FK. One solution is (i) to add to R’ a surrogate SA, say C that is an
atomic PK and (ii) add an SA C to R as well, while dropping the composed FK. C will
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be a natural FK then, providing for NI only, as wished. Example 10 later on illustrates
the point.

Finally, we suppose that, as at present, no Create Table R” or Alter Table R” propa-
gates to any existing table R �=R”. In particular no SAF of someR can become implicitly
a natural FK, because one issued Create Table R” with PK F or issued Alter Table R
that ended up with attribute F named upon PK of some R”. In practice, it means that no
such statement can enlarge R with NI from R”. A dedicated Alter Table R we discuss in
Section_ is necessary.

Example 7. Natural FKs are present in S-P, assuming tacitly that DBA creates S and P
first. SP.S# and SP.P# are natural FKs then, with PKs S.S# and P.P# being the respective
RKs. The original verbal description of S-P scheme indicates indeed that each pair has
a common domain. Finally, as the natural FK, SP.S# in SP scheme (1), will imply NI
from S. Likewise, SP.P# will imply NI from P. As it will appear formally in next section,
SP scheme (1) will lead then to SP scheme (3) as the explicit scheme, with (1) as the
implicit one.

The original description of S-P also does not mention any referential integrity. Nev-
ertheless, at Fig. 1, every SP tuple respects that constraint for each FK. Regardless, one
may insert, e.g., P7 into SP, without the presence of P7 in P. The feature can be useful,
e.g., if DBA allows for the data for P7 in P to be inserted later.

Fig. 1. S-P database

If the referential integrity was required for a pair, e.g., (SP.S#, S.S#), one should
declare it in Create Table SP or Alter Table SP. This, using the usual: Foreign Key (S#)
References S(S#)… SP.S# would be a declared (atomic) PKN FK then. On the other
hand, if in S-P as on Fig. 1, S would have been created after SP, then SP.S# would not
be a natural FK anymore. Consequently, there would not be NI through it in the explicit
SIR SP scheme resulting from Create Table SP (1).@

2.3 Basic Natural SIRs

Wewill now show that Create SP (1), can be an implicit scheme for SP (3). Recall that (1)
defines all and only SAs of SIRSP (3), hence, we have p(IE)= 0 there. The property frees
thus DBA in need to create (3), from any additional procedurality otherwise required.
We will show that the property generalizes in fact to any SIR R qualified of natural in
[2].
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Definition 1. Let R be a SIR with FKs, atomic or composite, denoted for the PKN
ones only in the left to right order as F1,F2…. Let us denote respectively (i) the relations
referenced by these FKs as R’1…, (ii) for each R’, the ordered set of all the non-PK
attributes in R’, say A1,A2… whether SAs or IAs, as A’. Next, suppose that for a
composite PKN FK, the notation R_.F = R’.F means R_.f1 = R’.f1 And R_.f2 = R’.f2
And…. Finally, for every A’, consider that A denotes the set of IAs in R defined by the
pseudo-SQL query: Select A’ From R_ Left Join R’ On R_.F = R’.F. Then, we say that
R is natural if (a) in the attribute list in the explicit Create Table R, every Ai immediately
follows (the last SA of) Fi: i = 1,2..; (b) R has no other IAs.@

The following easy proposition follows.
Proposition 1. If R is natural, then the (explicit) From clause is as follows or

equivalent:
From R_ Left Join R’1 On R_.F1 = R’.F1 Left Join R’2 On R_.F2 = R’2.F2 Left…
Indeed, the first join defines A1. Likewise, the 2nd joins defines A2, without affecting

A1 names and values, by properties of left outer joins. Etc.@
Definition 2. For every natural SIR R, we qualify every IA A within of naturally

inherited (in R or from R’ or through F, for some FK F) or simply of a natural IA.
Alternatively we say that R naturally inherits every A and A (from R’, etc.). Also, each
A constitutes in R the NA through F or from R’. Likewise, A1, A2… together form the NI
through all PKN FKs and they also naturally enlarge R_. Next, we say for every R.R’.A
in some R.R’.A, that R’.A’ is the source of A. Finally, we say that R is a basic natural
SIR iff every R’ is an SR.

Example 8. On a SIR-enabled DBS, S-P1.SP illustrated at Fig. 2 is a natural SIR.We
leave the proof as the exercise or see Example 8 in [21]. In contrast, S-P1.SP enlarged
further with PERCENTAGE would not be a natural SIR, (why ?).

Accordingly, in our terminology, every IA following S# till SA P# is sourced in S.
Next, SP naturally inherits each and all of them. Respectively, same is true for every IA
following P# till QTY. All these IAs together constitute for SP its NI through the foreign
keys and they naturally enlarge SP_. Finally, SP is a basic natural SIR.@

Observe the following easy properties of natural SIRs:
Proposition 2. Suppose that Create Table R in some DB defines at present an SR R

with FKs defined in Definition 1. Let S0 denote all the SAs preceding the last SA of F1,
the only one for an atomic F1 of course, S1 – all these preceding in this sense F2 etc.
Accordingly, suppose the following generic formula for Create Table R:

(7) Create Table R (S0, F1, S1, F2…. <table options>);

Then, (a) the following formula defines the explicit Create Table R for the natural
SIR R, with From clause including perhaps the Where one:

(8) Create Table R (S0, F1, A1, S1, F2, A2,… <From clause>, <table options>);

Also, (b) one may consider Create Table R (7) as the implicit one of the natural SIR
R. Moreover, the implicit IE is then empty, i.e., p(IE) = 0, we recall. Next, (c) the SAs
in R (7) and the table options there, define also the base R_ of the natural R (8). Finally,
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(d) for every SR R as above and every base R_ thus, there is only one natural R in the
DB and vice versa.@

Because of space limitations here, the (easy) proof is in [21]. Besides, given (d), for
every natural SIR R, we say sometimes that R is natural for R_ or for SR R. Example
9 and 10 in [21] detail all the above. Furthermore, as we already hinted for S-P1, the
clients would gain LNF queries to SP, regardless of whether the DBA uses (3) or, better,
(1) for S-P1.SP. We have hinted also that this may apply more generally to natural SIRs.
It applies in fact to every basic natural SIR. See Proposition 3 in [21].

Example 9. Consider the need for SP.S#, SNAME, CITY for every supply. Every Q1
to S-P must have then the LN through the FK-join SP Left Join S. E.g., one may issue
Q1 as:

(9) Select SP.S#, SNAME, CITY From SP Left Join S On SP# = S.S#;

Given transformations (10) – (11) in [21], for S-P1, Q1 boils down to Q2:

(10) Select S#, SNAME, S.CITY From SP;

Observe that p (Q1) = 56 and p (Q2) = 31. Thus, LN alone in Q1 is almost as
procedural as Q2. Hard to see why an S-P client having choice could ever prefer Q1 to
Q2. See Example 10 in [21] for more on all this, as well as Proposition 3bis there. @

Recall also that every IA A of a natural SIR R, is a natural one itself. By definition,
it thus has the same name as an attribute of some base table R’ that R references, called
also source of R.A. Thus one may consider that for every query Q to R only that we
qualified of LNF, for every IA A that Q perhaps addresses, Q addresses then in fact
some R’.A. One may say then that Q is an LNF query not only to R, but also, indirectly
through every IA A, to every base table R’ that A is sourced in. For some, that meaning
of an LNF query is perhaps the primary one even, [17].

Observe finally that if Create Table R defining at present an SR R only, may define
the natural SIR R instead, then it provides for the discussed attractive LNF queries, at
no additional data definition cost for DBA. We now describe the algorithm effectively
inferring the explicit natural SIR R scheme from the one of the SR R, on any popular
DBS.

2.4 Compound Natural SIRs

A compound natural SIR R inherits through some FKs from SIRs. These can be natural
perhaps compound themselves, or others. In other words, a non-PK attribute of an R’
can now be an SA or an IA. Operationally, as usual today, we suppose again every R’
being created before R. By the same token, we suppose that no later alterations of any
of R’ schemes cascade to R. Here are motivating examples of compound natural SIRs.
They seem framework for frequent future practical cases.

Example11. Suppose one alters S-P scheme as follows. An additional relation CG
(CITY, GPS) stores uniquely for each city the GPS location. Suppose further that on a
SIR-enabled DBS, one creates CG first, then S and P with their S-P schemes as at Fig. 1
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and SP through its scheme (1), at last. Then, SP is a compound natural SIR. See why in
Example 13 in [21], as well as for more examples there.

2.5 Inferring Explicit Schemes of Natural SIRs

See [21] for the discussion of the algorithms termed Alg. 1 and 2 there. These find every
PKN FK from SYSTABLES, present at any popular relational DBSs.

3 SIRs with PKN FKs and Explicit IAs

SIR R with some PKN FKs may have also an implicit scheme with some explicit IAs.
The explicit R scheme contains then in addition every NI. The FK-joins defining the
latter enlarge the implicit From clause declared for the explicit IAs. The latter is the
explicit From clause without however every FK-join defining NI in R through some
PKN FK. An empty implicit From clause may ultimately result. For every implicit IE
of R with explicit IAs, we must obviously have p (IE) > 0. Still, the latter may provide
for substantial procedurality savings with respect to the explicit IE and even more as the
view-saver.

The typical needs for the explicit IAs seem as follows. (i) R has one or more CAs,
defined through a value expression inheriting from SAs or other IAs in R or from some
R’, or defined by a sub-query, or defined as if A was a VA for the kernel DBS supporting
such attributes. Then, (ii) for privacy, for some FK F, R may have only some or even
none of the natural IAs through F. Or, (iii), for some F, R may have the same IAs as in
NI through F, but, for query convenience, displaced within R or renamed. Finally, (iv)
F1 and F2; F1 �= F2; may share R’; unlike for the assumptions for NI, we recall. The
motivating examples for all these needs are in [21], as well as deeper discussion skipped
here, given the space limit.

4 Altering SIRs with FKs

One can alter every SIR R through the explicit Alter Table R for SIRs, [1]. For even
lesser procedurality, we now consider that for any R with PKN FKs, Alter Table R can
have also an implicit clause denoted IE (). The clause recalculates the IE. Specifically,
it may add the IE even if R preexists the upgrade of a DBS to a SIR-enabled one. Recall
that such upgrade would enlarge R to a natural SIR R, without affecting any data in R. It
would bring the free bonus of the LNF queries to any SA of R and to any of the non-PK
attributes of any R’. Given space limits here, see [21] for more details and the motivating
Example 16 there.

5 Implementing SIRs

The canonical implementation of SIR-enabledDBSproposed in [1], extended to implicit
schemes above discussed, seems easy [5, 10, 14, 21]. See the rationale for this claim
in [21]. Recall simply that every such implementation would provide for the additional
SIR-layer above the kernel DBS. That one would offer SIRs and all the usual data
management services provided by the kernel internally.
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Create Table S ( Create Table P ( Create Table SP ( 
S#  Char 5,                       P# Char 5,                 S# Char 5 {SNAME, STATUS, S.CITY}
SNAME Char 30,        PNAME Char 30,      P# Char 5 {PNAME, COLOR, WEIGHT,P.CITY}
STATUS Int,          COLOR  Char 30,      QTY Int
CITY Char 30, CITY Char 30, {From (SP_ Left Join S On SP_.S#=S.S#) Left Join 
Primary Key (S#)); WEIGHT Int, P On SP.P#=P.P#)}  

Primary Key (P#));   Primary Key (S#, P#));  

Fig. 2. Explicit S-P1.SP scheme. Implicit one is that of S-P.SP, outside {} brackets here.

Table S Table P
S#        SNAME    STATUS   CITY P# PNAME COLOR   WEIGHT    CITY 
S1        Smith 20         London     P1     Nut Red 12 London
S2        Jones 10         Paris P2 Bolt Green 17 Paris 
S3        Blake 30         Paris P3 Screw  Blue 17 Rome
S4        Clark 20         London P4  Screw Red 14 London
S5        Adams 30         Athens P5 Cam Blue 12 Paris 

    P6    Cog Red 19 London
Table SP
S#  SNAME    STATUS    S.CITY  P# PNAME  COLOR  WEIGHT  P.CITY QTY
S1  Smith            20       London P1   Nut          Red            12        London 100
S1 Smith           20       London  P2 Bolt        Green     17 Paris 200
S1 Smith           20        London P3  Screw      Blue       17      Oslo 400
S1 Smith           20        London P4   Screw      Red           14 London 200
S1 Smith           20        London P5   Cam        Blue          12       Paris    100
S1      Smith           20 London P6   Cog Red        19        London 100
S2 Jones           10 Paris     P1   Nut          Red           12       London    300
S2      Jones 10 Paris   P2   Bolt         Green        17        Paris 400
S3 Blake           30 Paris       P2   Bolt         Green        17       Paris 200
S4      Clark           20 London    P2   Bolt         Green        17       Paris       200
S4      Clark           20 London   P4   Screw       Red          14        London 300
S4  Clark           20 London P5   Cam         Blue 12       Paris 400

Fig. 3. S-P1 data. IAs are Italic. S-P1.SP is the natural SIR SP for S-P.SP at Fig. 1.

6 Conclusion

Typical present DB schemes managed by a SIR-enabled DBS provide for LNF queries
to base tables at no data definition cost whatever to DBA. Also, SIRs with PKN FKs
and with CAs provide for LNF or CAF queries, through Create Table substantially less
procedural than known till now. This would be a bonus for the DBA as well. Future work
should therefore start with prototype implementations of SIR-level for popular DBSs.

Altogether, it appears that the usual relational DB schemes were not read as they
should be. The often felt dreadful LN in otherwise simple base table queries uselessly
bothered generations. Likewise did the need for the views, the only tool to offset this
shortcoming in practice till now. Same for the present limitations of CAs in base tables
either restrained to VAs or requiring views till now as well. Major DBs should become
SIR-enabled “better sooner than later”. Making LNF & CAF queries to the base tables
the standard, at last. It will be a long overdue service to, likely, millions of SQL clients
at present.

Acknowledgments. We are grateful to Ron Fagin for invitation to present this material at IBM
Almaden Research Cntr., March 2020. Likewise, we thank Darrell Long for his March 2020
invitation to talk about at UCSC Eng. as well.
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Abstract. In the age of big data, sorting is an indispensable opera-
tion for DBMSes and similar systems. Having data sorted can help pro-
duce query plans with significantly lower run times. It also can provide
other benefits like having non-blocking operators which will produce data
steadily (without bursts), or operators with reduced memory footprint.

Sorting may be required on any step of query processing, i.e., be it
source data or intermediate results. At the same time, the data to be
sorted may not fit into main memory. In this case, an external sort oper-
ator, which writes intermediate results to disk, should be used.

In this paper we consider an external sort operator of the comparison-
based sort type. We discuss its implementation and describe related
design decisions. Our aim is to study the impact on performance of a
data structure used on the merge step. For this, we have experimentally
evaluated three data structures implemented inside a DBMS.

Results have shown that it is worthwhile to make an effort to imple-
ment an efficient data structure for run merging, even on modern com-
modity computers which are usually disk-bound. Moreover, we demon-
strated that using a loser tree is a more efficient approach than both the
naive approach and the heap-based one.

Keywords: Query engines · Query processing · External sort

1 Introduction

Sorting is a very important operation in any data processing system. For example,
in DBMSes leveraging sorted data may allow efficient implementation of opera-
tors [27] such as sort-merge join, which is one of the most popular approaches to
join two tables larger than available memory in a reasonable time. Another exam-
ple is performing aggregation over data sorted on aggregation attributes. In this
case, it is possible to implement a non-blocking aggregation operator, i.e., an oper-
ator which can start producing results without having to read all input records.

There are two classes of sorting operators—internal (in-memory) and external
(disk-based) sorts. The former assumes that all data fits into main memory and
the latter has to write intermediates to disk. Recent research mostly focuses on an
c© Springer Nature Switzerland AG 2022
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in-memory type because of a surge of interest that in-memory processing currently
experiences [12,22,25]. Such systems try to avoid external sorting, since it signifi-
cantly degrades performance. Despite all this, disk-based systems are still in use1

and research in this area is relevant.
Thus, efficient implementation of the sorting operator is crucial for the perfor-

mance of a DBMS as a whole. Such implementation heavily depends on the amount
of an engineering effort put into the source code,which is specific for each particular
system. For example, it may include adjusting implementation to various system
parameters (e.g. disk block size, cache line size, etc.) and writing efficient code in
general. However, some high-level techniques can be reused between systems, and
thus they are of scientific interest. For example, such techniques as key normaliza-
tion or record surrogate usage are discussed in Graefe’s survey [9].

In this paper we study the implementation of efficient external sorting in a
disk-based column-store. Aside from the aforementioned application, in column-
stores, external sort has another important one: it addresses the out-of-order prob-
ing problem [1]. The particular research focus of this paper is the impact of data
structure choice on the performance of the comparison-based external sort. This
data structure is used during run merging and allows to reduce the number of com-
parisons. More specifically we pose two following research questions: 1) is it ben-
eficial to use a specialized data structure on the merge step in a contemporary
environment (commodity PCs), and 2) which kind is the best.

To answer them, we have implemented an external sort operator inside
PosDB [3,4], a distributed column-store engine. In the operator’s core, we have
devised three approaches to implementing the merge: naive (comparing all to all),
a loser tree, and a binary heap.

To validate the quality of our implementation we first compare it with Post-
greSQL’s external sort. Then we evaluate these three data structures by comparing
them with each other using a synthetic and a real dataset.

The paper is organized as follows. In Sect. 2 we provide a concise introduction
into external sorting. Then, in Sect. 3 we discuss the related work and provide a
motivation for our study. Next, in Sect. 4 we describe the proposed approaches
and their implementation. In Sect. 5 we explain conducted experiments and their
results. Finally, we conclude this paper with Sect. 6.

2 Background

Sorting, because of its importance, has been studied very extensively. Sorting algo-
rithms fall into two categories: external and in-memory (or internal [13]) sorting.
In this paper we will focus on external sorting. An external sorting algorithm can
be either comparison-based or partition-based. Algorithms of the partition-based
class distribute input tuples into buckets using several pivot values (selected by
the algorithm) while ensuring the following properties:

1 As of July 2022, disk-based systems PostgreSQL and MySQL were in the top-5 most
used according to DB-Engines Ranking (https://db-engines.com/en/ranking).

https://db-engines.com/en/ranking
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– each bucket covers some data range,
– all data ranges do not overlap,
– a union of all data ranges covers the whole range.

Then the algorithm sorts the contents of individual buckets and in doing so it is
ensured that each bucket fits into memory. The result is an ordered sequence of
buckets, each containing a sorted range.

The partition-based sorting algorithm has two degrees of freedom: the algo-
rithm that sorts the buckets in memory and pivot selection.

Comparison-based algorithms generate sorted runs (i.e., in this case, data
ranges intersect) and then merge them into one long run. They consist of two
stages: run generation and run merging. These stages can be either completely
independent and consecutive, or alternate (known as oscillating sort [13]). Conse-
quently, there are two approaches to run generation:

1. Read tuples from disk for as long as there is enough available memory; sort these
tuples using some internal sorting algorithm;

2. The algorithm maintains a data structure in memory with a priority queue
interface. On each iteration the lowest value from the data structure is retrieved
and moved to a buffer or written to the disk. Then algorithm inserts the next
value from the input data into the data structure. If the next value is smaller
than the last retrieved, it should be marked as belonging to the next run. When
the data structure contains only such marked values, the current run is treated
as completed. After this, the new one is started. This method is known as the
replacement selection [13]. The tournament tree [13] can be used to implement
this method.

The second approach was more popular in the past. On average, it generates
runs that are twice the size of available memory, which can be useful in a memory-
constrained environment. Nowadays, available RAM sizes have grown significantly
and the Quicksort became more popular.

In the past, tapes were used instead of disks for persistent storage. Of course,
there can be more runs than tapes. Different algorithms exist to merge runs and
distribute them over tapes, e.g. multiway merge, polyphase merge, cascade merge,
etc. These algorithms are called merge patterns. Disks are the ubiquitous storage
type nowadays, but the concept of tape as an abstraction can still be useful in order
to save disk space by reusing input tapes as output tapes. This technique is still
used in industrial systems2.

In addition to the merge pattern, comparison-based sorting algorithms differ
in the algorithm for selecting the smallest value among the first elements of the
merged runs. The naive approach, and therefore the asymptotically slowest, is to
check all candidates. A more efficient approach here is to use a data structure that
speeds up finding the smallest element. For this purpose, a heap or a tournament
tree (either loser or winner) are the most common choices.

2 https://github.com/postgres/postgres/blob/REL 14 STABLE/src/backend/utils/
sort/tuplesort.c.

https://github.com/postgres/postgres/blob/REL_14_STABLE/src/backend/utils/sort/tuplesort.c
https://github.com/postgres/postgres/blob/REL_14_STABLE/src/backend/utils/sort/tuplesort.c
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3 RelatedWork andMotivation

3.1 Related Work

Over the years, there has been a lot of research on external sorting. The algorithmic
theoretical aspects of external comparison-based sorting are very well understood.
That is, in-memory sorting algorithms, run merge algorithms and the appropriate
data structures for single-processor environment are known and have not largely
changed over time since Knuth’s survey [13]. Most of the current research in non-
distributed external sorting is focused on efficient implementation of an algorithm
on modern hardware, i.e., implementing sorting that fully utilizes all available
hardware capabilities. The two most popular concerns are how to utilize caches
efficiently and how to mitigate disk bandwidth limitations. More generally, one
can classify the most of the current research papers on external sorting as follows:

– techniques to improve sorting performance by using hardware resources more
efficiently, namely: CPU and caches, HDD/SSD, GPU;

– novel external sorting algorithms that make heavy use of parallelism;
– distributed external sorting algorithms.

In the paper [16] authors describe the AlphaSort algorithm. It was designed
with memory hierarchy in mind and therefore exhibits cache-friendly behavior.
The Quicksort is used for in-memory sorting. Runs are merged using a tourna-
ment tree. A parallel version of the algorithm for multiprocessor systems is also
presented.

The authors of the study [19] focus on external sort operator in memory-
inconsistent environment. They consider real-time or goal-oriented DBMSes whe-
re the available memory for a query (or transaction) may change on-the-fly due
to other concurrent transactions. The authors conclude that using replacement
selection with block writes at the run generation stage and their approach called
dynamic splitting at the run merge stage is the most efficient way to handle mem-
ory fluctuations.

In the paper [20] the authors present the Leyenda algorithm. It is a novel paral-
lel external sorting algorithm with state-of-the-art performance. Hybrid approach
is proposed to generate runs, namely an adaptive parallel most-significant-digit
Radix sort. K-way-merge algorithm is used to merge runs. In order to achieve effi-
cient I/O Leyenda leverages parallelism and memory mapping. mmap() is used to
map disk memory to OS pages, allowing parallel I/O operations to be performed
on it.

Paper [5] is focused on the splitting stage of a parallel multiprocessor external
sort in shared-nothing environment. It is assumed that the sorting algorithm works
in a Samplesort [6] fashion. The study compares two approaches to splitting input
tuples at the distribution stage: exact splitting [11] and probabilistic splitting. The
authors conclude that the latter is more efficient and, with the growth of the input
file size, the performance gap only increases.

The authors of the study [7] are focused on sorting on GPUs: they pro-
pose a novel external sorting algorithm GPUTeraSort. The idea is that all
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SELECT sum(lo_revenue), d_year, p_brand1
FROM lineorder, date, part, supplier
WHERE    lo_orderdate = d_datekey
     and lo_partkey = p_partkey
     and lo_suppkey = s_suppkey
     and p_category = 'MFGR#12'
     and s_region = 'AMERICA'
GROUP BY d_year, p_brand1
ORDER BY d_year, p_brand1;

DS(supplier) DS(lineorder) DS(part)

Filter JoinRead(p_partkey) Read(lo_partkey)

JoinRead(s_suppkey) Read(lo_suppkey)

Read(lo_orderdate)Read(d_datekey)

DS(date)

Filter

Aggregate

Sort

To user Operator Reader Operator
internals

Join

remote accesslocal access

... Tuples

Columns

Read(s_region)

Read(p_category)

Fig. 1. Ultra-late materialization plan example

computationally-intensive and memory-intensive operations are handled by the
GPU while the CPU manages resources and I/O operations. The algorithm sorts
key-pointer pairs using an improved bitonic sort on the GPU. Disk striping is used
to achieve peak I/O performance.

The authors of the paper [26] describe various techniques for speeding up I/O
operations of a comparison-based external sort on HDD. They review and compare
two layout strategies: contiguous layout and interleaved layout. The authors com-
pare three reading strategies: forecasting, double buffering and planning strategy.
They conclude that a contiguous layout and the planning read strategy are the
most efficient.

Study [24] is focused on external sorting on a system with NAND flash memory
as a secondary storage (SSD). Unclustered sorting and the concept of reused pages
are proposed. Authors state that clustered sorting can be more efficient if input
tuples are small enough. A decision rule to select a more suitable algorithm at run
time is presented.

In the paper [2] authors propose external sorting algorithms on Network of
Workstations, measure their performance and compare it to performance of algo-
rithms on shared-memory computers. Comparison-based algorithms are used for
external sorting. Also, disk striping and overlapping of computation and I/O are
discussed in-depth.

In the study [14], the authors are focused on external sorting on the shared-
nothing architecture. They propose a novel parallel load-balanced multiple-input
multiple-output algorithm. The authors conclude that their approach is more effi-
cient than exact splitting and comparable to probabilistic splitting.
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3.2 Motivation

Thus, to the best of our knowledge, there are no studies that consider the design
of a comparison-based sort and evaluate the choice of the data structure used on
the merge step for implementing the external sort operator in DBMSes.

At the same time, it is of interest to industry and leads to a number of impor-
tant questions. It is a well-known fact that commodity computers with a single
disk are I/O-bound and thus, there may be no point to invest effort into perfecting
the in-memory part of the algorithm. Next, if it is nevertheless beneficial, further
questions arise—which data structure is the best and how does varying parameters
affect it.

4 Proposed Solution

4.1 PosDB Basics

To experimentally evaluate the proposed solution, we used PosDB [3,4], a column-
oriented parallel distributed disk-based query engine. PosDB uses the Volcano
model [8] to represent query execution plans. That is, each plan is an operator
tree with the edges describing data flows. Each operator has an iterator inter-
face. PosDB implements block-oriented processing (operators exchange blocks of
tuples), which is more efficient [18] than tuple oriented processing. Since PosDB is
column-oriented, i.e., stores tables in a columnar format, at some point during the
query execution, it is necessary to convert the column representation to a tuple-
based one. This moment is called the materialization point, and the stage of query
execution where this conversion takes place is determined by the materialization
strategy. In the query plan presented on Fig. 1 materialization point is indicated by
a brown dotted line. PosDB supports several materialization strategies, namely:
early, late and ultra-late materialization, and partially supports hybrid materi-
alization. Early materialization strategy is the most common one in contempo-
rary column-stores, its idea is to perform materialization before (or sometimes in)
filter operators. Late materialization, by contrast, tries to postpone materializa-
tion for as long as possible (until first or second join, depending on system). Ultra-
late materialization is a PosDB refinement for late materialization described in [4].
Finally, hybrid materialization is a strategy where positions are processed simul-
taneously with the tuple values.

To handle all of these strategies, different types of operators are implemented in
PosDB: position-based, tuple-based, and hybrid operators. Position-based opera-
tors use the generalized join index [21] to effectively represent positional data. The
join index only contains information about the positions, not the values them-
selves, which is not sufficient to perform some operations, such as joining or fil-
tering. The functionality to retrieve values via positions in PosDB is provided by
auxiliary entities called readers [3]. There are several types of readers, for exam-
ple, ColumnReader, PartitionReader, SyncReader. ColumnReader retrieves val-
ues of a specified attribute locally, PartitionReader retrieves values of a specified
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partition either locally or remotely. SyncReader is a composite reader that man-
ages several simpler ones to extract the values of several attributes synchronously.
Readers, in turn, use access methods [10] to provide their functionality.

Thus, PosDB is able to emulate row-based systems by exploiting early mate-
rialization. Such emulation was used to experimentally evaluate the implemented
external sorting algorithms.

4.2 Operator Implementation

External sort is implemented as a separate operator in the Volcano model. There
are several external sort operators in PosDB.

1. Position-based value sort. In this case, the operator accepts join index as
input and has to obtain values since it needs them for sorting.

2. Position-basedposition sort. Input is the same, but in this case the operator
does not need values, since it sorts positions.

3. Tuple-based. This is the classic sort, where operator accepts blocks of tuple
data and sorts them. Since in PosDB tuple-based representation lacks positions,
it is a value sort.

Position-based value sort operator may be beneficial for late materialization
(and therefore interesting for further research), since it sorts key-position pairs
similar to unclustered (tag) sorting, which is stated [24] to be more efficient on SSD
if tuples are big enough. However, it is beyond the scope of this paper. The same
is true regarding the position-based position sort. Sorting positions is essential for
addressing the out-of-order probing problem inherent for column-stores [1]. The
focus of this paper is the latter, classic variant of external sorting—the tuple-based
operator. It implements a comparison-based external sorting algorithm on tapes
with the Introsort [15] for run generation andpolyphasemerge [13] for runmerging.
The algorithm works as follows:

1. Calls GetNext() of child operator until all available memory is filled;
2. Sorts collected tuples in-memory using std::sort implemented as Introsort;
3. Using the polyphase merge pattern, selects the abstract tape to which the cur-

rent run will be flushed;
4. Flushes current run to the selected tape;
5. Repeats steps 1–4 until input is fully processed;
6. Merges runs from the tapes according to the polyphase merge pattern until

there is only one run left.

The implemented external sort tuple-based operator sorts pointers to tuples,
not tuples themselves. Even though run merging can be efficiently performed in
a single pass in many simple queries, multilevel merge still may be necessary to
efficiently execute a complex query plan, e.g. a plan with several sort and hash
operations [9]. Taking this into account, it was decided to implement abstract
tapes to store runs. Run merging (and distributing over tapes) is performed using
polyphase merge, which, however, falls back to ordinary multiway merge when
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there are more tapes than runs. Abstract tapes can also be used to efficiently reuse
disk space during the merge stage, as is done in PostgreSQL (See footnote 2).
External sort operator completely bypasses PosDB buffer manager and writes gen-
erated runs directly to the disk, it is essential [9] for optimized I/O. Introsort was
chosen for the in-memory sorting algorithm for the same reasons that make Quick-
sort superior [16] to the replacement selection, namely:

1. Quicksort results in far fewer cache misses, which is very important for the per-
formance of modern CPUs;

2. Quicksort is less CPU intensive;
3. With today’s main memory sizes, there is no need for runs to be twice the

amount of available memory (this is what made the replacement selection very
attractive in the past);

4. With Quicksort (or any other in-place sorting algorithm) it is possible to copy
each record only once during run generation stage, while replacement selection
needs at least two copy operations [9].

For all of these reasons, replacement selection is widely considered obsolete,
and PostgreSQL abandoned it in favor of the Quicksort algorithm a few years ago.
Also, none of top five solutions in the ACM SIGMOD 20193 Programming Contest
(in which external sorting was one of the challenges) used it. Among them, two
solutions implemented some kind of radix sort for in-memory sorting, other two
implemented Quicksort with various optimizations and Leyenda implemented a
hybrid approach. Despite the fact that the Radix sort is the most efficient sorting
algorithm for some specific data types (e.g. integers), it is difficult to implement it
as a general-purpose algorithm for arbitrary data.

During the run merging stage, it is necessary to select the smallest element
among the frontmost tuples of runs being merged. It can be done using various
approaches, and we implemented and experimentally evaluated three, namely: 1)
naive, 2) using the tree of losers data structure, and 3) using a binary heap. All
disk operations are buffered via basic std::fstream buffers.

Naive. The naive approach is straightforward and does not use an auxiliary data
structure. It simply iterates over first tuples of input runs and selects the smallest
one. The selected tuple is then flushed to the output tape and replaced with the
next tuple from its corresponding run.

Binary Heap. This approach maintains a binary heap in memory to speed up
finding the smallest element. First, it constructs the binary heap and fills it with
pointers to the first tuples of runs. Second, it removes the root from the heap and
flushes tuple pointed to by the root to the output tape. It then reads the next tuple
from the run of the previously removed tuple and inserts a pointer to it to the heap.

3 http://sigmod19contest.itu.dk/.

http://sigmod19contest.itu.dk/
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Loser Tree. This is the same approach as with a binary heap, but instead of a
heap, a loser tree [13] data structure is used.

5 Experiments

To evaluate and compare the performance of the implemented algorithms in a
DBMS environment, we have performed the following experiments: 1) Comparison
with PostgreSQL in order to “validate” the quality and correctness of our imple-
mentation; 2) Evaluation of the three approaches on the synthetic Star Schema
Benchmark [17]; 3) Evaluation of the three approaches on a real dataset, namely,
TripData [23].

Experiments were performed using the following hardware and software config-
uration. Hardware: Intel Core i5-7200U CPU @ 2.50 GHz × 4, 8 GiB RAM, 240 GB
KINGSTON SA400S3. Software: Ubuntu 20.04.4 LTS ×86 64, Kernel 5.13.0-40-
generic, gcc 9.4.0, PostgreSQL 12.10.

For the first two experiments, we decided to use a simple querywith an ORDER BY
clause over the lineorder table from the Star Schema Benchmark. SSB was used
with a scale factor of 35 (over 10 GBs). In this experiment the table was modified
by excluding columns that do not participate in any query that comes with this
benchmark. The query under consideration over lineorder was as follows:

1 SELECT
2 LO CUSTKEY, LO DISCOUNT, LO EXTENDEDPRICE, LO ORDERDATE,
3 LO ORDERPRIORITY, LO ORDTOTALPRICE, LO PARTKEY,
4 LO QUANTITY, LO REVENUE, LO SUPPKEY, LO SUPPLYCOST
5 FROM LINEORDER ORDERBY LO ORDERDATE;

The PosDB query plan of the considered query is shown in Fig. 2. Essentially,
it is equivalent to the PostgreSQL one. Despite the fact that PostgreSQL is a row-
based system, whereas PosDB is column-based, the comparison is still valid since
the query projects all attributes. As the result, PosDB behaves identically to the
row-based system: readers of the Materialize operator access the same amount of
data from disk, albeit from several different files. It is also worth mentioning that
PostgreSQL uses a heap to merge runs. In all conducted experiments, the number
of tapes was greater than the number of runs. This means that the polyphase merge
algorithm behaved like a multiway merge both in PosDB and PostgreSQL.

In the first two experiments, the total number of runs was chosen to be 84.
PosDB generates 84 runs with 150 megabytes of memory available for the sort
operator for all three considered algorithms. PostgreSQL at the same time needs
413 megabytes of work mem4 for this, probably because of internal buffers for opti-
mized I/O. To make this comparison more accurate, we measured the performance
of PostgreSQL with a total of 84 runs (work mem=413MB) and with 231 runs
(work mem=150MB, the same amount of memory was given to the PosDB sort
operator). In these experiments, the average query execution time for 40 iterations
was taken with a confidence interval of 95%. The results of the first experiment are
4 https://www.postgresql.org/docs/current/runtime-config-resource.html.

https://www.postgresql.org/docs/current/runtime-config-resource.html
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Fig. 2. PosDB plans for queries used in experiments.

shown in Fig. 3. PostgreSQL sorts 231 runs with 150MB of work mem a bit slower
than the naive approach, but it sorts 84 runs considerably faster. There could be
several reasons for this: PostgreSQL implements prereading for a better disk access
pattern, plus it sorts 〈key prefix, pointer〉 pairs, which is more efficient [9,16] than
pointer sorting.

Due to the space constraints, the results of the second experiment are shown
in Fig. 3 as well. It is easy to see that the naive approach is the worst, binary heap
is the second, and loser tree is the best one out of the considered three.

Fig. 3. PostgreSQL comparison (exp 1),
evaluation on synthetic data (exp 2).

Fig. 4. evaluation on real data (exp 3),
TripData dataset.

In the third experiment we compared the performance of the implemented algo-
rithms using the trip data table of the TripData dataset. Unlike the previous
experiment, this one uses real data. The table has approximately 128 million rows
(over 20 GBs). We used a simple query of the same kind as the one in the first
experiment:

1 SELECT ∗ FROM t r i p da t a ORDERBY t r i p t i m e i n s e c s
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The number of runs was set to 80. The query plan is similar to the one in the
first experiment, and is also shown in Fig. 2. The results of the third experiment are
presented in Fig. 4. The naive approach is predictably much slower than the other
two. Similarly to the previous experiments, loser tree shows better performance
than binary heap.

Based on the obtained results, we can answer the research questions given in the
introduction as follows: 1) using a specialized data structure at the merge step is
beneficial and considerably speeds up sorting even in the case when disk is expected
to be a bottleneck, 2) loser tree provides the best performance.

6 Conclusion

In this paper, we have considered the design of a comparison-based sort and eval-
uated the choice of the data structure used on the merge step for implementing
the external sort operator in DBMSes. First, in our review of the related work,
we demonstrated that no study has yet touched on the problem of selecting a data
structure for run merging in external sort for DBMSes. After that, we posed several
related research questions. To answer them, we have implemented three different
approaches and experimentally evaluated them using the PosDB query engine. As
the result, we have shown that a loser tree is the most efficient method for run
merging.

Thus, we have demonstrated that even without complex I/O optimizations,
such as disk striping, parallel I/O using mmap, elegant read ahead techniques, etc.,
the algorithm that selects the smallest element at the merge step has a noticeable
impact on the performance of external sort. Therefore, it is worthwhile to make
an effort to implement an efficient data structure for run merging on modern com-
modity computers. With the mentioned optimizations applied, the influence of the
algorithm will only increase, since I/O operations become more efficient, which
means there will be more computational load on the CPU.
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Abstract. Data versioning is required in various business and science
contexts, including governance, risk and compliance (GRC) and is essen-
tial for security audits, legal compliance and business strategy develop-
ment. We present a data versioning library for MongoDB to support
an innovative enterprise resource planning (ERP) system for small and
medium enterprises (SMEs) which aims to be flexible and adapt to chang-
ing business needs. We exploit the fact that the volume of archival data
is orders of magnitude larger than of the currently valid documents and
that historic data is rarely accessed. Experiments with eight sets of 1
million mutations/queries on 100K of valid documents (average size 2.3
kB), carried out over a period of 60 h on a local PC show stable aver-
age versioning write/read operation performance per document in the
range of 12.3/1.2 ms which proves that the solution is viable in an SME
scenario.

Keywords: Database · NoSQL · Document versioning · CRUD ·
ERP · MongoDB · Performance

1 Introduction

Early work on data versioning for relations was done by Bernstein and Good-
man [4] who presented complex multi-versioning scenarios with algorithms guar-
anteeing versioning correctness. Stonebraker et al. [33] outlined three types of
versioning requirements for a relational database: no archive where no historical
access to a relation is needed, light archive where archival is needed but will not
be accessed frequently, and heavy archive when the system needs to look up and
update timestamps of previous transactions. In an ERP system we expect to see
no archive in business objects which do not change and light archive to be used
for compliance, security and strategy queries, with no heavy archive.

In business, governance, risk and compliance (GRC) are of primary impor-
tance. Burns and Peterson [18] suggested a number of mechanisms supporting
compliance. In this context, data versioning can be used as a foundation of sys-
tem security or information movement tracking [6]. Versioning systems retain
earlier versions of modified documents, allowing recovery from user mistakes or
system corruption [31]. In a business system, versioning is important in three
c© Springer Nature Switzerland AG 2022
S. Chiusano et al. (Eds.): ADBIS 2022, CCIS 1652, pp. 512–524, 2022.
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settings: legal compliance which requires that we can access the details of finan-
cial transactions for the last ten years, support of security audits for a few years
back, and the use of old data for business strategy development. In this last
case we may ask how often suppliers replace products with new ones, which cus-
tomers cancel or modify orders, or perform other business intelligence queries.
Versioning queries will not be carried out on all data and will not be frequent.

Some DBMSs have built in data versioning, with or without redundancy,
with automatic or manual backup controlled by an administrator and even an
advanced support as a combination of all of those, but in most cases this is
not enough [7] to satisfy compliance requirements. Mainstream NoSQL DBMSs
including MongoDB [20] only provide limited support for data versioning [12].
However, S3 [2,32] has introduced versioning in 2016.

Our ERP targets SMEs and the business system has to comply with the law
and provide access to older data versions for financial transactions up to 10 years
into the past. Some data has to be versioned, as it is expected to change, and
some data will not change or change rarely.

For example, in a purchase order scenario which is part of two benchmarks,
TPC-R and TPC-H [25], with relations part, partsupplier, lineitem, sup-
plier, customer, orders, nation and region, see [37], we expect that the
following data will be versioned: part may change its price from time to time, a
partsupplier tuple may be deleted as a part becomes obsolete or the supplier is
no longer active, a lineitem can be deleted once from an existing order but not
changed or a new lineitem may be added, supplier or customer may change
the details from time to time, and an order will be the most often updated
relation, as sometimes the SME cannot source an order item and may delete it
or replace items, based on availability or customer decision.

Here, we focus on adding versioning support to an ERP based on MongoDB
and measuring performance. Earlier steps in the ERP development were pre-
sented in [26] where we show that the ERP fits the business use case as defined
by Enablerr [1]. We offer three contributions. First, our versioning algorithm for
MongoDB ensures that the query time on the currently valid document versions
is kept constant as we store historical data in a separate collection. Second,
we guarantee ACID versioning consistency by using a transaction spanning two
collections (the current data and the historical data). Third, we demonstrate
good versioning performance on a dataset of 100K documents undergoing 1 mil-
lion mutations, with CRUD operations needing between 1.2 and 12.3 ms, which
satisfies the needs of an SME. We show that the requirements of compliance,
security audit and business strategy reporting can be implemented without sac-
rificing performance.

The paper is organized as follows. Section 2 presents related work, Sect. 3
outlines the versioning solution, and Sect. 4 presents the experiments and results.
In Sect. 5 we discuss and conclude.
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2 Related Work

The need to support historical queries, auditing, provenance, and reproducibility
leads to an increase in data volumes. This has led to many efforts at building
efficient data management systems that support versioning as a first class con-
struct. We increasingly see version control embedded in many collaborative tools
such as word processors, spreadsheets and wikis [3].

In databases, schema evolution and versioning have been researched exten-
sively [4,27,33]. Versioning for relational databases includes TardisDB [28] and
Decibel which is a relational dataset branching system [17]. Versioning for XML
was studied by Chien et al. [5]. Here, we focus only on data versioning and
not schema versioning, with application to an ERP scenario on top of Mon-
goDB. Despite advances in data versioning, none of the prior systems fit NoSQL
databases. The existing NoSQL work focuses on schema changes necessitated by
the flexibility of NoSQL data models [29,34].

The only document versioning library for MongoDB, to the best of our knowl-
edge, is Vermongo [24,35], but it does not support the range of operations we
require. The core idea is to store the current and past document versions in
separate collections. One can efficiently access the most heavily requested data,
i.e. the latest versions. Implementations are available for Couchbase [36] and
even for SQL in the context of temporal changes, keeping the historical data in
a separate table [23]. However, Vermongo has several deficiencies which make it
unsuitable for an ERP system as it lacks ACID guarantees, does not support
all data types (particularly DBRefs which are the equivalent of foreign keys in a
relational database) and all the CRUD operations defined by Mongoose, such as
updateOne or updateMany. In Sect. 3 we discuss our solution to versioning which
provides full versioning support as needed in an ERP.

3 The Versioning Solution

We now describe the new versioning solution starting with the versioning dimen-
sions discussed by Van de Sompel et al. [30].

1. Identification: how are different versions identified? Every document has
an unique id and a version number.

2. Strategy: how do we assign identifiers to versions? New versions inherit the
id and get a new version number that increases sequentially.

3. Relationships: How are version relationships expressed? Relationships are
expressed by sharing the object id. Higher version numbers correspond to
more recent versions.

4. Timestamping: How are the date and time associated with versions? The
date and time are stored as the start (inclusive) and end timestamp (exclu-
sive). Current valid versions have only a start timestamp.
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3.1 The Document Versioning Pattern

Our solution follows the MongoDB document versioning pattern [8] which aims
to keep the document version history available and usable. To accomplish this,
a version number is added to each document and the database has to contain
two collections for each original collection under version control: one holding the
latest (and most queried) version and another that holds all previous versions.
Figure 1 shows the two collections defined by this pattern, the main collection
and the shadow collection.

The pattern assumes that most of the queries refer to the current document
version and the historical data are only accessed offline for batch reporting or
exceptionally in case of failure, security breach or legal inquiry. The second
assumption is that the frequency of document reads (current version) is much
higher than the frequency of editing. This way the overhead of writing (insert,
update and delete) is compensated by the reduction of query time for current
versions.

These assumptions hold for most SMEs which archive many versions of docu-
ments during long periods (10–15 years) since they are critical for internal inves-
tigation, regulatory compliance, and electronic discovery [13]. A long period of
retention implies a large growth of historic versions [15] while the much smaller
current data is the one used on a daily basis. For this reason, the Document Ver-
sioning Pattern is a suitable option for the ERP scenario for which our versioning
solution has been developed.

MongoDB

Main Collection Shadow Collection

current
version

old
versions

Fig. 1. Versioning uses a main and a shadow collection.

3.2 Implementation

Following the pattern described above, when a new business object is added to
the system, a main collection for this object is created, and our library auto-
matically creates an additional collection to hold old document versions. The
originally defined collection becomes the Main Collection and stores only the
current versions. Documents have only a validity start date. Object ids and
other user defined unique fields are unique.
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The Shadow Collection stores the historical versions. Documents have both
a start and an end date and validity periods do not overlap. The (objectId,
version) combination is unique but the original object ids are not unique and any
other uniqueness constraints are automatically removed, to support the storage
of multiple old versions of the same document sharing some field values. The
documents in the shadow collection are stored for compliance and by default
only two indexes are defined. The first index is on the unique object id in the
shadow collection (combination of the main collection object id and version
number) and it is created automatically by MongoDB as in every collection.
The second index is on the original identifier field from the main collection and
the validity timestamps, which allows us to retrieve efficiently the version of
a document valid at a particular time point. If the shadow collection is to be
used for reporting, additional indexes can be defined. The efficiency impact of
creating such indexes should be kept in mind since the archival collections grow
over time at a higher pace than the main collection. The versioning algorithm
works as follows.

1. On create, a new document is written to the main collection.
2. On update, a new version is written to the main collection and the previous

version is added to the shadow collection, within a transaction.
3. On delete, the no longer valid version is moved to the shadow collection,

within a transaction.
4. On read, both main and shadow collections can be queried.

The whole document is moved to the shadow collection on any update, no
matter if it is on a single or on multiple fields. Each document version in the
shadow collection is a full copy of the document previous to the modification.

Our solution relies on Mongoose [16], a MongoDB object modelling library for
NodeJS. Mongoose provides a straightforward, schema-based solution to model
the application data, including built-in type casting, validation, query building
and business logic hooks among other features. In our implementation, once
the document model has been defined in the application using Mongoose, the
versioning plugin is added to the schema before instantiating the model. This
plugin will generate the two necessary collections and add the versioning related
fields to the schema. A validation is performed to ensure the original schema
definition does not use any of the reserved fields shown below. The fields editor
and deleter have been added to comply with the ISO 15926-2 [14]. Further
details of our solution are available as open-source [11] and ready to use as a
npm library [10].

1. Version: integer, starting at 1 (required)
2. Validity timestamps: old versions have a mandatory start and end, and the

current version has a mandatory start and an empty end.
3. Editor: User that performs creation or update (required)
4. Deleter: User that performs a deletion
5. Other reserved fields for auxiliary usage are: session, to handle transactions,

edition, to define custom edition values, and deletion, to define custom dele-
tion values.
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The versioning plugin offers new versioning specific query methods.

1. findVersion (id, version) finds a document (in the main or shadow collection)
matching the given id and version number

2. findValidVersion (id, date) finds a document (in the main or shadow collec-
tion) matching the given id and being valid on the specified date timestamp.

3. findAll(offset, limit) retrieves all the documents in the main collection. It
accepts pagination parameters offset and limit.

In the shadow collection two indexes are defined on the versioned documents:
the default MongoDB index on the _id field (composed by the _id of the main
collection document and the version number) and an index on the _id of the
main document plus the validity period(_id._id, validityStart, validityEnd).
This index supports the findValidVersion query method.

The Mongoose middleware pre-hooks implement the versioning on save
(insert, update) and delete, performing the necessary actions on the main and
shadow collection. We support all Mongoose model and query API operations
defined at [21,22]. Operations involving multiple document modifications such as
deleteMany, findAndDelete and updateMany are not typical in our event-driven
ERP system and were implemented for the sake of completeness (see [11]).

The current document version has to be provided on every update or delete
and has to match the latest existing version to prevent concurrency issues. The
application engine refreshes the data if a write attempt fails and provides the
latest version for editing.

In our approach, transactions are required in updates and deletes to guar-
antee operation atomicity, as those operations affect both the main and shadow
collections. The Mongoose Vermongo package [35] does not provide any assur-
ance regarding data consistency during versioning, so it is not suited for an ERP.
To remedy this, our solution makes use of MongoDB transactions to secure the
update and delete. Transactions are not needed for inserts as those only affect
the main collection.

Transactions in MongoDB are implemented as follows. MongoDB uses multi-
granularity locking that allows operations to lock at the global, database or
collection level, and allows for individual storage engines to implement their
own concurrency control below the collection level (e.g., at the document-level
in the WiredTiger engine we use).

MongoDB uses reader-writer locks that allow concurrent readers shared
access to a resource, such as a database or collection. In addition to a shared
(S) locking mode for reads and an exclusive (X) locking mode for writes, intent
shared (IS) and intent exclusive (IX) modes indicate an intent to read or write a
resource using a finer granularity lock. When locking at a certain granularity, all
higher levels are locked using an intent lock. The intent locks are high level locks
that act as a traffic signal. They are added to a conflict FIFO queue while other
existing locks are not released on the finer granularity object. Once the intent
locks are in place (e.g. at collection level), the lower level locks are set (e.g. at
document level). This design reduces the processing needed for managing locks
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as the concurrency control system only has to check the intent locks and not all
the lower level locks.

The transactions are handled by the user and passed to the versioning library
for each enveloped operation. It is therefore possible to perform multi-document
updates inside a single transaction but this is rather uncommon on our business
scenario as the event driven paradigm of the ERP involves mainly single docu-
ment atomic operations. In addition, transactions spanning multiple documents
or collections are not recommended for efficiency reasons and they lock too much
data.

Beside using ACID transactions, we have solved the management of
DBRefs [19] that were not supported by Vermongo. DBRefs are references from
one document to another which combine the referenced document’s _id, collec-
tion name, and, optionally, the database name. This data type is fully supported
in our library and correctly stored in the shadow collection. No specific handling
is needed for the versioning of the referenced documents since the document
_id should never be modified on update. It is straightforward to find the refer-
enced version for each document version in the shadow collection by accessing
the referenced collection using the DBRef _id and the validity timestamp as
parameters for the findValidVersion query method described above.

4 Evaluation
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Fig. 2. Our versioning solution performance. Operation time (ms) for the insert,
update, delete and various find operations, averaged over 1M executions. Update is
the slowest, followed by delete, while insert and read operations perform similarly.
Both update and delete use a transaction spanning two collections.

We performed an experiment simulating ERP database use to measure the ver-
sioning overhead. We assume that archival data grows over time while the current
data stays at a similar size. We compare the performance of three approaches:
no versioning, versioning without using a shadow collection (all data current and
old in one collection), and our versioning which uses two collections, as outlined
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previously. We use 100K valid documents at any time point where each docu-
ment contains employee data of average size 2.3 KB. Each employee document
holds complex data including large nested documents and document arrays stor-
ing personal data, skills, projects and other information. One million operations
of each type were executed in groups of 100K. The experiments were executed
on a MacBook Pro (13-inch, M1, 2020) with 16 GB RAM, 256 GB SSD, run-
ning macOSX Big Sur 11.1. A local MongoDB (5.0.3 Community) Replica Set
with three nodes was used, with the default database configuration. Some sys-
tem background tasks may affect results but should be similar for all tests.
Performance was measured at the application level, via a Mongoose API call,
including a transaction where needed, since the software introduces an overhead
inherent to the solution design that needs to be reported, as reporting the times
from MongoDB directly does not correspond to our use scenario. Each of the
eight operations was tested with 1M repetitions, and the entire experiment took
approximately 60 h. Experiments can be easily reproduced, see [9].

– INSERT: insert a new document
– UPDATE: update an existing document
– DELETE: delete an existing document
– FVaNOW: query the current valid version by object id
– FVaPAST: retrieve a past valid version by id and date
– FVe2: query current version by id and version number
– FVe1: query past version by id and version number
– FIND: find by non-indexed field on currently valid documents.

Figure 2 gives a first impression of performance. To gain a deeper understand-
ing, we compare three approaches: Versioning which is our solution, Plain
Versioning which uses the same versioning method but does not use a shadow
collection, so all data are in one main collection, and No Versioning which is
a baseline, see Table 1.

We now discuss the results. Figure 2 shows an overview of our solution and
shows that updates and deletes are the slowest, as they involve writes in both
the main and the shadow collection, which involves a transaction spanning both
collections. The times we report are adequate for an SME ERP and even the
slowest operation, the Update, needs 12–13 ms, which is acceptable for a busi-
ness user. Table 1 shows the comparison of three versioning approaches. The
Update, at 12–13 ms in our approach is faster than an update using plain ver-
sioning with just one main collection, at 19 ms. The overhead of versioning in
comparison to no versioning during an update is around 7.5 ms. Plain versioning
using a single collection gives a faster Delete than our versioning, by about 4
ms. Other operations perform similarly to plain versioning, with the exception
of Find which searches for an unindexed field and probably causes a collection
scan. Find in our versioning needs as long as a Find with no versioning, i.e. ver-
sioning produces no overhead. However, in plain versioning a Find is extremely
slow, 594 ms, as all versions are kept together and the collection is very large.
This confirms our expectation that our solution has similar performance in most
operations and performs better for current documents.
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Table 1. Performance of the three versioning solutions for eight operations executed
each 1M times in batches of 100K, average time in ms. The slowest operation, update,
is in bold.

Operation Versioning Plain Versioning No Versioning

INSERT 3.26 3.87 3.89
UPDATE 12.34 19.11 4.81
DELETE 6.80 2.72 1.25
FVaNOW 1.43 1.80 0.81
FVaPAST 1.99 1.71 –
FVe2 1.21 1.45 0.79
FVe1 1.74 1.45 –
FIND 3.65 594.04 3.02
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Fig. 3. Versioning. Average operation time (ms) of our solution, executed over 1M
repetitions in batches of 100K.
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Fig. 4. No Versioning. Average operation time (ms) without versioning over 1M
operations.
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Fig. 5. Plain Versioning (no shadow collection). Average operation time (ms) over
1M operations.

Figures 3, 4, and 5 show the insert, update, delete and find in all three
approaches, during a run of 1 million versioning events. Figure 3 which shows
our versioning and Fig. 4, no versioning, show almost flat lines as the experiment
progresses, so we can expect good performance as time progresses and objects
are versioned, where the total pool of valid documents has the same size. This
corresponds to a company which is in business and whose number of employees
stays constant, as we are using employee data. We observe a different behaviour
in plain versioning, Fig. 5, where the Find looks like a staircase. As the col-
lection grows, a linear scan to find an unindexed value requires more and more
time, as the collection needs to be scanned.

As the queries on the valid documents show similar execution times with and
without versioning and such queries are going to be the most heavily performed
operations in an ERP, we confirm that performance is satisfactory for this use
case.

5 Conclusion

We presented a new solution for data versioning. We observe good performance
which can support a flexible and adaptable ERP system. Our work is motivated
by the popularity of MongoDB and the trend towards maintaining data evolution
history.

We designed and implemented a NodeJS library to manage many document
versions of a MongoDB collection by splitting those into two collections. Data
consistency is maintained by the use of transactions when required. We evalu-
ated the performance of our solution and compared it to two alternatives, plain
versioning and no versioning. Our experiments show clearly that our versioning
approach performs well enough to be used in the planned production environ-
ment. Beside showing a small performance overhead of keeping historical data,
we show performance gains on querying current document versions even in non



522 L. de Espona Pernas and E. Pustulka

indexed fields, as compared to a solution that does not separate the data into
two collections.

In the future, we will rerun our experiments using a distributed production
environment in a real-life business scenario from enablerr. We want to evaluate
the solution further, by writing a NodeJS connector on Chronos [38]. Later,
we will investigate the impact of the maintenance of versioned collections in our
ERP environment. Other plans include experiments in using automated indexing
and machine learning to automate index selection.

Acknowledgements. We acknowledge funding from www.innosuisse.ch, grant
44824.1 IP-ICT.
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Abstract. Controlled vocabularies have proved to be critical for data
interoperability and accessibility. In the cultural heritage (CH) domain,
description of artworks are often given as free text, thus making fil-
tering and searching burdensome (e.g. listing all artworks of a specific
type). Despite being multi-language and quite detailed, the Getty’s Art
& Architecture Thesaurus –a de facto standard for describing artworks–
has a low coverage for languages different than English and sometimes
does not reach the required degree of granularity to describe specific niche
artworks. We build upon the Italian Vocabulary of Artworks, developed
by the Italian Ministry of Cultural Heritage (MIC) and a set of free
text descriptions from ArCO, the knowledge graph of the Italian CH, to
propose an extension of the Vocabulary of Artworks and align it to the
Getty’s thesaurus. Our framework relies on text matching and natural
language processing tools for suggesting candidate alignments between
free text and terms and between cross-vocabulary terms, with a human
in the loop for validation and refinement. We produce 1.166 new terms
(31% more w.r.t. the original vocabulary) and 1.330 links to the Getty’s
thesaurus, with estimated coverage of 21%.

Keywords: Controlled vocabularies · Cultural heritage ·
String-matching · Semantic similarity

1 Introduction

Maintaining updated catalogs of artwork objects is an arduous yet fundamental
task in managing, enhancing and preserving cultural heritage. Most catalogs to

This work was supported by the project POR FESR Lazio 2014–2020: “ReAD - Rep-
resentation of Architectural Data”.

c© Springer Nature Switzerland AG 2022
S. Chiusano et al. (Eds.): ADBIS 2022, CCIS 1652, pp. 529–541, 2022.
https://doi.org/10.1007/978-3-031-15743-1_48

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15743-1_48&domain=pdf
https://doi.org/10.1007/978-3-031-15743-1_48


530 L. Bulla et al.

date rely on free text type descriptions, which makes classification arbitrary and
integration between different sources difficult. For instance, in ArCo [3] –the Ital-
ian knowledge graph of cultural heritage– data are not aligned with a vocabulary,
but types of artworks are specified by free text descriptions. Although guidelines
and cataloging standards1 have been provided, a perfectly uniform cataloging
is impossible to obtain, due to subjectivity, human error, and the necessity of
handling specific cases.

Controlled vocabularies enable overcoming the semantic heterogeneity com-
monly encountered in artwork catalogs and provide a common terminology for
describing and cataloging artwork objects. A well-known example is the Getty’s
Art & Architecture Thesaurus (AAT)2, which defines a detailed thesaurus with
descriptions in multiple languages. However, the AAT has a limited number of
descriptions in languages different than English, thus making it barely usable
with resources in other languages. To fill this gap and to provide a finer-grain
type hierarchy, the Institute of the General Catalog and Documentation (ICCD)
has developed a standard Italian vocabulary for cataloging artworks, namely
ICCD Vocabulary of Artworks3.

Although detailed, the ICCD Vocabulary of Artworks is still incomplete for
two reasons. First because of an uncontrolled multiplication and specialization of
descriptions that define cultural assets, which are difficult to validate by domain
experts. Secondly because of missing terms in the vocabulary. For example, in
ArCo, out of 9.531 artwork type descriptions only 2.515 have correspondent
terms. Another important limit of this vocabulary is that it is not aligned with
Getty’s AAT, thus making it not interoperable with resources and systems in
English and other languages.

To overcome the limits of the state of the art discussed above, we apply a
bottom-up approach for proposing new terms for the ICCD Vocabulary of Art-
work and a semi-automatic procedure for aligning the vocabulary with Getty’s
AAT. Our method performs automatic alignment of Italian free text descriptions
of artworks to terms of the vocabulary and considers remaining non-aligned
descriptions as candidate terms. Next we adopt a threefold approach to align
terms of the ICCD vocabulary with Getty’s AAT. First, we connect terms that
match with Italian labels of Getty’s AAT. This procedure achieves low coverage
since few AAT terms contain Italian labels. Second, we employ Wikidata4 to
find a correspondence between Getty’s AAT terms and WordNet, and use Open
Multilingual WordNet5 to connect terms of our Italian vocabulary with Word-
Net. Last, we employ a language agnostic sentence embedding model to map
terms of both vocabularies to a Euclidean space and match semantically similar
terms by cosine similarity. This step achieves a significant increase in recall and

1 http://www.iccd.beniculturali.it/it/normative.
2 http://www.getty.edu/research/tools/vocabularies/aat/aat faq.html#number.
3 http://www.iccd.beniculturali.it/it/ricercanormative/139/thesaurus-per-la-

definizione-dei-beni-storici-artistici.
4 https://www.wikidata.org/.
5 http://compling.hss.ntu.edu.sg/omw/.
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strongly reduces the manual effort since the associations it proposes need just
to be classified as correct or incorrect.

The paper is organized as follows. In Sect. 2, we present an overview of the
state of the art, including initiatives for creating and aligning Italian and English
controlled vocabularies. Section 3 describes the resources we started with, includ-
ing the ICCD Vocabulary of Artworks and the ArCo knowledge graph. In Sect. 4,
we detail our bottom-up approach to automatically match and align free text
descriptions to controlled vocabularies and our threefold approach for aligning
terms across two vocabularies of different languages. In Sect. 5, we present our
results, including the evaluation of our tools in terms of precision, recall, F1 and
accuracy. Section 6 concludes the paper and outlines future work.

2 Related Work

Linking a resource to a controlled vocabulary means to organize information and
promote consistency in the usage of terms. A well-known resource in the Cul-
tural Heritage domain is the The Art & Architecture Thesaurus (AAT)6 created
by the Getty Vocabulary Program [4,12]. This multi-language vocabulary aims
to help describe and categorize cultural properties. It is the most used resource
for controlled terms in CH and currently stores more than 400,400 terms. The
vocabulary is linked by Wikidata [19] –a free collaborative knowledge base linked
to various resources, including Wikipedia and WordNet– through the property
P10147. This direct link allows us to associate AAT terms to corresponding
synsets in WordNet [7], which is one of the best known lexical resources in
English, representing words with their meanings and their relations (e.g., syn-
onymy, hyponymy, meronymy). Although it supports several languages, its cover-
age for languages other than English is limited. For example only 8% of concepts
have associated Italian terms. Moreover, despite its complex and comprehensive
content, the AAT cannot cover all the nuances and specialized terms required
for cataloging large data sources (e.g., ArCo).

Several processes and methodologies for semantic enrichment have been
developed, soliciting experiments and research in the European scene8. In the
context of ARIADNE research infrastructure [1], some attempts (e.g., [2]) were
made for improving interoperability of the AAT Vocabulary by means of an
interactive and manual mapping tools using vocabulary linked data. Our work
follows this direction by leveraging on Italian resources and an automatic align-
ment process.

As detailed in Sect. 3, the ICCD Vocabulary of Artworks9 and ICCD Vocab-
ulary of Archaeological finds10 are the most important resources for describing
6 http://www.getty.edu/research/tools/vocabularies/aat/aat faq.html#number.
7 https://www.wikidata.org/wiki/Property:P1014.
8 https://pro.europeana.eu/project/evaluation-and-enrichments.
9 http://www.iccd.beniculturali.it/it/ricercanormative/139/thesaurus-per-la-

definizione-dei-beni-storici-artistici.
10 http://www.iccd.beniculturali.it/it/ricercanormative/108/thesaurus-per-la-

definizione-dei-reperti-archeologici.
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types of objects in the Italian cultural heritage domain. Their creation, mainte-
nance and updating involve a bottom-up approach for constantly updating and
integrating the existing resources with new items.

Furthermore, our vocabulary alignment process relies on ontology matching
techniques and can be addressed by means of diverse approaches [6]. In [16],
the matching of two controlled vocabularies is carried out using Concept Facets
(CF), which contain distinct features (semantic relations) for each concept and
are able to represent them in a comprehensive way. Then the combination of the
two vocabularies’ CF is performed with lexical comparison algorithms. This app-
roach merges multiple methods, but do not address translation concerns. Simpler
methodologies, such as string matching techniques, seem to work relatively well
given the differences of the considered vocabularies [18]. In particular, we relied
on previous experiments on string-matching algorithms in English texts. The
work of [11] present limits in the management of small variations of the text
(e.g., due to typos), which are disregarded. This problem can be solved by the
approximate string matching algorithms that are intended to find a sub-string
close to a given pattern string. As in our work, Hakak and colleagues describe
a similarity match approach by applying the Levenshtein distance function [13].
Another significant work is represented by an automatically textual classification
method based on a controlled vocabulary developed in the field of engineering
[10]. The authors propose a string-matching algorithm based on the Informa-
tion Engineering thesaurus and classification scheme. This approach was imple-
mented with different methods such as weighting schemes of terms, cut-offs and
exclusion of some terms. In our work, we also rely on semantic text similarity to
match terms from different vocabularies [20]. Specifically we employ a language
agnostic sentence embedding model [8] to associate terms of different languages.
Modern approaches similar to ours are based on neural language models [15,17],
some of them specifically aimed at handling multiple languages [5,14].

3 Materials: ICCD Controlled Vocabularies and ArCo
KG Textual Descriptions

The Institute of the General Catalog and Documentation (ICCD) of the Italian
Ministry of Cultural Heritage (MIC) is in charge of maintaining the General
Catalog of Italian Cultural Heritage11 (GC) that is the result of a collaborative
effort involving many and diverse organizations that administer cultural prop-
erties all over the Italian territory. They submit their catalog records through a
collaborative platform, named SIGECweb12. To date, ICCD has collected and
stored ∼2.5M records, which are part of ArCo knowledge graph (KG) [3] of
Italian Cultural Heritage (CH).

11 http://www.catalogo.beniculturali.it/sigecSSU FE/Home.action?
timestamp=1521647516354.

12 http://www.iccd.beniculturali.it/it/sigecweb.

http://www.catalogo.beniculturali.it/sigecSSU_FE/Home.action?timestamp=1521647516354
http://www.catalogo.beniculturali.it/sigecSSU_FE/Home.action?timestamp=1521647516354


Developing and Aligning a Detailed Controlled Vocabulary for Artwork 533

As detailed in Sect. 4.1, ArCo textual descriptions were used to integrate
the ICCD Vocabulary of Artworks in our semiautomatic enrichment and align-
ment work. It is composed of 4.225 Italian terms, organized into seven general
categories, , with their sub-categories. All terms refer to physical objects.

Furthermore, we used the Vocabulary of Archaeological finds (VAF) from
ICCD as gold standard for testing the automatic alignment tools presented in
Sect. 4. This ICCD vocabulary aiming at cataloging the types of finds in the
Archaeological domain, is composed of 1.784 Italian terms, referred to physical
objects, hierarchically organized into nine general categories, with their sub-
categories. It has been manually aligned to the The Art & Architecture Thesaurus
(AAT) by domain experts, using three link types: broad match, close match,
exact match. In total 1.191 terms were linked: 455 are broad match, 104 are
close match and 632 are exact match.

4 Methodology

In the following we describe each step of our methodology as depicted in Fig. 1.
In Sect. 4.1, we detail the extraction process from ArCo textual descriptions
and the string matching and alignment process on both ArCo descriptions and
ICCD Vocabulary of Artworks; in Sect. 4.2, we describe our tree-fold approach
for linking our extended version of the Vocabulary of Artworks with the Getty’s
AAT Vocabulary.

Fig. 1. Flowchart of our methodology process for the creation of a detailed and seman-
tic aligned Vocabulary of Artworks. Red rectangles connected with black arrows rep-
resent the sequence of each action performed. Yellow parallelograms denote the input
data, while the blue parallelogram represents the final output. (Color figure online)

4.1 Matching and Alignment Algorithm

Starting from the analysis of the ICCD Vocabulary of Artworks, we have iden-
tified a number of (mostly morphological and functional) relationships between
specific and generic terms. For instance, in the ICCD Vocabulary of Artworks,
the term “pugnale” (dagger) is linked to the term “pugnale ad anello” (ring dag-
ger), that is a new term related to the shape of the dagger; it also has a relation
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with the term “pugnale da caccia” (hunting dagger), which identify a new term
based on the function of the dagger; finally, it is also linked to the term “lama
di pugnale” (dagger blade), which is a part of the object.

After the analysis of the vocabulary, we extracted textual descriptions of
artworks from ArCo KG, to compare them with the analyzed Vocabulary. We
found 8.443 different descriptions entered by catalogers. We identified the most
frequent cases of misalignment, which can be classified into seven categories:
(i) New terms; (ii) Typos; (iii) Terms containing other information (materials,
techniques, repertories); (iv) Terms with special characters (*, -); (v) Terms
referring to numismatic properties; (vi) Terms with the indication “frammenti”
(fragments) or “forma ricostruibile” (rebuildable shape); (vii) Plural/singular
mismatches. From this analysis we also noticed that sometimes parts of objects
are described by the object and the part separated by the symbol /. For instance,
“ciotola/ ansa” (bowl/ handle) in place of “ansa di ciotola” (handle of bowl).

The analysis of the ArCo descriptions led us to the creation of transformation
rules aimed at the optimization of the extracted data. These rules are part of the
normalization process included in the first step (row 2) of the overall matching
procedure described in Algorithm 1. It is possible to have a complete overview
of the rules directly by consulting the available code on GitHub13.

We designed a simple algorithm that takes as input the list of vocabulary
terms T and a generic free text description d of a cultural asset, and returns the
corresponding term of the Vocabulary of Artworks. The algorithm first normal-
izes both the list of terms and the textual description (rows 1, 2 in Algorithm 1)
by general rules (i.e., normalization of capital letters) and specific rules (See
Footnote 13). Subsequently, it looks for a term in the vocabulary that matches
perfectly with the textual description d (row 3). If no match is found, the descrip-
tion d is first split in two parts: d and p, representing the whole object and any
terms matching a specification of only one part of it, respectively (row 5) and
then assigned to the longest term of the vocabulary which is contained in it as a
prefix (row 6). If still no term is matched, the tool proceeds to perform a lemma-
tization of d and all terms t ∈ T and attempt again (rows 8, 9, 10). In the case
of failure, the algorithm performs a similarity match (row 12) by applying the
Levenshtein Distance [13] with a threshold of 3 and returning the less distant
term or a failure. The tool proceeds by classifying all descriptions by processing
them through the algorithm described above. The choice of matching as a prefix
depends on the annotation policies, which can be observed in the data, where
the object is described at the beginning with more general words followed by
more specific words. The tool offers the possibility of tracing the description to
the longest term of the vocabulary that contains it as a suffix (in place of pre-
fix). This makes it adaptable also to controlled vocabularies that are based on
different hierarchical orderings or different languages.

13 https://github.com/LuanaBulla/Controlled-Vocabularies-for-Cultural-Heritage/
tree/main/code.

https://github.com/LuanaBulla/Controlled-Vocabularies-for-Cultural-Heritage/tree/main/code
https://github.com/LuanaBulla/Controlled-Vocabularies-for-Cultural-Heritage/tree/main/code
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At the end of the process, the description could be classified through the
identification of its equivalent within the controlled vocabulary, through the
entry ‘Not present’ or through the label ‘Untraceable’. If during the execution
more than a term is matched, the algorithm returns a failure (not specified
in Algorithm 1). This case denotes the ambiguity of the description provided,
which, associated with several items within the vocabulary, cannot be traced
back uniquely.

Algorithm 1: Overall procedure for matching a textual description with
its corresponding vocabulary term
Data: T = list of vocabulary terms; d = textual description
Result: term t that matches d

1 T ← {normalize(t) for all t ∈ T};
2 d ← normalize(d);
3 t ← exact match(d, T );
4 if t = fail then
5 d, p ← split(d);
6 t ← longest prefix match(d, T );
7 if t = fail then
8 T ← {lemmatize(t) for all t ∈ T};
9 d ← lemmatize(d);

10 t ← longest prefix match(d, T );
11 if t = fail then
12 t ← similarity match(d, T );

13 return t;

4.2 Linking with Getty’s AAT

To achieve state-of-the-art alignment, we link the Vocabulary of Artworks (VA)
and its extension deriving from the alignment of the new terms given by the
ArCo’s catalogers to the Getty Art & Architecture Thesaurus (AAT).

On the international stage, the AAT vocabulary offers a standard for the
domains of art, architecture and decorative arts by embracing a perspective of
continuous evolution and growth. In this regard, the Getty’s AAT also promotes
multilingual inclusion, which entails the translation of some of its elements into
a variety of languages. Despite the effectiveness of this initiative, the entries
aligned with terms in Italian represent only the 8% of the total items. To ensure
that all words in our controlled vocabularies are aligned with the target resource
(AAT), we followed two steps, one automatic and one manual. To align terms of
our Italian vocabulary with the Getty’s AAT, we adopted a threefold automatic
approach followed by manual validation.

The first approach consists in matching the terms in our controlled vocabu-
lary to the Italian translations already contained in the Getty’s AAT. We com-
pare all the Italian concepts in the Getty vocabulary to those in the VA and in
its extension to determine if an exact match occurs. If so, the terms are aligned.
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The second approach involves WikiData14, a free and open knowledge base
that serves as a central repository for structured data from Wikimedia projects,
such as Wikipedia and Wiktionary. This huge database includes an alignment
between some AAT vocabulary entries and the reference WordNet synsets. Since
the latter are in English, we translate the synsets into Italian by means of Open
Multilingual Wordnet15, a database that aims at facilitating multilingual navi-
gation. The first and second approaches were successful in linking 14% and 9%
of the entries in the Vocabulary of Artworks and our extension, respectively.

The third approach aims at mapping all terms into our controlled vocab-
ularies by applying a language-agnostic BERT sentence embedding model
(LaBSE) [8], which supports 109 languages. Trained and optimized to produce
similar representations exclusively for bilingual sentence pairs that are trans-
lations of each other, the model promotes tasks of classification, translation,
and similarity from a multilingual perspective. Following an initial vectorization
through embedding of all terms to be compared, we verify the degree of similarity
between each item of our controlled vocabularies and the single items contained
in the AAT corpus using cosine similarity. For every term of the Vocabulary
of Artwork we choose the AAT term with the higher degree of similarity. This
method allow us to match our controlled vocabularies with the Getty AAT lex-
icon in a fully automatic way. This series of operations was followed by a man-
ual validation of the results which led to a complete and detailed assessment
described in Sect. 5.

5 Results and Evaluation

In this section, we report the results of our methodology and the evaluation of
our methods in terms of precision, recall and coverage. The final version of the
extended Vocabulary of Artworks16 consists of 6.091 terms. 3.819 terms were
derived from the clean-up process of the original ICCD vocabulary and 2.272
from the integration of ArCo free text descriptions. As a result, the size of the
new vocabulary version grew by 37% over the prior version. The Vocabulary of
Artworks’ terms were semantically aligned with the Getty’s AAT vocabulary. As
we show below, the alignment tool has an expected 24% recall, which was eval-
uated on a different vocabulary for which we have the links with Getty’s AAT:
the manually annotated Vocabulary of Archaeological Finds (VFA), which rep-
resents our gold standard. Detailed results of the automatic alignment modules
are given below.

5.1 Evaluation of the Text Matching and Alignment Algorithm

First, we evaluated the text matching tool and its performance on the whole
set of artwork free text descriptions (8.443 descriptions) in the ArCo KG. The
14 https://www.wikidata.org/.
15 http://compling.hss.ntu.edu.sg/omw/.
16 https://github.com/LuanaBulla/Controlled-Vocabularies-for-Cultural-Heritage.

https://www.wikidata.org/
http://compling.hss.ntu.edu.sg/omw/
https://github.com/LuanaBulla/Controlled-Vocabularies-for-Cultural-Heritage
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alignment process between textual descriptions and terms from the Vocabulary
of Artwork was validated manually by checking the whole output.

We computed precision and recall for all the steps performed by the tool. In
order to obtain detailed information, we evaluated the impact of each step of
the algorithm (exact match, prefix match, lemmatized prefix match and simi-
larity match) and we computed precision and recall adapted for the multi-class
setting [9] for each step. The validation process was conducted as follows: we
first checked the alignments when an exact match was found, to verify if the
normalization process established in the algorithm (rows 1-2 of Algorithm 1)
was valid for all occurrences. For matches based on lemmatization and prefix
match, we checked the controlled vocabulary to find out if it contains a specific
term. The alignment based on similarity was validated by the analysis of the
strings, to verify if the change of a letter produced a different word. Finally, if
a match was not found we checked the controlled vocabulary to find out generic
terms to which the description could be traced back. For all the cases of doubt,
we submitted the validation of the alignments to ICCD domain experts. We also
created a list of annotation to better identify the types of error.

The results of the application of all the individual steps of the algorithm, as
well as the whole process, are reported in Table 1. The exact match and prefix
match (rows 1-6) produce the highest precision, while the similarity phase (row
12) produces the best recall. In general, the whole Algorithm 1 performs 98%
precision and 99% recall.

Table 1. Performance of the Matching and Alignment algorithm in terms of precision
and recall.

Step Precision Recall

Exact match and prefix 0,994 0,780

Lemmatization 0,993 0,807

Similarity 0,989 0,962

Complete 0,982 0,993

Further analysis of the errors has shown that incorrect matches fall into 3 main
error types. The first error cause concerns the application of the similarity score
due to the overuse of the similarity metrics mismatches (e.g., the description
“blocco” (block) paired with the term “bricco”(jug). The second error cause
is to be attributed to incorrect descriptions made by users. For instance, the
improper use of prepositions, such as “di” (of) instead of “per” (for) is the main
example of this error type. The third error cause consists of the misalignment
with terms that already exist in the controlled vocabularies.
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5.2 Evaluation of the Linking with the Getty’s AAT Vocabulary

Evaluation of the Vocabulary of Artworks Alignment. The second result
of our work is the alignment between the new Vocabulary of Arworks (VA) and
Getty’s AAT entries. We present (Tables 2 and 3) both the precision of our tech-
nique and the proportion of vocabulary terms covered by it for both the initial
VA and the proposed extension. Due to a lack of prior manual alignment between
our controlled vocabularies and the AAT vocabulary, we cannot compute recall
and hence we report coverage, as the percentage of linked terms over all terms.

Table 2. Performance of the Getty’s AAT vocabulary alignment with the VA.

Step Precision Coverage

Getty@it 81% 8%

WordNet 66% 2%

SBert 12% 10%

Total 21% 21%

Table 3. Performance of the AAT vocabulary alignment on the VA’s extension.

Step Precision Coverage

Getty@it 84% 3%

WordNet 67% 3%

SBert 17% 15%

Total 23% 23%

As expected, the combination of the terms of our controlled vocabularies with
the Italian translations already contained in the AAT (indicated in both tables
as “Getty@it” Step) achieved higher precision in the alignment process both
in the VA and in its extension. However, the application of this first approach
achieved only limited coverage of the controlled vocabularies’ terms. A similar
trend is shown by the second approach, which involves linking the WordNet
Synsets extracted from WikiData (indicated in the tables as “WordNet” Step).
Higher coverage is instead achieved by the third method, which takes into consid-
eration the semantic similarity between the items of the controlled vocabularies
and the AAT entries (indicated in the tables as “SBert” Step). In this case, the
precision is considerably lower (12% and 17%, respectively). However, note that
high precision is not essential for the aim of our research because the terms pro-
cessed have been subjected to a thorough manual validation that has highlighted
and filtered the incorrect alignments.
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Alignment Evaluation with Vocabulary of Archaeological Finds as
Gold Standard. To further test the validity of our methodology, we evalu-
ated the alignment tool on the Vocabulary of Archaeological finds (VAF), which
was already manually aligned to the Getty’s AAT vocabulary by domain experts.
In Table 4 we report the results in terms of recall and precision calculated by tak-
ing into consideration the total number of items manually validated by domain
experts (indicated in table as “Precision w/o”) and the totality of the vocab-
ulary entries, including the ones that don’t have a correspondence with Getty
AAT (indicated in the table as “Precision w”).

Table 4. Performance of the AAT vocabulary alignment on 67% of the VAF vocabulary
(Precision w/o) and the total number of entries in it (Precision w).

Step Precision w/o Precision w Recall

Getty@it 72% 63% 6%

Getty@it + WordNet 51% 48% 10%

Getty@it + WordNet + SBert 10% 4% 24%

Total 20% 10% 24%

In the first scenario, we evaluate the 67% of the entire lexicon, which was aligned
with the AAT vocabulary and correspond to a total of 1.191 items. Due to the
non-classified items by the domain experts of the remaining 33% of the VAF,
all the 1.784 terms that compose it are contemplated in the second case for the
purpose of completeness. In this instance, we consider the added entries as not
attributable to the Getty vocabularies and therefore we evaluate the link made by
our alignment tool as incorrect. The total recall is 24%, while the accuracy of the
first and second scenarios is 20% and 10%, respectively. Precision is lower than
on VA, probably due to the limited coverage of alignment techniques via Getty
and WordNet, and the difficulty of dealing with more specific entries inscribed
in the archaeological heritage field. This area comprises items that are more
terminologically sought after and less common than the Vocabulary of Artwork
entries. The lower performances on VAF w.r.t. VA suggest that we can expect
higher recall on VA and hence 24% recall on VAF might be an underestimation
for VA.

6 Conclusion and Future Work

Our work proposed an agile methodology for the automatic alignment of textual
descriptions to controlled vocabularies in the CH domain. Its application led
to the creation of a Vocabulary of Artworks (VA) extension starting from free
text descriptions in the KG ArCo. We also link the terms in the VA and in
its extension to the Getty’s AAT vocabulary, testing our methods on the VAF
vocabulary as a golden standard.
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Following the results achieved, we plan to improve both of our tool. First,
given the limits of the Levenshtein Distance (cf. Sect. 4.1), we intend to test
different semantic similarity metrics for matching free text descriptions with
vocabulary terms. We also plan to enhance the alignment approaches between
our controlled vocabularies and the Getty’s AAT Vocabulary by taking into
consideration their hierarchy structure. This would enable better filtering of
information and more accurate matching of entries.
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Abstract. This paper addresses the problem of maintaining CIDOC
CRM-based knowledge graph (KG) by non-expert users. We present a
practical method using Wikibase and specific data input conventions
for creating and editing linked data that can be exported as CIDOC
CRM compliant RDF. Wikibase is a proven and maintained software for
generic KG maintenance with a fixed but flexible data model and easy-
to-use user interface. It runs the collaboratively edited Wikidata KG,
as well as increasing amount of domain specific services. The proposed
solution introduces a set of data input conventions for Wikibase that can
be used to generate CIDOC CRM compliant RDF without programming.
The process relies on the aforementioned data input rules combined with
generic mapping implementations and metadata stored as part of the
KG. We argue that this convention over coding makes the system more
easily approachable and maintainable for users that want to adhere to
the CIDOC CRM principles, but are not ontology experts. As part of the
preliminary evaluation of the proposed solution, an example on managing
Cultural Heritage data in the military history domain with discussion on
the limitations of the approach is presented.

Keywords: Wikibase · CIDOC CRM · Knowledge graph · Cultural
heritage · Linked data

1 Introduction

While thousands of Linked Data datasets of Cultural Heritage (CH) have become
openly available in the Linked Open Data (LOD) cloud1 and elsewhere, an ever-
more serious challenge is how to manage the knowledge graphs (KG) when the
underlying ontologies and metadata evolve over time [4]. This is especially true
for datasets that are products of unique research projects with minimal resources
available for maintenance in the long run. When the graph is created using data

1 https://lod-cloud.net/.
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exported from existing systems or from manually created sets of heterogeneous
source files, it might be easy to make changes to the source data, but the trans-
formation pipelines still require maintenance in order keep the graph version
of the data relevant. In order to minimize the need for maintaining transfor-
mations, one can also choose to maintain the data graph directly. This is the
approach taken, for example, in [9] in the context of culinary tradition and
in [7] in archaeology domain. Both examples are using the CIDOC Conceptual
Reference Model (CRM)2 as their ontological foundation. CRM is a standard
for interoperable information in the CH field [2]. It is an event-based top-level
ontology with high expressive power to address the intricacies of describing CH
data. CRM is also a complex ontology and its implementations produce equally
complex networks of data, which makes creating easy-to-use tooling a challenge.
The CRM events can make references to places where the event occurred, to the
people and physical objects involved, and to the time-span of the occurrence.
As the information of individual CH objects and actors relating to them is split
into multiple events and a large amount of references between entities, making
changes to the data is not as straight-forward as with more simple document
or object-based data models. For example, adding a previously unknown birth
date for a person would involve either creating a new birth event linked to the
person, or modifying a birth event linked to the person, if one exists already.

This paper presents ongoing work related to the maintenance of CRM-based
linked data using the Wikibase software3. Wikibase is developed to serve as the
platform for Wikidata4, which is a massive open and free knowledge base main-
tained by both humans and machines and hosted by the Wikimedia Foundation.
Wikidata currently contains structured information about more than 90 mil-
lion things and maintain an edit history of more than 1.6 billion actions, so it
has been proven to be able to handle massive datasets if necessary. Wikibase is
available as an open-source software suite and comes out-of-box with generic and
simple user interface, search functionality and support for complete change his-
tory. It is designed for open and collaborative management of KGs and has been
adopted by libraries, archives, and research groups for their data management
needs [1]. We present a practical framework called WB-CIDOC for creating and
editing CRM based data with Wikibase instance with an option to publish it
as a custom CRM compliant RDF5 dataset. Our approach tries to strike a bal-
ance between the structures required by the reference ontology and data input
conventions needed to generate them by re-purposing features of the Wikibase
data model. In Sect. 2 related works are first presented and the proposed method
is introduced in Sect. 3. Experiences of using the method in our case study are
then presented (Sect. 4). Finally, in conclusion, contributions of this paper and
current limitations are summarized.

2 https://www.cidoc-crm.org/.
3 https://wikiba.se/.
4 https://www.wikidata.org/.
5 https://www.w3.org/RDF/.
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2 Related Work

Existing works that combine technical solutions for manipulating KGs directly
and use the CRM ontology are few, but there are some notable related works
to be found. WissKI [10] is an open source Virtual Research Environment and
content management system for Cultural Heritage data built on top of CIDOC
CRM ontology. WissKI uses so-called ontology paths to map simple data inputs
such as “date created” into more complete CRM data structures. Ontology paths
are similar to the data input conventions presented in this paper. The main
difference is how these shortcuts or mappings are used in the user interface.
WissKI uses ontology paths to compile the input forms, whereas our approach
relies on Wikibase’s generic form interface. Also, in WissKI the ontology paths
are added manually as opposed to a set of predefined input rules of WB-CIDOC.

Another more recent solution that combines KGs and CIDOC CRM is the
ResearchSpace platform6. ResearchSpace advertises itself as a collaborative and
contextualizing knowledge system that allows users to connect qualitative and
quantitative research. It provides integrated tools for building dataset as well as
semantic web applications. Many features of the ResearchSpace rely heavily on
the CIDOC CRM ontology. It provides read and write access to the data through
semantic forms, which in contrast to Wikibase’s built-in generic implementation,
must be implemented on a case-by-case basis. Examples [7] and [9] mentioned
in the Sect. 1 are implemented with ResearchSpace. More detailed description
of the system and more examples of research projects utilizing ResearchSpace
to collect, enrich, and analyze data can be found in [8].

Gayo et al. [5] use Wikibase for representing and maintaining Shared Author-
ity Files (SAF) in CIDOC-CRM in a project by Luxembourg Competency Net-
work on Digital Cultural Heritage. SAFs are used by memory organizations to
maintain authoritative records of identities of important entities, such as per-
sons, places, and organizations. The approach is identical to ours, as it uses Wik-
ibase qualifiers to provide data for linked resources. They even provide example
SPARQL queries for mapping between the Wikibase data model and CIDOC
CRM. However, these queries seems to be manually created examples, where as
we use the metadata stored in the KG to automatically generate necessary trans-
formations. The work also has a much narrower scope than our work, focusing
solely of managing person related SAF data, which can be modelled with only
a small subset of CIDOC CRM, namely the Appelations and their related Sym-
bolic objects. In fact, their work is complementary to ours, since our WB-CIDOC
approach does not consider CIDOC CRM Appelations yet.

3 WB-CIDOC – Wikibase for CIDOC CRM

This section describes the WB-CIDOC approach for using Wikibase as the
source for CIDOC CRM-compliant RDF datasets. The potential user of the
WB-CIDOC is someone who needs to be able to create CRM-based data and
6 https://github.com/researchspace/researchspace.

https://github.com/researchspace/researchspace
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might even understand why, but who does not need nor want to understand
the ontological nuances of the CRM. Our potential user is also more inclined to
implement data processing automations through graphical user interface instead
of scripting.

WB-CIDOC consists of two parts: Wikibase items and properties that make
up the schema for of the data to be inputted with metadata mapping to CRM
and a set of simple data input conventions that take advantage of Wikibase’s
data model and user interface to denote shortcuts for resources required by
the CRM. The former provides the model and mapping of the domain specific
data to the CRM ontology and the latter gives the rules on how to use to the
model in different situations. Finally, an external software component is used to
implement the mapping from Wikibase’s data model to the CRM RDF output
with the help of the aforementioned schema and data adhering to the rules as
described below. WB-CIDOC is a generic approach and should be suitable for
any CRM project that can work with currently supported CRM features.

Stemming from its collaborative nature, Wikibase’s data model is designed to
represent statements about items of interest and their references. It also allows
for every statement to be qualified with one or more additional statements,
similarly to RDF reification [6]. For example, the Wikidata item for Douglas
Adams7 contains a statement with property occupation and value novelist
with a qualifying information start time 1979, i.e., a qualifier provides addi-
tional information about its linked statement. A more detailed description of the
Wikibase’s data model can be found in [11].

Items and properties are the basic entity types in Wikibase. In order to be
able to denote that some item “X” represents a person, one could, for example,
first create an item for Person and a property instance of, and then add a
statement instance of Person to the item “X”. WB-CIDOC requires at least
three properties to function: instance of, URI mapping and event type. The
property instance of is used as explained above to link an item to a specific
type or class of entities. Properties event type and URI mapping are used in the
RDF export process to identify and generate CRM events, and to translate Wik-
ibase generated URIs with Q and P numbers to external schemas, respectively.
Other items for types and properties are determined by the domain model of the
data to be inputted. See Sect. 4 for an example from the military history domain.
When the required and domain specific properties and items are in place, it is
possible to start inputting the actual data. It should be noted that the domain
model can be modified at any point if and when the need arises.

Data input rules of the current alpha version of the WB-CIDOC are focused
on creating CRM events and time-spans. We are reporting on ongoing work and
more rules can be added in the future.

A so called implicit event is created by adding a statement to an item with a
property that has an aforementioned event type statement. For example, we can
have a property called was born with identifier P2 with following statements:
event type crm:E67_Birth and URI mapping crm:P98i_was_born. The data

7 https://www.wikidata.org/wiki/Q42.

https://www.wikidata.org/wiki/Q42


546 J. Kesäniemi et al.

type of the property was born must be monolingual text8. Finally, the implicit
event denoting the birth for an item describing John Doe could be added with
the following statement: John Doe was born “Birth of John Doe”. The value
of the was born property would become the preferred label of the generated
crm:E67_Birth event and it would be linked to the person with the property
crm:P98i_was_born as metadata recorded as part of the was born (P2) prop-
erty. An implicit event can be further described by adding qualifiers to the state-
ment. Continuing with the previous example, we might want to record the birth
place and mother of John Doe. This can be achieved by adding qualifiers to
the “was born” statement. Again URI mapping values of both properties took
place at and by mother would be used as part of the RDF generation to map
Wikibase URIs to something that is valid CRM. It should be noted here, that
crm:Event instances are only generated for properties that are associated with
event type metadata and they is used to describe items. Therefore, using the
same property as a qualifier would not trigger an event generation.

If the event is linked to multiple actors or things, the user must decide on
which related item to add the implicit event statement. For example, E67_Birth
event involving a child and a mother, can be added either to the mother’s (Q1)
side as Q1 gave birth “Birth of Y” with the qualifier brought to life Q2
or to the item representing the child (Q2) as Q2 has birth event “Birth of
Y” with the qualifier by mother Q1. The problem with this approach is that the
event is not directly visible from the item page of the other items involved. For
example, in the latter case there would not be a link from mother to the child.
These connections can be discovered on-demand by using Wikibase’s “What links
here” feature. Another option is to make the participation in an event explicit
by adding inverse links to other event participants. For example from mother to
child with a statement brought to life John Doe. This kind of property pairs
are handled by the mapping implementation in a way that both persons refer to
the same event even if both was born and brought to life properties contain
event type metadata.

Another basic data input convention is used to handle time-spans.
Time-span related properties, such as crm:P82a_begin_of_the_begin and
crm:P79_beginning_is_qualified_by, can be added directly to implicit events
as qualifiers. During export a new resource with the type crm:E52 Time-Span
is created from all the properties from the qualifiers where their URI mapping
metadata refers to a CRM property with the domain crm:E52_Time-Span.

4 Case WarSampo – Finnish World War II Data

WarSampo9 [3] is a semantic portal and a linked data service about Finland in
the Second World War. It consists of a harmonized KG in a SPARQL endpoint
assembled from several heterogeneous sources, as well as a web portal with nine
8 https://www.mediawiki.org/wiki/Wikibase/DataModel.
9 Project: https://seco.cs.aalto.fi/projects/sotasampo/en; portal: https://www.

sotasampo.fi/en.

https://www.mediawiki.org/wiki/Wikibase/DataModel
https://seco.cs.aalto.fi/projects/sotasampo/en
https://www.sotasampo.fi/en
https://www.sotasampo.fi/en
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application perspectives to the underlying KG. The WarSampo KG makes exten-
sive use of CRM and its event-based model. The National Archives of Finland
has received significant amount of correction suggestions to the data through the
portal, and WB-CIDOC is one of the approaches we are currently experimenting
with for incorporating changes back to the KG.

WB-CIDOC’s implicit events are a good match for events that are not signifi-
cant enough to warrant their own item and involve limited amount of participants.
Let’s take the aerial victory <http://ldf.fi/warsa/events/event_lv32101>
as an example. The event has the pilot and his squadron as participants with
details about the location, time period and aircraft involved. Figure 1 shows a
partial description of the data in Wikibase using WB-CIDOC. In addition to
the statements visible in the figure, the item John Doe is defined as instance
of Person and Squadron 32 as instance of MilitaryUnit. Also, Person and
MilitaryUnit are defined with metadata URI mapping crm:E21_Person and URI
mapping crm:E74_Group respectively.

Fig. 1. Partial description of the event http://ldf.fi/warsa/events/event_lv3288
in Wikibase user interface.

The event described in Fig. 1 includes two participants which both use the
property participated in that has event type crm:E5_Event. However, only
one instance of an event is generated since mapping implementation can detect
through qualifiers that they should refer to the same event. Figure 2 shows a
snippet from the generated RDF export, which includes the processing of an
implicit event with time-span.

5 Discussion

This paper presented an approach called WB-CIDOC for maintaining cultural
heritage data that is compiliant with CIDOC CMR using the Wikibase platform.
The presented approach simplifies data input task by introducing certain input
conventions that can be used to infer some of the required CRM resources,
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warsa:Q2 skos:prefLabel "John Doe" ;

a crm:E21_Person ;

crm:P11i_participated_in warsa-events:Q2-3690b3d7 .

warsa:Q3 skos:prefLabel "Squadron 32" ;

a crm:E74_Group ;

crm:P11i_participated_in warsa-events:Q2-3690b3d7 .

warsa-event:Q2-3690b3d7

a crm:E5_Event ;

skos:prefLabel "Aerial victory in Seiskari"@en ;

crm:P11_had_participant warsa:Q3, warsa:Q2 ;

crm:P14_carried_out_by warsa:Q3 ;

crm:P7_took_place_at warsa:Q4 ;

crm:P4_has_time-span warsa:Q2-3690b3d7-ts-1 ;

warsa-event:Q2-3690b3d7-ts-1

a crm:E52_Time-Span ;

crm:P82a_begin_of_the_begin "1942-04-03"^xsd:date ;

crm:P82b_end_of_the_begin "1942-04-03"^xsd:date ;

Fig. 2. Subset of RDF output of the WarSampo example with a generated event
instance and time-span.

hence lowering the amount of manually created and maintained entities. It also
simplifies the mapping process, because the data input is based on Wikibase’s
generic user interface and transformation from internal data format to CRM
RDF is done by generic implementations generated from the content of the KG.

WB-CIDOC currently focuses on basic CRM event descriptions and is not
suitable for complex data in its current form. Some of the limitations stem from
Wikibase’s data model, such as support for only one reference per implicit event.
For example, it is not possible to denote that time-span information came from
“source X” and participant information from “source Y”. The use of monolingual
text as the data type of properties with event type metadata means that event
labels are currently generated in only one language. One possible workaround
could be to define special label property for adding other languages as qualifiers.
Also, RDF export related event generation cannot currently properly link entities
to shared events if there are more than one implicit event with same property
and pair of participants. This kind of situation will lead to duplicate events
instead of one shared event.

Implementation of the proposed solution is currently in an experimental
stage, as we are working with the National Archives of Finland to develop differ-
ent ways of maintaining the WarSampo data. Applying WB-CIDOC approach to
other published datasets with more elaborate use of CRM would be an interest-
ing area of further research as well as a step towards validation of the proposed
solution.
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Abstract. The definition of Megalithism is found in specialized and
academic works, on Archaeology and Prehistory, as well as in general-
ist dictionaries, glossaries and encyclopedias. However we are not aware
of formal definitions specifically to this particular domain. This paper
presents an under development proposal of Megalithism Knowledge Rep-
resentation that relies on CIDOC CRM to represent the monuments and
concepts of European Megalithism. It includes the granularity required
to represent this form of architecture: from composite parts to single ele-
ments, such as standing stones. A structured way for representing such
definitions is required in order to guide future knowledge extraction from
Megalithism reports.

Keywords: Megalithism · Knowledge representation · CIDOC CRM

1 Introduction

The epistemological root of the concept of Megalithism (from the Greek megas,
large, and lithos, stone) is based on the dimensions and nature of the monuments.
Although its apparently simple definition, the heterogeneity and intrinsic poly-
morphism of Megalithism stands out, emerging a heterogeneous and polymorphic
reading of this cultural manifestation. This emerging reading reflects the mul-
tiple actors that shaped the phenomenon through construction, reconstruction
or even the interaction between monuments and regions, or even through the
multiplicity of archaeological interpretations.

The information treated by History and Archaeology is made up of fragments
that allow the portrayal of a past reality and, as such, allow the construction of
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multiple narratives [3]. Thus, archaeological information systems must be able
to deal with subjectivity, multivocality, temporality and uncertainty. As stated
in [3], “without a data model capable of adequately describing not only the
archaeological data contained within records, but the archaeological processes
used to generate records, any database is limited in terms of its capabilities and
suitability for reporting, assessment and analysis and ultimately its suitability
as an archive” [3, p. 489].

Under the principle of protection by archaeological record, there is an evolu-
tion in the outputs of archaeological works that have become increasingly larger,
more complex and mostly digital. In this context of proliferation of the digi-
tization of Cultural Heritage, new challenges have risen, the range of applica-
tions has become more comprehensive and the number of actors interested in
obtaining and sharing knowledge related to heritage has increased. In this con-
text, digital sharing of Cultural Heritage information implies challenges such as:
interoperability, structuring and transforming data into information, informa-
tion into knowledge and knowledge into application, etc. [12], and ideally, to
adapt to FAIR Principles. Knowledge-based approaches, structured with Linked
Open Data (LOD) concepts and ontologies, are recognized as a basis for effi-
cient solutions [12]. However, many institutions and/or research groups continue
to independently develop their databases and management application, isolated
from the others, already existing, producing a fragmented accumulation of data
[8], leaning to create “data silos”.

In this paper, we propose a CIDOC CRM extension, regarding the represen-
tation of megalithic monuments, having in mind the usual aspects included in
archaeology grey literature. There are other proposals of CIDOC CRM exten-
sions for archaeological works. In [6], the authors present the components of
archaeological buildings, with a focus on construction techniques and materials,
describing the visual representations, the buildings’ chronology and provenance
of buildings. In [9] the authors propose extensions, referring to archaeological
experiments mainly concerning digital analysis of virtual samples. We are not
aware of an extension specific to the definition of megalithic monuments with
the objective of organize usual official reports content. The goal is to set up the
basis for sharing the rich existing data about Megalithism in a principled way,
including the granularity needed to represent this form of architecture: from
composite parts to single elements, such as standing stones.

In Europe megalithism appears in prehistoric and protohistoric chronology,
but similar symbolic expressions, funerary and non-funeral, appear in non-coeval
periods in other regions of the globe. In archaeological literature, the origins
of Megalithism is a long-term debate, associated with “oriental missionaries”,
“segmentary societies”, “environmental changes” and, in some regions, mimetical
behavior [4]. “This vast array of explanations reflect how difficult is to identify
the historical reasons laying beyond such a wide phenomenon were global and
local features are combine in a multitude of ways” [4].

The rest of the paper is organised as follows. Section 2 introduces the CIDOC
CRM model and Sect. 3 presents our proposal, followed of a discussion in Sect. 4.
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2 CIDOC CRM

The CIDOC CRM (standard ISO21127) is a continuously developing Conceptual
Reference Model (CRM) that provides formal frameworks for describing implicit
and explicit concepts and relationships used in cultural heritage documentation
[8]. This initiative is managed by the International Committee for Documenta-
tion of the International Council of Museums and has the participation of an
extensive community of volunteers who meet annually with the aim of integrat-
ing and linking data on Cultural Heritage from the basic relationships between
objects and events.

According to [5], CIDOC CRM encourages information sharing and is based
on the epistemological idea of phases of the academic/scientific process:

– collect and organize evidence (observation and primary sources);
– link facts through relationships;
– interpretation of evidence—contextualize and build hypotheses;
– display results—publication;

As a base, CRM describes general characteristics of objects (identifiers, typol-
ogy, title, material, dimension, notes), but also the history of the object through
events and activities (transfer of custody, location – former and current, origin,
discovery, attribution of classifications, measurements) as well as relationships
between objects and parts of objects (bibliography, composition, likeness) and
their representations (drawings, paintings, inscriptions) [11].

This high-level framework is seen as a common, modular and extensible
semantic standard, providing the chance to develop extensions for various pur-
poses.

3 Defining Megalithism

Our proposal is an extension to concepts related to Megalithism. Figure 1 illus-
trates the concept of Megalithic monument (MM) defined on the basis of CIDOC
CRM elements. We refer to Version 7.1.1 of CIDOC CRM. Due to space limita-
tions, we present only the description of some classes and relations. The concept
MM is a subclass of (E24 Physical Human Made Thing and also of its subclass
E22 Human Made Object), which is defined along with other specific relations.
We pictured relations regarding its identification (appellation), location, legal
protection (rights), type, and composition. There are several other relevant rela-
tions such as association with artifacts and others.

In [6], a CIDOC CRM extension is proposed specifically to incorporate com-
ponents of archaeological buildings, they define (B1 Built Work), our concept
for MM may be integrated as its subclass. Other extensions for archaeology will
not be discussed in this paper, but on later future work.

The idea is that these concepts, presented in more principled ways, may
help to find and compare monuments. This structure is also intended to guide



Megalithism Representation in CIDOC-CRM 553

information extraction from the megalithic sites reports that allow description
of the monuments.

Next we detail some of these concepts and relations. We will use as an exam-
ple one specific monument, “Anta Grande da Comenda da Igreja” (Fig. 2), a well-
preserved dolmen (anta) located in Alentejo (Portugal) known by its dimensions
relative to its neighbours, with a long history of archaeological works and other
publications [7].

Fig. 1. Megalithic monument description elements

Toponymy. An MM is identified by its appellation, which may have alternative
forms. It might be a code assigned to the monument by certain institutions, such
as the CNS (Portuguese national archaeological site code) code. The monument
we are using as an example is identified by appellation “Anta Grande da Comenda
da Igreja”. It has the CNS code 616 and alternative names “Anta Grande da
Herdade da Igreja” and “Anta Grande da Herdade da Comenda”.
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Type. This class comprises concepts denoted by terms from thesauri and con-
trolled vocabularies used to characterize and classify instances of CRM classes.
Instances of (E55 Type) represent concepts in contrast to instances of (E41
Appellation), which are used to name instances of CRM classes. Examples of
the architecture type are “Dólmen”, “Menir” and “Recinto Megalítico”, but oth-
ers can be added.

The MM “Anta Grande da Comenda da Igreja”, for example, has the types
“funerary megalithism”, “Anta/Dólmen” and “Megalitismo Eborense”. In Por-
tugal, Anta and Dólmen are mostly considered as synonyms and Megalitismo
Eborense is a concept used only among Portuguese archaeologists to describe a
geographically limited stylistic variant of funerary Megalithism found in central
Alentejo.

Legal Protection. The relation (P104 is subject to) (E30 Right) specifies the
legal protection of a monument. The MM “Anta Grande da Comenda da Igreja” is
subject to a protection (right) that was created by a protection event (Creation).
This protection has a a time span of time from 20-01-1936 to the present day.

Location. The relation (P56 has former or current location) (E53 Place) allows
the introduction of general information related to the location, such as (E41
Appelations) and (E94 Space primitive) that may contain spacial coordinates
and may be linked to Geoinformation systems.

In our example, “Anta Grande da Comenda da Igreja” (P168 place is defined
by) the (E94 Space Primitive):

<gml:Point srsName=‘‘urn:ogc:def:crs:EPSG::4326’’>
<gml:pos>38.757998,-8.203181</gml:pos>

</gml:Point>

Component. The record of an MM may include one or more MM architectural
components which, as far as it is concerned, may also be composed of one or
more elements. This is expressed by the relation (P46 is composed of) (MM
Component), which is a new concept, subclass of (E19 Physical Object). While,
from the CRM perspective, the definition of megalithic monument does not differ
much from other man made artifacts, being composed by MM components is the
key to its differentiation. The basic MM component is denominated megalith, and
it is usually understood as a single piece of stone roughly shaped or in definite
shapes for symbolic purposes. Different arrangements of megaliths (including
single stones) are taken here as MM Components.

Types of MM components are chambers, corridors, orthostats, etc. In this
way, the configuration designed allows the registration of MM components with
their respective descriptions, but also, if necessary, the registration of each stand-
ing stone. Regarding [6] , mentioned earlier, this would be related to (B2 Mor-
phological Building Section).
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In our example, “Anta Grande da Comenda da Igreja” (P46 is composed
of) a part that (P2 has type) “Chamber”, that (P45 consists of) (E57 Material)
Granite and has (P40 observed dimension) diameter which (P90 has value) of
4,5 (E60 Number) in meters (Measurement Unit), as in Fig. 2.

Besides the concepts described here, there are some other relevant classes and
relations associated to the extension for MM being developed, such as the rela-
tion with archaeological works undertaken on the monuments and the elements
found, such as artifacts (E22 Human Made Objects). Description of artifacts are
important to allow users to filter the monuments by the typology of artifacts
associated with them. For example, filtering all monuments with geometrics or
a certain ceramic typology, trace of reuse.

Subclasses of Megalithic Monument. Another key aspect in the definition
of megalithism are its specializations or subclasses. There are defined types of
monuments which are related to a unique or isolated standing stone or megalith,
such as the concept of a Menhir. Other sub concepts or type of monuments
include multiple stones, which may be aligned, or placed in circles (Cromlechs,
see Fig. 3). A Dolmen (Fig. 2) is an example of a more complex megalithic mon-
ument in which stones create a chamber, often considered to be used as a tomb
or burial chamber. With the proposed model we intend to formalize all these
concepts and their specific compositions, trying to push forward supra-regional
studies.

4 Discussion

This extension proposal allows for the identification of the main elements and
relations that define and characterize an MM. It is intended to better describe
monuments in order to help finding and comparing them. It will also serve as
a basis for the organization of current reported knowledge constituted of non-
structured data.

As introduced early in the paper, in the literature, we find other proposals of
CIDOC CRM extensions in the area of archaeology. In [9] the authors also pro-
pose CIDOC CRM extensions, referring to archaeological experiments mainly
concerning digital analysis of virtual samples. In [6], a CIDOC CRM extension
is proposed specifically to incorporate components of archaeological buildings,
which in some aspects are related to our proposal. However, they deal mainly
with construction techniques, materials, visual representations, chronology and
provenance of the buildings. For megalithic site description, construction tech-
niques were very basic and are mostly unknown.

Differently from these other works, our main focus here is to describe
Megalithism concepts. Our approach focuses on relevant elements for allow-
ing better search and comparison, and considers the usual components of offi-
cial reports of megalithic sites studies (prospections, excavations, environmen-
tal assessments) and their particular relations with subclasses of monuments.
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Fig. 2. Anta Grande da Comenda da Igreja components: chamber (composition) and
megaliths (units). Image taken from Montemorbase 3D model.

We plan to make the ontology available in OWL format so that we can rely
on community reuse, refinment and extensions (https://github.com/IvoSantos/
MegalithismCIDOC).

Following [1], we intend to develop information extraction (IE) mechanisms
for this type of specialized textual corpora. For advancing in that direction, in
a previous work [10], we presented the corpus on Portuguese Megalithism. Such
domain specialized corpus will be manually annotated for the development of IE
tools.

https://github.com/IvoSantos/MegalithismCIDOC
https://github.com/IvoSantos/MegalithismCIDOC
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Fig. 3. Almendres cromlech, Évora, Portugal. Adapted from [2]. Photo by R. de Balbín

Knowledge organization and representation is an important step in order
to make it possible to preserve the context of the megalithic monuments in
its various facets: intrinsic context (archaeological), archaeological interventions
and intervenients. In other words, the use of Semantic Web premises allow the
implementation of an archaeological information structure in which all data are
related in a known way, searchable and reusable, without exception. Simultane-
ously, by combining semantic capability and 3D modeling, this implementation
creates the basis for further investigations. We plan to develop this interdepen-
dence between 3D modeling and monument information in future works.

The context in Archaeology is so important that it can determine the meaning
and (archaeological) value of monuments and artefacts. However, the databases
used in the discipline, as well as the academic projects and works themselves,
usually do not include all the existing technological capabilities to safeguard this
same context.

As archaeological practice incessantly seeks to complement the record with
more and more digital techniques, archaeological information systems must fol-
low this trend, including these digital data and safeguarding its context. The
importance of context validates the demonstrated need for clarity, which only
the principles of Web Semantics can grant to archaeological information. If con-
text is everything for Archaeology and, technologically, the best way to describe
a context is through semantically rich attributes, then, for this discipline, and
in accordance with good management and data sharing practices currently in
force, the use of computer application that values semantics, becomes essential.
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Abstract. The Semantic Web is increasingly used in research about
music. A challenge is how to conceive musical works considering the
hot debate about their nature in areas like musicology, philosophy, and
library science. In addition, scholars ask for approaches representing
research claims since these can be useful to document the scholarly
debate. Building on a research project in musicology, we present an ontol-
ogy for musical works and claims about them. The development of the
ontology is work in progress.

Keywords: Ontology · Claim · Musicology · Early Music

1 Introduction

The concept of musical work is so basic to composers, performers, and listeners
that it seems almost self-evident. And yet the entity we know, e.g., as Beethoven’s
Symphony No. 9 is to a considerable extent not analogous to other kinds of artis-
tic productions. Like paintings or novels, e.g., musical works are generally pre-
sumed to have an author and some structure. But musical works, like theatrical
plays, are in some other ways different from either of those types. The physical
substance of Leonardo’s La Gioconda, e.g., is clearly the paint and wood of which
it is made. We can hardly be so definitive about the substances of Beethoven’s
Symphony No. 9. Is it the movement of the air during a particular performance?
The original manuscript? The printed orchestral score? In some sense, one may
argue that the Ninth is a surprisingly unstable abstraction related to all of these.
This is the reason why many scholars nowadays refer to the concept of work as a
philosophical construction that is particularly complicated in the case of music
[7]. We should add that this abstraction is also a cultural construction, since it
can be differently interpreted across epochs [19]. Also, considering the variety of
opinions with respect to musical works, one may even doubt whether scholars
refer to the same thing even when they use the same terms [13].

These kinds of considerations are not only a concern for musicologists or
philosophers. When dealing with music data in computer science, we need to
understand how to draw subtle distinctions between different musical pieces.
c© Springer Nature Switzerland AG 2022
S. Chiusano et al. (Eds.): ADBIS 2022, CCIS 1652, pp. 559–571, 2022.
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Ontologies are used nowadays to, e.g., store, publish or give access to data [5].
A clear conceptualization of musical works is therefore needed [13]. The purpose
of the paper, in brief, is to present some insights on musical works building on
an approach at the intersection between musicology, philosophy, and knowledge
representation. In addition, we present a manner to represent analytic claims to
explicitly document scholarly opinions about musical phenomena. This discus-
sion will lead us to introduce some aspects of the Ontology for Analytic Claims
in Music (OMAC). To exemplify the discussion, we will borrow examples from
the research project CRIM – Citations: The Renaissance Imitation Mass.1 Along
the way, we will review the existing literature about the notion of musical work
from different research perspectives, introduce the basic structure of OMAC, and
conclude with some suggestions for future work.

2 Musical Works: A (Partial) Review of the State
of the Art

The investigation on musical works is a challenging research topic in disciplines
like philosophy, musicology, and library science (e.g., [19,20,22]). Before com-
menting on how digital resources treat musical works, we must acknowledge that
ours is hardly a discourse about all music (the consideration of which would be
too wide a mandate). Our scope is comparatively modest, focussing on the art
music tradition of Western Europe, and, more specifically, to music of the years
before 1600. Music from this tradition is in turn certainly not the same as that
of, e.g., Beethoven’s day. Pieces by Josquin des Prez (active around 1500) and
Beethoven (active around 1800) nevertheless share some basic concepts about
how and why they exist, and what scholars might say about them.

The first assumption is to conceive a musical work as being intentionally
created at a certain time within a socio-cultural context. Hence, contra philoso-
phers embracing Platonic attitudes (see the review by [22]), a musical work is
something human-made which could not exist if not composed on purpose.

The second assumption is that a musical work is not identical with its score.
The same work can be indeed represented through different scores in different
notations. We can do a similar consideration for performances, since there can be
different executions for the same work happening at different times and places.
In principle, a musical work can exist without being ever played. From these
perspectives, musical works enjoy a more abstract nature in comparison to both
scores and performances, and cannot be reduced to sets of such entities [22].

The third assumption is that musical works have various features, some of
which are, e.g., based on historical sources, whereas others result from scholarly
analyses. For instance, it is a matter of historical evidence that the motet Tota
pulchra es2 was composed by Claudin de Sermisy (a French composer active in
the middle years of the sixteenth century), whereas it is a matter of analysis
that the motet includes a fuga (see Sect. 3.2).
1 https://crimproject.org/.
2 https://crimproject.org/pieces/CRIM_Model_0011/.

https://crimproject.org/
https://crimproject.org/pieces/CRIM_Model_0011/
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The fourth assumption is that it could be misleading to force all different
types of music produced over the centuries within a single concept of musical
work [7,13]. Talbot [20], for example, claims that “within the tradition of what we
call [...] Western art music, it has seemed axiomatic until quite recently that the
basic unit of artistic production and consumption is the ‘work’ - a hard-edged
artefact with a clear identity.” Talbot concludes arguing that “this common-
sense or perhaps naive view is increasingly coming under fire from several sides.”
Indeed, scholars of Renaissance music often confront rival versions of a musical
text that strain our very notion of the stable work in the first place. And students
of Chopin’s piano music (to take an example from the less distant past) often
encounter the unsettling fact that the great composer frequently crafted and
authorized seemingly contradictory versions of what would otherwise seem to
be the same composition, and even published editions that contain mutually
incompatible performance indications, repeats and even pitches.

Turning our attention to digital projects, the Functional Requirements for
Bibliographic Records (FRBR) [16] was introduced in 1998 in the domain of
library science to represent bibliographic data. FRBR has been reused for differ-
ent ontologies (e.g., [6,9,15,23]) and frameworks, including the Music Encoding
Initiative.3 It has been also aligned to CIDOC-CRM, leading to FRBRoo [1].
Hence, considering its relevance, we will comment on the manner in which espe-
cially this latter version conceptualizes musical entities.

The documentation on FRBRoo recognizes that the notion of work is inten-
tionally only vaguely characterized within the model [1, p.26]. Quoting from [1],
“[a]n instance of F1 Work begins to exist from the very moment an individual
has the initial idea that triggers a creative process in his or her mind. [...] Unless
a creator leaves at least one physical sketch for [the] work, the very existence of
that instance of F1 Work goes unnoticed [...]” [1, p.27]. This consideration can
be interpreted in at least two ways: work as 1) the creator’s idea or 2) the result
of the creator’s idea. In both cases, the quotation suggests that a work can exist
without being represented in any text or score. The first interpretation, which is
documented in the literature on FRBRoo (e.g., [8,9]), recalls intentionalist per-
spectives in philosophy [20]. As an objection to this philosophical view, Levinson
argues that “if compositions are private intuitive experiences in the mind of com-
posers, [...] they become inaccessible and unshareable” (quoted in [3]). In further
excerpts, FRBRoo suggests that a work is the abstract content of expressions
[1, p.54]. There is however something confusing: in the first two interpretations,
a work is only possibly related to expressions, whereas it is now conceived as
an abstraction from expressions. Also, reference to abstract content leaves open
space for questioning about the relation between content and interpretation [18].
As a consequence of these ambiguities, we refrain from the adoption of FRBRoo,
as well as from the use of existing resources based on it.

Keeping on the context of library science, Smiraglia [19] considers musical
works as sorts of abstract entities that he calls documentary entities and that are
neither coincident with expressions, nor with mental ideas, and that are useful

3 https://music-encoding.org/guidelines/v4/content/metadata.html.

https://music-encoding.org/guidelines/v4/content/metadata.html
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for classification purposes; e.g., to classify multiple editions of a novel. In our
experience, practitioners working with archives and digital libraries sometimes
speak of works as identifiers or entry points for resembling expressions (see [13]).

From our perspective, we mitigate domain experts’ views (as discussed above)
with a pragmatic attitude to manage music data. In particular, we rely on the
proposal by Masolo et al. [11] on the notion of literary work and grounded on
an approach at the intersection between AI, philosophy, and human sciences.
The idea discussed by the authors is to conceive works as socio-cultural entities
resulting from agreements among the members of expert communities about the
manner in which texts are interpreted. The assumption is that agents interpret
texts and engage in debates to check how similar their interpretations are. The
situation in which they agree on the similarity of their interpretations leads to
a literary work as a common shared interpretation. Hence, in this perspective, a
literary work is something that exists only with respect to a group of (agreeing)
agents but nothing prevents the existence of multiple, perhaps even incompatible,
works related to the same text. Although Masolo et al.’s proposal is centered on
literature, we think that their analysis can be applied to music, too.

In our understanding, indeed, this approach matches well with domain
experts’ considerations, as well as with the analyses of music proposed by schol-
ars like Goher [7] and Talbot [20], among others. It seems also compatible with
cataloging approaches [19]. Collecting, indeed, multiple entities under a doc-
umentary work means to make a choice about what counts as an “exemplar”
of, e.g., Beethoven’s Ninth and what not. From this perspective, a work is the
result of an agreement process among the members of a community about how
to consider the relations between the entities possibly grouped together.

An evident consequence of this approach is that musical works tend to prolif-
erate, e.g., if interpretations are incompatible or non-overlapping. This could be
a disadvantage if one wishes to classify, e.g., multiple scores under a single work.
At the same time, however, from a scholarly criticism perspective, it could be
an interesting position to stress the difference between multiple interpretations.
To trade-off this pluralistic view with a pragmatic attitude for data classifica-
tion, one can assume that scholars (within specific contexts) do share a common
“minimal” interpretation of multiple expressions. For instance, if we say that the
Symphony No. 9 in D-minor (as a musical work) was composed by Beethoven,
is a symphony, and consists of four movements, we talk of the Ninth as the inter-
pretation shared by all scholars in our domain. This is a simplifying assumption
compared to Masolo et al.’s proposal [11] but it proves useful for our purposes.
We shall see in the next sections how this view leads to a computational ontology.

3 Ontology for Analytic Claims in Music (OMAC)

We introduce here some aspects of the Ontology for Analytic Claims in Music
(OMAC) and present some examples based on CRIM. The ontology is under
development; our purpose is not to present its full axiomatization but the main
ideas behind it. To reflect the distinction between musical works and claims, we
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develop OMAC in a modular architecture consisting of two interrelated mod-
ules, i.e., the Musical Work module (Sect. 3.1), and the Analytic Claim module
(Sect. 3.2). The ontology can be extended with further elements. OMAC is spec-
ified in the Web Ontology Language (OWL);4 we have maximized the reuse of
existing resources like DBpedia (see [12] for an example of use of DBpedia in
music). For the sake of shortness, we present the ontology only partially via some
Description Logic formulas; the reader can refer to the available OWL files.5

3.1 OMAC – Musical Work Module

The Musical Work module allows representing musical works and their
attributes. From a high-level perspective, it focuses on the distinction between
musical works and musical works’ parts. The distinction is based on authorial
structure, namely, the division of a work into sections and subsections as given by
composers and identified in scores through, e.g., formal divisions [17]. Formulas
(a1)–(a6) present the taxonomy of musical entities, whereas (a7)–(a13) present
some parthood-like relations (see the ontology files for more information).6

a1 MusicalWork � MusicalEntity
a2 MusicalWorkPart � MusicalEntity
a3 MusicalWork � MusicalWorkPart � ⊥
a4 MusicalSection � MusicalWorkPart
a5 MusicalSubsection � MusicalWorkPart
a6 MusicalSection � MusicalSubsection � ⊥
a7 authorialPartOf � partOf
a8 sectionOf � authorialPartOf
a9 subsectionOf � authorialPartOf

a10 MusicalEntity � ∀hasPart.MusicalEntity
a11 MusicalWorkPart � ∃authorialPartOf.MusicalWork
a12 MusicalWorkSection � ∃sectionOf.MusicalWork
a13 MusicalWorkSubsection � ∃subsectionOf.MusicalSection

To comment on the formulas, we use the general notion of musical entity to
cover both musical works and their parts. It is therefore at this level that musi-
cal entities correspond to shared interpretations (see previous section). Also, the
formal representation does not explicitly bind musical entities to interpreting
agents or agreeing mechanisms between the agents. This is because the ontology
is a computational artifact to support data management, hence we aim at a
simple formal representation. The introduction of interpreters would inevitably

4 https://www.w3.org/TR/owl-ref/.
5 https://github.com/HCDigitalScholarship/OMAC.
6 The mereology of musical entities might be further refined; e.g., to understand
whether mereological sums of sections still count as works’ sections. One needs how-
ever to pay attention in representing models that are significant from a musicological
perspective.

https://www.w3.org/TR/owl-ref/
https://github.com/HCDigitalScholarship/OMAC
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lead to a more complex formal characterization (see [11]). The ontology is how-
ever coherent with what previously said. Also, by axiom (a10), instances of the
class MusicalWork (a subclass of MusicalEntity) do not necessarily have parts.
An example in Early Music is Tota pulchra es (by Claudin de Sermisy), a Latin
motet in one continuous section for four voices. An Italian madrigal by Cipriano
de Rore, Ite rime, dolenti, in contrast is divided into two sections separated by
a pause. A cyclic Mass brings more complexity to the fore. Jean Guyon’s Missa
je suis desheritèe,7 for instance, consists of the customary five liturgical sections
of the Ordinary of the Catholic Mass (i.e., Kyrie, Gloria, Credo, Sanctus, and
Agnus Dei). These movements represent a standard setting used in almost every
Mass from this period. Yet some of these movements are further divided into
subsections; e.g., the Kyrie is normally divided into three distinct subsections,
each of which closes with a definitive musical cadence.

Figure 1 shows the (partial) RDF graph for the authorial structure of the
Missa je suis desheritèe according to (some of) the elements introduced above.8

Fig. 1. RDF graph for the authorial structure of the mass (partial view)

One can reason over data through the axioms of the ontology deducing the
structure of the mass. For instance, since od:Kyrie-MJSD is section of the work
viaf:313248882, and od:Christe-MJSD is subsection of od:Kyrie-MJSD, then
od:Christe-MJSD is subsection of the whole work. Also, since the mass was
composed by Jean Guyon, it is possible to infer that all mass’ authorial parts
have the same composer.9 These inferences can be useful to retrieve information
which can be derived from the data even though it is not explicitly stated.

By axiom (a11), a musical work part can be included in different musical
works; e.g., one and the same section could be the authorial part of multiple
works. As a thought experiment, if, e.g., the Benedictus of a Sanctus movement,
enjoyed separate authorized circulation as a contrapuntal duo, is it still the
7 https://crimproject.org/masses/CRIM_Mass_0006.
8 RDF models for all examples presented in the paper are available at https://github.
com/HCDigitalScholarship/OMAC (see the files for namespaces).

9 For these inferences, readers can browse the object property chains in the ontology.

https://crimproject.org/masses/CRIM_Mass_0006
https://github.com/HCDigitalScholarship/OMAC
https://github.com/HCDigitalScholarship/OMAC
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same part of the original Mass, or is it a new composition? In our experience,
such instances are controversial among music scholars since they depend on
the manner in which the identity of works’ (authorial) parts is conceived. For
instance, one may claim that since a section has been intentionally conceived as
part of a specific work, its identity strictly depends on that; hence, it cannot be
detached from the work while preserving its identity. At the current state, we do
not take a specific commitment on this matter since further research is needed.

Besides the representation of musical works structure, the Musical Work
module allows characterizing musical entities under different aspects, e.g., by
making explicit genre, performing forces, composition date, etc. For limits of
space, we cannot dig into the presentations of these aspects (see ontology files).
To further comment on Fig. 1, RDF triples like viaf:313248882 ow:composed_by
viaf:51955127 and viaf:313248882 dbp:composed “1556”, representing who com-
posed the musical work and when, respectively, are shortcuts to ease data man-
agement. Musical works (and their authorial parts) are indeed the outputs of
events carried out by composers that took place in certain contexts. In a first-
order logic setting, the relations could be defined on the lines of (f1) where the
event is now explicit.

f1 composedBy(x, p) ≡ (MusicalWork(x) ∨ MusicalWorkPart(x)) ∧
Person(p) ∧ ∃e(CompositionEvent(e) ∧ carryOut(p, e) ∧ output(e, x))

Because of the restricted expressivity of OWL (f1) cannot be expressed. Also,
at the current state, we do not include events in OMAC. Should application needs
require their treatment, they can be represented by extending the ontology.

3.2 OMAC – Analytic Claim Module

The Analytic Claim module is devoted to the representation of scholarly claims.
The intuition is to conceive them as statements through which experts char-
acterize and analyze musical entities [4]. A scholar, for instance, may make a
claim about the composition date of a musical work for which such information
is not available in the sources. The claim could be however wrong with respect
to reality. In addition, nothing prevents multiple scholars from expressing the
same claim, as well as the formulation of incompatible claims about the same
entities, or claims expressing different granular information (e.g., a composition
date in terms of a time interval or time point within that interval).

We find it useful to build our approach on the framework proposed by Masolo
et al. [10]. In their proposal, the authors introduce the notion of observation to
represent the classification of entities under properties as result of certain proce-
dures. For instance, that John is observed as satisfying the property of being 1,70
mt tall according to a measurement procedure. Hence, an observation does not
express something that necessarily holds in reality. Masolo et al.’s [10] approach
is more complex than what just said, although, for the sake of the presenta-
tion, this short introduction suffices. A similar strategy has been proposed by
Carriero et al. [2] in the context of cultural heritage. Also, Weigl et al. [23] use
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the Web Annotation Data Model to represent music experts’ analyses, among
others. Although some of the authors’ ideas are close to ours, we think that the
approach in [10] is better suited for our purposes; e.g., differently from the latter,
it makes sense that claims do not necessarily express true facts.

In the case of musicology, debates about date, or even authorship of works
from the years before 1600 are common, and entirely understandable given the
sparse documentary record about the specific occasions that led to the creation
of a particular work. Surprisingly few works from the period survive in copies
associated directly with their composers. Thus even basic statements of fact
about a piece might better be modeled as contingent observations rather than
given facts. The situation is even more complex (and hotly debated) in the case of
analytic, structural, or stylistic assertions about a musical work. Scholars might
well want to claim that a particular work is beautiful, or that a particular part in
the work represents something remarkable. Such claims are typical in the world
of analysis and criticism, yet they lack any formal vocabulary by which they can
be made discoverable to any beyond those who take the time to read complex
narrative arguments or analytic charts.

A vast analytic database of thousands of analytic observations compiled in
the course of the CRIM project nevertheless provides a good testing ground for
ways to model such critical claims. They are formulated according to regular data
structures, and contain highly formalized observations about particular passages
in the works under consideration. To show some examples, Fig. 2 represents a
portion, called analytic segment, of Tota Pulchra es.10 An analytic segment is
part of either a musical work or a work part that is not authorial; hence, it is
not identified in the corresponding scores via formal divisions. Rather, it is only
singled out by analysts for musicological purposes. We might call this claim an
assertion about the structure of the piece. Considering again Fig. 2, the analyst
who identified the segment characterizes it with the attributes shown on the right
side of the figure. The list of attributes has been defined by domain experts in
the scope of the project.11

Another example of claim relevant for CRIM is about the similarities identi-
fied by analysts between two musical entities, one considered as model and the
other one as derivative. For example, Fig. 3 (partially) shows the relation of non-
mechanical transformation holding between Tota pulchra es and the Credo of the
Missa Tota pulchra es.12 The details of the claims do not need to delay us here,
since they are part of the specialized vocabulary developed for the project.13

To give a first representation of claims in the scope of CRIM, we need to
introduce further modeling elements. By (d1), an analytic segment is a musical
entity analyzed by a person (i.e., the analyst) that is related – via the relation

10 The data in Fig. 2 is available at: http://crimproject.org/observations/1/.
11 CRIM attributes to characterize analytic segments: https://sites.google.com/

haverford.edu/crim-project/vocabularies/musical-types?authuser=0.
12 The data in Fig. 3 is available at: https://crimproject.org/relationships/2/.
13 CRIM about similarity relations: https://sites.google.com/haverford.edu/crim-

project/vocabularies/relationship-types.

http://crimproject.org/observations/1/
https://sites.google.com/haverford.edu/crim-project/vocabularies/musical-types?authuser=0
https://sites.google.com/haverford.edu/crim-project/vocabularies/musical-types?authuser=0
https://crimproject.org/relationships/2/
https://sites.google.com/haverford.edu/crim-project/vocabularies/relationship-types
https://sites.google.com/haverford.edu/crim-project/vocabularies/relationship-types
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Fig. 2. Example of CRIM structural claim

segmentOf (a subproperty of partOf) – to either a musical work or a musical work
part. Axioms (a14)–(a16) introduce only some axioms for the primitive classes
of claims. By (a15), StructureClaim models claims of the sorts represented in
Fig. 2. Similarly (a16) introduces the class SimilarityClaim between two musical
entities (as in Fig. 3), i.e., the model and the derivative, represented through the
relations hasModel and hasDerivative (subproperties of refersTo). OMAC covers
a taxonomy of similarity claims according to CRIM. Other predicates are used
to capture the intended meaning of claims in the project (see diagrams below).

d1 AnalyticSegment ≡ MusicalEntity � ∃analyzedBy.Person �
∃segment.Of(MusicalWork 
 MusicalWorkPart)

a14 Claim � ∃refersTo.MusicalEntity � ∃statedBy.Person
a15 StructureClaim � Claim � ∃refersTo.AnalyticSegment
a16 SimilarityClaim � Claim� ≥ 1hasModel.MusicalEntity �

≤ 1hasModel.MusicalEntity � ≥ 1hasDerivative.MusicalEntity �
≤ 1hasDerivative.MusicalEntity

Figure 4 shows the RDF graph for the (partial) representation of the claim
in Fig. 2. In particular, od:claim_P1 is a StructureClaim attributing the schema
fuga to od:segment_P1, which is segment of od:Tota_pulchra_es. Relations like
periodic and strict etc. are specific to the CRIM vocabulary.

Figure 5 shows the RDF graph for the (partial) representation of the
claim about the similarity shown in Fig. 3. In particular, od:claim_R2 is
the similarity claim instantiating NonMechanicalTransformation (a subclass of
SimilarityClaim), referring to the model od:Tota_pulchra_es and derivative
od:Credo_MTPE (a section of Missa Tota Pulchra es). According to the analyst,
the similarity is characterized through the relations new counter subject and old
counter subject shifted metrically (among others). By reasoning over the data
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Fig. 3. Example of CRIM similarity claim

Fig. 4. RDF graph for the structural claim in Fig. 2 (partial view)

through the axioms of the ontology, including object property chains, one can
derive, among other things, a derivation relation holding between Tota pulchra
es and the Credo. As said in the previous section, this kind of inference can
be useful for data retrieval e.g., to retrieve which musical entities derive from a
certain work or work part, hence, to explore the data in the knowledge base.
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Fig. 5. RDF graph for the similarity claim shown in Fig. 3 (partial representation)

4 Conclusions

We presented (some portions of) the OMAC ontology and showed how it allows
representing some aspects relative to musical works and claims. The ontology is
grounded on an approach leveraging theoretical insights with a practical attitude
for digital applications. With respect to the state of the art, we employ a notion of
musical work that reflects the current debate across different disciplines. Also, the
explicit treatment of claims opens the way to a formal approach for documenting,
sharing, linking, and comparing scholarly observations on the same phenomena.

Future work is needed to strengthen the proposal. This includes the further
development of the ontology to meet domain experts’ knowledge and needs, e.g.,
relative to events relevant from a musicological view. The representation of claims
needs improvements, too, from both a theoretical and modeling perspective; e.g.,
various classes of claims need to be introduced and formally characterized. One
could even think to attach sorts of “trust values” to claims; e.g., if there are
incompatible claims about the same entity, scholars may wish to trust one more
than the others. It could be also explored how claims relate to works; the lat-
ter could be indeed conceived as complex scholarly statements on resembling
expressions. We also plan to interact with scholars involved in digital projects
about music(-ology) to check how OMAC can interact with other models, espe-
cially if one wishes to compare and possibly merge or link multiple datasets. In
addition, we plan to plug OMAC in the information system for the management
of CRIM data to make them FAIR and usable through Semantic Web technolo-
gies. This could allow users to navigate through the data through RDF graphs
and, by exploiting automatic reasoning procedures, to discover data that are
only implicitly stated. In this context, we will investigate the feasibility of an
ontology-based data access (OBDA) architecture [14] to connect the ontology to
the CRIM database.
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Abstract. In the present article we explore the Item and Process (IP) approach -
frequently known as Word-Based (WB) - as a theoretical model to ontologically
represent the interconnection between derivatives of Modern Greek (MG). The
model puts emphasis on the word as an indivisible base unit, the template rules
to which words are subsumed to form new ones and the kind of relationships
they establish. After a brief MG morphological analysis and the representation of
various WB formation rules we proceed to test those on the MMoOn model in
order to check its ontological expressiveness. In doing so we adopt an as possible
top-down approach so that templates dynamically link to their respective lexical
instances. Although the model generally satisfies the IP paradigm specifications it
seems deficient in dealing with MG language-specific derivational rules or direc-
tional peculiarities and not very persuasive in terms of input-output categorial
change representation as well as in dealing with derivatives at lexical-to-hyper-
lexical level. To tackle these issues, we propose possible solutions and present
their advantages in each case.

Keywords: IP morphology · Word-based morphology · MMoOn · Ontologies ·
Linguistic linked data · Modern Greek derivation

1 Introduction

In respect of derivational theory in morphology, the debate approach has been mainly
expressed by two major word-formation paradigms: the morpheme-based or Item and
Arrangement (IA) emphasizing on the lexical presence of morphemes and their partic-
ipation in word formation by concatenative arrangement and the Item and Process (IP)
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or Word-based1 which regards the word as an indivisible base unit and derivation as the
application of template rules to it. It is generally assumed that in languages of synthetic
morphology such asModern Greek (MG)morpheme-based processes are indispensable,
if nothing else, to discover step-by-step word structure synthesis or to deconstruct lex-
emes into their parts [11]. On the other hand, there are cases that strict concatenative
affixation procedures do not suffice for explaining derivational formations when certain
diachronic or morpho-phonological phenomena occur which seem more suitable to be
dealt with a series of descriptive rules and standardized templates. In the present studywe
will focus on the extent that an ontological model (MMoOn) expresses the IP paradigm
rules and the variosity of derivational relations between words.

In Sect. 2 we elaborate on IP templates ofMG derivation covering representative lex-
ical cases while in Sect. 3 we explore how these templates may be applied to or extended
in the MMoOn ontological model. In Sect. 4 we discuss the results and implications of
our testing and in Sect. 5 we conclude on the topic defining areas for future research.

2 Morphological Analysis

It is most common that the IP approach is elaborated in contrast to morpheme-based
or concatenative processes. As stated by Haspelmath and Sims [2], in a word-based
model “the fundamental significance of the word is emphasized and the relationship
between complex words is captured not by splitting them up into parts and positioning
a rule of concatenation, but by formulating word-schemas that represent the features
common to morphologically related words”. This means that the word-based approach
gives precedence to the derivational relationship between an input and an output word,
i.e. the specific rule that outputs a derivative and not to themicroanalysis of its constituent
units. A major difference between the two theories is that added morphemes are handled
as parts of a word-schema [1] and not as separate lemmatic entries in the lexicon.

In support of the IP model it is assumed that just by putting morphemes together in
a row cannot by itself give ground to specific phenomena or to the rules occurring in
derivation. Based on standardized IP abstract templates [1, 2, 6] in Table 1 we originally
analyze various cases of MG that are subject to derivational rules such as affixation,
conversion, reanalysis, back-formation, synizesis, subtraction, reduplication and cross-
formation. All these MG processes are represented as template rules with respective
lexical instances2. In the IP template column the binary relational rule is given as aXA →
XA/B orXA ↔ XA/B template (X comprises the string that remains unchanged, be it a stem
or a word or an unspecified lexical part, whereas subscripts A and B the part-of-speech
categorial change). It must be noted that template formulation should define a unique
template of a given rule, reaching a pre-lexical level, usually through a characteristic affix
(e.g. XíaN → XiáN ), and being as inclusive as possible. All template examples represent
a substantial account ofMG derivational rules coming from relevant theoretical analyses
[7–9], however, they do not comprise indisputable - but rather suggested - formulas of

1 The two terms are used interchangeably.
2 Lexical instances in the morphological analysis are phonetically transcribed according to the
International Phonetic Alphabet (IRA) (cf. https://www.internationalphoneticassociation.org/
content/ipa-chart).

https://www.internationalphoneticassociation.org/content/ipa-chart
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linguistic representation. They all point to the binary process of derivation of a word
from a previous simple lexeme or a derived word including the individual attributes
triggered (additional morphs and category change). The process can be either one-way
(→) referring to a defined source-target relationship or bidirectional (↔) when it needs
to be seen bilaterally [2].

A most common non-concatenative formation rule is Conversion, i.e. a derivation
of a lexeme just by category change (nomikós ’juristic’ > nomikós ’lawyer’) but with-
out always being clear which word is derived from the other (oδiγ -ó ’to drive’ <>

oδiγ -ós ’driver’). Reduplication, which is the repetition of a lexical unit, can be either
morpheme- or word-based. It is a process not very productive in MG and usually takes
the form of lexical emphasis (pro-pάppos ’great-grandfather’ > pro-propάpos ’great-
great-grandfather’, líγ o ’a little’ > líγ o-líγ o ’little by little’) and often involves ono-
matopoeia (psi-psi ’sound of calling a cat’ > psi-psí-na ’cat’, tsi-tsi ’sound of sizzling
> tsitsirízo ’to sizzle’). Most notably, although such a lexical unit repetition parallels
an affixational process (as in pro-pro-pάppos) there is a clear difference in the for-
mation rule (affixation vs. reduplication). Contrastive to concatenation, a Subtraction
rule creates new lexemes by deleting material [5, 10]. This often happens with lived-on
Ancient Greek (AG) forms in MG that have triggered more simplified or popularized
(+popular) equivalents (e.g. erotó > rotó ’to ask or query’). The economy of language
has also led to other morpho-phonological simplification modes as e.g. lexemes derived
from a Synizesis rule (a double syllable turned into one), which often involves stress
metathesis (poniríα > poniriά ’cunning’ or vasiléas > vasiliάs ’king’). In different
cases a diachronic Reanalysis process can reinstate forms and moreover establish them
in everyday use (e.g. ex-contracted AG verbs like aγ apάo > aγ apó > aγ apάo ’to love’)
[9]. Diachrony can also in some cases bring up “back-formed” lexemes (produced by
a Back-formation rule) with the help of analogy e.g. nouns from verbs (anaséno ’to
breathe’ > anάsa ’breath’) [7].

Table 1. Indicative MG template rules representation of the IP paradigm

IP template Lexical instance Specific rule
type

Broader rule
category

XV → xeXV léo ’say’ > xeléo ’to unsay’ Prefixation Affixation

Xti-sN → Xik-osADJ stratiótis ’soldier’ > stratiotikós
’military’

Suffixation

XADJ → XN nomikós ’juristic’ > nomikós
’laywer’

Conversion

XosN ↔ XoV oδiγós ’driver’ <> oδiγó ’to drive’

XóV → XάoV αγαpó > αγαpάo ’to love’ Reanalysis

XenoV → XαN αnaséno ’to breethe’
> αnάsα ’breath’

Back-formation

(continued)
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Table 1. (continued)

IP template Lexical instance Specific rule
type

Broader rule
category

XίαN → XiάN
XéαsN → XiάsN

poniríα > poniriά ’cunning’
vαsiléαs > vasiliάs ’king’

Synizesis

eXV → XV erotó > rotó ’to ask’ Subtraction

proXN → proproXN propάpos ’great-grandfather’ >

pro-propάpos
’great-great-grandfather’

Reduplication

XADV → XXADV liγo ’a little’ > liγo-liγo ’little by
little’

XmαN ↔ XsiN θé-ma ’topic’ <> θé -si ’position’ Cross-formation

xeXV ↔ pαrαXV xeléo ’to unsay’ <> paraléo ’to
exaggerate’

One interesting word formation model is the so-called Cross-formation where two
or more output words can be simultaneously derived from one - synchronically justified
or not - input word that provides a common base, usually by a simple paradigmatic
replacement of an affix or by analogy (tíθ imi (AG) > θe- > θé-ma ’topic’ and θé-si
’position’, θéma <> θési). Finally, Affixation can also be depicted as a templatic rule,
whether morpheme-based (stratióti-s ’army’ > stratiot-ik-ós ’military’) or word-based.
In the latter case, it takes mostly the form of a prefixed or re-prefixed lexeme, where a
word - and not a stem - appears as the structural base unit for the formation of successive
lexemes (léo ’to say’ > xeléo ’to unsay’or dia-γ rάf-o ’to cross off’ > pro-dia-γ rάfo ’to
specify’), with the derivational process moving from lexical to hyper-lexical3 level.

3 Ontological Analysis

From the previous analysis it has been clear that the IP paradigm focuses on the relation-
ship between input and output words that are derivatives of the first as well as the repre-
sentation of the specific derivational rules involved. As we have done previously [11] we
will test MGword-based templates onto theMMoOn4 model, focusing on the respective
ontological section.Wehave chosenMMoOn [4] because it “is currently the only existing
comprehensive domain ontology for the linguistic area of morphological language data”
[3] and because of its use as a modeling template for the development of the Ontolex
Morphology Module5 [3]. In what follows we make some purposeful remarks on the

3 By the term hyper-lexical we refer to a lexeme that at least one of its morphological constituents
is another lexeme (cf. a derived prefixed word, e.g. pros-δiorίzo ’to define’, a compound word,
e.g. thallas-o-taraxi ’sea storm’ or an analytical word form, e.g. θa trekso ’I will run’).

4 https://aksw.org/Projects/MMoOn.html and https://github.com/MMoOn-Project/MMoOn.
5 https://www.w3.org/community/ontolex/wiki/Morphology.

https://aksw.org/Projects/MMoOn.html
https://github.com/MMoOn-Project/MMoOn
https://www.w3.org/community/ontolex/wiki/Morphology
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MMoOn representation efficiency and present respective onto-morphological sugges-
tions so that MG lexical data are represented in the best possible way. Accordingly, in
Fig. 1 we extend the ontology with appropriate ell_schema6 classes starting from the
MorphologicalRelationship class downwards:

• The model differentiates only between two main derivational rules: conversion or
zero derivation and stem-based affixation (though not overtly stated) in the form
of DerivedAdjective, DerivedAdverb, DerivedNoun, DerivedVerb classes for every
derived grammatical category. Furthermore, it seems that derivational rules (con-
version, affixation) are subdivided into categorial change subclasses incorporating
semantically identical instances (e.g. VerbalNoun has type VerbalNoun which is a
subclass of Conversion in the deu_inventory7). In this point, instead of adding rules
as an one-to-one class-instance representation, it would be more conceptually right to
define them as hierarchically specialized entities, i.e. as subclasses belonging to the
generalDerivation class that are further specialized into rule template instances.More
specifically, in accordance to our analysis of Table 1, we would rather specify a rule
not by its input-output category but by its specific formation template (i.e.Xti-s_n-Xik-
os_adj8 has type ell_schema:Suffixation that is a subclass of ell_schema:Derivation
(seeFig. 19)).We, therefore, introduceMGvarious derivational template instances that
have the respective abstract rule class as their type (Affixation, Conversion, Synizesis,
Subtraction, Back-formation, Reanalysis, Reduplication). With regard to affixation in
particular, despite the fact that it is sufficiently explicated by part-whole relationships
as shown in the morpheme-based approach [11], the type of rule and template is still
missing and thus is given by an IP template.

• The fact that derivational rules (i.e. conversion and affixation) in the MMoOn core
are further subdivided into categorial input-output subclasses would inevitably result
in repeated categorial combinations. For example, there is the Conversion subclass:
AdjectiveNoun and the DerivedNoun subclass: DeadjectivalNoun that both - indepen-
dently of the rule they belong to - bear exactly the same categorial change meaning.
This could prove verbose, impractical and bring up inconsistencies when more MG
language rules are added as subclasses of the Derivation superclass, because input-
output category combinations would have been repeated for each rule and with a
unique IRI to prevent a derivative from belonging to more than one rule. In dealing
with this problem we could for one thing transfer categorial change information to the
more specialized rule template instance as represented in Table 1 but with precaution
taken so that all formulated template instances are unique and do not conflict with

6 The current version files of the ell_schema and its ell_inventory can be found in https://github.
com/nvasilogamvrakis/mmoon_project/blob/main/ell_schema/ell_schema_02.owl and https://
github.com/nvasilogamvrakis/mmoon_project/blob/main/inventory/ell_inventory_02.owl
respectively and can be used as proof of concept.

7 https://github.com/MMoOn-Project/OpenGerman/blob/master/deu/inventory/og.ttl.
8 Capital X represents the unchanged lexical part (stem, word or unspecified lexical string) while
the final lowercase letters the input-output categorial change.

9 All instances in the ontology, be it rule templates in the schema or morphological entities in
the inventory, are directly given in MG morphologically transcribed IRIs.

https://github.com/nvasilogamvrakis/mmoon_project/blob/main/ell_schema/ell_schema_02.owl
https://github.com/nvasilogamvrakis/mmoon_project/blob/main/inventory/ell_inventory_02.owl
https://github.com/MMoOn-Project/OpenGerman/blob/master/deu/inventory/og.ttl
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each other. For example as shown in Fig. 1 a Conversion formation template would
be as X-os_n-X-o_v for the derived sequence oδiγ ós > oδiγ ó.

• The representation of the derivational relationship between a target (derived) and a
source word is given only with the target as domain in the is derived from object
property (OP). Regarding this, it would be more convenient that the relationship be
also represented inversely so that one can express the active derivational relation from
a source to an output word. We would therefore propose an ell_schema:generates OP
as Inverse Of is derived from (Table 2).

Fig. 1. The WB paradigm representing derivational rule type

• Contrary to derivation with directionality is the fact that in certain cases we cannot
tell the direction of the process as this has become obscure in the course of time
(e.g. conversion: oδiγ ós <> oδiγ ó) or has been subsumed to a formation process
by analogy or replacement (e.g. cross-formation: θéma <> θési). Therefore, we
need the relation to be characterized by symmetry and at the same time to be con-
sistent with the MMoOn is derived from OP. We accordingly propose a symmetric
ell_schema:bidirectionalDerivation OP (Table 2) as subproperty of is derived from
which in turn is Inverse Of ell_schema:generates. By those two we achieve to have
asserted statements in Turtle syntax such as:

ell_schema:"oδηγώ" a ell_schema:DerivedWord.
ell_schema:"oδηγóς" a ell_schema:DerivedWord;
ell_schema:bidirectionalDerivation ell_schema:"oδηγώ".
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and the following inferred statements by the Reasoner10:
ell_schema:"oδηγóς":isDerivedFrom ell_schema:"oδηγώ".
ell_schema:"oδηγώ" ell_schema:generates ell_schema:"oδηγóς".
ell_schema:"oδηγώ" ell_schema:bidirectionalDerivation
ell_schema:"oδηγóς".
ell_schema:"oδηγώ":isDerivedFrom ell_schema:"oδηγóς".
ell_schema:"oδηγóς" ell_schema:generates ell_schema:"oδηγώ".

• For the affixational word-based template X_v → xe-X_v we have to notice that: a)
There is no defined relationship in the model between a DerivedWord and a Word
class (DerivedWord is not defined as domain in the consistsOfWord OP) since derived
words in general - besides compounds or analytic word forms - may too consist of
previously formed simple lexemes or other derived words and affixes (e.g. armóz-o
’to be suitable’ > pros-armózo ’to adapt’ > ana-prosarmózo ’to readapt’) b) Regard-
ing the isComposedOf OP for decomposing a compound to its constituent words
we have to note that an inverse relation is absent and the belongsTo OP cannot be
used since it has Morph as domain pairing with the inverse consistsOfMorph OP to
cover the sublexical-to-lexical level and c) It is also unclear why there are two sim-
ilar OPs i.e. isComposedOf and consistsOfWord (CompoundWord is domain at both
OPs), which as it seems can be used indiscriminately for compounds (consistsOfWord
for analytic word forms as well) but not for derived word-based words. To over-
come these limitations we would propose a new ell_schema:consistsOfWord and an
inverse ell_schema:belongsToWord OP setting their domain and range to the general
ell_schema:Word (Table 2) since we do not want to alter consistsOfWord OP legacy
semantics. In doing sowewould succeed in covering equally composition and decom-
position of compounds, derived words (as we have seen in word-based concatenation
e.g. léo > xe-léo) or analytic word form cases at hyper-lexical-to-lexical level.

In Fig. 2, we ontologically analyze four MG derivational formations: (a) Synizesis
in πoνηρία (ponirία) > πoνηριά (poniriά) has an one way derivational relation and a
Xία_n-Xιά_n template, (b), (c)Conversion in oδηγ óς (oδiγ ós) < > oδηγ ώ (oδiγ ó) has
a symmetric bidirectionalDerivation relation and a Xoς_n-Xω_v or a Xω_v-Xoς_n tem-
plate while νoμικ óς (nomikós) > νoμικ óς (nomikós) has a clear derivational direction
with a X_adj-X_n template (d) Prefixation with ξελšω ’to retract’ and παραλšω ’to
exaggerate’ have a word-based relation with the simple lexeme λšω ’to say’ (ξελšω
(xeléo) < λšω (léo) > παραλšω (paraléo)) each belonging to X_v-ξεX_v and X_v-
παραX_v templates respectively. It is worth noting that both word-based derived words
ξελšω and παραλšω are further decomposed into their prefixes ξε- (xe-) and παρa-
(para-) respectively and the simple lexeme λšω, actually recalling morpheme-based
decomposition but with word as a base. Finally, in e) we have a Back-formation rule i.e.
ανασαίνω (anaséno) > ανάσα (αnάsα) with a Xαινω_v-Xa_n template.

10 To test our ontological MG instance, we have used the ontology editor Protégé v.5.5.0.
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Fig. 2. Onto-lexical representation of MG derivational templates of Synizesis, Conversion
Prefixation and Back-formation in MMoOn

Fig. 3. Onto-lexical representation of MG derivational templates of Subtraction, Reduplication,
Suffixation, Reanalysis and Cross-formation in MMoOn
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In Fig. 3, we further analyze the derivational templates for (a) Subtraction (ερωτώ

(erotó) > ρωτώ (rotó) εX_v-X_v), (b), (c) Reduplication (πρoπάππoς (propάppos)
> πρo-πρoπάππoς (pro-propάppos), πρoX_n-πρoπρoX_n and λίγ o (lίγ o) >

λίγ o-λίγ o (lίγ o-lίγ o), X_adv-XX_adv respectively), (d) morpheme-based Suffixation
(στρατ ιώτης (stratiótis) > στρατ ιωτ ικ óς (stratiotikós), Xτη-ς_n-Xικ-oς_adj (e)
Cross-formation (θšμα (θéma) < > θšση (θési), Xμα_n-Xση_n) and (f) Reanalysis
(αγαπάω (aγαpάo) > αγαπώ (aγαpó), Xώ_v-Xάω_v).

In all formation cases, derivational analysis goes along with the respective belonging
rule and its lexical template by using the MG-specific subclasses of the core Derivation
class. Input and output word instances are related to each other either via the isDerived-
From Inverse of ell_schema:generates or the ell_schema:bidirectionalDerivation OPs
and the output word in turn to the specific derivational rule via the derivationalRelation
OP. As it was previously mentioned, the specific rules presented comprise substantial
MG derivational templates reflecting most of MG morphological analyses texts [7–9].

4 Discussion

In the previous analysis we focused on derivational cases of MG where mostly a strict
concatenative approach by itself cannot justify the resulting lexical structures because
a formation process is also dependent on some intra-linguistic transformational pro-
cesses. Next to traditional cases of conversion, MG morphology creates new words via
morpho-phonological rules (e.g. synizesis, subtraction), diachronic changes (e.g. reanal-
ysis, back-formation), reduplication and of course affixation, be it either morpheme- or
word-based, all of which can be refined to specialized templates. These specifications
have been tested on their representation in theMMoOnmodel resulting in proposedMG
schema classes and formulated MG word formation templates as instances of rules.

However, it is important to point out that rules would rather reach a pre-lexical
linguistic level and be as inclusive as possible linking economically to lexical instances
instead of being lexical instances themselves. The choice of how downward a template
should be would actually depend on the specific descriptive needs of an implementation
and the uniqueness of the template. Most likely it would follow a generic formula such
as X_a → X_a/b or X_a ↔ X_a/b (accompanied with the appropriate lexical string,
which is often a converting affix) relating to a group of lexical instances11. Based on
that, one would easily make up theoretical assumptions on the productiveness of a rule
after enough lexical data are populated in the ontology.

In this respect, what has come to be problematic in the MMoOn is the predefined
specification of rules (e.g. conversion, affixation) as input-output category combinatorial
classes (X → Y ) which would practically result in their repetition for each rule with
superfluous entity definitions or in possible ontological inconsistencies with a derivative
being subsumed to more than one formation rule. Given a language that would specify
all four part-of-speech categories (V, N, Adj, Adv) such as MG there could practically

11 As long as templates between different rules do not overlap, a more abstract template for a less
productive rule could also be possible.
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be nine input-output category combinations excluding the ones with no category change
referred to asExpansion, a fact thatwould rathermake the ontology verbose and complex.
Representing categorial change at a pre-lexical rule instance level as presented in Sect. 3
would seem an appropriate solution if it was assured that all formulated templates were
unique and did not conflict with each other.

From another point of view (Fig. 4), categorial change could be transferred to the
DerivationalMeaning class (of the Meaning superclass) of the core MMoOn and specif-
ically to the more precise Expansion and FunctionalDerivation subclasses, further sub-
categorized by each one of the input-output category instances with X and Y denoting
the different grammatical categories. Based on that, it might be better to follow a rather
decentralized approach by detaching categorial change from the MorphologicalRela-
tionship to the Meaning class so that it would link to each distinct formation rule via an
OP (derivationalMeaning) and not a subclass (as it is now in the core MMoOn). This
would allow us to represent the change uniformly and separately from rules.

Fig. 4. Derivational relation of a derived word to the specific Meaning subclass

Another problematic point has been the lack of expressing derivational directionality.
More specifically, the is derived from OP alone cannot account for the diversity of MG
derivational cases as with certain rules (conversion, cross-formation) the source-target
relation moves symmetrically to both directions. Additionally, the is derived from OP
only depicts a target-from-source relation while the analysis would also benefit from
a source-to-target one. That is to say, that a starting lexeme such as stratós ’army’
would generate a series of lexical derivatives i.e. stratiά ’troops’, stratiótis ’soldier’
and stratiotikós ’military’ if we would exploit the transitive closure of stratós using
the ell_schema_generates OP [11]. Therefore, in either case symmetric and inverse
properties would seem a reasonable choice.
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Finally, MMoOn does not seem to cover sufficiently constituent relationships at
lexical-to-hyper-lexical level and in a holistic way as it does with lexical-to-sub-lexical
level relationships. It seems that its focus lies in decomposing a compound or an ana-
lytic word form and not in the analytics of a derived word (based on word) nor in an
inverseword-to-word belongsTo relationship, triggering thus the proposition of adequate
ell_schema OPs.

5 Conclusion and Future Research

In the present article we analyzed MG IP lexical cases and afterwards tested them
ontologically in the MMoOn model. The most representative MG derivational rules
i.e. conversion, morpho-phonological (synizesis etc.), diachronic rules (reanalysis etc.),
cross-formation and affixationwere chosen for testing. To host ourMG lexical templates,
we appropriately extend and modify the ontology so that groups of lexical instances
can refer to their belonging rules. Although the ontology generally complies with the
IP approach either in terms of derivational relations or of the rules involved it has
proven deficient in hosting specialized MG language templates, cases with alternative
directionality or derivatives at lexical-to-hyper-lexical level. Moreover, the combination
of expressing rules with input-output categorial change initiated by the model may seem
impractical as it could lead to verbosity and semantic inconsistencies. To each of these
problems and in accordance with our MG morphological analysis we have proposed
alternative solutions presenting their advantages each time. Our future plans include
a contrastive analysis of the word-based to the morpheme-based approach as well as
exploring the sequential relations between morphemes. As soon as a more finalized
version of the Ontolex Morphology module is available a comparative study with the
latter is also within our purposes.

Acknowledgements. This research was supported by the project: “Activities of the Laboratory
on Digital Libraries and Electronic Publishing of the Department of Archives, Library Science
and Museology”.
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Abstract. In parliamentary debates the speakers make reference to each
other. By extracting and linking named entities from the speeches it
is possible to construct reference networks and use them for analysing
networks of politicians and parties and their debates. This paper presents
how such a network can be constructed automatically, based on a speech
corpus 2015–2022 of the Parliament of Finland, and be used as a basis
for network analysis.
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1 Introduction

Parliamentary speech data of plenary sessions provide a wealth of information
about the state and functioning of democratic systems, political life, language,
and culture [2]. Arguably, using Linked Data (LD) for representing metadata
about the speeches and the politicians is useful: LD provides well-defined seman-
tics for representing and enriching knowledge1 aggregated from heterogeneous
data sources [4,26], as well as methods for publishing the data for data-analyses
and for developing applications, such as semantic portals [9].

This paper argues for using textual speech data for analyzing networks of
politicians and parties. It is shown, how Named Entity Recognition (NER) and
Linking (NEL) [18] can be used for extracting reference networks from parlia-
mentary speeches, and be used for network analyses. As a case study, speeches
and politicians of the Parliament of Finland are considered. We first present a
data model and data service for representing reference networks of parliamentary
speeches, and how such a network was created based on the ParliamentSampo
data [9,15,22]. After this, a system for making network analysis is presented with
examples from a Finnish dataset 2015–2019 of 65 000 speeches. Finally, contri-
butions of the work are discussed and directions for further research outlined.
1 https://www.w3.org/standards/semanticweb/.
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2 Related Works

Several parliamentary corpora have been formed from the minutes of the plenary
debates, see, e.g., [14] and the CLARIN list of parliamentary corpora2. The
related ParlaMint project3 [6] brings together Parla-CLARIN-based national
corpora. Parliamentary materials have also been transformed into the form of
LD when creating the LinkedEP [26] system on the European Parliament’s data,
the Italian Parliament4, the LinkedSaeima for the Latvian parliament [4], and
the Finnish ParliamentSampo [9,15,22] whose data is used in this paper. The
corpora have been used mostly for linguistic analyses, not for network science as
suggested in our paper. For example, in [3] the content of women’s parliamentary
speeches in the British Parliament are analyzed, and in [1,7,10,12,20] thematic
and conceptual analyses of language and the opinions were made.

Network science [21,27,29], a field revolutionized around 20 years ago, has
been successful in explaining phenomena and fundamental concepts in a wide
array of systems from societies to brain and cellular biology. The tools and
ideas developed for this range from ideas characterising the whole network to
diagnostics computed for individual nodes, such as centrality measures, node
roles, and local clustering coefficients. Given the unexploited potential, there is
a need to provide networks hidden in parliamentary data for researchers to study
in Digital Humanities (DH) using methods of network science.

3 A Data Model and Service for Speech Networks

The ParliamentSampo data publication consists of two parts: 1) a knowledge
graph (KG) of all parliamentary debate speeches in Finland from 1907 [22] and
2) a KG of the Members of Parliament (MP) and the parliament organiza-
tions [15]. In our earlier research, sociocentric and egocentric networks connect-
ing the actors could be constructed from texts based on, e.g., mentioned names,
hypertext links, genealogical relations, or similarities in characteristics such as
lifetime events [5,16,24]. In this paper, the same idea is applied to parliamentary
speeches that make mutual references to each other through mentioned MPs.

In order to extract such reference networks, the original RDF speech graph
was enriched with Natural Language Processing (NLP) methods, such as named
entity recognition (NER) and linking (NEL) [23]. The extraction was done using
the upgraded Nelli tool [25] by querying the textual speeches from the Par-
liamentSampo SPARQL endpoint5. The speeches were first cleaned from the
interruptions and then lemmatized using the Turku Neural Parser6 [11]. The
FinBERT-NER model [28] was used on lemmatized texts for NER. After NER,

2 https://www.clarin.eu/resource-families/parliamentary-corpora.
3 https://www.clarin.eu/content/parlamint-towards-comparable-parliamentary-
corpora.

4 http://data.camera.it.
5 See the datamodel for speeches [22], MPs [15], and their enrichments respectively.
6 http://turkunlp.org/Turku-neural-parser-pipeline.

https://www.clarin.eu/resource-families/parliamentary-corpora
https://www.clarin.eu/content/parlamint-towards-comparable-parliamentary-corpora
https://www.clarin.eu/content/parlamint-towards-comparable-parliamentary-corpora
http://data.camera.it
http://turkunlp.org/Turku-neural-parser-pipeline
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the mentioned people, places, groups, organizations, and their related informa-
tion were then linked internally to the ParliamentSampo knowledge graph of
MPs using the ARPA tool [17] on the extracted named entities. For a broader
data enrichment, linkings to external data sources were created, including the
Kanto7 vocabulary for Finnish actors provided by the National Library, the
YSO Places ontology8, PNR9 gazetteer of Finnish place names by the National
Survey, and the Semantic Finlex10 [19] legal KG of the Ministry of Justice.

The NEL results were transformed into RDF as instances of the class Named-
Entity described in Table 1. Namespace provo refers to the PROV-O ontology11.
The instances link the resources behind the mentions to speakers.

Table 1. Metadata schema for the class for NamedEntity.

Element URI C Range Meaning of the value

:surfaceForm 1 xsd:string Original surface form in text

:count 1 xsd:integer Number of entity mentions in a speech

:category 1 xsd:string Type of the named entity

skos:relatedMatch 0..* rdfs:Resource Links to ontologies for named entities

provo:wasAssociatedWith 1..* :NamedEntityMethod,
provo:SoftwareAgent

Provenance information about the method
used to extract the named entity

The accuracy of the NER was estimated for 100 randomly selected men-
tions of people, places, organizations, and expressions of time. The precision was
97%, recall 77%, and F1-score 86%. Based on our initial evaluation, 88% of the
speeches contained a named entity of which 30% contained a person name. From
this evaluation set, roughly 20% contained only person names and for them the
F1-score was 100%. The linking of person names was more tricky. Currently, the
person names were linked internally to ParliamentSampo successfully only if a
person was mentioned using the full name. The results for linking people were
calculated for 50 randomly selected speeches (containing 105 person mentions)
where precision was 95%, recall 80%, and F1-score 87%. The family name ref-
erences were not linked to MPs and it remains as a future work to connect the
family names and the full names properly.

4 Analyzing Networks of Politicians

This section gives examples of analysing networks of MPs using the Python
package NetworkX [8]. Two different reference networks were constructed based
on speeches given during the electoral term 2015–2019 and so far linked person
7 https://finto.fi/finaf/en/.
8 https://finto.fi/yso-paikat/en/?clang=en.
9 http://www.ldf.fi/dataset/pnr.

10 https://data.finlex.fi.
11 https://www.w3.org/TR/prov-o/.

https://finto.fi/finaf/en/
https://finto.fi/yso-paikat/en/?clang=en
http://www.ldf.fi/dataset/pnr
https://data.finlex.fi
https://www.w3.org/TR/prov-o/
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names. Speeches that do not contain any linked person names were excluded
from the analysis. In addition, administrative speeches of the Speaker of the
Parliament of Finland were not taken into account. Analyses of reference net-
works can, e.g., reveal MPs who are most active in parliamentary debates and
help to recognize possible disputes between MPs or parties.

The first reference network has MPs as nodes and the other one parties. In
the former case, links point from the speaker to the mentioned person, and the
weight of the link corresponds to the total number of speeches with at least one
mention. The network has in total 209 MPs that have been mentioned or have
mentioned someone. The total number of mentions to other MPs extracted from
the speeches is 2108. Mentions of people who were not MPs or ministers at the
chosen electoral term were filtered out of the result set.

To study and visualize the network, hub and authority values were calculated
using the HITS algorithm [13]. Ten MPs with highest authority values and ten
nodes with highest hub values are shown in Fig. 1. From the MPs with the highest
authority values, Juha Sipilä, Timo Soini, and Petteri Orpo were ministers and
leaders of their parties during the 2015–2019 term. During the same years, Antti
Rinne, Ville Niinistö, and his successor Touko Aalto from the opposition served
also as leaders of their parties. Three MPs, Touko Aalto, Pia Viitanen, and Ben
Zyskowicz, are both top hubs that make references as well as top authorities
often mentioned by other MPs. None of the MPs with highest hub values were
ministers.

Fig. 1. Ten MPs with highest hub and authority values based on the HITS algorithm.
The darker red, the larger authority value, and the darker blue, the larger hub value.
(Color figure online)
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The second reference network uses parties as nodes instead of MPs. Mentions
between MPs were obtained in a similar manner as for the first reference network.
MPs were then grouped into 11 parties by their memberships. The Sankey dia-
gram in the Fig. 2 depicts how MPs in government parties refer to MPs in other
parties and Fig. 3 the other way around. For example, MPs in the Green League
refer mostly to MPs in the Centre Party and National Coalition Party, probably
due to disputes related to, e.g., environmental issues. The Sankey diagrams were
rendered using the Python module pySankey12.

Fig. 2. The mentions from government parties (on the left) to all parties (on the right)
with nonnormalized weights.

Analyses like these can be used to point out phenomena of potential interest
in parliamentary discussion, but in order to really interpret the results tradi-
tional close reading is needed. The faceted search engines and other tools of the
ParliamentSampo portal make it easy to filter out, e.g., those speeches of an
individual MP or all members of a party that mention particular MPs [9].

5 Discussion

This paper presented the idea of creating reference networks of MPs based on
references in their speeches. As a case study, reference networks based on 65 000
parliamentary speeches were created using methods of NER and NEL, and result-
ing examples of network analysis were presented. Our first experiments suggest
that network analysis can be used to detect possibly interesting phenomena in
the discussions but interpreting the results require close reading the related texts.
In order to support both distant and close reading tasks, the ParliamentSampo
system under development aims to integrate seamlessly semantic faceted search

12 https://github.com/anazalea/pySankey.

https://github.com/anazalea/pySankey
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Fig. 3. The mentions from opposition parties (on the left) to all parties (on the right)
with nonnormalized weights.

and browsing facilities with data-analytic tools. On one hand, faceted search can
be used to filter out subsets of speeches to be studied with methods of network
analysis, and on the other hand, faceted search can be used for finding speeches
when interpreting analyses made using external tools on top of the SPARQL
endpoint, like the ones presented in Sect. 4.
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20. Quinn, K., Monroe, B., Colaresi, M., Crespin, M.H., Radev, D.R.: How to analyze
political attention with minimal assumptions and costs. Am. J. Polit. Sci. 54,
209–228 (2010). https://doi.org/10.1111/j.1540-5907.2009.00427.x
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Abstract. In this paper, we describe our recent findings in interlink-
ing the ArCo Italian cultural heritage entities to the well known Getty
Art and Architecture (GVP) Thesaurus through the automated extrac-
tion of candidate entities from textual descriptions and the subsequent
pruning of ambiguous out-of-domain entities using Neural Word Sense
Disambiguation. The disambiguation task is particularly complex since,
as detailed in this paper, we map Italian entities in the Arco cultural
heritage onto lexical concepts in English (such as those in the GVP The-
saurus). To date, the majority of entity linking and word sense disam-
biguation systems are designed to work with English and to operate with
general purpose sense inventories and knowledge bases, such as DBpedia,
BabelNet and WordNet. To address this challenging entity linking and
disambiguation task, we adapted a state-of-the-art Neural Word Sense
Disambiguation to work in this multi-language setting. We here describe
our adaptation process and discuss preliminary experimental results.

Keywords: Cultural heritage · Entity linking · Neural word sense
Disambiguation · ArCo · GVP

1 Introduction

In the past decades, there has been a growing number of experimental investiga-
tions on knowledge-based applications [2]. Specifically, knowledge-based systems
have become more and more popular and effective for a variety of reasons, e.g.,
the increased availability of large datasets [15,28], the recent advancements in
the field of deep learning [13], and the capability of knowledge-based systems
to provide explanations of systems outcomes [23]. As a result, knowledge-based
applications begin to meet the requirements for enabling novel industrial and
commercial automated applications [18,20,26,27].
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Fig. 1. A high-level representation of the current noisy interlinked graph. In this paper,
we experiment with a state-of-the-art NWSD algorithm to mitigate the noisy interlinks
we generated due to polysemy.

Unfortunately the state of the art is not as advanced in more specialized
domains, thus limiting the performance of automated systems - a well known
problem described, e.g., in [8]. In this paper, we address the problem of creating
large knowledge graphs in the specific domain of the Italian Cultural Heritage
and the smart tourism. Within the activities of the “SMARTOUR: intelligent
platform for tourism” project, our research [7] is aimed at automating the pro-
cess of: i) interlinking the ArCo [5] cultural heritage entities with the concepts
belonging to external knowledge bases, such as DBpedia [1] and the GVP [12]
ontologies, and of, ii) enriching the concepts with geographic, temporal and
authorship annotations.

The resulting high-coverage interlinked knowledge base (see Fig. 1 for a high-
level representation of the current graph) will be leveraged for a variety of
tourism and cultural related applications, such as cataloging activities in muse-
ums and recommending personalized tours based on the artistic and historical
interests of the users [4].

As a first result, we obtained high quality interlinks for ArCo cultural heritage
properties (such as locations to DBpedia places)1. However, our resource includes
a number of linking errors due to polysemy, a problem that we address in this
paper.

1 https://sites.google.com/uniroma1.it/agdli/.

https://sites.google.com/uniroma1.it/agdli/


Neural Word Sense Disambiguation to Prune a Large Knowledge Graph 595

For instance, noisy interlinks have been generated among the 3,848,489 and
1,609,298 links generated for the subject and type textual properties (see Fig. 1).

To prune out-of-domain concepts originated by polysemy, we adapted to our
task recent advancements in the field of link prediction [21] and Word Sense Dis-
ambiguation (WSD) [3] algorithms. The contribution of this paper is threefold:

– we describe and discuss our approach for adapting a state-of-the-art neu-
ral word sense disambiguation system (NWSD) to work with a multilingual
setting and to operate with an art and architecture-specific sense inventory;

– we discuss the preliminary experimental results;
– we release the source code and the related resources at:

https://github.com/arumdauo/BERT-WSD-Adapted.

The remaining of this paper is structured as follows: i) in Sect. 2 we describe
the motivations and the literature related to our investigation; ii) in Sect. 3,
we describe the adopted word sense disambiguation method for pruning out-of-
domain nodes in the graph; iii) in Sect. 4, we describe the experimental setting
and discuss the evaluation outcomes; iv) finally, in Sect. 5, we discuss the limi-
tations of our approach and the future research directions.

2 Motivations and Related Work

In our research activity, we are aimed at linking entities occurring in textual
descriptive properties of cultural heritage entities belonging to the ArCo ontology
[5]. The ArCo project started in 2017 with the aim of providing a knowledge
base of the information contained in a variety of catalogs. Nowadays, ArCo is
considered the most prominent knowledge graph of Italian cultural heritage.
The outcomes of the project include the definition of a set of 7 ontologies as a
ground for the formal representation of Italian cultural heritage entities. Thus, in
this specific domain, ArCo is a fundamental (and Linked Open Data compliant)
ground for the publication of data.
Overall, ArCo provides ∼172.5 million RDF triples representing the data from
the General Catalogue of the Italian Ministry of Cultural Heritage and Activities
(MiBAC).2

While in our previous work [7], we described the overall interlinking initiative,
aimed at connecting the ArCo entities to the concepts of external knowledge
bases, in this paper we focus on a graph pruning task, to reduce linking errors
caused by polysemy when connecting the entities of ArCo with one of the tree
ontologies of the GVP, the Getty Art and Architecture Thesaurus [12].

The ontology of the GVP includes three controlled ontologies, i.e., the above
mentioned AAT, the Union List of Artist Names (ULAN) e the Getty Thesaurus

2 ArCo “indirectly reuses: DOLCE-Zero, DOLCE+DnS, CIDOC-CRM, EDM,
BIBFRAME, FRBR, FaBiO, FEntry, OAEntry” ARCO - PRIMER GUIDE V1.0
http://wit.istc.cnr.it/arco/primer-guide-v1.0-en.html.

https://github.com/arumdauo/BERT-WSD-Adapted
http://wit.istc.cnr.it/arco/primer-guide-v1.0-en.html
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of Geographic Names (TGN). GVP is considered the main reference for the
categorization of art and architecture artifacts. AAT, ULAN e TGN are the most
complete formal representation of concepts in the art and culture domains, and
are of tremendous help in applications devoted to the cataloging, documenting
and retrieving. Note that ArCo and AAT are in a sense complementary, since,
as discussed in [7], ArCo includes mostly entities, with just a few high-level
concepts, while AAT is a taxonomy of concepts. Integrating these two resources
is particularly challenging also because AAT is a lexical ontology of English
concepts, while ArCo entity names and descriptions are in Italian.

In our research activity, entity linking [22] is performed in two main steps.
First, we mine for the occurrences of domain specific words in textual descriptive
properties of cultural heritage entities in ArCo. We then look for the candidate
word senses defined in the AAT lexicalized ontology and try to identify the
most suitable word meaning (concepts) by means of word sense disambiguation
(WSD) [19]. In Fig. 2, we show an example of the noisy links we generate, due
to polysemy.

To mitigate this problem3, we exploit neural word sense disambiguation, as
described in Sect. 3.

WSD is the ability to identify the meaning of words in context in a compu-
tational manner. WSD is considered as an “AI-Complete” problem in Natural
Language Processing (NLP) domain.4

Nowadays, semi-supervised methodologies with neural network architectures,
such as Bidirectional Encoder Representations from Transformers (BERT) [6],
represent the state of the art for the WSD problem, as well as other NLP prob-
lems. BERT is a pre-trained language model which has been proven to be effec-
tive in extracting features from texts, being able to pre-train models on large
corpora through self-supervised learning, obtaining vectorial word representa-
tions (embeddings), subsequently used in downstream tasks such as WSD. In
the past few years, BERT has been integrated in several WSD approaches, such
as (among others) [11,16,24]. Specifically, for our objectives, we are interested in
Neural WSD (NWSD) systems which exploit word senses definitions (glosses),
represented in our case by the AAT concepts’ scope notes. We report in Fig. 3,
an example scope note for the motif AAT concept.

Previous works performing this task using WordNet definitions are [11,17].
Among the NWSD approaches based on BERT and using glosses, we mention
[14] and [25], that frame the WSD task as a sentence-gloss pair classification
problem. Specifically, the sentence-gloss pairs used during training are composed
by the context in which a target word occurs and the gloss for the corresponding
word meaning concept in WordNet [9]. In this work, we decided to adapt the
system [25] to perform word sense disambiguation on Italian terms occurring

3 Further worsened, as previously mentioned, by the automated translation in English
of the concepts extracted from the textual field in ArCo, in Italian.

4 “The idea of an AI-complete problem has been around since at least the late 1970s,
and refers to the more formal idea of the technique used to confirm the computational
complexity of NP-complete problems.” [10].
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Fig. 2. Example of the noisy entity links we generated while mining candidates con-
cepts for the Italian word motivi, whose best suitable word meaning, in the descriptive
property context of the ArCo HistoricOrArtisticProperty entity with id 1500419851,
corresponds to the concept motif (“design elements”) of the AAT.

on ArCo entity descriptions, thus replacing WordNet with the GVP AAT, and
BERT with Italian BERT5. The decision was based on both the availability of
the source code and on the reported state-of-the-art performances among various
challenging benchmarking datasets.

In summary, in this study, we are aimed at investigating about the feasibility
of an adaptation approach to automatic domain-specific entity linking for the

5 MDZ Digital Library team (dbmdz) at the Bavarian State Library https://
huggingface.co/dbmdz/bert-base-italian-xxl-cased.

https://huggingface.co/dbmdz/bert-base-italian-xxl-cased
https://huggingface.co/dbmdz/bert-base-italian-xxl-cased
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Fig. 3. Excerpt from http://vocab.getty.edu/page/aat/300009700 showing the scope
note for the motif AAT concept.

ArCo Italian cultural heritage entities. As described in Sect. 3, the adaption pro-
cess leverages several automatic error-prone sub-processes, such as the automatic
translation (from English to Italian) and the pre-processing of text by means of
a natural language processing pipeline. The errors committed during the adap-
tation process will have an impact on the resulting entity linking performances,
which we estimated (with a preliminary experimental setting) and discussed in
Sect. 4.

3 Approach

As introduced and described in Sects. 1 and 2, state-of-the-art entity linking
systems are designed to work in general-purpose monolingual settings. As a
consequence, the majority of real applications require additional efforts to target
domain-specific knowledge bases.

In Fig. 4, we show a workflow summarizing in 6 steps the overall process.
The first 4 steps describe the pre-processing and initial text mining activities

devoted at finding occurrences of candidate AAT concepts in the textual defi-
nitions of entities in ArCo, resulting possibly in a number of noisy candidates
caused by polysemy and translation errors.

The subsequent steps 5 and 6 describe the creation of a ground truth and
the adaptation of an existing NWSD algorithm to reduce these linking errors.

Pre-processing and Text Mining

Step 1: In this preliminary step we queried the beniculturali.it SPARQL end-
point6 and collected the RDF triples describing the ∼656K ArCo cultural
entities’ properties;

Step 2: To address the multilinguality issue, we performed an automatic transla-
tion7, from English to Italian for all the terms and the scope notes of the 55K
AAT concepts. We report in Table 1 an example excerpt of the translated
terms.

6 https://dati.cultura.gov.it/sparql.
7 Google Translation AI, https://cloud.google.com/translate.

http://vocab.getty.edu/page/aat/300009700
https://dati.cultura.gov.it/sparql
https://cloud.google.com/translate
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Fig. 4. Workflow summarizing the steps of our adaptation task.

Step 3: From the resulting RDF triples retrieved after Step 1, for each ArCo
entity, we extracted the type and subject textual properties. Examples of such
descriptive properties are reported in Fig. 2, where we extracted “piedistallo”
(pedestal) and “motivi decorativi floreali (piedistallo) - bottega napolatana
(ultimo quarto sec. XIX)”8 as the type and subject, for the ArCo HistoricO-
rArtisticProperty entity with id 1500419851;

Step 4: To determine AAT concepts occurrences, we applied standard text min-
ing techniques and identified all possible candidates entity links to AAT
concepts. For example (see Fig. 2), we mine the term motivi and we iden-
tify motifs(design elements) and reasons(psychological concepts) as candidate
entity links;

8 floral decorative motifs (pedestal) - Neapolitan workshop (last quarter of the 19th
century).
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Table 1. Example excerpt of the translated terms (from English to Italian) for three
AAT concepts.

AAT concept EN terms IT terms

http://vocab.getty.edu/aat/300379603 Salinization Salinizzazione
http://vocab.getty.edu/aat/300379600 Thermochemistry Termochimica
http://vocab.getty.edu/aat/300379601 aerobiology Aerobiologia

Creation of a Ground Truth and NWSD Algorithm Adaptation

Step 5: Since we are adapting a supervised NWSD algorithm [25], to create a
ground truth for training and testing, we asked three experts to manually
indicate the most suitable concepts among the candidates concepts obtained
at Step 4, for the entities occurring in 600 random sampled type and subject
textual contexts;

Step 6: We adapted the system in [25] to work with the AAT as a sense inventory
and with the Italian BERT. To this end:
6.1 we generated the AAT sense inventory resource, as a dictionary indexed

with both the original English and the translated (see Step 2) Italian
terms;

6.2 for each entry of the AAT sense inventory we collected the translated
scope notes;

6.3 we replaced the WordNet sense inventory, with our Italian AAT dictio-
nary and to handle the Italian BERT instead of the original pre-trained
model;

6.4 we developed a script to generate a 2009 CONLL format9 compliant
ground truth dataset for the NWSD system’s training and evaluation
(an example excerpt is reported in Fig. 5). The dataset generation lever-
ages a standard preprocessing NLP pipeline, based on SpaCy (Industrial-
Strength Natural Language Processing10), for part of speech tagging.

We remind that, to enable replicability and reprodicibility of our study, both
source code and data are available at: https://github.com/arumdauo/BERT-
WSD-Adapted.

4 Evaluation

To estimate the effectiveness of the resulting adapted NWSD we performed a
preliminary 6-fold cross-validation experiment with the 600 annotated samples,
and calculated the resulting F1 performances. To this end, we performed the fine
tuning of the pretrained Italian BERT (dbmdz/bert-base-italian-cased) with a
learning rate of 2e−5 and 15 epochs of training.
9 https://www.signll.org/conll/.

10 https://spacy.io/.

http://vocab.getty.edu/aat/300379603
http://vocab.getty.edu/aat/300379600
http://vocab.getty.edu/aat/300379601
https://github.com/arumdauo/BERT-WSD-Adapted
https://github.com/arumdauo/BERT-WSD-Adapted
https://www.signll.org/conll/
https://spacy.io/
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Fig. 5. Example excerpt of the resulting 2009 CONLL format compliant ground truth
dataset, where the noun cofanetto is a target word for the WSD task.

We repeated the same experimental setting to assess the performances of
a random baseline, which has been designed to pick a random word meaning
among the candidates.

As a result, the adapted NSWD system obtained a F1 score of ∼0.65
(standard deviation ∼0.15) while the random baseline a F1 score of ∼0.21 (stan-
dard deviation ∼0.03). During this preliminary evaluation, we obtained a sig-
nificant improvement over the random baseline (+0.44), but due to the small
number of samples in our manually annotated dataset, we obtained F1 score
below the performance of the original system, tested in a monolingual setting
and with WordNet sense inventory (∼0.79) [25]. Upon analyzing the different
errors made by the system, we categorized errors into the following groups of
causes:

– erroneous translations of AAT terms and scope notes. For instance the term
manufactories (obsolete word for “factory”) has been automatically trans-
lated into the Italian manifatture (“manufacture”, “craftsmanship”) instead of
fabbriche.

– missing scope notes for many AAT concepts (only 10,262 out of the 55,375
AAT concepts supply scope notes).

– erroneous text prepossessing, more specifically, errors caused by part of speech
tagging of Italian sentences. For instance, the part of speech for the Italian
word campana is often erroneously determined as Adjective rather than Noun
when the meaning in the context is related to the sense of the English word bell
and vice-versa, as Noun rather than Adjective, when in context is describing
the provenance from the Italian Region Campania.
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5 Conclusions

With the aim of investigating the feasibility of an adaptation approach to auto-
matic domain-specific entity linking for the ArCo Italian cultural heritage enti-
ties, in this paper, we described and experimented with the adaptation process
of a state-of-the-art NWSD system to operate in a multilingual setting and to
target a domain-specific sense inventory (i.e., the GVP AAT). The adaption pro-
cess involved several automatic error-prone sub-processes, such as the automatic
translation (from English to Italian) and the pre-processing of text by means of
a natural language processing pipeline.

The errors committed during the adaptation process have an impact on the
resulting entity linking performances. We discussed our preliminary experimental
results and identified the main causes of errors.

We are currently working to improve the system’s performance by address-
ing: i) the small dimension of our ground-truth dataset and ii) the quality of
automated translations.

Specifically, we believe that the creation of a larger ground truth dataset
will both provide more robust performance estimation, and overall better per-
formance in the task of entity linking. Finally, we are also experimenting with
other families of algorithms, such as state-of-the-art graph completion and prun-
ing algorithms applied to noisy knowledge graphs.
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TOUR: intelligent platform for tourism” funded by the Italian Ministry of University
and Research with the Regional Development Fund of European Union (PON Research
and Competitiveness 2007-2013).
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Abstract. In this paper, sensor networks are considered, which are (sta-
ble) transportation networks equipped with sensors. We abstract trans-
portation networks as graphs with sensor measurements that can be
attributed to the nodes and edges. A sensor network is thus modelled as
a graph with properties that can change throughout time, and which can
be viewed as time series. To the best of our knowledge, a model, in which
graph databases and time series analysis are combined to create a tem-
poral property graph model, is new. This work also describes a language
to query such temporal property graphs and discusses how both can be
implemented and realised by using Neo4j and its query language Cypher.
In short, this paper presents a database system for storing and query-
ing sensor networks that enables future projects to reduce set-up times
and prevent use-case specific implementation of database and querying
applications.

Keywords: Graphs · Time series · Sensor networks · Query languages

1 Introduction

Many real life problems are studied by gathering data and then analysing them.
Often these data can be modelled as graphs. In this setting, examples include
social networks, traffic data, routing problems and transportation data. All these
examples can be considered as graph problems. This paper focuses on a specific
subset of graph problems, namely sensor networks. Sensor networks are (stable)
transportation networks, equipped with sensors. When modelling transportation
networks as graphs, sensor measurements in the network can be attributed to
the nodes and edges of this graph and they can be viewed as time series. We
assume that transportation networks are stable, meaning that the topology or
structure of the physical network hardly ever changes. The temporal aspect
of our applications resides in the aspect of the sensors that produce series of
measurements over time. Examples of sensor networks include road networks
equipped with sensors that measure the density or speed of the traffic, but
also river networks on which sensors are placed to measure the water height
c© Springer Nature Switzerland AG 2022
S. Chiusano et al. (Eds.): ADBIS 2022, CCIS 1652, pp. 607–614, 2022.
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or pollution. In order to facilitate research and projects on sensor networks, the
data of these networks need to be stored, managed and need to be queryable and
analysable. For example, for a river system, in which sensors measure the salinity
of the water at a regular basis, both the network and results of the measurement
need to be stored for further analysis (used, for example, in a support system
for a water management agency). This implies that we need a suitable system
to store a sensor network and to query it.

Many existing database systems can deal with sensor networks. The relational
database model is well established, but because we work with graph-based data,
there is a mismatch between the relational model and the real life situation [3]. A
more graph-oriented approach is needed, and graph databases seem the suitable
solution for these problems. Their history starts before the year 2000, but only
recently, implementations have pushed this field to a higher level of practical
usability.

The property graph model is often used in this context (see, for example,
Angles [2]). Newly developed query languages such as Cypher and G-Core also
have a great impact. For work on this topic, we refer to Bonifati et al. [4],
Francis et al. [7] and Libkin et al. [9]. Especially the Cypher implementation in
Neo4j1 provides a big step towards more feasible graph database backed projects.
This language treats nodes and edges as first class citizens and often provides a
plethora of possibilities to work with properties of nodes. But in sensor networks,
time series are an essential part of the nodes and edges, and until now, there is
little support to structurally handle time series together with graphs.

On the other hand, time and time series have their own history of research.
For example, the famous interval algebra of Allen explains how to deal with
relationships between time intervals [1]. Earlier, Velain [13] defined relation-
ships between time points, which are better suited in the context of time series
data. On top of this foundational work, a huge amount of research exists with
respect to the analysis of times series, interpolation and prediction, to name a
few categories [10]. Much of this research is geared to specific applications, like
the financial market and its stock market series. But in many cases, the time
series are the only focus and their connection to a graph-based network is not
considered.

Temporal graphs do have a vast literature but, in most cases, these graphs
refer to networks that change over time (such as social networks). For example,
Rost et al. [12] describe a technique to add temporal properties to nodes and
edges. They build on earlier work of Junghanns et al. [11] in which Gradoop,
a graph database system built on Hadoop, is described. The analysis in these
cases, often focuses on paths, communities and other metrics or algorithms about
the structure of the graph and how they evolve over time. Two examples are
Erlebach et al. [6], who describe the temporal graph exploration problem and its
complexity on dynamics graphs, and Froese et al. [8], where the main topic is a
distance measure to determine how similar two temporal graphs are. However,
this type of graphs is not applicable to our sensor network setting, since the

1 https://neo4j.com/product/neo4j-graph-database/.

https://neo4j.com/product/neo4j-graph-database/
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underlying transportation network is stable (edges and nodes are not added or
deleted). The work of Debrouvier et al. [5] is more related to our work, since
they consider graphs in which the property values can change throughout time.
However, a difference is that they use time intervals connected to the values of
the properties where our approach uses values linked with a timestamp.

This implies that there is a gap between the application of sensor networks,
on the one hand, and storing, managing and analysing sensor networks in graph-
based data management systems, on the other hand. This paper tries to bridge
this gap by providing (1) a theory to model sensor networks; and (2) an approach
to store and manage these data, supported by a query language to retrieve
information of the network-based sensor data and to analyse it.

2 The Proposed Approach

The underlying model for our approach is based on the property graph model
(see, for example, Bonifati et al. [4]). Let O be a set of objects with labels and
properties appropriate in the application context, let L be a finite set of labels,
let K be a set of property keys and let V be a set of values. These sets are
pairwise disjoint and assumed to be finite. In order to accommodate time series
in graphs, the definitions from Bonifati et al. [4] is modified by differentiating
between temporal property keys KT ⊆ K and static property keys KS ⊆ K (with
KT ∩KS = ∅). In addition, let T be the set of all possible timestamps, which we
assume to be a discrete set that is ordered by the relation ≤. A temporal property
graph G, is then defined to be a structure G = (N,E, η, λ, υS , υT ) where:

– N ⊆ O is a finite set of objects, which we call nodes;
– E ⊆ O is a finite set of objects (with N ∩ E = ∅), which we call edges;
– η : E → N × N is a function assigning an ordered pair of nodes to each edge;
– λ : N ∪ E → P(L) is a function assigning to each node and each edge a finite

set of labels (here, P(L) denotes the power set of L);
– υS : (N ∪ E) × KS → V is a partial function assigning values to static

properties of nodes and edges; and
– υT : (N ∪ E) × KT → P((T × V)) is a partial function assigning a set of

(timestamp, value)-pairs (that is, a set of measurements) to temporal proper-
ties of nodes and edges. We require that in such a set no timestamp appears
twice and we can therefore call them time series.

The first three items of the above definition allow us to think of (N,E, η) as a
directed graph. Within a time series there is total ordering on the measurements
(induced by the natural order on timestamps), which in turn induces a “next”-
relationship. Let m1 and m2 be two measurements (that is, elements of T × V).
The temporal order ≤ on T then induces an order (also denoted by ≤) on
T × V, as follows: m1 ≤ m2 if and only if τ(m1) ≤ τ(m2), with τ : T ×
V → T being the projection on the time component (that is, τ returns the
timestamp of a measurement). Similarly, we define ν(m) to be the value of the
measurement m (that is, its second component). In Vilain [13], there are three
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relations available for time points that can be used for measurements: “before”,
“after”, and “equals”. Our work adds four predicates: “previous”, “next”, “first”,
and “last”. Previous and next refer to the measurements within one time series
directly before and after another (considering the timestamp). The first and
last predicates are true for measurements within a time series where there is no
previous or next measurement, respectively.

Based on this model, the existing Cypher query language can be extended
with the same pattern matching idea. In the MATCH part of the query, patterns
of nodes and edges are described. In addition, properties can be described as
propertyKey: propertyValue and it is assumed, for the sake of consistency,
that properties values can be assigned to variables by placing the variable in
place of the value: propertyKey: variable. For example, the Cypher query
MATCH (n name:"Hasselt") RETURN n; which selects a node n with as value
"Hasselt" in the property name can also be written as MATCH (n name:v)
WHERE v = "Hasselt" RETURN n;. The new elements in the proposed query
language are time series patterns and measurement patterns. A time series pat-
tern consists of one or multiple measurements that describe together a situation
in the series that then can be matched. A measurement pattern is denoted as
<timestamp, val> where timestamp can be value of T or a variable and val can
be a value of V or a variable. For example, the pattern <2022-01-01T13:00, 10>
matches measurements m where τ(m) = 2022-01-01T13:00 and ν(m) = 10. In
the case of <t, 10> all measurements m are matched where the ν(m) = 10,
with, for each of them, t = τ(m). The patterns <t, v> matches all mea-
surements and v = ν(m) and t = τ(m). These patterns can be combined
to a time series pattern by concatenating them to a sequence of measure-
ments. Implicitly, two measurements concatenated will describe two measure-
ment for which the next or previous predicate holds. Thus, the concatenation
<2022-01-01T13:000, v><u,w> matches two measurements m1 and m2 in a
time series s where τ(m1) = 2022-01-01T13:00 and next(m1,m2, s) holds (mean-
ing that m2 is the next measurement after m1 in time series s). If these measure-
ments exists then v = ν(m1), u = τ(m2) and w = ν(m2). Time series patterns
can be placed within the existing Cypher structure on value places of properties.
Thus, MATCH (n {name:"Hasselt", temperature:<t, v>}) RETURN t, v;
corresponds to a node that has a property name with value "Hasselt" and that
has a temporal property or time series, called temperature. All measurements
are matched in this case and returned as a result of the query.

To store the graph and the time series data, different options are available
each with specific advantages and disadvantages, but an in-depth study of the
approaches is still needed. We consider three possible options, being the Exter-
nal Model, the Object Model, and the Full Graph Model. The External Model
assumes that the graph and the time series are stored in separate locations. The
time series are stored in an external database next to the graph database. This
approach is interesting, because it allows to optimise each storage. For example,
Neo4j can be used for the graph part and InfluxDB for the time series. But
for this approach, querying and adding or deleting data is more complicated,
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since two different systems need to be managed. The Object Model is the one
that is closest to the actual conceptual model. Here, the time series are stored
as properties in the nodes and edges. In Neo4j, for example, it is possible to
store lists and JSON objects as properties. However, these structures and the
related functionalities are often not designed to handle the amount of data a
time series has. In addition, Neo4j currently only supports string based JSON
which requires constant JSON (de-)serialisation. The Full Graph Model uses the
nodes and edges in the graph to represent the time series. In this case, a series is
a linked list of nodes, where each node is a measurement with two properties for
storing the timestamp and the value. These nodes are linked in the chronological
order by edges. This linked list has a head node which contains the information
about the time series and it connects to the most recent measurement. An exam-
ple of such construction is given in Fig. 1, where a node E has a time series S
with three measurements. The full graph model embeds all data in one graph
and enables easier analysis on the data. For example, an aggregation tree can
be build on top of it.

E S

Series Measurement Measurement Measurement

PreviousHas Previous Previous

Fig. 1. An example of how a time series S, that is a property of node E, would be
stored in the full graph model.

As first step, we choose the full graph model, as it leaves many possibilities
for the analysis and querying. In addition, the limits of the graph databases used
are not yet encountered in terms of number of nodes and edges in the use-cases
and applications tested. However, this model has a considerable impact on the
storage, because for each measurement a node and an edge is used. For example,
an one year time series with a 15 min resolution, results in 35041 nodes and edges
on top of nodes and edges needed for the network itself. Since in this model each
time series is a graph in itself, the new proposed query language can be imple-
mented by a translation that converts time series patterns and measurement
patterns to the corresponding node and edge patterns. Next, the conversion of
the time series and measurement patterns is described. It is assumed that the full
graph model uses edges with label :Has to link time series to the object nodes
in the graph and edges with the label :Previous to link measurements within
a time series. These labels should not be used for other edges in the graph. The
conversion will, for each measurement, create a node pattern, that are linked
together by edge patterns when there are multiple measurements, and create a
series node pattern which is linked to the measurements with a variable length
edge pattern, as well as linked to the original node by a single edge pattern.

The complete conversion algorithm is:

1. Take the name of the time series, S, (the property key of the time series) and
create a pattern for the series node: (:Series {name: S}).
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2. Take each measurement pattern, <t, v> and convert it to a node pattern by
describing the timestamp and/or value in the pattern together with a label
for the measurement node: (:Measurement {timestamp: t, value: v}).

3. Connect the measurement nodes with edge pattern of length one:
-[:Previous]->.

4. Connect the most recent measurement (in the timestamp order) to the series
node with the edge pattern -[:Previous*1..]->.2

5. Finally, connect the series node pattern to the original node pattern by one
edge directed from the original node to the series node: -[:Has]->.

3 Results

To demonstrate the new query language and the usability of the model, we
introduce a small example, which is shown in Fig. 2 with the topological part
as the graph and the time series as properties on the graph. This corresponds
to the temporal property graph model, but in reality, it is stored with the full
graph model in the Neo4j database. Figure 2 depicts a river network consisting
of segments with, on most locations, a sensor that measures water temperature.
For the sake of this example, only a small subset of the time series is shown,
that is, the measurements on a certain day taken hourly from 10:00 until 15:00.
On the graph, the time series is shown as a list of pairs where each pair is a
measurement. In reality, the timestamp would also include the full date, but
this is removed for clarity.

A basic query on this network would be

MATCH (:segment {id:6, temperature:<14:00, v>}) RETURN v;

which returns as result 19. That is the value that was measured on segment with
id 6 at 14:00. A more advanced query that also explores the network is

MATCH (:segment {id:1, temperature:<t, v>})-[:flows*1..]->
(n:segment {temperature:<t, v>}) RETURN n.id, t, v;.

This query looks for all locations downstream of the segment with id 1 and
returns measurements of those locations that have the same value at the
same time as location 1. This means the result contains records: [(3, 10:00,
14), (3, 11:00, 14), (5, 10:00, 14), (5, 11:00, 14)]. The last exam-
ple shows how the query language can be used to ask for aggregation results on
the network. We could, for example, be interested what the average measured
temperature was of the measurements after 12:00 for the segment with id 7. The
result is 17.667 and the query:

MATCH (:segment {id:7, temperature:<t, v>})
WHERE t > 12:00 RETURN avg(v);

2 It is important to use a variable length pattern, because the place of the measure-
ments in the time series is unknown.
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Fig. 2. An example river with segments that are connected if water flows from on to
another segment, and where on certain segments water temperature is measured.

4 Future Work and Conclusion

There are limitations that have not yet been resolved. One of which is that there
are no time series on edges when using the full graph model. This requires a
more complicated model and it might be interesting to investigate if the full
graph model is still the best approach. Preliminary research has shown that not
all interesting queries can be described with the query language introduced here.
For example, the query, that tries to find a sequence of (an unknown number of)
measurements in a time series where the values of the measurements are strictly
increasing, is not expressible in the proposed language. This issue can be studied
by looking at the Regular Property Graph Logic (see, for example, Bonifati et
al. [4]). Therefore, future research should aim at determining which queries can
be expressed and which cannot. Finally, it should be mentioned that there is still
work to be done in optimising the system in terms of storage and elaborating
on the possibilities to aggregate and analyse data.

In conclusion, the contributions of this work can be summarised as follows.
A sensor network is considered to be stable transportation network in which
nodes and edges represent objects that interact or are related to each other, but
these relations do not change. At these nodes and edges there are properties that
change and are modelled as time series. By creating a temporal property graph
model, this work defines a general approach to deal with these types of data. In
addition, some storage models are given and one of them is used as an example.
Based on the temporal property graph model, a query language is created and
demonstrated, that extends the idea of pattern matching of the graph to the
time series. This model and query language treats nodes, edges, and temporal
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properties (time series) as first class citizens and enables users to ask questions
about the data in a way that is generally applicable in sensor network projects.
A query interface takes the queries and translates it to existing Cypher queries,
which then can be executed on Neo4j. The above enables projects to store the
data of their sensor networks more easily, and subsequently facilitate analysis
and prediction on top of it.
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Théo Abgrall(B)

Free University of Bozen-Bolzano, Bolzano, Italy

tabgrall@unibz.it

Abstract. In our research work, we attempt to bridge two fields once
closely interconnected: Information Preservation and Data Integration.
This relative split is due both part to the growth of the web and its
associated challenges and the lack of proper formalism and tools for loss-
less schema transformation. To answer that concern, our approach is to
propose a catalogue of lossless schema transformation templates, called
transformation patterns, based on operations commonly used in data
integration. As some of these operations include the promotion and/or
demotion of metadata in a relational schema, we introduce an extension
of transformation patterns by incorporating a dynamic aspect. We also
want to deal with the leftover operations, those that lose information,
and turn them into lossy transformation patterns. Finally, we present
the early implementation of a schema transformation framework using
transformation patterns.

Keywords: Schema transformation · Information preservation · Data
integration

1 Introduction

The problem of information preservation is almost as old as the history of rela-
tional databases itself. Two relational schemas could hold the same capacity
of information despite being written differently and made to contain dissimilar
knowledge. Coincidentally, this problem is akin to another quite preeminent one
in Data Integration, which is Data Heterogeneity. In data integration [1] the
main ambition is to overview and manages multiple data sources through the
use of a global schema. The problem of Data Heterogeneity is thus to over-
come the disparate nature of these data sources to find matches between them.
Despite their seemingly shared purpose, the two fields progressively grew apart
since the popularization of the Web. The reasons are twofold: On one hand, the
massive growth of accessible information has, somehow, made it less valuable
than it was previously. On the other hand, there has been a lack of proper tools
or formalisms to prove schema dominance and equivalence.
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Our motivation is to focus on the second concern by reviewing the current
formalisms for information preservation before expanding one of them into a data
integration context. The formalism we use is a template-based formalism describ-
ing the structure and constraints of a database on both sides of a transformation
expressed via mappings. In this paper, we begin by presenting a brief history
of information capacity preservation. Following that, we review the literature at
the crossroad between information preservation and data integration. Then, we
describe the transformation pattern formalism, the foundations upon which our
research is based on. In section five We detail our ambitions to develop that for-
malism even further, notably by representing more complex transformation and
introducing a new notation for flexibility. We finally conclude by exhibiting our
current proof-of-concept schema transformation framework and by discussing
our intentions to insert it in a data integration context, as well as the potential
consequences this choice carries.

2 Information Preservation

At its core, most of the literature regarding the preservation of information dur-
ing a schema transformation emerged from Hull’s [2] definition of four decreas-
ingly strict notions of schema dominance. The main idea behind schema domi-
nance is that for two relational schemas, any valid database instance in one of
the schemas can be found in the other.

Definition 1 (Schema Transformation). Let there be two schema S and T .
A schema transformation from S to T is a mapping function fS→T : S → T
such that fS→T I(S) → I(T ) where I correspond to all valid database instances of
S and T , respectively. Furthermore, a mapping function fS→T : S → T is total
if ∀x ∃y fS→T (x) = y, injective if ∀x, x′ fS→T (x) = fS→T (x′), surjective if
∀y ∃x fS→T (x) = y and bijective if fS→T is total, injective and surjective.

Definition 2 (Schema Dominance). Let there be two schema S and T and
the two mapping functions fS→T and fT→S. We say that S dominates T if for
any instance I(T ) of T : fS→T ◦ fT→SI(T ) = I(T ). If S dominates T , then the
mapping function fT→S is injective and total.

Definition 3 (Schema Equivalence). Let there be two schema S and T . We
say that S and T are equivalent if and only if S dominates T and T dominates
S. If S and T are equivalent, then the mapping function fS→T is bijective.

An earlier version of these definitions was presented in [3] under the name
of query-dominance where a single query replaces the mapping function. Later,
these definitions were expanded [4] by answering the conjuncture that schema
transformations could preserve primary keys, thus implying the preservation of
not only instances but also relational constraints. Once more, the notions of
schema dominance and equivalence were extended in [5] which defines a correct
schema transformation as one which preserves both constraints and instances,
thus differentiating between instance preservation, constraint preservation and
their combination, information capacity preservation.
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3 Related Work

On study that encapsulate very well the purpose of bijective functions in a
relational database context as a way of guaranteeing updates through transfor-
mations is [6]. Furthermore, bijectives functions are also useful at the query level
when encoding or decoding values or attributes name, thus allowing merging,
splitting and value modification under constraints. The problem of dependency
preservation is discussed in [7] where information capacity is tested with the
chase procedure. A stepping stone in including information capacity in a schema
integration context is [8]. With a new formalism, they were able to assess schema
dominance and specify transformations by adding constraints. As the field of
data integration and conceptual models are closely related, an approach defines
by [9] is to focus on the equivalence of conceptual models. In a framework for data
integration based on a both-as-view (BAV), [10] propose to use a sequence of
basic operation, sometimes compiled into templates, to dismantle and recompose
data sources. However, This approach does not preserve embedded dependencies.
Around this point in time, the quality of information preservation became less
prevalent in data integration as the number of accessible data sources skyrock-
eted. The field of information preservation thus become more closely related to
the one of database reverse engineering, where the goal is to generate a concep-
tual model from an usually old and decrepit database, or, more properly, legacy
databases. Yet, another field at the crossroad of data integration and schema
transformation is the one of data exchange [11] grew in that period. While the
main focus of data exchange is the generation of a proper database instance
from constraints, the problem of schema exchange introduced in [12] is closer
to our ambitions. Mostly with regards to the grouping of similar schemas into
templates making an automatic schema transformation possible.

4 Transformation Patterns

4.1 Definition

Some operations seemed capable of preserving information at first glance, such as
the horizontal decomposition illustrated in [3]. However, a proper formalism that
clearly defines the requirements necessary for such transformation to be lossless
was still lacking. It was in the context of Database Reverse Engineering, a set of
techniques generating a conceptual model from excerpts of a relational database,
that the following approach originated. Transformation patterns [13] are crafted
templates describing a particular schema transformation and the constraints
necessary to ensure its lossless quality. They applied to first-order logic schemas
defined as the couple [A,C] with A the alphabet, a set of predicates, and C a set
of constraints. Transformation patterns are thus composed of:

Database Pattern: Representing a relational schema and the constraints
applied over it, a database pattern contains both a set of relation patterns and a
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set of constraint patterns. A Relation Pattern is defined as R(ATT1, ..., ATTn)
with R the name of the relation and ATTj corresponding to a set of distinct
variables. A Variable is a set of attributes grouped via the constraints applied
to them. For example, a relation Person(id, name, dob) with a sole primary key
constraint on id fit the following relation pattern R(PK,REST ). A Constraint
Pattern represents relational constraints over the set of relation patterns. Of
which, we can mention primary keys, functional dependency and, more gener-
ally, most embedded dependencies. To pursue our former example, a constraint
pattern setting id as a primary key would be written as pk[R](PK). Naturally,
every variable written in each constraints patterns must also exist in their respec-
tive relation patterns. A transformation pattern contains two database patterns,
thus describing the relation schema and its constraints on either side of a trans-
formation. We abusively tend to call these source and target database patterns
(or input and output) but as each transformation is bidirectional and reversible
there is no real direction.

Mapping Pattern: To map each variable from one schema to another, we
define a mapping pattern as a couple of query sets written in relational algebra.
Each relation in a source schema has to be expressed as a set of queries over the
target schema, and conversely.

The consequence of working with first-order logic schema is that a proof
of equivalence between two database schema can be given their mutual entail
through some logic theorem solver, here Prover9 [19] in our case.

4.2 Example

We present a short, slightly simplified, example of a transformation defining the
horizontal decomposition of a table based on a specific condition:

DB Pattern A DB Pattern B

R : (ATT ) R1 : (ATT )
σcond(R) �= ∅ R2 : (ATT )
constk[R](ATT k) σcond(R1) = R1
constl[R](ATT l) σcond(R2) = ∅

constk[R1](ATT k)
Mappings constl[R2](ATT l)

R1 = σcond(R)
R2 = σ¬cond(R)

R = R1
⋃

R2

Fig. 1. Simplified transformation pattern for horizontal decomposition



Formalization of Data Integration Transformations 619

This transformation pattern split in two a relation based on a condition
applied over at least one attribute contains within the variable ATT . Let say we
have Worker : (id, name, salary) and the condition σsalary>2000(Worker) �=
∅, then we can pretty easily arrive to the two new relations Junior :
(id, name, salary) and Senior : (id, name, salary) and their subsequent con-
straints. On that topic, the constraint const corresponds to any additional, resid-
ual constraints. In this case, any primary key within ATT would be conserved.

At this point, transformation patterns serve as templates properly defining
the constraints necessary to ensure lossless transformation. As they stand, the
main purpose of transformation patterns is to serve as guidance for database
engineers whenever schema transformation is wanted. As the applications are
limited to the available number of written templates, a solution is to add new
transformation patterns to the list of existing ones. Thus started our research
work, expending this list, or, more appropriately, the catalogue of available trans-
formation patterns.

5 Expanding the Catalogue

We began expanding the catalogue browsing schema transformation commonly
used in data integration, such as those defined in [14]. While diving through the
many possible schema transformations to turn into templates, one stood out,
provokingly: the pivot operation [15]. The pivot transformation takes one column
of distinct values and turns it into that many new attributes with associated
values taken from another column. At first glance, this should be impossible to
write as a template since no mappings made in relational algebra can express
the promotion (and demotions) of values into attributes (and the inverse for
the unpivot). However, we can already circumnavigate the limits of relational
algebra in transformation patterns. Thus, it should be possible for us to write
transformation patterns representing more complex operations, such as some
introduced in [16] and more notably, operations encompassing all metadata of
a relational schema. Opening the floodgates that way however caused a new
concern to surfaces: dynamicity.

So far, transformation patterns were tailor-made to a specific operation where
the number of relations, variables and instances are clearly described before and
after. It, unfortunately, implies that there are no generic patterns available. This
applies to complex operations such as the pivot, but let us illustrate the issue
with a simple example.

Example 1. Going further than Fig. 1, what if we wanted to generate a full
partition of a relational schema Worker : (id, name, salary) based on every
distinct salary values? We could already do with regular transformation pat-
tern by applying the same ones sequentially, but is there a way to execute this
transformation in a single step? In the first pattern we want the following con-
straints σcond1(R) �= ∅, ..., σcondn

(R) �= ∅ for any number n ≥ 1 of distinct
values. In the second, we need to write R1 : (ATT ), ..., Rn(ATT ) plus every
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related constraints. Similarly for the mappings where we have R1 = σcond1(R),
..., Rn = σcondn

(R) and R = R1
⋃

...
⋃

Rn.

Our proposal is an extension of the current transformation pattern formal-
ism focused on the addition of two annotations: a dynamic one d and their
associated indexes i. The Dynamic Annotation d added to a relation or a
constraint the repetition of that line several times, based on the indexes found
in the body. Added to a variable it generates a new set of variables going from
1 to n. The indexes i denotes the relation, variable or expression, targeted. We
call a transformation pattern containing these annotations dynamic. Applied
to our previous example, we can now write a dynamic version of the pattern
described in Fig. 1 in Fig. 2

BnrettaPBDAnrettaPBD

R : (ATT ) dRi : (ATT )
dσcondi(R) �= ∅ dσcondi(Ri)
dconstki [R](ATT ki) dconstki [Ri](ATT ki)

Mappings
dRi = σcondi(R)

R =
⋃n

1 (Ri)

Fig. 2. Simplified dynamic transformation pattern for horizontal decomposition

In this example, relation and constraints preceded by a dynamic d indicate
its appurtenance to a set of an arbitrary size n. Once n is fixed, the value of the
index i contained in each dynamic term will range from 1 to n. From this new
pattern, it is very simple to generate the one described in Fig. 1 by setting n = 2
and defining cond1 = salary > 2000 and cond2 = ¬cond1.

Dynamic patterns not only provide a generic version of regular transfor-
mation patterns, but they also allow for more intuitive solutions to complex
transformation than otherwise. It is possible to write the pivot operation as a
sequence of transformation patterns transposing a single distinct value at each
iteration. Besides the elegance of resolving a complex operation in a single step,
it avoids using other patterns at some point in the sequence, and thus simplify
the process. So far, every dynamic pattern we wrote can to be instantiated into
lossless patterns quite simply through the use of a formal language parser [17].
But is the opposite so? Is there a function or algorithm that automatically gives
the generic, dynamic version of any transformation patterns? This issue is cur-
rently worked on as we believe so. Finally, while transformation patterns where
originally designed with relational database in mind, it seem plausible to apply
them over different data structure, such as XML (Fig. 3).
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Fig. 3. Schema transformation framework using transformation patterns. Each step
outside of the border is generated.

6 Conclusion and Future Work

In this paper, we presented a recent formalism for lossless schema transformation
and introduced an extension to that formalism to represent more complex oper-
ations. Introducing dynamic annotations solves an issue of flexibility as many,
if not all, transformation patterns should have their own generic version, ready
to be rewritten for any arbitrary values. In their current forms, transformation
patterns can simply serve as guidance for database engineers, but we can do
more than that. Our main motivation is the creation of a schema transformation
framework based on transformation patterns and thus, allowing for the sequen-
tial, automatic transformation of relational databases. As all lossless patterns act
like bijective functions, such a framework would allow updates on the sources
databases from any generated views as prescribed in [8]. We have already writ-
ten some parts of this transformation framework and implemented as part of the
KPrime Project [20], which current process is illustrated in Fig 1.

Here, a source database written in XML is matched with a corresponding
transformation pattern and consequently, automatically transformed into the
expected new form. From this point, our motivation is to adapt this current
framework into a data integration context. Naturally, this comes with new dif-
ficulties, starting with a current, obvious, blank spot in our approach: not all
transformations are lossless. Many are instead what we call lossy, meaning that
either values or constraints are lost in the process. Thus, the formalization of
lossy transformation, as well as potential ways to mitigate them is intuitively
the next ambition of our research work. Following that, further development in
the schema transformation framework is another aspiration of ours. Notably, the
incorporation database identity resolution [18] data provenance or data evolution
seems to be relevant notions to take into account.
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The end goal would be a platform on which transformation patterns can be
applied over several data sources, thus guaranteeing at least losslessness when it
is most needed.
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Abstract. Although property graphs are increasingly being studied by
the research community, most authors do not consider the evolution of
such graphs over time. However, this is needed to capture a wide range
of real-world situations, where changes normally occur. In this work, we
propose a temporal model and a high level query language for prop-
erty graphs and analyse the real-world cases where they can be useful,
with focus on transportation networks (like road and river networks)
equipped with sensors that measure different variables over time. Many
kinds of interesting paths arise in this scenario. To efficiently compute
these paths, also path indexing techniques must be studied.

Keywords: Property graphs · Temporal graphs · Sensor networks

1 Problem Statement and Motivation

Property graphs are graphs whose nodes an edges are annotated with (property,
value) pairs [3]. They are widely used for modeling and analyzing different kinds
of networks. The property graph data model underlies most graph databases
in the marketplace.1 Typically, the graphs used in practice do not change over
time. However, in real-world problems, time is present in most applications and
graphs are not the exception. Many changes may occur in a property graph as
the world they represent evolves over time: edges, nodes and properties can be
added and/or deleted, property values can be updated, to mention the most
relevant ones. Social networks are clear examples of this statement: If u and v
are vertices modeling persons, and an edge represents a relationship between u
and v telling that u follows v or u isFriendOf v, these relationships may change
over time or even the persons may unregister from the network. Accounting for
these changes would allow queries like “Who were friends of Mary while she was
working at Hasselt University”, that otherwise could not be answered. Another
example are graphs representing road networks, where vertices model locations
and edges represent roads or highways that exist at different periods of time and

1 For example, http://www.neo4j.com, http://janusgraph.org/.
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whose properties (like road condition) also vary over time. This allows queries
like “Compute the time that we saved going from Buenos Aires to Pinamar after
the construction of Highway Number 11.”

Our work builds on the hypothesis that keeping the history of changes in
graphs is relevant in many interesting real-world applications and that this has
been largely overlooked in property graph database modeling. We study how
temporal databases concepts can be applied to graph databases in order to
model, store, and query temporal property graphs.

In Sect. 2, we review related work. Section 3 presents our approach to the
problem and the main results obtained so far. Section 4 discusses ongoing work
and open problems. We conclude in Sect. 5.

2 Related Work

Literature on temporal graphs is mostly oriented to address certain path prob-
lems in homogeneous graphs (graphs whose nodes are all of the same kind),
not tackling property graphs. This is the case of [13,14], where only edges are
timestamped with the initial validity time of the relationship and the duration
of the relationship, and there is only one kind of relationship in the graph. Wu
et al. [13] study temporal paths and introduce the notions of earliest-arrival
path, latest-departure path, fastest path, and shortest path. Along the same
lines, Chronograph [5] is a temporal model for graphs that enables temporal
traversals such as: temporal breadth-first search, temporal depth-first search,
and temporal single source shortest path.

A first approach to the problem of temporal property graphs modeling was
presented by Campos et al. [6]. Over this work we build the model we introduce
in Sect. 3. Further, the notion of Continuous path used in our work was initially
introduced in [12], where a model and index for temporal XML documents was
proposed. Pokorny et al. [11] index graph patterns in Neo4j, using a structure
stored in the same database as the graph, an approach we follow in our work for
indexing temporal paths. Another approach we build on is the temporal database
index proposed by Elmasri et.al. [8] to process temporal selections and temporal
join operations. In [10], an index structure is designed for temporal attributes
with various frequency and rates of changes.

3 Our Approach and First Results

The first result of our work is a temporal graph data model, called TGraph, that
accounts for changes in nodes and relationships in property graphs [7]. Together
with this model, we proposed and implemented a high-level query language, T-
GQL, that not only considers temporal operators to query a TGraph, but also
deals with temporal path structures, the actual first-class citizens in our model.
We introduce the model and query language next.
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Fig. 1. A temporal property graph.

Temporal Model. We mentioned that in property graphs, nodes and edges are
labeled with a sequence of (property,value) pairs. All of them can evolve over
time. Thus, to keep the history of the graph we need a data model that can
deal with all of these kinds of changes. In our model, entities are represented
as Object nodes. These nodes may have attributes that may be either static or
which can change over time. The former are represented as classic properties of
the Object node. The latter are represented as a different kind of node, called
Attribute node, connected to the Object node. For example, Object nodes may
represent a person as an entity, a static attribute of such person may be her date
of birth and a temporal attribute may be her name, which can change when a
person gets married. The values that this attribute can take are represented as
Value nodes connected to the corresponding Attribute node. Figure 1 depicts an
example of the TGraph model representing a social network. There are three
kinds of Object nodes: Person, Brand and City. There are also three types of
temporal relationships: LivesIn, Fan, and Friend. The first one is labeled with the
periods when someone lived somewhere, the second one with the periods when
a person was fan of a brand, and the last one, with the period when two people
were friends, for example, Mary Smith-Taylor has been a friend of Peter Burton
since 1993. The temporal Attribute node Name represents the name associated
with a Person node. We see for example that “Mary Smith” became “Mary
Smith-Taylor” in 1960. For clarity, if a node is valid throughout the complete
history of the graph, the temporal labels are omitted.

Nodes and edges in TGraph must satisfy a set of temporal constraints that
state how the nodes in the graph must be connected. An Object node can only be
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connected to an Attribute node or to another Object node, Attribute nodes can
only be connected to non-Attribute nodes and Value nodes can only be connected
to Attribute nodes. Cardinality constraints state that Attribute nodes must be
connected by exactly one edge to an Object node, and Value nodes must only be
connected to one Attribute node through one edge. Also, for any pair of edges
with the same name between the same pair of nodes, their temporal intervals
must have empty intersection. Value nodes connected to the same Attribute node
must have non-overlapping intervals.

Temporal Paths. Path computation is a key problem in graph databases. In
temporal (property) graphs, this problem gets even more complex since time
comes into play. Therefore, as mentioned above, temporal paths are first-class
citizens of our model. We initially defined three kinds of temporal paths [7],
based on their applicability to real-world problems: Continuous paths, Pairwise
Continuous paths and Consecutive paths.

A Continuous path (CP) is a path valid continuously during a certain interval.
That is, given a consecutive sequence of edges, there is a continuous path over
the intersection of all of their intervals. For example, in a social network we may
be interested in finding out chains of people that where friends during the same
period. In many cases, a weaker condition over temporal paths suffices. The user
may be interested in paths such that there is an intersection in the intervals of
consecutive edges pairwise. These paths are called Pairwise Continuous paths
(PCP). Consecutive paths (CSP), are useful for scheduling. In these cases, we
require that consecutive edges do not overlap, for example, to leave a certain
time for a train or flight connection. Thus, CSPs are sequences of edges such that
the pairwise intersection between consecutive edges is empty. Different kinds of
Consecutive paths can be defined, according to the use that is given to them.
For example, in scheduling problems, the earliest-arrival path (EAP) is the path
that can be completed in a given interval such that the ending time of the path is
minimum; the latest-departure path (LDP) is the path that can be completed in
a given interval such that the starting time of the path is maximum; the fastest
path (FTP) is the path that can be completed in a given interval such that its
duration is minimum; finally, the shortest path (STP) is the path that can be
completed in a given interval such that its number of edges is minimal.

Query Language. TGraph comes equipped with a high-level SQL-like query lan-
guage called T-GQL. The T-GQL language has a mixed flavour between SQL
and Cypher [9], Neo4j’s high-level query language. The syntax of the language
has the typical SELECT-MATCH-WHERE form. The SELECT clause performs
a selection over variables defined in the MATCH clause. The MATCH clause
may contain one or more path patterns and function calls. The result of the
query is always a temporal graph (analogous to relational temporal databases
theory), although the query may not mention temporal attributes. This can
be modified by the SNAPSHOT operator, which allows retrieving the state of
the graph at a certain point in time. T-GQL supports the three path seman-
tics above, namely Continuous, Pairwise Continuous, and Consecutive paths,
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implemented as functions included in a library of Neo4j plugins. Consider the
query “Compute the friends of the friends of each person and the period when
the relationship occurred through all the path.” For example, in Fig. 1, Pauline
Boutler was a friend of Cathy Van Bourne between 2002 and 2017. Also, Mary
Smith-Taylor was a friend of Pauline between 2010 and 2018. Thus, the path
(MarySmith − Taylor

Friend−−−→ Pauline
Friend−−−→ Cathy, [2010, 2017]) will be in the

answer since the whole path was valid in this interval. The query reads in T-GQL
(cPath computes the CPs of length two for every node):

SELECT path
MATCH (n:Person), path = cPath((n)-[:Friend*2]->(:Person))

Analogously, PCPs can be also computed using the pairCPath function, and
four functions are supported for CSPs: fastestPath, earliestPath, shortestPath, and
latestDeparturePath.

The intermediate results of a query can be filtered by an interval I, provided
by the user, that filters out the paths whose interval does not intersect I. The
temporal granularity of the starting and the ending instants of the interval must
be the same. Also, the BETWEEN operator receives a temporal interval and
performs a temporal filter. The WHEN clause has the form MATCH-WHERE-
WHEN and can reference variables in an outer query. This clause is used to
compute events occurring during concurrent intervals.

4 Current Work and Open Problems

We are currently working on different topics that extend the work presented in
the previous section. We comment on this work next.

Indexing Continuous Paths. Computing temporal paths over the TGraph model,
particularly CPs, turns out to be costly. We studied how to improve the com-
putation of CPs by indexing them. For this, two index structures are proposed
and implemented, one that indexes all the paths and another one that indexes
all paths of length two. In the latter case, computing the paths of length higher
than two requires additional processing. We implemented additional commands
in T-GQL to create and make use of indices. We also consider reducing the
search space by limiting the time window to consider the one in which queries
will most likely fit. Although we have already implemented this proposal, this is
a fertile field to work in and improve current results.

Temporal Modeling of Sensor Networks. The model in the previous section can
represent graphs whose nodes and edges change over time, like in the case of
social networks. There are other kinds of interesting networks in real-world sce-
narios where the model can be applied. This is the case of transportation net-
works, like roads or river networks, which differ from social networks in that there
is an element that flows through the network (e.g., cars, water). These networks
are rather stable, in the sense that changes occur occasionally. For example, the
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Fig. 2. A temporal graph for a river network equipped with sensors.

direction of the water flow in a river may change due to a flood or a branch may
disappear during long dry weather periods. More interesting is the case where
sensors are attached to segments in transportation networks, producing time-
series data. These are called sensor-equipped transportation networks [1], sensor
networks for short. The data captured by sensors can be used in various appli-
cation areas, like traffic control and river monitoring. For example, the Internet
of Water project of the Flemish government in Belgium will deploy a network
with 2,500 wireless water quality sensors. Bollen et al. [4] proposed a formal
model and a calculus to query sensor networks, where the network topology and
the time-series data are stored in a graph database for querying and analysis.
However, this model does not account for changes over the network. Thus, we
propose to model sensor networks using the TGraph model, where Object nodes
represent network segments, Attribute nodes represent the temporal properties
of the segments, and Value nodes represent the time-series data captured by the
sensors.

Modeling sensor networks requires extending TGraph in many ways and
opens up a wide variety of paths that are worth studying using Allen’s Alge-
bra [2]. We call this model SN-TGraph. In this model we distinguish Object
nodes that hold a sensor from the ones which do not, and call them Sensor and
Segment nodes, respectively. Also, a list of time intervals indicates the periods
of time where a segment had a working sensor on it. Properties that do not
change across time are represented as usual in property graphs. Figure 2 shows
a scheme of the SN-TGraph model for a river network. Shaded nodes are Sensor
nodes. All nodes are of type :Segment, and sensor nodes have the value Sensor
for the property name. There are two kinds of Attribute nodes, for representing
series of temperature and pH values. Also, in the Value nodes there is an ordered
sequence of time intervals for each value of the variables.

The temporal paths presented in Sect. 3 are more involved in SN-TGraphs,
since paths must now be defined based on a function over the sensors measure-



Models and Query Languages for Temporal Property Graph Databases 629

ments. This way, CPs are now defined as paths where the value of some function
is the same throughout the path during a certain interval. At this time, we only
consider functions over categorical rather than continuous variables. This is the
case, for example, where there is a sequence of consecutive sensors such that
each sensor has measured the value of a variable Temperature categorized as
High throughout a certain interval. We denote this as an SN-CP. PCPs over
a sensor network are defined as paths such that for every pair of consecutive
sensors there is an overlapping interval where the value of the variable is the
same. We denote these paths SN-PCP. In the case of Consecutive paths, there
is a sequence of consecutive sensors where the value of the variable is the same
and the time intervals do not overlap. We denote these paths as SN-CSP.

We note that the paths above cannot completely capture the flow in a trans-
portation (sensor) network, since an event captured by a sensor (e.g., a traffic
jam in a road network or the presence of a pollutant in a river) will probably be
detected by a sensor located after the previous one in the sense of the movement.
Further, if the sensors were placed close to each other, it is possible that a value
measured by one sensor would still be valid while it is valid in the next one. If
this condition is fulfilled for each pair of sensors, the path can be considered a
PCP, while in case the sensors were placed far apart, it can be a CSP. To com-
bine both situations in one path in which the valid time of a sensor measurement
just starts before the next one we introduce the notion of Flow path (SN-FP).

Temporal Relations Between Paths. The difference between the four kinds of
paths introduced so far lies in the way in which the temporal interval of each
node (or edge) is related to the next one. Temporal relations between every
pair of consecutive intervals in those paths can be described in terms of Allen’s
Algebra. There are thirteen possible Allen’s relations covered by CPs, PCPs,
CSPs, and SN-FPs. Even though not all possible combinations of Allen’s intervals
are interesting in real-world situations, we want to study if there are interesting
paths that can be identified in addition to the ones already defined. In order to
determine if our paths are not covering some important combination, we need
to define a path taxonomy, and map paths to real-world cases. We are currently
carrying out this study.

5 Conclusion

In this Ph.D. project, we study the evolution of different kinds of property graphs
over time. As our first result, we proposed a temporal model (called TGraph)
and a high-level query language (called T-GQL) to account for changes on nodes
and edges in property graphs. Temporal paths are first-class citizens in this
model. Although TGraph is applicable to, for example, social networks, it cannot
capture transportation networks (i.e., networks were some element flows from
one node to another) equipped with sensors which produce time-series data
measuring the evolution of different variables over time. Thus, we proposed SN-
TGraph, a model that extends TGraph. In SN-TGraph, new kinds of temporal
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paths can be defined in terms of the variables measured by the sensors. We
are currently studying the impact and applicability of these paths to real-world
cases, like river systems and road networks, two typical cases of transportation
networks. In addition to the above, since computing temporal paths is costly, we
are studying different ways of indexing such paths.
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Abstract. Many requirements of systems managing and analyzing large
volumes of data are interconnected and should therefore be realized
together. In this research project, we use a fundamental algorithm of
database theory – the CHASE – to address those requirements in a uni-
fied manner. While highly expressive, the language of the CHASE is
still inadequate to formulate many problems of practical importance.
Extending the CHASE with additional features would increase its range
of applications, but might jeopardize its key features confluence, safe ter-
mination and efficiency.

In this work, we demonstrate that calculating basic linear algebra
operations with the CHASE is feasible after extending the algorithm
with negation and a restricted set of scalar functions. We discuss how
confluence and termination of the CHASE are influenced by these exten-
sions.

Keywords: CHASE · Data science pipeline · Termination ·
Confluence · Efficieny · Relational algebra · Linear algebra · Negation

1 Introduction and Motivation

While processing large amounts of data is a traditional part of database manage-
ment, big data analytics becomes more and more ubiquitous. Especially applica-
tions like the Internet of Things generate large amounts of information, opening
up new areas of application for classic database algorithms, e.g., analyzing big
data by extended database languages, such as linear algebra extensions to rela-
tional algebra.

Our research is mainly based on two application areas: Research data man-
agement and smart assistive systems. Use cases for research data management
result from our long-time cooperation with the Institute for Baltic Sea Research
(IOW). Resulting from this research, we gain insights into the (e.g. statistical)
data analysis operations used in real world applications. Furthermore, the his-
torical development of the used database is base for our research on schema evo-
lution and on database transformation operations. Basically, published research
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data referring to a historical database schema should be reproducible even in
the future. To allow the reproduction of results, the involved tuples need to
be saved, not the entire database of raw measurement data. Identifying those
tuples motivates our research on provenance. However, simply publishing the
entire used data set is not always possible. Especially medical data might con-
tain personal information, resulting in the problem to guarantee privacy while
still allowing the reproduction of results. This problem is even more pronounced
in our second application area, smart assistive systems. The behavior of a user,
e.g. a patient, is observed by a large amount of sensor data, so there current
activities and intentions can be predicted. If parts of the analysis can be done
on an early level of computation, in a completely distributed manner near the
sensors or even by the sensors themselves, collecting personal information on a
central server is no longer needed. This not only results in more privacy (privacy
by design), but even in a more efficient, parallel evaluation of data. As before,
our need for privacy counteracts our interest in reproducibility. However, trac-
ing back results to the original data allows us to focus on a small amount of
sensors having an actually significant influence on the calculation. This way, we
could not only increase efficiency by disregarding unneeded data, but even real-
ize privacy. Ideally, our three main objectives provenance, privacy and efficiency
exhibit synergistic effects if we include them into a unified framework.

In our research, we try to realize those features using a fundamental algorithm
of database theory: the CHASE.

2 Formalizing Problems in Terms of the CHASE

More than forty years ago, the CHASE algorithm was introduced in two seminal
works [3,10]. Right from the start, seemingly unrelated use cases – query opti-
mization and schema construction – were examined in a unified way . Later on,
the number of application areas (for slightly adapted variants of the CHASE)
became even broader and the concept of “universal solution” was introduced to
describe the connection between the different problem cases [8]. In this tradi-
tion, we understand the CHASE as a universal algorithm that is able to process
a variety of parameters (e.g. integrity constraints, privacy constraints, and view
definitions) into a variety of database objects (e.g. database instances or database
queries).

Formally, let P be a parameter and O be an object, then the CHASEP (O)
applies the parameter P to the database object O. If P is a query and O a
relational database, the result of the CHASE is the result relation of the query
P . If P are integrity constraints and O is a database query, the result of the
CHASE is a query implicitly satisfying all the constraints, which is needed, e.g.,
to apply semantic query optimization techniques. We refer to the result of the
CHASE as target T = CHASEP (O).

For our research in research data management and smart assistive systems, we
need to combine the following steps of a data science pipeline: (1) Designing and
evolving database schemas; (2) Analyzing data by means of a relational database
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language, extended by linear algebra operations; (3) Supporting reproducibility
of the data analysis by data provenance techniques such as why-provenance; and
(4) Guaranteeing privacy (as well as integrity) constraints within the analysis and
reproducibility steps. To be able to unify and combine these four tasks, we use the
CHASE algorithm in the following ways.

– To describe the evolution of database schemes, we interpret P as a schema
mapping and O as the source database schema, resulting in the target
database schema T after the evolution.

– To perform an extended query as a representation of a data analysis, we
interpret P as a query and O as the relational database, resulting in the
target relation, i.e. the query result T .

– To calculate the why-provenance of the query used for the data analysis, we
interpret the query result T as the new database object O and invert the
query operations to represent the provenance query, i.e. the new parameter
P . The new result T of this provenance query is a sub-database of the original
database, the set of witnesses for the data analysis.

– To satisfy all the constraints, such as integrity or privacy constraints, while
performing the data analysis by an extended relational query, we use the
extended query as the database object O and the constraints as the CHASE
parameter P . The result of the CHASE is a query respecting all the con-
straints in P .

The CHASE can be interpreted as a rule system, applying different rules in P to
the logical representation of O. Since P is a set of rules, there is no fixed order in
which the rules are applied to the object O. So we have the basic problems of ter-
mination (does the application of rules stop?) and confluence (if we apply the
rules in a different order, is the algorithm always calculating the same result?).
As a third problem, we have to check the efficiency of the CHASE, since in
general the CHASE is often of higher complexity than specialized solutions for
the above problems considered in isolation.

Even though, the classical CHASE is too restricted for most practical appli-
cations and therefore needs to be extended. In the classical CHASE, P and O
are simple formulas of first-order predicate logic. For example, if P or O are
used as database queries, the queries are restricted to conjunctions of positive
select-project-join queries, with equality tests being the only permitted select
operation.

3 Main Tasks of the PhD Thesis

For our PhD project, we define two main tasks: Unification and extension of the
CHASE. As we described before, parameter and object of the CHASE depend
on the application area. Even though the same parameters (e.g. integrity con-
straints) could be used for different CHASE objects, the actual behavior of the
algorithm differs. For example, the same constraint might lead to the creation of
an existentially quantified variables in a query and to the introduction of a new
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null value in a database instance. Most implementations of the CHASE algo-
rithm are tailored towards a certain use case, for instance query optimization
or database repair. Even in this paper, we focus on the CHASE on database
instances. Ultimately, the different variants of the CHASE need to be unified,
resulting in a truly universal algorithm.

To address real life use cases in an effective manner, the CHASE needs to
be extended, for example with negation, functions and arithmetic comparisons.
However, extending the CHASE might influence its termination behavior, conflu-
ence and efficiency. Concerns regarding those properties are not restricted to the
extended CHASE. Originally, CHASE parameters were restricted to functional
dependencies and full inclusion dependencies, which ensured a finite and unique
CHASE result. Once embedded dependencies were introduced to the CHASE, ter-
mination and confluence were no longer guaranteed. Still, those problems of the
original algorithm can be addressed, for example by testing for termination before-
hand [5]. There were attempts to extend the CHASE in the past (Sect. 4). However,
those extensions are usually tailored towards a specific use case and not the uni-
versal CHASE. The semantics of most CHASE extensions depends on the CHASE
object: Negation in a CHASE parameter refers to tuples absent from a CHASE
instance, but to explicitly negated atoms in a query. Furthermore, it is unclear if
the results of a specialized extended CHASE (e.g. annotations encoding conditions
for certain tuples) can be interpreted by the next step of data processing.

As described in Sect. 2, the second step of the data science pipeline considers
linear algebra operations as an extension of relational database languages. At
the end of this paper, we present a simple CHASE program calculating matrix
addition. Using this simple example, we explain the procedure of the CHASE
and demonstrate the necessity for two CHASE extensions, negation and scalar
functions. Furthermore, we examine why the presented program is confluent and
terminates. In future works, we plan to evaluate practical effectiveness of the
described extended universal CHASE based on a prototypical implementation.

4 Related Work

Previous efforts to extend the CHASE focused on arithmetic comparisons and
negation. Along the way, complexity and termination behavior of these CHASE
variants were examined. In contrast, arithmetic functions seem to be of lesser
interest for current CHASE research. In [2], a CHASE variant extended with
arithmetic comparisons is used to describe data exchange. This AC-CHASE tree
considers all possible orders of null values, therefore generating an exponential
number of possible results. In a similar manner, [5] uses the C-CHASE tree to
answer queries with negation on ontologies. Recently, [7] simulated the disjunc-
tive CHASE with the non-disjunctive variant of the algorithm. This way, disjunc-
tive properties of arithmetic comparisons and negation can be described using
the standard CHASE. However, this solution is not guaranteed to terminate in
polynomial time and is therefore not necessarily more efficient than the tree-like
CHASE variants. In fact, if we restrict the AC-CHASE to certain combinations
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of arithmetic comparisons, we preserve the so called homomorphism property,
thereby achieving polynomial data complexity of the terminating CHASE. This
result extends to other application areas of the CHASE, like query optimiza-
tion [1].

5 The CHASE Algorithm

The CHASE is a fixpoint algorithm incorporating CHASE parameters into
objects, so that the resulting objects implicitly contain the parameters. CHASE
parameters are expressed as logical implications. For equality generating depen-
dencies (EGDs) and tuple generating dependencies (TGDs), a general algorithm
can be found in [6]. In this work, we focus on TGDs:

TGD :φ(x,y) → ∃Z : ψ(x,Z)
EGD :φ(x) → x1 = x2;x1, x2 ∈ x.

In the next subsections, we extend the general schema of a TGD with negation
and simple scalar functions. Similar to [5] and unlike [8], we do not restrict
negation to single atoms. CHASE objects, which include database instances and
queries, are encoded as sets of relational atoms.

The CHASE consists of a sequence of CHASE steps. In each step, a homo-
morphism (the trigger) between all atoms of a (nondeterministically chosen)
CHASE parameter’s body and some atoms of the CHASE object is defined. If
the image of the TGD head atoms (possibly extended for existentially quantified
variables) is not present in the CHASE object, an image of the head atoms is
materialized in the CHASE object. For each existentially quantified variable, a
fresh marked null value (or existentially quantified variable) is generated. The
CHASE continues until a fixpoint is reached. If the TGDs are cyclic and exis-
tentially quantified variables are present in any head atom, the CHASE might
not terminate. The problem of CHASE termination is, in general, undecidable,
but well researched [5].

5.1 Introduction to CHASE Extensions Using Matrix Addition
as an Example

Basic linear algebra operations are fundamental for machine learning algorithms
used in big data analytics. In the following, we show how matrix addition can
be defined using extended TGDs, a necessary requirement for reasoning about
the algorithm with the CHASE. Let us consider matrices A and B, encoded in
relations A(I, J, V ) and B(I, J, V ). Coordinates of a matrix field are encoded in
attributes I and J and the field value in attribute V . Matrix AB encodes the
sum of the matrices A and B.

A B AB(
1 0
0 1

) (
1 0
1 0

) (
2 0
1 1

)
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To illustrate the basic working of an extended CHASE algorithm, we define
a simple program calculating matrix addition:

r1 :A(i1, j1, v1), B(i1, j1, v2) → AB(i1, j1, sum(v1, v2))
r2 :A(i1, j1, v1),¬(∃V2 : B(i1, j1, V2)) → AB(i1, j1, v1)
r3 :¬(∃V1 : A(i1, j1, V1)), B(i1, j1, v2) → AB(i1, j1, v2).

The only new values created by the standard CHASE are marked null values
(and variables). In addition to this, we can generate new constants if we allow
scalar function terms, like sum(), in the TGD head.

We define a homomorphism from the body of r1 to the matrix fields with
the coordinates (1, 1) in both matrices. Consequently, the CHASE generates a
tuple AB(1, 1, 2), the image of r1’s head. Notice that we immediately calculated
the result of the scalar function instead of generating a nested term in AB. Of
course, by saving the nested function term in relation AB, we might be able to
optimize the term later on using arithmetic transformations, but the CHASE is
ill-equipped for this kind of optimization.

While r1 is sufficient to calculate the result of matrix addition if all matrix
fields are represented by tuples in the database, this is not the case if we use the
compressed database representation of matrices defined in [11], which allows a
more efficient treatment of sparsely populated matrices. Here, fields with value
zero are represented by missing relational tuples. Therefore, the tuple B(2, 2, 0)
is absent from this representation and we are unable to find a homomorphism for
the coordinates (2, 2). Consequently, no tuple with those coordinates is generated
in AB, even though we expect this field to have a value of one. In [11], this
problem is addressed using an outer join. We adapt this approach with additional
TGDs r2 and r3 containing negation.

After defining the mapping {i1 �→ 2, j1 �→ 2, V1 �→ 1} for the positive
atoms of r2, we rewrite the negative atom into the following boolean subquery
∃V2 : B(2, 2, V2) → () by substituting the variables i1 and j1 with their respec-
tive mappings. A boolean query is basically a TGD whose head consists of an
empty tuple. Since we are unable to define a consistent homomorphism for the
boolean query, we are unable to generate this tuple, which is interpreted as
“false”. Consequently, we proceed by materializing the image of the head atom,
AB(2, 2, 1). Notice that the body of a boolean query might have multiple atoms
and can contain existentially quantified variables (in this example V2). Variables
in negated atoms not present in any positive atoms are known as unsafe. In
this example, we could avoid unsafe negation by defining a view that projects
over attributes containing the safe variables. However, by interpreting negation
as a negated subquery (with explicit quantification of unsafe variables) we show
that multiatomic unsafe negation does not pose a challenge to the CHASE on
database instances.

5.2 Confluence and Termination of the Example

While negation is often (even in the previous example) restricted to single atoms
(negative subgoals) and safe variables, exceeding those limitations is surprisingly
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natural for the extended CHASE. In fact, the CHASE algorithm already utilizes
this kind of generalized negation when testing trigger activity. After finding a
valid homomorphism for the body atoms of a TGD (the trigger), we test if the
image of the head atoms is already present in the CHASE object. This active
trigger test can be interpreted as an implicit multiatomic negation, treating the
TGD head as a negated conjunction of body atoms. For this, existentially quan-
tified variables from the TGD head are implicitly renamed and act as unsafe
variables. While the CHASE on full TGDs is confluent, the general CHASE
algorithm is not. One main reason for this behavior is the previously described
test for trigger activity. Since this test can be expressed using negation, it is
unsurprising that general negation leads to additional cases of non-confluence.
If a TGD is blocked by tuples a second TGD generates, the order in which both
TGDs are applied directly influences the result. This remains valid even if we
restrict ourselves to stratified negation (that is, there are no circular dependen-
cies between TGDs containing negation). Stratified negation simply guarantees
there is an order of rule application in which blocking TGDs are applied before
the respective blocked TGDs. The presented CHASE program, however, is con-
fluent since it is “semi-positive”: Only tuples are negated whose relations never
appear in any TGD head.

The main purpose of scalar functions in the given example is the genera-
tion of new constants. In this regard, they have similar effects as existentially
quantified variables in head atoms, which also contribute to the creation of new
values (null values or variables). Similar to existentially quantified variables,
scalar functions might lead to a non-terminating CHASE sequence. However,
adjustment of classical termination tests, like Weak Acyclicity [9], would still
guarantee CHASE termination. Being non-recursive, the given CHASE program
is weakly-acyclic and guaranteed to terminate. However, there is a major differ-
ence between null values and the constants generated by a scalar function: Only
by applying an explicitly defined EGD, we can unify two different null values.
This way, the application of an EGD can terminate a CHASE sequence that
might otherwise be infinite. It might also unify the results of two alternative
CHASE sequences, thereby guaranteeing confluence. For scalar functions, this
unification is not defined explicitly by the CHASE parameter, but by arithmetic
rules instead (e.g. the commutativity of addition). Furthermore, two attribute
values might not even be identical, but converge to the same constant in the
progress of an infinite CHASE sequence.

6 Conclusions and Future Work

In this work, we extended the CHASE on database instances with negation and
scalar functions, exemplified by a simple CHASE program. In a similar manner,
we have defined more complex, but still confluent and terminating programs.
Since these programs are unions of (extended) TGDs, CHASE techniques used
for optimizing unions of conjunctive queries could be used to optimize them.
However, while unsafe negation was smoothly integrated into the CHASE on
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instances, it poses a serious challenge to the CHASE on queries. In future works,
we will describe our solution to these problems. Furthermore, we intend to eval-
uate this solution by implementing it into our prototypical CHASE software
ChaTEAU [4].

The CHASE algorithm of classic database theory can be applied to a multi-
tude of problem cases, solving them in a unified manner. In this regard, inter-
actions between the requirements provenance, privacy and efficiency are of par-
ticular interest to us. However, for practice-oriented use cases, extensions of the
algorithm are needed. These extensions might affect efficiency, confluence and
termination of the algorithm in a negative way.

In this work, we illustrated the prospects of an extended CHASE algorithm
with a simple framework calculating linear algebra operations. As a next step of
our research, we will examine how CHASE programs can be modified using the
CHASE algorithm, thereby contributing to the solution of the initially formu-
lated requirements.

Acknowledgements. This work was supported by a scholarship of the Landes-
graduiertenförderung Mecklenburg-Vorpommern.
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Abstract. Leveraging relational Big Data (BD) processing frameworks
to process large-scale (RDF) graphs yields a great interest in optimizing
query performance. Modern BD systems are yet complicated data sys-
tems, where the configurations notably affect the performance. Bench-
marking different frameworks and configurations provides the commu-
nity with best practices for better performance. However, most of these
benchmarking efforts are classified as descriptive and diagnostic ana-
lytics. Moreover, there is no standard for comparing these benchmarks
based on quantitative ranking techniques. In this paper, we discuss
how our work fills this timely research gap. Particularly, we investi-
gate how to enable prescriptive analytics via ranking functions (called
“BenchRank”). We present a research plan that builds on the state-of-
the-art benchmarking efforts in the area of querying large RDF graphs.
Finally, we present our research results of the proposed plan.

Keywords: Graphs querying · RDF · Benchmarking · Big data

1 Introduction

The increasing adoption of Knowledge Graphs (KGs) in industry and academia
requires scalable systems for taming linked data large volumes and veloc-
ity [6,15]. In absence of a scalable native system for querying large (knowledge)
graphs [12], most approaches fall back to using relational storage engines and Big
Data (BD) frameworks (e.g., Apache Spark or Impala) for handling large graph
query workloads [13,14]. Despite its flexibility, the relational model require sev-
eral additional design decisions when used for representing graphs, which cannot
be decided automatically, e.g., the choice of the schema, the partitioning tech-
nique, and the storage formats.

BD System performance analysis is already time-consuming even for simple
workloads because those systems expose hundreds of configuration parameters
for tuning. The problem aggravates when the processing tasks become complex,
like in the case of graphs [12], because the additional design decisions entail per-
formance trade-offs. Thus, the results are often situational, i.e., there is rarely
an absolute winner [8]. The analysis limits emerge from existing works that
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query large RDF graphs using BD frameworks. Indeed, the result discussions
are merely descriptive or at most diagnostic, i.e., they answer the question what
happened? or at most why did it happen?. Such analyses require additional work
from the data engineers to make a decision, especially with a complex experi-
mental solution space that hides unknown trade-offs [9].

Conversely, we advocate that the expected answer from performance exper-
imentation is what should we do? [7]. Thus, prescriptive performance analysis
(PPA) is essential for complex analytical task like querying large graphs. PPA
reduces the need for human intervention even further by making the insights
actionable by relying on statistical and mathematical models.

In this paper, we investigate the problem of enabling prescriptive analytics
in the context of BD systems that query large RDF graphs. This kind of analysis
aims to guide the practitioner directly to actionable decisions, navigating com-
plex solution spaces without ignoring the underlying experimental dimensions.

2 State of the Art

This section presents the state of the art on querying large (RDF) graphs, high-
lighting the (C)hallenges related to our problem statement.

The literature focuses on optimizing the performance of the systems [1,13,14].
However, different experimental dimensions that affect their performance are not
systematically studied (C1 ) nor compared (C2 ), as each work focuses only on
one dimension at a time, e.g., schema [3], partitioning [2], or storage [5]. Focusing
solely on one experimental dimension neglects the presence of other dimensions’
trade-offs. Thus, the proposed optimizations cannot be generalized in presence
of new experimental dimensions (C3 ). For instance, changing data partitioning
or storage formats affects the performance of schema advancements [8,11].

Finally, there is a gap in the performance analysis for querying RDF graphs
(C4 ). Prior works stop their analyses at describing the performance results
of engines around a specific experimental dimension. For instance, Shätzle
et al. [13,14] described the performance of big relational systems. They explain
why their systems outperform others RDF systems in terms of schema opti-
mizations. Similarly Abdelaziz et al. [1] conducted a comprehensive descriptive
and diagnostic survey of several RDF processing systems, describing their perfor-
mance in terms of scalability, query efficiency, and workload adaptability metrics.

However, these efforts cannot guide the practitioner to make informed deci-
sions. They lack the prescriptions on what should be selected from a variety of
experimental dimensions’ options.

3 Methodology

This work uses the Macro, Mezzo, Micro framework for framing the research
problem, which requires to formulate the research questions at three levels of
analysis: the Macro question is broad and helps capturing the research context;
the Mezzo question restricts the scope posing some requirements. Finally, the
Micro question poses a problem that can be evaluated.
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“Can we guarantee fair benchmarking assessment of relational BD systems
performance while querying big graphs?” is the Macro question that frames our
research. The question allows multiple answers and thus, we shall reformulate it
into more specific ones. Thus, we list some requirements which help us to narrow
down the problem and validate our approach.

R1 Focus on querying large (RDF) graphs.
R2 Derive actionable insights from BD systems’ performance analysis.
R3 Consider multiple experimental dimensions’ simultaneously to

make sense of their trade-offs.;
R4 Ensure the replicability of BD systems’ performance while varying

the experimental dimensions.

Based on the requirements above, we can formulate a Mezzo question that
incorporates them: “Can we aid decision making for benchmarking big (RDF)
graph processing over relational systems?”. The goal is to guide the practitioners
to select the best-performing configurations for an experiment out of a complex
solution space of dimensions that have inherent trade-offs.

Fig. 1. Experimental so-
lution space.

More specifically, we consider the use case of large
RDF graphs querying. Several design decisions are rel-
evant for such a use case. We opted for the most com-
mon and well-studied ones that directly impact the
performance [7,9], i.e., the schemas, the partitioning
techniques, and the storage formats1. Notably, these
experimental dimensions are not system-specific, i.e.,
can be tested in other relational BD systems. As rela-
tional BD frameworks, we opt for Apache Spark which
is currently the most active and widely-used large-
scale data processing system in both industry and
academia. In particular, Spark-SQL offers a prominent
relational interface for implementing the relational schemas and answering trans-
lated SPARQL queries (i.e., into SQL). Moreover, Spark-SQL supports different
partitioning techniques and multiple storage formats.

Finally, we formalize specific questions at the Micro level in the following
sections.

4 Proposed Approach

In this section, we explain how we (plan to) answer the research questions. To
begin, we explain the preliminaries of our setup.

Definition 1. A configuration C is a combination composed of parame-
ters/options of different experimental dimensions, i.e.,

{Schema}.{Partitioning Technique}.{Storage Format}
1 The relational schema impacts query joins, partitioning techniques impact data shuf-

fling, whilst storage formats impact physical execution plans.
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We define our experiments in terms of (i) a set of queries, (ii) an RDF dataset
(size), and (iii) a configuration combination. Figure 1 shows the experimental
design space and highlights the example of (a.ii.3 ) configuration, which is akin
to Single Triples (ST ) schema, Subject-based Partitioning (SBP) technique, and
ORC file format [9]. We run the experiments using two accepted RDF bench-
marks (i.e., WatDiv and SP2Bench) that include data generators and sufficiently
complex workloads. In total, our experiments include 36 configuration combina-
tions (serializing all the combinations of dimension options2 in Fig. 1). Moreover,
we consider the scalability dimension, and we conducted our experiments with
different dataset sizes (i.e., 100M , 250M , and 500M triples).

4.1 Assessing the Replicability (Micro1 (µ1))

µ1: can we replicate BD systems performance, introducing other new experimen-
tal dimensions?

µ1 investigates the effect of changing one experimental dimension on the
performance of a system. For instance, we check if the relational schema is not
the only impactful dimension for the performance of relational BD systems for
processing large RDF graphs. Thus, we investigate the following hypothesis:
HP0 : The replicability of the BD system’s performance for querying large (RDF)
graphs could be affected by introducing other experimental dimensions.

4.2 Deciding over Complex Solution Space (Micro2 (µ2))

µ2: How can we efficiently select the best-performing configurations out of the
complex experimental solution space of dimensions that emerge with querying
large RDF graphs over big relational systems?

µ2 investigates the level of abstraction required for selecting the best exper-
imental configurations, instead of comparing a huge number of experiments’
results (i.e., that sometimes are even contradicting due to experimental trade-
offs). To guide the practitioners on this hard task, we aim to employ ranking
functions seeking actionable prescriptions. Indeed, ranking functions show effec-
tive roles in decision support in several application domains. These ranking cri-
teria aim to abstract from the fine-grained descriptive performance metrics and
enable a decision-making model. Hence, we adopt Single-Dimensional (SD) as
well as Multi-Dimensional (MD) ranking criteria for ranking the performance of
dimensions’ parameters. Moreover, we discuss metrics for assessing the goodness
of the proposed ranking criteria [7].

4.3 Employing the Query Workload (Micro3 (µ3))

µ3: Can we provide better prescriptions by incorporating the query workload?

2 We omit details about schema options (ST, VP, PT) and partitioning options (HP,
SBP, PBP) due to space limits, however, still can be found in the project’s GitHub
page: https://datasystemsgrouput.github.io/SPARKSQLRDFBenchmarking/.

https://datasystemsgrouput.github.io/SPARKSQLRDFBenchmarking/
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Table 1. Effect of other partitioning techniques, and storage formats on the replicability
of the schema advancements (i.e., WPT, ExtVP) VS. baseline schemas (i.e., PT, VP).

Technique ExtVP VS.VP WPT VS. PT Format ExtVP VS. VP WPT VS. PT

V. HDFS 67.50% 58.33% Parquet 55% 77.78%

Horizontal 35% 47.22% ORC 45% 74.07%

Predicate 55% NA Avro 42.50% 22.22%

P
a
rt

it
io

n
in

g

Subject 30% 44.44%

S
to

ra
g
e

CSV 42.50% 25.93%

µ3 investigates how to employ the query workload while making sense of the
performance analysis for providing actionable insights.

On the same note, the workload impacts the relational schema which is criti-
cal for the efficiency of the analysis [7,8]. In practice, each RDF relational schema
is excellent for a particular query shape, and there is no one-fits-all schema for
all query families [7,8,10]. Intuitively, combining multiple schemas to obtain
the best of them represents a valuable research direction. Nevertheless, hybrid
schema solutions require huge data engineering efforts.

To this end, we aim to provide prescriptions for a hybrid relational schema
that dynamically adapts with the input query workload. In particular, we plan to
employ the query workload to automate the process of eliciting a well-performing
schema by tackling the issues of existing RDF relational schemas (e.g., sparsity
and redundancy).

5 Results

This section discusses how we experimentally answered the questions in the
research methodology according to our research plan. Notably, the results on
the µ3 question are still in progress.

5.1 Replicability Results

To answer the µ1 question, we check the validity of the hypothesis in Sect. 4.1.
Particularly, we investigate the performance improvement of Spark-SQL with
two recent schema optimizations (i.e., Extended Vertically-Partitioned Tables
(ExtVP) [14] and Wide Property Tables [13]), w.r.t. their baseline approaches
(i.e., Vertically-Partitioned (VP) Tables and Property Tables (PT)). We observe
if the performance of the two schemas advancements generalizes (i.e., still out-
perform the baseline ones) over Spark-SQL with introducing different RDF par-
titioning techniques and various HDFS storage data formats that are different
from the studied vanilla configurations (i.e., Vanilla HDFS partitioning, and
Parquet as storage format) [8,13,14]. Table 1 shows that the RDF relational
schema optimizations outperform the baseline ones (table percentages) [13,14]
only with the vanilla configurations (marked in green). However, this perfor-
mance behavior does not generalize (i.e., shown in lower percentages) while intro-
ducing other new partitioning techniques (e.g., Horizontal, Subject(Predicate)-
based partitioning), or other storage file formats (e.g., Avro, CSV, or ORC ) [8].
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5.2 Results of BenchRank Criteria

Table 2. Best configurations
of SP2B queries.

Query 100M 250M 500M

Q1 c.i.2 c.ii.2 c.ii.2

Q2 b.ii.3 b.ii.4 b.iii.4

Q3 c.ii.3 c.ii.4 c.ii.3

Q4 a.ii.3 c.ii.1 a.ii.3

Q5 b.ii.4 b.ii.4 b.iii.3

Q6 c.ii.3 c.ii.3 c.ii.3

Q7 b.ii.1 b.ii.4 b.ii.4

Q8 c.iii.4 c.iii.4 c.iii.4

Q9 b.ii.4 b.iii.3 b.iii.4

Q10 b.iii.3 b.iii.3 b.iii.3

Q11 b.i.3 b.ii.4 b.i.3

To answer the µ2 question we introduce ranking
criteria for prescriptive analysis. Nonetheless, we
first show the limitations of descriptive and diag-
nostic analyses [7,9]. Herein, Table 2 shows the
best-performing configurations for each query and
each dataset size of the SP2B datasets. The exper-
iment results show no decisive configuration set-
ting over the assessed dimensions (red configura-
tion parameters), making the practitioner’s setup
selection hard, and showing the limitations of
descriptive analysis. Diagnostic analysis can help
understand why a specific dimension is outper-
forming. Nevertheless, due to the inherent experi-
mental trade-offs, contradictions still hinder clear
decisions at this level of analysis.

To tackle these limitations, we seek actionable indicators via employing rank-
ing techniques (of these dimensions) that abstract out from fine-grained perfor-
mance observations and lead to actual decision making.

SD Ranking Criteria. We first generalize the ranking function proposed in [2]
that ranks several RDF partitioning techniques. Thus, we attain three ranking
criteria (one for each experimental dimension i.e., schema, partitioning, and stor-
age). The generalized ranking function calculates ranking scores for the experi-
mental dimensions’ options according to the following formula:

R =
d∑

r=1

Odim(r) ∗ (d − r)

|Q| ∗ (d − 1)
, 0 < R ≤ 1 (1)

Table 3. Example of Rank
Scores.

Schema 1st 2nd 3rd R

ST 1 3 7 0.23

VT 6 4 1 0.73

PT 4 4 3 0.55

R is the rank score of the experimental dimen-
sion (i.e., relational schema, partitioning tech-
nique, or storage backend). Such that, d represents
the total number of parameters (options) under
that dimension, Odim(r) denotes the number of
occurrences of the dimension being placed at the
rank r (1st, 2nd,..), and |Q| represents the total
number of queries. Table 3 shows an example of computing the rank scores of
the schema dimension options.

Rank scores of the SD ranking criteria help to provide a high-level view of the
system performance across a set of tasks (e.g., workload queries) [7]. However,
our experiments show that the SD ranking prescriptions are not coherent across
experimental dimensions [7]. Indeed, the SD ranking criteria cannot generalize
as they neglect the presence of trade-offs as they rank (i.e., optimize) alongside
a single experimental dimension [7] neglecting the other ones.
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Fig. 2. Pareto-Fronts for experimental
dimensions (i.e., schema Rs, partition-
ing Rp, and storage format Rf ) of the
SP2B benchmark (500M triples). (Color
figure online)

MD Ranking Criteria. The limita-
tions of SD criteria led to extending the
BenchRank into a Multi-objective Opti-
mization (MO) problem in order to opti-
mize all the dimensions at the same
time. We adopt the standard Pareto
frontier MO technique to consider the
experimental dimensions altogether [4].
It aims at finding a set of optimal solu-
tions if no objective can be improved
without sacrificing at least one other
objective. In particular, we utilized the
Non-dominated Sorting Genetic Algo-
rithm (NSGA-II ) [4] to find the best con-
figuration combinations in our complex
experimental solution space. In our case,
the algorithm operates on the ranking
scores of the SD ranking criteria (i.e., we
call them Rs, Rp, and Rf ). The algorithm aims at maximizing the performance
of the three dimensions rankings altogether. Figure 2 shows the Pareto fronts
(optimal configurations, depicted by the green shaded area) of the three exper-
imental dimensions of the BenchRank. Each point of this figure represents a
solution of rank scores (i.e., configuration in our case).

BenchRank Criteria Goodness. In BenchRank, we consider a ranking cri-
terion “good” if it does not suggest low-performing configurations. Herein, we
discuss how we measure the ranking criteria goodness using two metrics. The
first metric is the Conformance that measures the adherence of the top-ranked
configurations w.r.t actual query rankings (i.e., positioning of those configura-
tions3) [7]. The second metric is the Coherence which measures the level of
agreement between two ranking sets that use the same ranking criterion across
different experiments (e.g., different dataset scales). To measure how coherent
the ranking criteria while scaling up to larger datasets, we employ Kendall’s
index 4

Our experimental results5 [7] show that all the ranking criteria show
high Coherence across different scales of the datasets. Scaling the datasets does
not excessively impact the rank sets’ order in all the ranking criteria whereas,
MD ranking criteria (i.e., Pareto fronts) show better Conformance results than
the SD ranking criteria. Indeed, the MO Pareto ranking technique considers
optimizing the performance of all dimensions simultaneously.

3 Each configuration C has a rank according to its running time of the queries.
4 Kendall’s index is a common measure to compare the ordering of ranking functions.
5 Conformance and Coherence results [7] are omitted due to space limits.
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6 Conclusion and Future Work

In this paper, we discussed how and why it is important to provide prescriptive
analyses for BD systems performance, focusing on ranking the complex solution
space of the experimental dimensions that emerge with querying large (RDF)
graphs over relational systems. Ranking criteria provide an accurate yet simple
way that supports the practitioners in their evaluation task even in the existence
of dimensions’ trade-offs. In this work, we utilize SD ranking and MO techniques
for making sense of the BD systems’ performance analyses. In future work, we
plan to (i) study additional ranking criteria and (ii) further investigate the met-
rics of ranking criteria goodness. Moreover, we plan to test the ranking coherence
across different RDF benchmarks. Seeking fair comparisons even further, we plan
to (a) uniform the challenges across benchmarks, including query complexity, or
(b) go towards the level of micro benchmarking.
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Abstract. Many problems from the real life deal with the generation
of enormous, varied, dynamic, and interconnected datasets coming from
different and heterogeneous sources. This PhD Thesis focuses on the
proposal of novel knowledge extraction techniques from graphs, mainly
based on Big Data methodologies. Two application contexts are con-
sidered: Biological and Medical data, with the final aim of identifying
biomarkers for diagnosis, treatment, prognosis, and prevention of dis-
eases. Social data, for the optimization of advertising campaigns, the
comparison of user profiles, and neighborhood analysis.

Keywords: Biological networks · Social networks · Big data

1 Introduction

Many problems of the real life can be modeled as graphs, able to take into account
important relationships between interacting “actors”. On the other hand, we
are daily drowned in a very large amount of data, coming from different sources,
that are complex in contents, heterogeneous in formats and order of Terabytes in
size. These “big data” provide unprecedented opportunities to work on exciting
problems, but also raise many new challenges for data mining and analysis.
Indeed, most of the current analytical tools become obsolete as they fail to scale
with data, especially when graphs seem to be the most suitable models to be
adopted. Moreover, data are usually obtained from different information sources,
and they need to be suitably integrated on the cloud. Therefore, performant
technologies are required for data integration and data-intensive analysis, and
algorithms need to be designed in order to be efficient and effective in this
scenario.

This PhD Thesis is focused on the proposal of novel methodologies in the
context of “big data” modeled as graphs in two main different application con-
texts:

– Social Networks, where users’ data are often analyzed in order to learn
more about their interests and connect them with content and advertising
relevant to their preferences.
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– Precision Medicine, where an important source of big data is given from
the biological high-throughput techniques, and the representation of interact-
ing elements, such as cellular components, genotypic-phenotypic associations,
etc., by suitable graphs is particularly relevant in order to take into account
important information which would be missed by looking at each element
singularly.

It is worth pointing our that, although the proposed methodologies are often
general enough to be applied also in other application contexts, part of the
contribution of this PhD project consists on providing satisfying solution which
may be used in practice in the social and medical scenarios.

1.1 Social Networks

Automatic systems able to suggest a set of target users for advertising campaigns
provide three main benefits:

1 Minimization of costs for the dissemination of the advertising campaign
through social media, which is often very expensive;

2 Improvement of the user experience in OSNs, since only the possibly inter-
ested customers are contacted with advertisements which could be useful for
them;

3 Avoid the spread of unuseful information through OSNs.

The proposed research consists on the proposal of novel recommendation
approaches based on the comparison between the OSNs profiles associated to
users (possible customers) and advertisers (brands), according to the considered
campaign.

1.2 Precision Medicine

One of the most important challenges of this century is the proposal of precision
therapies, that is, medical therapies adaptive with respect to specific categories
of individuals, presenting well targeted features (e.g., genomic signatures, phe-
notypes, etc.). The recent advances in sequencing technologies have led to an
exponential growth of biological data, allowing for high throughput profiling of
biological systems in a cost-efficient manner. Molecules such as genes, proteins
and RNA together contribute to the cellular life, and it is commonly accepted
that they have to be analyzed as interacting elements when they take part in com-
mon biological processes [23]. More recently, great attention is turning towards
the possible associations between cellular components and macroscopic disorders
or complex diseases. In this context, we have studied two main problems: the
importance of centrality measures in extracting functional knowledge from bio-
logical networks, and the prediction of long non coding RNA (lncRNA)-diseases
associations (LDA).
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2 State of the Art

2.1 Optimization of Advertising Campaigns

Modeling the user profiles from social media raw data is usually a challenging
task. The approaches proposed in the Literature to this aim may be roughly clas-
sified in two main categories. The first category includes approaches based on
the analysis of user generated contents (here referred to as semantic approaches).
As for the approaches in the second category, individuals are characterized
by “actions”, e.g., visited web pages (action-based approaches). Our approach
belongs to the first category, and we summarize below the other main related
approaches. The authors of [22] use Differential Language Analysis (DLA) in
order to find language features across millions of Facebook messages that distin-
guish demographic and psychological attributes. The framework proposed in [12]
relies on a semi-supervised topic model to construct a representation of an app’s
version as a set of latent topics from version metadata and textual descriptions.
In [11] the authors propose a dynamic user and word embedding algorithm that
can jointly and dynamically model user and word representations in the same
semantic space. They consider the context of streams of documents in Twitter,
and propose a scalable black-box variational inference algorithm to infer the
dynamic embeddings of both users and words in streams.

2.2 Node/Edge Centrality Measures in the Biological Context

Biological networks topology yields important insights into biological function,
occurrence of diseases and drug design. In the last few years, different types
of topological measures have been introduced and applied to infer the biolog-
ical relevance of network components/interactions, according to their position
within the network structure. In particular, the Topological Overlap Measure
(TOM ) considers only the immediate neighbors, whereas its Generalized ver-
sion GTOMm [20,25] includes all the neighbors at distance ≤ m. While TOM
normalizes the size of common neighborhood over the smallest between i and
j neighborhoods, Edge Clustering Value (ECV ) by [24] is equal to 1 if and
only if i and j have the same exact neighbors. It is worth noting that both
TOM and ECV can be interpreted as a biological, neighborhood-normalized
versions of Granovetter’s embeddeness measure, historically used to characterize
tie-strength in social networks [14]. Also Dispersion [2] extends the latter, taking
into account both the size and the connectivity of i,j’s common neighborhood.
Intuitively, it quantifies how “not well”-connected is the i,j’s common neighbor-
hood within Gi, i.e., the subgraph induced by i and its neighbors. The authors
define three enhanced versions of dispersion: parametric dispersion (KB3 ) and
recursive dispersion that is divided in two versions (KB1 ) and (KB2 ) Edge
Betweenness (EB) by [10] is the fraction of shortest paths in the network N
containing the edge (i, j). Edge Clustering Coefficient (ECC3 ) by [19] is the
number of triangles the edge (i, j) belongs to, divided by the number of triangles
that might potentially include it. Edge Centrality Proximity Distance (ECPd)
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by [15] is based on computing the fraction of times a random walker traverses
an edge, running through a random simple path of length at most κ.

2.3 Prediction of lncRNA-Diseases Associations

The approaches may be divided in two different categories: those that do not use
already known lncRNA diseases associations, and those that do use them. Our
approach belongs to the first category. In particular, the idea of not including
any information on existing LDAs in the approach is based on the consideration
that only a restricted number of validated LDAs is yet available, therefore a not
exhaustive variability of real associations would be possible, affecting this way
the correctness of the produced predictions. On the other hand, larger amounts
of interactions between lncRNAs and other molecules (e.g., miRNAs, genes, pro-
teins), as well as associations between those molecules and diseases are known.
To this regard, our method is related to that presented by Chen [9], where
a model of HyperGeometric distribution for LDAs inference (HGLDA) is pro-
posed in order to predict LDAs by integrating miRNA-disease associations and
lncRNA-miRNA interactions. HGLDA has been successfully applied to predict
Breast Cancer, Lung Cancer and Colorectal Cancer-related lncRNAs.

3 Methods

3.1 Big Data Technologies

One of the best-known frameworks for turning raw data into useful information
is known as MapReduce. MapReduce is a method for taking a large data set and
performing computations on it across multiple computers, in parallel. The Map
function performs the tasks of sorting and filtering, taking data and placing it
inside of categories, so that it can be analyzed. The Reduce function analyze
data returned by the Map in order to produce the results of the MapReduce
program. Perhaps the most influential and established tool for analyzing big
data is known as Apache Hadoop. Apache Hadoop is a framework for storing
and processing data at a large scale. Hadoop can run on commodity hardware,
making it easy to use with an existing data center, or even to conduct analysis
in the cloud. Another important framework for the analysis of big data is the
Resilient Distributed Datasets (RDD). It is specialized for main memory opti-
mization, and it is useful to implement software algorithms that produce large
amounts of intermediate data during their execution.

3.2 Optimization of Advertising Campaigns

The main goal of the approach we propose is to identify the most suitable k pos-
sible buyers to whom distributing a given advertisement campaign. The OSNs
profiles are modelled as trees, which hierarchically represent the relationships
among categories and sub-categories on the OSN (e.g., gender, posts, etc.). Pro-
file matching is then applied relying on such a tree representation, and suitable
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similarity measures are considered for each category. The similarity between two
nodes associated to textual contents may be then computed as the cosine sim-
ilarity between arrays containing the TF-IDF values of the words occurring in
those contents.

3.3 Node/Edge Centrality Measures in the Biological Context

The main goal is to provide an overview for the identification of significant
“global” descriptors of a biological network, based on the characterization of the
relevance of (nodes) edges across the network structure. We propose a method-
ology for the evaluation of topological ranks obtained from different measures,
that relies on two different criteria: (1) statistical significance, via Montecarlo
Hypothesis Test, and (2) biological relevance, quantified by comparing topologi-
cal ranks against those obtained from external knowledge (e.g., gold standards).
The former is a sort of internal criteria, which allows to discriminate the most
significant ranks independently from the specific application context. The latter
criteria aims to measure to what extent hidden information may be retrieved
from a biological network taken as a whole, and intuitively this depends also on
the specific type of information one is looking for.

3.4 Prediction of lncRNA-Diseases Associations

The main goal here is to provide a computational method able to predict novel
LDA candidate for experimental validation in laboratory, given further external
information on both molecular interactions and genotype-phenotype associa-
tions, but without relying on the knowledge of existing validated LDA. The main
idea is to discover hidden relationships between lncRNAs and diseases through
the exploration of their interactions with intermediate molecules (e.g., miRNAs)
in a tripartite graph, where the three sets of vertices represent lncRNAs, miR-
NAs, and diseases, respectively, and vertices are linked according to lncRNA
miRNA interactions (LMI) and miRNA disease associations (MDA). Based on
the assumption that similar lncRNAs interact with similar diseases [13], we aim
to identify novel LDA by analyzing the behaviour of neighbor lncRNAs, in terms
of their intermediate relationships with miRNAs. A score is assigned to each LDA
(l, d) by considering both their respective interactions with common miRNAs,
and the interactions with miRNAs shared by the considered disease d and other
lncRNAs in the neighborhood of l. We define the prediction-score S(li, dj) for
the LDA (li, dj) such that li ∈ L and dj ∈ D as:

S(li, dj) = α · |Mli

⋂
Mdj

|
|Mli

⋃
Mdj

| + (1 − α) · |⋃x(Mlx

⋂
Mdj

)|
|⋃x Mlx

⋃
Mdj

|
where Mli is the set of miRNA associated to li, Mdj

is the set of miRNA associ-
ated to dj , α is a real value in [0,1] used to balance the two terms of the formula,
Mlx are all miRNA of those lncRNAs sharing at least one miRNA with li.
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4 Results

4.1 Optimization of Advertising Campaigns

Our experimental analysis has been devoted to understand to what extent our
approach is effective, in order to identify the k most convenient nodes in the
input OSN to which distribute the advertisement. The main aim is to optimize
two different aspects when identifying the best targets, that is, the fact that
interests of considered users are related to the campaign contents, and the fact
that they have “friends” on the OSN potentially interested to the distributed
advertisements. The proposed approach has been implemented in Java under
Apache Spark 1.6. To this respect, the use of Big Data Technologies allow to
exploit the software tool also on very large OSNs. We have applied our approach
to real datasets: from the repository twitter OSN (version 2010), having 90.908
vertices and 443.399 edges, which construction is part of the contribution, via
web-scraping on specific topics. For each new node to be visited, a new web-page
has been visited as well, following the cross-page links on the considered web-
pages. We have compared our approach against a randomic one, showing that
the profile matching at the basis of our approach is effective in the selection of
target users for an advertising campaign [3,7]. Indeed, it performs an accuracy
of 0.84% against the 0.15% of the randomic approach, computed as the number
of reached target users with reference to their total number.

4.2 Node/Edge Centrality Measures in the Biological Context

Table 1 shows the best performing measures for the three considered organisms
(human, worm and yeast), distinguished by those based on clustering coefficient
(CC), neighborhoods (N), modularity (M) and dispersion (D) (see details in
[4]). Results show that a distinct handful of best performing measures can be
identified for each of the considered organisms, independently from the reference
gold standard. Moreover, it seems that the proposed paradigm works better on
denser networks, possibly due to the fact that the encoded information is larger
than for sparse networks.

Table 1. Best performing measures for edge rank.

Organism CC N M D

H. sapiens ECC3 GTOM2 – –

TOM – –

C. elegans ECC3 – EB –

S. cerevisiae ECC3 – EB KB1, KB2, KB3
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4.3 Prediction of lncRNA-Diseases Associations

The approach described in Sect. 3.4 has been applied to the known experimen-
tally verified lncRNA disease associations in the lncRNADisease database [8]
according to LOOCV. We have validated the proposed approach on experimen-
tal verified data downloaded from starBase and from HMDD, resulting in 114
lncRNAs, 762 miRNAs, 392 diseases. In particular, each known disease lncRNA
association is left out in turn as test sample. How well this test sample was
ranked relative to the candidate samples (all the disease lncRNA pairs without
the evidence to confirm their association) with respect to the considered score
is evaluated. When the rank of this test sample exceeds the given threshold,
this model is considered in order to provide a successful prediction. When the
thresholds are varied, true positive rate (TPR, sensitivity) and false positive rate
(FPR, specificity) are obtained. Here, sensitivity refers to the percentage of the
test samples whose ranking is higher than the given threshold. Specificity refers
to the percentage of samples that are below the threshold. Receiver-operating
characteristics (ROC) curve can be drawn by plotting TPR versus FPR at differ-
ent thresholds. Area under ROC curve (AUC) is further calculated to evaluate
the performance of the tested methods. Our approach achieves an AUC equal to
0.82, whereas we have implemented the p-value based approach by Chen [9] and
it scores AUC = 0.79, showing that the consideration of indirect relationships
between lncRNAs and diseases through neighborhood analysis is more effective.
Preliminary results are in [5,6].

5 Conclusion and Future Work

In this PhD project, knowledge extraction from large graphs has been inves-
tigated, with reference to two main application contexts: the social and the
medical ones. Three specific problems have been solved, and for each of them
we have summarized here the main preliminary results that have been achieved.
As future work, we plan to explore techniques different than TF-IDF for the
textual analysis referred to user profiling (e.g., [1,16,21]), as well as clustering
techniques to select the only partitions of the considered graphs useful for the
analysis (e.g., [17,18]. Moreover, further interesting challenges still remain open.
Notably among them, the search of effective approaches able to find the best
targets (e.g., social-users, patients, etc.) both in real-time and on a large scale.
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Abstract. Urban Digital Twins (DTs) can help tackle the challenges
of planning, monitoring, and managing modern cities. Existing mobility
systems are already inadequate, yet urbanization and population growth
will increase mobility demand still further. For this reason, urban mobil-
ity planning can benefit from DTs producing new knowledge execut-
ing automatically complex functions based on real-time data. The paper
describes two different DTs for urban mobility and their implementation.
The first one is the Traffic and Air Quality DT (TAQ) which investigates
the relationship between traffic flows and air quality conditions through
a chain of simulation models. The second DT is a multi-layered Graph-
Based Multi-Modal Mobility (GBMMM) DT to study the interaction
between different transport modes.

Keywords: Smart mobility · Digital twin · Graph database ·
Anomaly detection · Simulation models

1 Introduction

Urban DTs [12] are a virtual representation of a city’s physical assets, using data,
data analytic, machine learning, and simulation models that can be updated and
changed as their physical equivalents change. Nowadays, the number of mobility
solutions is growing, enriching the variety of transport services in our cities. As
a consequence, the complexity of the urban mobility ecosystem is increasing.
In this context, DTs can be employed by planners and authorities to shape
urban mobility to manage it more efficiently. Public administration can benefit
from the use of DTs for several important goals: reducing congestion in rush
hours, identify where to add new bike-lanes, improve the public transport service,
and evaluate the impact of new mobility solutions (e.g. e-scooters). DTs allow
virtually testing different scenarios and possible solutions [17], learning more
about the interaction between the different aspects of the urban life.

As the name suggest, the DTs mirror the city itself; however, some simplifica-
tion are necessary. Generally, the spatial/temporal resolution of the DT should be
determined by the purpose it serves. Developing a DT comports several challenges:
the high storage and computing resources needed, the continuous data production,
the management of the processing cycle, and the interaction with the user. More-
over, urban mobility DT have some additional technical issue: traffic related data
c© Springer Nature Switzerland AG 2022
S. Chiusano et al. (Eds.): ADBIS 2022, CCIS 1652, pp. 657–665, 2022.
https://doi.org/10.1007/978-3-031-15743-1_61
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have both a spatial and a temporal dimension, and different geometry can refer
to the same road or object but can be slightly different or represented differently
(e.g. a line or a polygon) and geometry matching is a challenging task. Moreover,
a DT should study the interaction between mobility and other phenomena (e.g.
air quality, human activities, and land use). During my research activity I have
worked on the realization of a DT that, starting from traffic sensors data and inte-
grating air quality sensors measurements, generates forecasts for urban air qual-
ity (described in Sect. 2). For smart mobility purposes, there are several different
level of representation: from micro-mobility to origin-destination zones. A single
DT may struggle to represent all this different resolution levels simultaneously. In
big cities, several layers of transportation infrastructure work together to supply
the continuously growing urban mobility demand. Since travelers usually employ
more than one mode of transportation to complete their trip, the coupling of dif-
ferent layers of transportation infrastructure is necessary to model urban mobil-
ity. DTs provide a better insight into the spatial structure of the transportation
network: for a better understanding of the interactions between neighborhoods,
to identify the infrastructure needs, to better integrate different transport modes,
and improve mobility services. For these reasons, I started working on a graph-
based mobility DT. As described in Sect. 3, the outcome will be a composition of
different graphs that simplify the road network optimizing multi-modal mobility.
Finally, conclusions are provided in Sect. 4.

Fig. 1. TAQ DT chain of simulation models.

2 Traffic and Air Quality Digital Twin

The Trafair European project1 aims to help decision-makers develop innovative
and sustainable services and to raise awareness among citizens about the pol-
lution caused by traffic in 6 cities [1,16]. In the scope of the Trafair project, a
Traffic and Air Quality (TAQ) DT was developed. The DT provides monitoring
of traffic and emissions and allows the evaluation of new traffic flow scenarios.
As displayed in Fig. 1, the DT is a chain of simulation models. The TAQ DT
includes: a virtual representation of the urban road network generated from Open
Street Map (OSM)2 data employing a PostgreSQL database, and the implemen-
tation of a traffic micro-simulation model based on SUMO3. Internet of Things
1 https://trafair.eu.
2 https://www.openstreetmap.org.
3 https://sumo.dlr.de.

https://trafair.eu
https://www.openstreetmap.org
https://sumo.dlr.de
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(IoT) sensors are integrated into this representation and their measurements are
used to feed the model and evaluate its effectiveness. An in-depth investigation
of traffic flows is conducted in order to discover trends, compare traffic condi-
tions among working days and weekends, and identify significant deviations. The
DT autonomously updates the simulated traffic, performing a daily simulation
that takes into account the data collected by traffic sensors during the last 24 h.
The generated traffic data can be visualized through a dashboard [7] that helps
decision-makers to plan corrective actions.

2.1 Data Collection

Traffic sensors are induction loop detectors located under the surface of the
street. These sensors can be faulty due to low maintenance. For this reason,
the first step was to identify anomalies in traffic sensors’ measurements and dis-
tinguish between sensor faults and real traffic conditions. I have implemented
two different solutions for anomaly detection. The first one is based only on the
temporal dimension of data and exploits the spatial dimension just for the classi-
fication of anomalies. The Seasonal-Trend Decomposition using Loess (Robust-
STL [18]) decomposes the time series into three components: trend, seasonal,
and remainder (or residual); then, the Inter Quartile Range (IQR), the first
and the third quartiles of the residual are evaluated to define an upper and
lower bound. The observations that have a residual outside of these bounds are
labelled as anomalous and removed from the input of the traffic model [8]. The
effect of anomaly detection on the results and performance of the traffic sim-
ulation model are also analysed showing a good improvement. However, some
anomalies can reflect a real traffic condition that may occur. For this reason, I
set up a classification technique that allows distinguishing between sensor faults
and real traffic conditions exploiting the correlation among spatial neighboring
sensors and related sensors, as described in [9]. The second methodology, instead,
employs both spatial and temporal dimensions to evaluate the distance between
sensor observations and detect anomalies in spatial time series. Since traffic sen-
sors’ measurements are multi-variate time series with a spatial reference, this
information can be exploited to detect anomalies through the application of
the Spatio-Temporal Behavioral Density-Based Clustering of Applications with
Noise (ST-BDBCAN) algorithm combined with the Spatio-Temporal Behavioral
Outlier Factor (ST-BOF). ST-BDBCAN is based on the distinction between
spatio-temporal and behavioral attributes. The spatio-temporal attributes indi-
cate the position of the sensors or provide temporal information about the
observation; while, the behavioral attributes are all the other attributes. ST-
BDBCAN creates clusters of objects with similar spatio-temporal attributes;
then, ST-BOF is applied to detect anomalies by evaluating a score based on
its behavioral attributes w.r.t its cluster that represents the potential outlier-
ness of each instance. The open-source Python implementation of this solution
is described in [10].
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2.2 Simulation Models

Data collected from traffic sensors are employed to feed a micro-simulation model
based on SUMO, as described in [3], processing both semi-real-time simula-
tion (every 15 min) and daily simulations (once a day). Through data analysis
[4], the daily simulations are employed to: evaluate statistics, extract seasonal
and weekly trends, and detect congested areas. Seasonal and weekly trends are
employed to estimate the traffic situation (traffic flow and speed) of tomorrow
and the day after tomorrow used to feed an emission model that evaluates the
deriving emissions of NO and NO2. The emission model is a modified version
of the R package VEIN (Vehicular Emissions INventories) v0.5.2 [14]. The eval-
uation of emissions is based on the traffic flow and the speed on each road and
the fleet composition of the urban area; the employed emission factors are the
ones suggested by the European Environmental Agency [15]. Since the emitted
particles move in the air all around the city, and the concentrations of pol-
lutants do not depend only on traffic, a pollutant dispersion model is needed
to correctly estimate the pollutant concentration. We employed the open-source
simulation software Graz Lagrangian Model (GRAL) [11] that evaluates the pol-
lutant concentration by considering: winds, weather conditions, and the shape
of the building in the urban area, and other emission sources (e.g. house heat-
ing). The output of the dispersion model is a dispersion map that shows NOx

concentration values on an urban grid of 4 cubic meters for every hour.

2.3 Data Visualization

All the models’ outputs are stored in a PostgreSQL database and exposed
through Geoserver4. Geoserver is employed as an API to let the Angular-based
web applications get the information they need to generate their views. I have
worked on the design and the development of two web applications considering
the needs of public administration. The first application is dedicated to traffic
data and it is described in [7]. The dashboard enables the visualization of possi-
ble scenarios to easily compare different vehicle fleets and understand the impact
of seasonal changes. The user can select the season, the type of day (weekday or
holiday), and the vehicle fleet composition; then, the NOx concentration will be
displayed for three different compositions of vehicles fleet. The users can interact
with the visualization using the scroll bar and selecting the hour of the day they
want to inspect. The second application, instead, shows air quality data coming
from sensors and air quality forecasts generated through models. It is described
in [2,6].

3 Graph-Based Multi-modal Mobility Digital Twin

Road networks are complex structures that need to be simplified for an efficient
analysis in order to gain insights into their structure. A good solution can be to
4 https://geoserver.org/.

https://geoserver.org/
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Fig. 2. GBMMM structure.

represent them with a graph and perform their analysis with a graph database;
this will generate a DT of the road network that will help to find the relation-
ship between its topology and the traffic conditions. Moreover, a comprehensive
analysis of human mobility patterns requires multiple layers representing dis-
tinct transportation modes. This research activity aims to generate a framework
that starting from OSM data will create a multi-layered graph that will be a
DT of the urban mobility of the city. As displayed in Fig. 2, the graph database
will contain several layers, one for each transport mode, and different levels of
abstraction. I decide to use the ACID compliant Neo4j5 database with the Graph
Data Science tools and the Awesome Procedures on Cypher and Spatial libraries.
Neo4j Spatial library allows storing different types of geometries as single prop-
erties of nodes in Well known Binary (WKB) format: the geographic geometry
format employed also by PostgreSQL. Moreover, Neo4j enables spatial indexing
with space-filling curves in 2D or 3D over an underlying generalized B+Tree.
This allows for both equality and range queries and queries using the distance
function. The road network generation has already been implemented with two
different levels of abstraction [5] as described in Sect. 3.1; moreover, studies have
been conducted on cycle paths and public transport to add them as additional
layers, as described in Sects. 3.2 and 3.3. The purpose is to integrate vehicu-
lar, cyclist, and public transport networks in a unique graph database allowing
multi-modal route planning and service integration.

3.1 The Road Network Layers

The OSM provides very high-resolution topological data regarding road net-
works. OSM data are represented as two main elements: nodes and ways. Nodes

5 https://neo4j.com/.

https://neo4j.com/
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represent points, while ways are lists of nodes representing poly-lines and poly-
gons. The first layer generated in the graph database is realized by converting the
OSM nodes representing junctions into graph nodes: a primal graph. When there
is a road section that connects the two junctions, the corresponding nodes are
connected with a relationship. For routing purposes, the Point Of Interests (POI)
nodes are added to the graph and connected to the proximal streets. The number
of nodes and relationships in this graph is very high and the density is very low.
For this reason, an additional layer is generated to simplify the road network for
analysis purposes: the dual graph. In this case, the nodes are the road sections
identified by their OSM identifier and a relationship exists between them when
there is a junction that connects the two road sections. These two representations
of the road network are regenerated in the same graph database instance main-
taining a connection between them to exploit the advantages of both approaches.
Traffic data can be integrated into this structure and employed to identify the
shortest path between two points of the city: moreover, using graph data science
algorithms (e.g. community detection, centrality measures, page rank) the road
network’s structure is analyzed, unveiling the areas of the city prone to traffic
jams.

3.2 The Cycle Paths Network Layer

A preliminary study on the distribution of cycle paths in the province of Modena
was conducted integrating data from OSM and the regional geoportal6. QGIS
was employed to perform the integration issues: matching different geometries
through the geometry conversion, finding corresponding objects in the two rep-
resentations through the overlapping analysis, and managing when an object
is represented as a singular entity in one representation and as several entities
in the other. A network of cycle paths is composed of cycleways’ sections con-
nected by street crossings or crosswalks. In the resulting graph, the nodes will
be the sections of continuous cycle paths and a ‘crossing’ relationship will exist
between them if there is a crossing that connects them. Moreover, the relation-
ship (‘proximal to’) is defined between cycle paths that are not connected but
whose distance is small and can be traversed by bike or by foot. The POIs of
the primal graph are connected with the cycle paths that are located nearby to
define the cycle route between a POI source and a POI destination.

3.3 The Public Transport Network Layer

Public transport relies on a timetable and operates on established routes. As sug-
gested in [13], the transport network can be represented with a time-expanded
graph model composed of different kinds of nodes: stop nodes, time nodes, and
route nodes. The relationship of a bus route that stops at a given position at

6 https://geoportale.regione.emilia-romagna.it/catalogo/dati-cartografici/
cartografia-di-base/database-topografico-regionale/viabilita-e-trasporti/strade/
layer.

https://geoportale.regione.emilia-romagna.it/catalogo/dati-cartografici/cartografia-di-base/database-topografico-regionale/viabilita-e-trasporti/strade/layer
https://geoportale.regione.emilia-romagna.it/catalogo/dati-cartografici/cartografia-di-base/database-topografico-regionale/viabilita-e-trasporti/strade/layer
https://geoportale.regione.emilia-romagna.it/catalogo/dati-cartografici/cartografia-di-base/database-topografico-regionale/viabilita-e-trasporti/strade/layer
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a certain timestamp is represented by stop nodes connected by time events to
time nodes and route nodes. Therefore, an alternative solution for storing Public
transport timetables is a frequency-based model that store time tables as depar-
ture times, intervals and frequencies information associated with each bus route.
The resulting graph gives an indication of how tightly different parts of the city
are connected through the public transportation system in different times of
the day. The representation of bus routes can be simplified creating a Simplified
Public Transport Graph (SPTG) with stop nodes and links between all the pairs
of bus stops that are along the bus trajectory. This solution removes the time
dimension and gives a better representation of the distribution of the service that
the bus provides; thus, it is not for routing purposes but can be employed for
analysing the coverage and the interaction between different bus routes. How-
ever, another possibility could be to generate an SPTG for each snapshot of a
given time interval (e.g. 10 min) and then perform routing in the correspond-
ing graph. Our Public Transport Graph Layer will be initially generated as the
frequency-based model and then simplified in an SPTG. When modelling the
PTGL it should be taken into account that the combination of bikes and public
transport in a multi-modal transport node is a common solution adopted by
travellers; thus, a connection between the CPGL and the PTGL layer is needed.
In order to do that, the spatial library of Neo4j will be exploited generating a
relationship between the bus stops and the proximal cycle path nodes.

4 Conclusions

Urban Mobility DT can help investigate the influence of traffic on other phe-
nomena like air quality conditions or the interaction between different transport
modes. This paper proposes two solutions: a chain of simulation models fed
by sensors’ data and a multi-layered graph model of the transport structure.
While the TAQ was tested for 3 years in Modena, the GBMMM is not yet com-
plete. The GBMMM can be employed for multi-modal routing purposes and the
application of graph algorithms will help to identify the areas where services
are lacking, define communities of connected regions, and detects the central
associated nodes for the coupling of public transport and cycling.

References

1. Po, L., et al.: Trafair: understanding traffic flow to improve air quality. In: 2019
IEEE International Smart Cities Conference (ISC2), pp. 36–43 (2019). https://doi.
org/10.1109/ISC246665.2019.9071661

2. Bachechi, C., Desimoni, F., Po, L., Casas, D.M.: Visual analytics for spatio-
temporal air quality data. In: 2020 24th International Conference Information Visu-
alisation (IV), pp. 460–466 (2020). https://doi.org/10.1109/IV51561.2020.00080

https://doi.org/10.1109/ISC246665.2019.9071661
https://doi.org/10.1109/ISC246665.2019.9071661
https://doi.org/10.1109/IV51561.2020.00080


664 C. Bachechi

3. Bachechi, C., Po, L.: Implementing an urban dynamic traffic model. In:
IEEE/WIC/ACM International Conference on Web Intelligence, pp. 312–316. WI
2019, Association for Computing Machinery, New York, NY, USA (2019). https://
doi.org/10.1145/3350546.3352537

4. Bachechi, C., Po, L.: Traffic analysis in a smart city. In: IEEE/WIC/ACM Inter-
national Conference on Web Intelligence - Companion Volume. p. 275–282. WI ’19
Companion, Association for Computing Machinery, New York, NY, USA (2019).
https://doi.org/10.1145/3358695.3361842

5. Bachechi, C., Po, L.: Road network graph representation for traffic analysis and
routing. In: The 26th European Conference on Advances in Databases and Informa-
tion Systems (ADBIS 2022), Torino, Italy, September 5–8, 2022 (2022, to appear)

6. Bachechi, C., Po, L., Desimoni, F.: Real-Time Visual Analytics for Air Quality,
pp. 485–515. Springer International Publishing, Cham (2022). https://doi.org/10.
1007/978-3-030-93119-3 19

7. Bachechi, C., Po, L., Rollo, F.: Big data analytics and visualization in traffic
monitoring. Big Data Res. 27, 100292 (2022). https://doi.org/10.1016/j.bdr.2021.
100292

8. Bachechi, C., Rollo, F., Po, L.: Real-time data cleaning in traffic sensor networks.
In: 2020 IEEE/ACS 17th International Conference on Computer Systems and
Applications (AICCSA), pp. 1–8 (2020). https://doi.org/10.1109/AICCSA50499.
2020.9316534

9. Bachechi, Chiara, Rollo, Federica, Po, Laura: Detection and classification of sensor
anomalies for simulating urban traffic scenarios. Cluster Comput. 25, 1–25 (2021).
https://doi.org/10.1007/s10586-021-03445-7

10. Bachechi, C., Rollo, F., Po, L., Quattrini, F.: Anomaly detection in multivariate
spatial time series: a ready-to-use implementation. In: Mayo, F.J.D., Marchiori,
M., Filipe, J. (eds.) Proceedings of the 17th International Conference on Web
Information Systems and Technologies, WEBIST 2021, 26–28 October 2021, pp.
509–517. SCITEPRESS (2021). https://doi.org/10.5220/0010715900003058

11. Bigi, A., Veratti, G., Fabbi, S., Po, L., Ghermandi, G.: Forecast of the impact by
local emissions at an urban micro scale by the combination of Lagrangian modelling
and low cost sensing technology: the Trafair project. In: 19th International Confer-
ence on Harmonisation within Atmospheric Dispersion Modelling for Regulatory
Purposes, Harmo 2019 (2019)

12. Deng, T., Zhang, K., Shen, Z.J.M.: A systematic review of a digital twin city: a
new pattern of urban governance toward smart cities. J. Manag. Sci. Eng. 6(2),
125–134 (2021). https://doi.org/10.1016/j.jmse.2021.03.003

13. Huang, H., Bucher, D., Kissling, J., Weibel, R., Raubal, M.: Multimodal route
planning with public transport and carpooling. IEEE Trans. Intell. Transp. Syst.
20(9), 3513–3525 (2019). https://doi.org/10.1109/TITS.2018.2876570

14. Ibarra-Espinosa, S., Ynoue, R., O’Sullivan, S., Pebesma, E., Andrade, M.F., Osses,
M.: Vein v0. 2.2: an R package for bottom-up vehicular emissions inventories.
Geosci. Model. Dev. 11(6), 2209–2229 (2018)

15. Ntziachristos, L., Samaras, Z., Kouridis, C., Hassel, D., Mccare, I., Hickman,
J.: EMEP/EEA emission inventory guidebook 2009. In: European Environment
Agency (EEA) (2009)

16. Po, L., Rollo, F., Bachechi, C., Corni, A.: From sensors data to urban traffic
flow analysis. In: 2019 IEEE International Smart Cities Conference, ISC2 2019,
Casablanca, Morocco, 14–17 October 2019, pp. 478–485. IEEE (2019). https://
doi.org/10.1109/ISC246665.2019.9071639

https://doi.org/10.1145/3350546.3352537
https://doi.org/10.1145/3350546.3352537
https://doi.org/10.1145/3358695.3361842
https://doi.org/10.1007/978-3-030-93119-3_19
https://doi.org/10.1007/978-3-030-93119-3_19
https://doi.org/10.1016/j.bdr.2021.100292
https://doi.org/10.1016/j.bdr.2021.100292
https://doi.org/10.1109/AICCSA50499.2020.9316534
https://doi.org/10.1109/AICCSA50499.2020.9316534
https://doi.org/10.1007/s10586-021-03445-7
https://doi.org/10.5220/0010715900003058
https://doi.org/10.1016/j.jmse.2021.03.003
https://doi.org/10.1109/TITS.2018.2876570
https://doi.org/10.1109/ISC246665.2019.9071639
https://doi.org/10.1109/ISC246665.2019.9071639


Digital Twins for Urban Mobility 665

17. Shahat, E., Hyun, C.T., Yeom, C.: City digital twin potentials: a review
and research agenda. Sustainability 13(6), 3386 (2021). https://doi.org/10.3390/
su13063386

18. Wen, Q., Gao, J., Song, X., Sun, L., Xu, H., Zhu, S.: RobustSTL: a robust seasonal-
trend decomposition algorithm for long time series. In: The Thirty-Third AAAI
Conference on Artificial Intelligence, AAAI 2019, Honolulu, Hawaii, USA, January
27–February 1 2019, pp. 5409–5416 (2019). https://doi.org/10.1609/aaai.v33i01.
33015409

https://doi.org/10.3390/su13063386
https://doi.org/10.3390/su13063386
https://doi.org/10.1609/aaai.v33i01.33015409
https://doi.org/10.1609/aaai.v33i01.33015409


Author Index

Abgrall, Théo 615
Aguiar, Cristina Dutra 56, 323
Almhaithawi, Doaa 277
Al-Sayeh, Hani 144
Amsterdamer, Yael 201
Angiulli, Fabrizio 400
Apiletti, Daniele 256
Auge, Tanja 89
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