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About CIRP 

CIRP was founded in 1951 with the aim to address scientifically, through inter-
national cooperation, issues related to modern production science and technology. 
The International Academy of Production Engineering takes its abbreviated name 
from the French acronym of College International pour la Recherche en Produc-
tique (CIRP) and includes some 600 members from 50 countries. The number 
of members is intentionally kept limited, so as to facilitate informal scientific 
information exchange and personal contacts. 

CIRP aims, in general, at:

● Promoting scientific research, related to 

– manufacturing processes, 
– production equipment and automation, 
– manufacturing systems, and 
– product design and manufacturing

● Promoting cooperative research among the members of the academy and creating 
opportunities for informal contacts among CIRP members at large

● Promoting the industrial application of the fundamental research work and simul-
taneously receiving feedback from industry, related to industrial needs and their 
evolution. 

CIRP has its headquarters in Paris, staffed by permanent personnel, and welcomes 
potential corporate members and interested parties in CIRP publication and activities 
in general. 

CIRP Office, 9 rue Mayran, 75009 Paris, France. Web: http://www.cirp.net.
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Foreword 

Welcome to the eighth International Conference on Competitive Manufacturing 
hosted by the University of Stellenbosch and organized by the Department of 
Industrial Engineering. 

The recent COVID pandemic yet again illustrated the interconnectedness of coun-
tries, companies, and individuals and also highlighted the dependencies on one 
another. In a small world where global trade is a given, international competitiveness 
stays a challenge. It requires high-quality products manufactured with state-of-the-
art technologies at low cost under the assumption of highly efficient operations 
management as well as clear corporate goals and strategies. This in turn is facilitated 
by and dependent on improved engineering training, education, and relevant applied 
research, fueled by active interaction between academia and industry. 

The main objective of COMA ’22, the International Conference on Competitive 
Manufacturing, is to present recent developments, research results, and industrial 
experience accelerating improvement of competitiveness in the field of manufac-
turing. The close to 80 papers and presentations invited or selected to be delivered 
at the Conference deal with wide aspects related to product design and realization, 
production technologies and systems, operations management as well as enterprise 
design and integration. The worldwide participation and range of topics covered 
indicate that the Conference is truly a significant meeting of people striving for 
similar aims. The event is an additional opportunity for communication between 
paper authors and attendees, which undoubtedly will serve as a further step toward 
exciting developments in the future. It also provides ample opportunities to further 
exploit international research collaboration and collaboration between academia and 
practice. As in the past, we hope that the event will lead to tangible new outreach 
endeavors not only between existing collaborators, but also opening new opportu-
nities to stimulate increased productivity and entrepreneurial ideas, so vital for an 
economy challenged by the COVID pandemic. 

The chairmen and the organizing committee express heartfelt thanks and gratitude 
to the members of the international program committee, who have given their help 
and expertise in refereeing the papers and will chair the plenary and technical sessions 
during the Conference, as well as to the authors for participating and ensuring that

ix



x Foreword

the high standards required on an International Conference were maintained. These 
thanks and gratitude are extended to our highly regarded plenary speakers. 

The chairmen convey sincere thanks to the conference sponsors for their generous 
support, which made this event possible. 

The International Academy of Production Engineering (CIRP) is gratefully 
acknowledged for the scientific sponsorship given to the Conference. 

Finally, the tremendous effort of the organizing committee is appreciated. Grateful 
thanks are due particularly to the Conference secretariat for ensuring the success of 
COMA ’22. 

We hope that you will find the Conference interesting and stimulating! 

Stellenbosch, South Africa Mr. K. H. von Leipzig 
Conference Chair



Submission Review Process 

A formal “Call for papers” for the 8th International Conference on Competitive 
Manufacturing (COMA ’22) was issued in May 2021 to submit an ‘Abstract’ within 
the identified tracks/themes. Abstract submissions were subjected to an internal 
reviewing process, whereby successful submissions were notified and invited for 
presentation to the conference. Authors were subsequently invited to submit the ‘Full 
Paper’, which was published as a conference proceeding. Both the Abstracts and Full 
Papers were submitted online through the EasyChair submission page https://easych 
air.org/my/conference?conf=coma22 where acknowledgement of receipt was sent to 
authors. Authors were informed that a double-blind review process is applied to Full 
Paper submissions. 

The following dates were set by the organising committee:

● Call for papers (1st May 2021)
● Submission of abstracts (12th July 2021)
● Notification of acceptance of abstracts (16th July 2021)
● Submission of full papers (28th January 2022)
● Feedback on paper reviews (8th February 2022)
● Revised paper submissions (15th February 2022) 

Abstracts were required to be a maximum length of 400 words. Full Papers were 
required to be a maximum length of 6 pages, but leniency was given for the Author 
biographies and references. Full Paper submissions were required to adhere to a 
specific template and format which was placed on the conference site here: https:// 
blogs.sun.ac.za/coma/callforpapers/. 

A double-blind reviewing process was used for the Full Paper submissions. As 
such, both the reviewer and author identities are concealed from the reviewers, and 
vice versa, throughout the review process. Each Full Paper submission was sent 
to a minimum of two reviewers, with a third reviewer being requested in case of 
non-consensus between the first two reviewers. The reviews were completed by 
national and international academics, and experts in the respective field, listed on the 
International Programme Committee page.
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xii Submission Review Process

A total of 45 reviewers participated in the review process, each reviewing between 
two and five papers. Reviewers were asked to review submissions according to the 
following criteria and were encouraged to provide recommendations and suggestions

● Does the title reflect the contents of the paper?
● Does the paper relate to what has already been written in the field?
● Do you deem the paper to be proof of thorough research and knowledge of the 

most recent literature in the field of study?
● Is the paper clearly structured, easy to read and with a logical flow of thought?
● Are the arguments employed valid and supported by the evidence presented?
● Are the conclusions clear and valid?
● Does the paper conform to accepted standards of language and style?
● Any other recommendation(s)?
● Select reviewer recommendation: ‘Accept Submission’, ‘Revision Required’, or 

‘Decline Submission’ 

Reviewer feedback was saved on the submission system, where acceptance emails 
together with review comments were sent to the authors, allowing them to revise the 
submission. The authors were given between 2 and 4 weeks to incorporate changes, 
after which the final document was submitted for approval and publication as a 
conference proceeding. 

Topics 

Papers were invited in the following areas relevant to the conference themes: 

Product Design and Realisation: 
Design for manufacturing and assembly, reverse engineering, CAD/CAE, concur-
rent engineering, design for additive manufacturing, biologically inspired design 
approaches, virtual prototyping, networks in product development, open design. 

Production Technologies: 
Expert systems in manufacturing, CAD/CAM Systems, HSC, EDM, forming, addi-
tive manufacturing, casting, metrology, mechatronics, precision manufacturing, bio-
manufacturing, robotics, sensing, assembly, automation, intelligent manufacturing, 
biologically inspired manufacturing processes, non-conventional machining, envi-
ronmental aspects, machining of materials, abrasive processes, hybrid processes, 
laser-based manufacturing, green manufacturing, coating technology. 

Production Systems and Organisations: 
Production planning and control, logistics, modelling and simulation, SW-
applications, communication networks, 5G network applications, social manu-
facturing, learning factory, digital factory, biological transformation in produc-
tion systems, cyber-physical approaches, big data, predictive maintenance,



Submission Review Process xiii

asset management, human-machine collaboration, employee qualification, human 
resource management, IoT in manufacturing, manufacturing digitization challenges, 
augmented and virtual reality, lean manufacturing, sustainable manufacturing. 

Enterprise Design and Integration: 
Knowledge management, product life cycle, human interface, integrated design 
and manufacturing, technology and innovation management, total quality manage-
ment, distributed control systems, socio- economic and environmental issues, artifi-
cial intelligence and machine learning, digitals twins, virtual setup, subscription vs 
selling. 

Supply Chain Management: 
Supply chain track and tracing; digital supply networks, blockchain in supply chains, 
circular economy, artificial intelligence for supply chains, biological transformation 
in supply chains. 

COVID-19: Manufacturing and Supply Chain: 
Post-pandemic business models, Supply chain localisation, manufacturing as 
a service, Rapid medical device manufacturing, Distributed manufacturing, 
Constrained supply chains, Resilient supply chains. 

Materials and Manufacturing: 
Smart materials, Recycling, Remanufacturing, Future materials, Biomaterials, 
Sustainable materials, Nanomaterials, Coatings, Metal matrix composites.
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Identification of Residual Development 
Efforts in Agile Ramp-Up Production 

Thomas Bergs, Sebastian Apelt, Malte Becker, Alexander Beckers, 
and Sebastian Barth 

Abstract Agile product development is increasingly finding its way into the devel-
opment of physical products. The subsequent transfer of a planned and still unstable 
manufacturing process into stable series production after the design freeze is the goal 
of ramp-up production, but confronts manufacturing companies with different chal-
lenges. A currently high level of changes to the product geometry and the planned 
manufacturing sequence due to not achieved requirements in late phases of the ramp-
up production (Residual Development Efforts—RDE) results in time-consuming 
and cost-intensive changes to the product and manufacturing sequence, which leads 
to failure to achieve ramp-up targets. The goal of current research is therefore to 
increase the agility of ramp-ups and to integrate the ramp-up production into the 
phase of agile product development. This offers the potential to use the increased 
dynamics of the product development process and the knowledge already gener-
ated for the validation and stabilization of the manufacturing process. However, due 
to the integration of ramp-up production into product development, there are addi-
tional far-reaching effects of product and technology uncertainties prevalent in agile 
product development on the design of agile ramp-up production. Additional uncer-
tainties regarding the product geometry due to non-finalized designs and the resulting
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uncertainties regarding the probability of use and achievement of the requirements 
of the manufacturing technologies initially result in additional residual development 
efforts. Furthermore, the interactions between the manufacturing technologies in the 
manufacturing sequence are thus subject to additional uncertainties, which also leads 
to increased RDEs. To meet this challenge, it is necessary to analyze prevailing uncer-
tainties and predict their impact on potential changes in agile ramp-up production. 
Therefore, a methodology is presented, which enables the analysis of product and 
technology uncertainties and thus the identification of product and process-related 
changes (RDE) in agile ramp-up production. 

Keywords Agile ramp-up production · Technology planning · Uncertainties ·
Residual development efforts ·Manufacturing sequence 

1 Introduction 

In the course of globalization, manufacturing companies are confronted with various 
challenges in a dynamic competitive environment. These challenges include shorter 
product life cycles, changing customer requirements and increasing product variety 
[1]. In order to meet these challenges, an optimized product development process 
and a controlled transition from product development to series production, which 
is referred to as ramp-up production, are necessary [2]. The design freeze describes 
the point at which no more changes to the developed product are allowed and at 
which the release for the ramp-up production is set [3]. In conventional ramp-up 
production, which follows the design freeze, ramp-up targets are often not achieved. 
This means, for example, that the time-to-market and time-to-volume as well as 
the ramp-up budget are exceeded [4]. The non-achievement is due to instabilities 
in the manufacturing sequence, which are caused by fluctuating employee and tech-
nology capabilities on the one hand [5]. On the other hand, the instabilities are caused 
by residual development efforts in the ramp-up production. Residual development 
efforts are necessary subsequent developments to the product or to the technologies of 
a manufacturing sequence, which are based on insufficient product and technology 
maturity [2] as well as on an insufficient coordination between product develop-
ment, technology planning and ramp-up management [3]. Manufacturing sequences 
describe the combination of value-adding process steps and handling technologies 
for the manufacture of a component [6]. It is difficult to address these challenges in 
the planning phase because manufacturing technologies are not physically connected 
to generate a manufacturing sequence until ramp-up production. Only through this 
connection previously unknown interactions between technology and product, but 
also between the technologies themselves, become visible [4]. 

Residual development efforts (RDEs) in ramp-up production are similar to 
constantly changing customer requirements in product development. Since the 
concept of agile product development is finding its way into product development 
to meet this challenge, current research focuses on the adaptation of agile methods
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to the ramp-up production [4]. In agile product development, the scrum approach 
is widespread, which divides a development project into short development cycles, 
referred to as sprints [7]. The increase in agility and the integration of ramp-up 
production into agile product development is referred to as agile ramp-up produc-
tion. On the one hand, the integration aims to enable improved coordination between 
product development, technology planning and ramp-up management. On the other 
hand, the ramp-up production should become more agile through agile product devel-
opment, so that problems (like RDEs or instabilities of the manufacturing sequence) 
can be identified earlier to be counteracted. Due to the integration, the ramp-up 
production no longer starts after the design freeze. Therefore, uncertainties regarding 
the product are present in the agile ramp-up production [4]. Since the technologies 
for the manufacturing sequence are planned in parallel with product development, 
there are technology uncertainties as well. The challenge for technology planning 
in agile ramp-up production is to validate a manufacturing sequence planned under 
uncertainty based on uncertain information. As a consequence of agile ramp-up 
production, the existing uncertainties have to be analyzed to avoid additional residual 
development efforts. 

To address this challenge, the state of the art regarding existing methods for 
ramp-up production and product development is analyzed and the objective of the 
developed methodology is presented. Subsequently, the methodology is explained in 
detail and validated in a case study. 

2 State of the Art 

For agile ramp-up production, it is necessary that both product development and 
ramp-up production are considered. In addition, the manufacturing sequence and 
residual development efforts must be taken into account. Due to the integration of 
ramp-up production into product development, uncertainties are present in agile 
ramp-up production, which must also be taken into account. In the scientific liter-
ature, a variety of approaches exist which address either the ramp-up production 
or the product development. Most of the analyzed approaches addressing ramp-
up production describe it from an organizational and socio-technical point of view 
and neglect the manufacturing sequence and residual development efforts, such as 
the approaches of Laick [8], Winkler [9], Dyckhoff et al. [10]. The approaches of 
Lanza and Stauder consider manufacturing technologies as a part of a manufacturing 
sequences but handling technologies and residual development efforts are not suffi-
ciently addressed [3, 5]. It is concluded that existing approaches regarding ramp-up 
production do not allow a comprehensive consideration of residual development 
efforts. 

The following section analyzes approaches from product development and their 
transferability to agile ramp-up production. Examples of such approaches are Cooper 
et al. and Sommer et al. However, these approaches describe product development
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from an organizational and socio-technical perspective [11, 12]. Rey’s disserta-
tion deals with the combination of technology planning and product development. 
Handling technologies and instabilities during ramp-up production are not consid-
ered [13]. Summed up, the ramp-up production is not considered in any of these 
approaches. 

In addition to the described approaches, first approaches which consider both 
product development and ramp-up production exist, e.g. from Basse and De Lange. 
However, manufacturing sequences, modeling of uncertainties, and the identification 
of residual development efforts are not or insufficiently discussed [14, 15]. 

Conclusively, existing approaches do not allow a cross-phase consideration of 
product and technology uncertainties as well as a consideration of residual develop-
ment efforts in agile ramp-up production. Furthermore, existing approaches neglect 
handling technologies in the manufacturing sequence. Therefore, a methodology is 
needed that considers the manufacturing sequence, product and technology uncer-
tainties and the residual development efforts in the ramp-up production. This requires 
modeling product and technology uncertainties as well as predicting and evaluating 
residual development efforts in ramp-up production. The developed methodology is 
described in detail below. 

3 Objective 

The objectives of the methodology presented are to increase the agility of ramp-up 
productions and to enable users to systematically model existing uncertainties for the 
identification of residual development efforts under consideration of planned manu-
facturing sequences. For this purpose, uncertainties resulting from the integration of 
ramp-up production into product development must be taken into account in order 
not to additionally threaten ramp-up targets. The methodology enables the identi-
fication of problems at an early stage in the ramp-up production and the initiation 
of targeted measures to eliminate the problems. This improves target achievement 
during the ramp-up production and reduces the development time to series maturity. 

4 Case Study 

For a better understanding of the methodology, the details are given by means of a 
case study from industrial practice. As a consequence of the increasing demand for 
vehicles with low CO2 emissions, legal regulations for the reduction of CO2 emissions 
as well the high importance of a successful ramp-up production in the automotive 
industry, the validation of the developed methodology is carried out on the basis of 
a cylinder crankcase for an engine. One solution to the problem of reducing exhaust 
emissions and fuel consumption is to reduce friction. There is potential in optimizing 
the tribological system between the cylinder bore and the piston ring. The friction
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Fig. 1 Case study [16] 
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is largely dependent on the contour of the cylinder bore surface [16]. The aim is to 
manufacture the cylinder bore surface of the cylinder crankcase with a containment 
contour, see Fig. 1. 

The development of the cylinder crankcase is conducted agile. Uncertainties exist 
with regard to the general use of a containment contour, the exact contour dimensions 
and shape, position and dimensional tolerances. In the case study, the containment 
contour could be realized by form honing (T6). However, there are uncertainties with 
regard to the tool life and the handling step that transfers the cylinder crankcases to 
the form honing technology. In order to achieve the shortest possible time to market, 
the ramp-up production is carried out in parallel with agile product development. 

5 Methodology 

In this section, the developed methodology is described. Uncertain manufacturing 
sequences and product characteristics represent the input of the methodology. The 
conceptual design of the methodology consists of two steps (see Fig. 2). In the first 
step, the uncertainty situation is modeled by collecting single information, which are 
afterwards combined to aggregated information. In the second step, RDEs are iden-
tified based on the modeled uncertainties, which are finally evaluated for the prioriti-
zation for the execution of prototype tests and validation in the ramp-up production. 
The output of the methodology are prioritized potential residual development efforts 
for which countermeasures have to be determined. The determination of counter-
measures is not part of this paper. In the following, both steps are presented in 
detail.
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Fig. 2 Conceptual design of 
the methodology Modeling of product and 

technology uncertainties 

1.1 Collection of uncertain single information 
1.2 Combination of uncertain single information 

Identification and 
prioritization of RDEs 

2.1 Identification of residual development efforts 

2.2 Prioritization of residual development efforts 

Step 1 

Step 2 

5.1 Modeling of Uncertainties 

The understanding of uncertainty in this approach is based on the generalized infor-
mation theory, in which the terms information and uncertainty are linked with each 
other. According to this theory, uncertainties are information deficits, which can be 
reduced by appropriate additional information [17]. Furthermore, in this approach, 
uncertainties are divided into product and technology uncertainties. Product uncer-
tainties result from uncertain product characteristics. Technology uncertainties are 
information gaps for the manufacturing of product characteristics as well as for 
handling. This step serves to quantify existing uncertainties regarding the devel-
oping product and the manufacturing sequence. This step is modeled based on the 
methodology of Rey, which allows the combination of various individual pieces of 
information into product requirement and technology capability profiles [13]. 

5.1.1 Collection of Uncertain Single Information 

The first step of the methodology is to collect information regarding product require-
ments and technological capabilities of the planned manufacturing and handling 
technologies. A single Information (A) can be acquired from various sources such 
as standards, journals, technical books or expert statements. The certainty of single 
information (CI) describes how certain an information source is when providing a 
single information. A certainty of 100% corresponds to the highest certainty of an 
information source regarding a single information, whereas a certainty of 0% corre-
sponds to the lowest certainty. Furthermore, the user of the methodology determines 
the reliability of a single information (RI), see Fig. 3.

The reliability of a single information describes the percentage of trustworthiness 
of an information source. This is relevant, because different sources of information 
have different credibility [13]. Subsequently, the collected information is modeled 
using the evidence theory from Dempster [18] and Shafer [19].
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Fig. 3 Modeling on 
Uncertainties
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In this theory of plausible reasoning, evidence describes an immediate insight-
fulness of findings and unprovable statements, for which the correctness can only 
be determined by their occurrence, or non-occurrence [20]. Evidence (also called 
base dimension) results from the certainty and reliability of the occurrence of a 
single piece of information (A). To do this, the certainty and reliability of a single 
information are multiplied, see formula (1) [13]. 

m(A) = C I  ( A) · RI  (A) (1) 

For example, an evidence of 100% results if an expert provides a single information 
with a certainty of 100% and the user of the methodology fully trusts this expert. In 
the case study introduced, one of the uncertainties is the tool life of the honing stones 
used in the manufacture of the cylinder crankcase. For this purpose, information is 
obtained from the design and technology planning departments, which differ in their 
credibility and in the specified interval range. 

5.1.2 Combination of Uncertain Single Information 

By combining different information from different sources, it is possible to generate 
an aggregate information considering the reliability of each source of information 
[20]. Thereby, fixed single values as well as value ranges can be specified by the 
information sources. By combining this single information (in the form of value 
ranges or single information), aggregated value ranges are evaluated with an uncer-
tainty (based on the evidence). The uncertainty thus provides information about the 
certainty with which the final expression lies within the aggregated value (Interval). 
For this purpose, the combination rule of Yager [21] is used. This combination rule 
is a derivative of the combination rule according to Dempster [18], which is also 
suitable for processing contradictory information [21]. The result of the step is a 
combined information with a total certainty and uncertainty (U) [13].  Based on the  
case study, the information regarding the tool life from design and technology plan-
ning are combined. The result is a value range with a specified uncertainty that the 
actual tool life is assigned to. By acquiring more information, the range of values 
can be narrowed or the uncertainty can be reduced.
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5.2 Identification an Periodization of Residual Development 
Efforts 

In the second step of this methodology, residual development efforts are identified 
based on the previously modeled uncertainties. For this step, structural models are 
presented below, which allow the systematic identification of RDEs based on modeled 
uncertainties. The structural models offer the user a first point of reference for assis-
tance and must be adapted to the considered manufacturing task. Subsequently, the 
identified residual development efforts are prioritized. 

5.2.1 Identification of Residual Development Efforts 

To identify RDEs, a fundamental distinction is made between product- and 
technology-driven uncertainties. Both structural models (product and technology) are 
analogous to a tree structure. The first level represents uncertainty classes to which the 
present uncertainties are assigned. Uncertainty classes based on product uncertain-
ties are, for example, uncertainties regarding functionality fulfillment or geometric 
uncertainties. Regarding the use case, product uncertainty classes are differentiated 
into mechanical, hydraulic, pneumatic, electrical and magnetic, optical-physical, 
medical-biological, acoustic, optical-physical [22] and tribological [23] functionali-
ties as well as geometrical uncertainties. Examples for classes of technology uncer-
tainties are uncertain manufacturability, uncertain handling and uncertain process 
design (see Fig. 4). 

The uncertainty classes are subdivided into subgroups (uncertain elementary func-
tion) on a second level, if possible. An elementary function is the smallest unit of a

Fig. 4 Structural models for 
the identification of RDEs 
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function (or an uncertainty) that cannot be further subdivided. For example, Koller has 
already described elementary functions for energy and material converting technical 
systems. These are “transforming”, “enlarging or reducing”, “changing direction”, 
“conducting or isolating”, “dividing or collecting” and “mixing or separating” [24]. 
The elementary functions of uncertain manufacturability (technology uncertainties) 
are based on the classification of the performance of manufacturing processes for the 
manufacturability of component functionalities into the macroscopic, microscopic, 
mesoscopic and nanoscopic levels according to Klocke et al. [23]. Uncertainties 
regarding process design are divided in the elementary functions technical and mone-
tary uncertainties as well as unintended effects. The next level is the derivation of 
RDEs from uncertainties within the elementary functions. An example of a residual 
development effort for unintended effects is damage to the component. An exem-
plary residual development effort for a conversion uncertainty is a design change of 
a macro-characteristic. 

In the introduced use case, there is uncertainty regarding the tool life of the honing 
stones. These are technological uncertainties, which are assigned to the uncertainty 
class “uncertainties in process design”. With regard to the technological/monetary 
uncertainties, it is possible that the tool or the technology must be post-developed or 
the process control must be optimized. 

Subsequently, the entry evidence is determined for each potential RDE. Following 
the procedure of a failure mode and effect analysis, various information are collected. 
The acquired information about the occurrence of the RDE are modeled based on the 
existing uncertainty analogously to Sect. 5.1 using the evidence theory of Dempster 
and Shafer. The modeled information are aggregated to an entry evidence (E. e.) 
using Yager’s combination rule. The entry evidence defines the certainty with which 
the residual development effort will occur. 

5.2.2 Prioritization of Residual Development Efforts 

The final step of the methodology is the prioritization of the residual development 
efforts (RDEs). The prioritization serves as a basis for deciding which RDE should be 
validated in the next sprint in order to be able to initiate appropriate countermeasures. 
For this purpose, the RDEs are weighted. To weight the residual development efforts 
the entry evidence (E. e) of Sect. 5.2.1 is multiplied by the uncertainty (U) from 
Sect. 5.1. 

prio = U · E . e. (2) 

For example, the resulting uncertainty for post-development on the tool was evalu-
ated with an uncertainty of U = 0.35. The entry evidence for the post-development on 
the tool was evaluated with E. e. = 0.67. Thus, the prioritization value is prio = 0.23. 
The available residual development efforts are then sorted in a table according to 
descending priority (prio) (Fig. 5). Finally, the RDEs are clustered. For this purpose, 
the ABC analysis is used [25]. For clustering, the prioritization values of the RDEs
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Fig. 5 Prioritization of RDE 
RDE U E. e. prio 
... [0;1] [0;1] U · E. e. 

Post development tool 0.35 0.67 0.23 
... ... ... ... 

Design change 
macro-characteristic 0.15 0.21 0.12 

... ... ... ... 

Cluster A Cluster B 

are cumulated and the RDEs are assigned to the classes. Class A (80%—very impor-
tant RDEs) contains the RDEs which must be analyzed in the next sprints. Class 
B (15%—moderately important RDEs) contains RDEs that have a certain urgency 
but whose occurrence probability is relatively low. Class C (5%—relatively unim-
portant RDEs) contains RDEs that do not need to be analyzed immediately because 
their occurrence probability is considered to be very low [26]. Based on the prior-
itized residual development efforts, countermeasures for their elimination must be 
determined in the next step. 

6 Conclusions 

The presented methodology allows technology planners to model uncertainties as 
well as to identify and prioritize residual development efforts. Uncertainties are 
modeled using the evidence theory of Dempster-Shafer [18, 19] and the combination 
rule of Yager [21]. Uncertainty modeling considers the technological level of the 
manufacturing sequence. In addition, the methodology enables the identification and 
prioritization of residual development efforts through the application of two newly 
developed structural models. A case study was used to demonstrate the practical 
application of the methodology. 

The methodology forms the basis for analyzing and reducing RDEs in agile 
production ramp-up. In future research it will be necessary to develop models and 
methods that support users in the analysis of RDEs through the targeted derivation of 
test plans for prototype production. In addition, an evaluation methodology must be 
developed, which, in addition to the probability of occurrence, considers the effects 
of the RDEs of agile ramp-up production as well as the validation time and the 
validation options in the agile ramp-up production. 
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Abstract The cost optimized manufacturing of components represents a central 
success factor for manufacturing companies. For this purpose, the required final 
state characteristics of components must be manufactured at the lowest possible 
efforts. These efforts depend on the companies’ targets and may include the costs 
of the whole manufacture as well as environmental impacts caused by the manufac-
turing processes. Each manufacturing process of a process sequence has an influence 
on both, the final state characteristics of the component and the efforts, so that an 
improvement of individual processes in a process sequence does not have to lead 
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single manufacturing processes to cross-process models under consideration of the 
individual model uncertainties and their effects on cross-process models is presented. 
These cross-process models predict the final state characteristics of a component 
considering all manufacturing processes of the process sequence. For validation, 
the systematic approach is applied to a manufacturing process sequence for the 
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1 Introduction 

In a competitive environment, the economically-optimized manufacturing of compo-
nents is a success factor for companies. Here, the component characteristics (like 
macro or micro geometry) required by the customers must be manufactured at 
minimum cost [1]. Sequentially linked manufacturing processes are used in manu-
facturing process sequences [2] to manufacture the components with the required 
characteristics [3]. In principle, the final component characteristics are not only 
generated by the last manufacturing process of the sequence, but also by different 
processes of the process sequence. Each manufacturing process influences compo-
nent states, and thus individual component characteristics, which have an influence 
on the following processes [4]. 

This requires methodical support to identify relevant process parameters in the 
process sequence. Subsequently, existing correlations and process models must be 
combined to cross-process models for the prediction of the final component state 
characteristics. Here, it is challenging to evaluate the uncertainty of these combined 
models resulting from each process model uncertainty. Moreover, the effects of 
different process designs on the economic profit of the process sequence must be 
evaluated. An optimization of the process parameters follows on the basis of the 
technological and economic evaluation [5]. 

Up to now, manufacturing processes are often designed individually but are only 
linked in later planning phases. For a holistic economical optimization, the entire 
process sequence and the relationships between the processes must be considered in 
process design [6]. 

The focus in this paper is on the prediction of component state at the end of a 
manufacturing process sequence depending on different process parameter designs 
and especially on the evaluation of uncertainties in cross-process models (see Fig. 1).

2 State of Research 

According to the focus of this paper on the prediction of component characteris-
tics by cross-process models and the evaluation of uncertainties in process models 
contained in manufacturing process sequences, the state of research is divided into 
two parts. First, approaches in which process sequences are designed holistically are 
examined in terms of how the cross-process models are generated and how uncertain-
ties of individual process models are taken into account. Subsequently, approaches 
to evaluate the influence of uncertainties by single models on cross-process models 
are analyzed.
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Fig. 1 Focus of this paper
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2.1 Approaches to Design Manufacturing Process Sequences 

Many research approaches address the generation of manufacturing process 
sequences. These approaches support the selection of suitable manufacturing tech-
nologies, the determination of process parameters (process design) and the determi-
nation of optimized schedules and batch sizes. Beckers et al. provide an overview 
over these different approaches [7]. In the following, approaches for the design of 
manufacturing process sequences are analyzed. 

A method supporting the economical evaluation of process sequences and for 
linking technological with economical models as indicated in Fig. 1 are explained 
in [7]. However, it does not include methodological support for generating cross-
process models or for dealing with uncertainties. In their approach, Mukherjee and 
Ray describe the relevance of the cross-process design and demonstrate it with a two-
stage honing process. The authors analyzed alternative metaheuristic approaches for 
optimization of component quality. For the modeling of the processes, Mukherjee 
and Ray refer to empirical response surface models and multivariate regressions 
of the individual processes as well as to the identification of transfer values. The 
authors determined the quality of the regression of each process with different test 
statistics. An evaluation of the impact of the uncertainty by a single model on the 
overall (cross-process) model is not contained [8]. Denkena et al. assign great impor-
tance to the cross-process design and the technological interfaces between processes 
(transfer values), too. The authors describe that individual processes and interfaces 
must first be analyzed and simplified together with experts. In the next step, the 
process model is created and the output values are interpreted as transfer values. 
How the individual process models are generated and how relevant interfaces are 
identified is not described. By integrating the models into simulation software, a 
holistic process sequence analysis can be done [9]. Klocke et al. used technological 
interfaces and generated process models as well as systematic parameter variation 
to optimize process sequences [10]. In their approach, Bera and Mukherjee gener-
ated regression models for each process and they combined them with each other
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according to the technological interfaces. Based on this, the process sequence was 
designed holistically [11]. A similar approach was used by Hejazi et al. [12]. Further 
approaches that are based on machine learning show promising results in the predic-
tion of component characteristics and subsequent process design but are often limited 
with small amounts of data. 

The analysis shows that the generation of cross-process models is part of different 
approaches. Methodical support for modeling processes and identifying relevant 
interfaces in manufacturing process sequences is of lower importance in these 
approaches. The influences of the uncertainties of the process models on the overall 
(cross-process) prediction are not evaluated. It is assumed that comprehensive expert 
knowledge and sufficient data are available. These deficits are addressed in Sect. 3. 

2.2 Approaches to Deal with Uncertainties for the Design 
of Process Sequences 

As Rey et al. showed, technology planning is often subject to information uncer-
tainties. These uncertainties relate e.g. to the individual processes and interactions 
between the processes and thus have an impact on the final decision regarding the 
design of process sequences. Therefore, Rey et al. developed an approach to evaluate 
uncertainties based on the Dempster Shafer theory. Information collected by expert 
interviews was evaluated and aggregated so that the impact of individual uncertain-
ties on the overall decision quality could be analyzed. However, the focus of the 
approach is on processing information from experts rather than examining process 
models [13]. 

Suri and Otto describe the importance as well as the propagation of process uncer-
tainties (output variations) in process sequences. The authors clarified that a solo 
reduction of a single process’ variation is not always the best for the final output vari-
ation of the whole manufacturing process sequence. Figure 2 shows that although an 
operating point (a) with a low variation was chosen in the first process, the variation 
after process 2 is higher than for an operating point (b) with a high variation in the 
first process [14]. 

Fig. 2 Variation 
propagation of two processes 
referring to Suri and Otto 
[14]
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Suri and Otto developed a method to determine robust operating points for the 
entire manufacturing process sequence and to reduce final component variation. To 
model the variations, the authors used a simplified root-sum squares analytic. The 
variation propagation was modeled by mathematical relations [14]. It should be 
emphasized that the approach is designed for one (linearized) operating point per 
process. Thus, the approach is not directly suitable for the design of manufacturing 
process sequences with multiple parameter combinations and non-linear correlations. 
A literature analysis on comparable approaches is included in [15]. 

Overall, there is a lack of methodological support to link process model uncer-
tainties along a process sequence so that the impact of each model on the quality of 
a cross-process model can be evaluated. This deficit is addressed in the following 
section. 

3 Methodology for Cross-Process Modeling Including 
Uncertainty Evaluation 

Based on the deficits of the existing approaches, a methodology for the cross-process 
modeling and the evaluation of model uncertainties regarding their impact on the 
cross-process model was developed. To counteract the analyzed deficits, the method-
ology is also suitable when only limited amounts of data (and no comprehensive 
models) are available. Therefore, the evaluation of uncertainties is of high relevance. 

The methodology contains three steps. In the first step, the manufacturing 
processes are modeled and the process models are evaluated regarding their predic-
tion quality. Subsequently, the models are linked and the effects of the individual 
process model uncertainties on the prediction quality of the cross-process model are 
evaluated. In Step 3 it is determined which models need to be improved for the design 
of optimized manufacturing process sequences. 

To demonstrate the practical applicability as well as to validate the methodology 
in a case study, data from an industrial project are used, in which 200 indexable 
inserts were manufactured by using sintering, grinding, brushing and coating. For 
reasons of confidentiality, individual data were slightly adjusted, whereby the goal 
of the application example (demonstration of applicability and validation of the 
methodology) are not affected. 

3.1 Step 1—Process Models and Evaluation 

There are many alternative techniques for modeling manufacturing processes, which 
are e.g. based on high data volumes, known physical relationships or expert knowl-
edge. For the scope of the present approach, it is assumed that process models can
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even be generated on the basis of small amounts of data and without comprehen-
sive knowledge, whereby the different types of modeling can be integrated. In the 
following, modelling techniques are used, which describe unknown relations between 
input variables and response values of a process by an approximation of known 
system states. The resulting models (e.g. generated by classical regression or kriging 
modeling) have an analytical form and are called metamodels in reference to [16, 
17]. Challenges in modelling such as overfitting, which occur in the context of small 
amounts of data, must be taken into account, especially when transferring the results. 

For the generation of metamodels, practitioners of the methodology can use 
existing data of manufacturing processes, whereby several modeling approaches can 
be applied by computer support. If not enough data are available, the practitioner has 
to execute experiments, since metamodels can be improved by adding more data. 
Here it is recommended to use design of experiments methods as well as expert 
knowledge (if available) to reduce the experimental effort. For example, the Latin 
Hypercube method offers the possibility to cover many areas of the system space by 
comparatively small numbers of experiments referring to Myers et al. [18]. Further, 
more comprehensive experiments are not recommended until the uncertainties of 
the individual process models and their effect on the cross-process model as well as 
the relevance of individual response variables on the final component characteristics 
have been evaluated. If a large amount of data is available, alternatives for predicting 
component characteristics, e.g. by means of machine learning or other approaches, 
should be tested. 

For the case study, nine metamodels for the prediction of component characteris-
tics in different manufacturing processes were generated on the basis of existing data 
(form 200 indexable inserts) and a stepwise regression in Matlab. Figure 3 shows 
the section of the metamodel used to predict the edge radius after brushing (b3). It 
shows e.g. the dependence of the response variable on the process time (tb) and on 
component characteristics before the process. 

As shown in the state of research, the determination of individual prediction 
qualities (of process models) is relevant to evaluate the influence on the cross-process 
models of the process sequence. For the evaluation of the process models values like 
maximum absolute error (MAE), root mean squared error (RMSE) or the coefficient 
of determination (R2) can be used. For details on the named values above and as on 
other values, it is referred to Ryberg et al. [19].

Fig. 3 Metamodels in the 
case study 
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Fig. 4 Coefficient of 
determination 

In the present approach, R2 is used to evaluate the uncertainties of models. This 
value indicates to what extent the total variation of response values can be explained 
by the model used, cf. Figure 4, Eq. (1). For example, the model for the prediction 
of b3 partially shown in Fig. 3 has an R2 of 0.865. 

3.2 Step 2—Generation of Cross-Process Models 
and Uncertainty Evaluation 

For the design of optimized manufacturing process sequences, a holistic design 
approach is necessary. Therefore it must be ensured that the final component char-
acteristics meet the requirements. Therefore, the individual process models must be 
transferred into cross-process models for the prediction of the final component char-
acteristics. For this purpose, the models (starting with the last process step) must be 
integrated into each other according the transfer values. At the same time, models 
that describe a single process but are irrelevant for final component characteristics 
are removed. 

If, as in the case study, data from the entire process sequence are available, the 
R2 of the cross-process models (e.g. 0.773 for the prediction of b4—edge radius 
after coating) can be determined directly. However, on the basis of this procedure, 
the evaluation of the effects of individual process model uncertainties on the cross-
process models is not possible. It does not become clear which process models 
should be improved in order to improve the cross-process models. Therefore, in the 
following approach it is presented how the individual model uncertainties can be 
linked to the cross-process uncertainty to enable suggestions for improvement (see 
Sect. 3.3). 

For this it is introduced, how variances are passed on along a process sequence. 
Referring to the approach of Arras [20] as well as Suri and Otto [14], the first-order 
of the Taylor series expansion at the operating point x is used for the approximation 
of f(x), see Eq. (2) in Fig. 5 for the case with one variable. Assumptions in this 
context are that the variance propagation is only valid in the linear range (close to the 
operating point) and for normally distributed variations. The variance of a process 
depending on several variables with their own variances can be determined using 
Eq. (4). This shows that the variance of a response value is determined from the
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Fig. 5 Variance propagation 
by Arras [20] 

variances of the variables weighted based on their influence on the response value as 
well as the covariances of the variables (also weighted). For the detailed derivation 
of Eq. (4), it is referred to Arras [20]. 

In extension to the approaches of Arras as well as Suri and Otto, the variances 
resulting from the previous process are to be multiplicated with the R2 of the corre-
sponding model (see Eq. (5) in Fig. 6), so that the explainable variance is reduced. In 
Fig. 6, this extension is shown for an example from the case study without covariance 
and with a linear relationship based on Eqs. (1) and (4). The variances as well as 
R2 for the individual processes (process models) were determined from the avail-
able industry data (200 indexable inserts). The edge roughness after brushing (a3) 
depends in particular on the edge radius after grinding (b2). Thus, the variance of 
the edge roughness also depends on the variance of the input edge radius. Since the 
radius can only be explained with an R2 of 0.2 (R2 

b3,I), see Eq. (5), it leads to a 
low explainable variance for the edge radius (σ2 

a3,pe) compared to the true variance 
(σ2 

a3,t) considering (model) uncertainty propagation, see Eq. (6). Thus, the combined 
R2 (R2 

a4,I), which represents the input for the following process, is a low value. At 
this point, it should be noted that the individual process’ (meta)models have been 
standardized to allow easier comparability with regard to the effects of individual 
variables.

This case shows how model uncertainties affect the explainable variances along 
a process sequence. Since Fig. 6 shows an example without covariance, the equation 
Eq. (8) for the generally valid (linear) case is shown below in Fig. 7, which was also 
used for the other relationships in the case study.

The formulas presented above allow to pass variances as a function of R2 for 
linear relationships. Since in process sequences there are often (as in the case study, 
cf. Figure 3) non-linear correlations, further methodological support is necessary, as 
explained in the state of research and in Fig. 2. Therefore, in the presented approach, 
the individual models are partially linearized. This is shown in Fig. 8 for the case 
in which the response value depends on one variable, although the application to 
multi-dimensional models is possible. Here, the total function is decomposed with 
regard to the terms of the individual variables. Starting at a point (e.g. a boundary 
of the parameter range) a linear function is applied according to the gradient of the 
non-linear function. Since this linear function deviates from the non-linear function 
with increasing x (see Fig. 8), a maximum acceptable deviation/threshold (evaluated
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Fig. 6 Example from case 
study for the propagation of 
model uncertainties

Fig. 7 General propagation 
of model uncertainties 
(linear) along process 
sequences (8)

by root mean squared error) is defined. This determines the range in which the linear 
function fits in the part of the non-linear function sufficiently. To reduce the error, 
the corresponding range is linearized in the middle in a second step, see Fig. 8 right. 
This procedure is repeated until the entire function is linearized. For linearization, 
Eq. (2) was used. 

Fig. 8 Linearization of 
functions
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Fig. 9 Extract of the results 
from case study 

Now variances and R2 can be calculated for the individual linear ranges of the 
process models. Afterwards, a weighted average of the resulting R2 for the separated 
cross-process models is calculated according to the width of the individual ranges. A 
linearization with a threshold of 0.1 as well as the formulas shown above (concerning 
the propagation of variances considering the R2) were applied to the case study. This 
resulted in the calculated (calc) values in Fig. 9. The true values are those derived 
directly from the data of the indexable inserts manufacture. The difference (diff) 
shows the percentage deviation between the calculated and true values. In the case 
study, there was a maximum deviation of 2.1% for the R2 of the edge roughnesses 
and the edge radius. By reducing the threshold, this difference can be reduced by 
increasing calculation effort. 

It also becomes clear that despite the partially low R2, the deviations in the 
following processes can be explained significantly better (see R2 

a, difference between 
brushing and coating). This underlines the motivation described above, that indi-
vidual models are to be identified, which have a high influence on the quality of the 
cross-process models. The case study clarified that all combined R2 (cross-process 
models) are lower than the R2 of the individual models. The partially low R2 (e.g. 
after grinding) result from the fact that the available data were not collected specifi-
cally for predictions and do not represent a complete representation of the process. 
Nevertheless, they are applicable for the validation of the method. 

3.3 Step 3—Evaluation Method for Improvement Options 
of Cross-Process Models 

Now, it is known how the R2 of the cross-process models can be determined based 
on, among other things, the individual R2 of the process models. So, it is possible 
to evaluate the influence of the process models on the cross-process model. For this 
purpose, a sensitivity analysis is first performed in which the R2 of the process models 
is increased individually (as an assumption) by the same absolute value and the 
resulting cross-process R2 is determined. A comparison of the resulting coefficients 
of determination (R2) shows which increase had the most positive effects. However, 
it should be noted that the effort for data generation through further experiments 
and the expected success for an increase of the R2 of the individual process models 
are different. Therefore, for the selection it is recommended to choose a relative 
approach, in which each R2 

x (of model x) is increased by the value (1−R2 
x) *  Y, 

while Y is indicating the increase factor (e.g. 0.1).
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4 Conclusions 

In addition to the economic evaluation of the single processes, the fulfillment of the 
required final component characteristics is of central relevance for the optimization 
of manufacturing process sequences. For the design of these sequences, it is therefore 
necessary to determine the effects of individual process parameters on the final 
component characteristics and to evaluate them with regard to the prediction quality. 
By applying the presented approach, practitioners are supported in the generation of 
cross-process models for the prediction of component characteristics. By extending 
the approaches of Arras, Suri and Otto, practitioners are enabled to evaluate the 
effects of the R2 of the process models on the cross-process model and, based on 
this, to derive promising possibilities for model improvement. The validation of the 
approach by means of a case study has shown the applicability of the methods and 
models. Further research is needed in the detailing of the method for the cost and 
expected benefit evaluation of model improvements as well as in the integration of 
optimization methods when state characteristics can be predicted and the economic 
efficiency can be evaluated. 
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Modeling Interactions and Dependencies 
in Production Planning and Control 

An Approach for a Systematic Description 

Alexander Mütze, Simon Lebbing, Simon Hillnhagen, Matthias Schmidt, 
and Peter Nyhuis 

Abstract In PPC, there are many interactions and dependencies that are difficult for 
the practical user to keep track of. These insecurities often lead to a configuration of 
PPC, which is locally optimized but not optimally carried out in the overall context 
of a company’s target system. With a specially developed description and modeling 
approach, the interactions between PPC tasks, procedures, and logistical objectives 
are shown systematically and transparently to support the holistic and target-oriented 
design of PPC in perspective. The interdependencies presented in this paper have 
been compiled by contributions of various authors and transformed into a unified 
descriptive logic. To provide a comprehensive understanding of the interactions and 
interdependencies within PPC configuration, three levels of detail have been defined: 
First, the logistical objectives have to be examined in isolation. In this process, the 
central interdependencies at the level of the logistical objectives must be identified 
and presented in causal diagrams. The created impact network of interdependencies 
then serves as a basis for investigating the impact and interaction of PPC tasks. For 
each of the tasks then, primary and secondary interdependencies must be identi-
fied and visualized transparently with the help of isolated causal diagrams. On the 
final level of detail, the object of investigation has to change from task-specific to 
procedure-specific interdependencies, presenting (specific) input and output vari-
ables and impacts. Within the scope of this paper, an overview of the identified levels 
is given. For this purpose, the focus is exemplary on in-house production planning 
and control and the PPC task of order release.
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1 Introduction 

Companies are held back in configuring their production as well as their Production 
Planning and Control (PPC) system by a widespread lack of transparency regarding 
the interaction of different PPC tasks, actuating and control variables, and logis-
tical objectives (cf. [1]). As a result, decision-makers face considerable challenges in 
selecting and parameterizing appropriate procedures for the PPC tasks within PPC 
configuration to ensure the best possible accomplishment of the company’s objec-
tives [2]. Nevertheless, although various empirical studies confirm that companies 
are aware of the central importance of logistical parameters (e.g. [3]) and thus are 
interested in designing their production/PPC system in the best possible way, in 
practice, there is still a lack of a valid system understanding by the decision-makers 
[4, 5]. 

To counteract this condition and promote the target-oriented design of PPC, a 
variety of models can be found in literature describing tasks and processes qualita-
tively or determining the quantitative effects of specific PPC procedures/procedure 
classes on the achievement of logistical objectives (cf. [1, 6–9]). However, it should 
be stressed that none of the existing models holistically promotes a system under-
standing of PPC, which ranges from the tasks to be performed to the procedures to 
be selected, including their quantitative and qualitative effect on the logistical objec-
tives. So far, neither the complete interdependencies between the logistic objectives 
nor their influenceability by the interaction of various PPC tasks and procedures 
have been comprehensively described. Existing models, such as the Manufacturing 
Control Model according to Lödding [6] and the Hanoverian Supply Chain Model 
by Schmidt and Schäfers [7], are thus mostly limited to the description of primary 
input & output variables respectively to the observation level of PPC tasks. 

Therefore, a comprehensive model is needed, which supports the practical user in 
PPC configuration, pointing out mutual dependencies and linking these with specific 
models, e.g., to quantify the effect of a particular procedure. In order to provide 
companies with transparent and systematic decision support when configuring their 
PPC, the comparability of PPC tasks is to be improved with the help of a systematic 
investigation and the linkage with logistic models. The description of the interdepen-
dencies should thus explicitly not end at the system boundaries of the directly affected 
logistical objectives. Instead, a comprehensive and valid systems understanding is to 
be generated by the presentation of complete chains of effects in the logistic target 
influence.
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2 Fundamentals 

The field of production planning and control has been a focus of various research 
projects and contributions for decades. As a result, a variety of frameworks have 
been developed to describe and analyze PPC. 

The Manufacturing Control Model of Lödding [6] has to be highlighted as a 
significant contribution to the description of PPC fundamentals, providing a unique 
and often adapted modeling approach. The manufacturing control model divides the 
major PPC task of production control into the four tasks of order generation, order 
release, capacity control, and sequencing. In addition to a general description of 
these main tasks, the model also aims to visualize interdependencies between the 
individual tasks and the major logistical objectives. For this purpose, Lödding uses 
a modeling scheme that defines the effects of PPC tasks via actuating and control 
variables and objectives. This modeling approach served as the basis for several 
other PPC models, including the impact model of in-house Production Planning and 
Control of Schäfers [10]. 

Another essential PPC framework is the Hanoverian Supply Chain Model 
(HaSupMo) (see Fig. 1) [7]. It combines the modeling approach of Lödding, with its 
limitation to the subarea of production control, with the understanding of the tasks 
and processes running in the PPC by the extended Aachen PPC Model [8, 9]. Thus, 
HaSupMo provides a comprehensive overall view on PPC by describing all PPC 
tasks in general and linking them. Further, the model is subdivided into a PPC- and 
a supply-chain-part, whereby the tasks of PPC are brought into a logical sequence 
and are connected with the logistical objectives of the core processes of a company’s 
internal supply chain using actuating and control variables. It therefore provides an 
integrated perspective on the complex PPC. 

In addition to the presented model-based approaches that qualitatively describe 
the interdependencies between PPC tasks and the logistical objectives, there are also 
control loop-based approaches. For example, Wiendahl and Breithaupt presented a

Fig. 1 A comprehensive view on the described PPC tasks within HaSupMo [7] 



34 A. Mütze et al.

concept for an automatic production control system based on controllers for WIP 
and backlog [11]. 

Although there is a generally valid description of the PPC tasks, there is no holistic 
view, including all specific procedures for fulfilling these tasks. While the existing 
models visualize the interdependencies within PPC, their scope is strictly limited to 
the task level; so there is no or at most limited consideration of the procedure-specific 
interdependencies. (cf. [1]). 

3 Research Question and Design 

The focus of this paper and the underlying research project is to systematically 
examine the impact of PPC procedures on the logistical objectives of a company’s 
internal supply chain. In this context, the approach can be considered as an extension 
to existing frameworks, since so far, these stop at the level of the impact of PPC tasks 
and only provide a brief overview on relationships and interactions. 

The modeling approach presented is based on interdependencies that have been 
compiled from studies of various authors. A central part of the research work was 
to establish a unified description and modeling logic and to develop a level-based 
view on the interactions of decisions within PPC configuration. For this purpose, the 
research activity as a whole is based on the methodology of reference modeling, 
which is supported by both argumentative-deductive knowledge generation and 
bibliometric studies. (cf. [12]). 

4 Structuring Levels to Describe Interactions within PPC 

Within the model-based approach, various levels to examine relations and interde-
pendencies within PPC are observed (see Fig. 2).

The first level, which is the basis for any configuration decision, is the level of 
logistical objectives, including the elementary corporate logistics objectives and the 
core processes of a company’s internal supply chain (cf. [7, 13]). For the core process 
of production, serving in the following as role model, these are specified as short 
throughput times and high schedule reliability (logistics performance) as well as low 
work in process (WIP) and high capacity utilization (logistics costs). 

On the second level, the PPC tasks of HaSupMo are linked to the logistical objec-
tives following the modeling approach of Lödding [6]. Therefore, each PPC task’s 
direct and indirect interactions on the objectives are investigated through actuating 
and control variables. 

The third level deals with the impact of PPC procedures/procedure classes on the 
logistical objectives. For this purpose, the relationship between the single PPC proce-
dures, actuating/control variables, and other influencing factors are further broken 
down, examined, and modeled.
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Fig. 2 Overview of the levels of consideration within this contribution

This paper gives extracts of a widely entangled network of impacts. For this 
purpose, we focus on describing the effect of an inventory-oriented order release 
(production control) in Level 3, which is the overall objective of the following 
sections, each describing the individual level in general and giving an example 
strongly related to inventory control. 

4.1 Level 1: Logistical Objectives 

4.1.1 General Approach 

In order to define a systematic approach towards the description of interactions in 
PPC, the logistical objectives are first examined in isolation. Here, both qualita-
tive and quantitative dependencies are identified and transparently prepared in the 
form of separately developed models. In case of the core process of production, 
the result is four separately developed causal diagrams, presenting the central input 
and output variables for the respective scope of the underlying logistical objective. 
Based on these isolated dependencies, a summarizing causal diagram was composed 
combining the essential findings of the individual models. 

4.1.2 Example: Objective “Work in Process” 

As an example, the modeling logic on the level of objectives is described for the 
logistical objective work in process. The simplified corresponding causal diagram is 
shown in Fig. 3.

At the center of each causal diagram, the possible forms of expression (mean 
value, spread, standard deviation, etc.) of the respective logistical objective, and if 
applicable, a further breakdown are displayed.
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Fig. 3 Interactions and interdependencies among production objectives focusing WIP

In case of the WIP, a distinction was made between mean and spread. Unlike 
other objectives, the WIP is also a control variable and thus directly dependent on 
actuating variables, which is shown by the incoming arrows. The interdependencies 
between the specific logistical objective and the corresponding input and output 
variables/objectives are also shown in form of incoming and outgoing arrows, which 
are marked with signs indicating the relationship. Here, it is assumed that the starting 
variable increases and that in the system, no events occur which are not related to 
this change. In the case of Fig. 3, the understanding would be that as the mean WIP 
increases, the mean throughput time also increases. This and the other qualitative 
impact relationships are taken from the works of Schmidt and Nyhuis [14], Lödding 
[6] and Schäfers [10] to which is made reference at this point. 

In addition to qualitative modeling, the single cause-effect relationships can be 
quantified with the help of (logistic) models. In Fig. 4, the conflicting logistical 
objectives are visualized with logistic operating curves as decisively postulated by 
Nyhuis and Wiendahl [13]. Here, the quantitative effect of the mean WIP on the mean 
output rate is shown by the output rate operating curve. In addition to the output rate, 
within logistic operating curve theory models have been explored describing the 
WIP-related behavior of the schedule reliability and the average throughput time, 
with their exact characteristics being determined with the aid of, e.g., the first funnel 
formula [15] and Little’s Law [16], which provide mathematical functions for these 
dependencies.
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Fig. 4 Visualization of conflicting objectives with logistic operating curves [17] 

4.2 Level 2: PPC Tasks 

4.2.1 General Approach 

The developed causal diagrams on the level of logistical objectives serve as a basis for 
establishing a link between the PPC tasks and the logistical objectives. As previous 
studies have shown, the in-house production planning and control tasks are particu-
larly suitable for modeling, as logistic models can capture their quantitative influence 
effectively (cf. [6, 10]). In this contribution, the PPC tasks of in-house production 
control are thus focused. 

For each PPC task, dependencies between the tasks and actuating variables are 
identified. For example, sequencing influences the actual sequence in the input of 
a production area and ultimately affects the objective of schedule reliability. At the 
same time, however, the value of this objective also depends on the control variable 
backlog, which in turn is influenced on the one hand by production planning and on 
the other hand by the PPC task capacity control (see Fig. 5).

As in the Hanoverian Supply Chain Model, the presented approach also follows the 
modeling logic of Lödding [6] and subsequent developments [10]. Thereby existing 
models are extended by secondary effects and functional chains in order to give a 
holistic view. Due to the uniform and structured representation, the resulting models 
for different PPC tasks are highly comparable with each other so that the identification 
of linking elements and interactions is promoted.
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Fig. 5 The manufacturing control model by Lödding (adopted from [6])

4.2.2 Example: PPC Task “Order Release” 

Within the PPC task of order release, production orders are released for processing 
and fed into production. The central dependencies to the logistical objectives are 
shown in Fig. 5. 

The WIP is the central control variable influenced by order release. In this context, 
the WIP is also influenced by capacity control defining the output of production. 
The determination of the incoming quantity, the timing, and the sequence of the 
orders have a decisive influence on a large number of logistical objectives. Within 
the framework of the created causal diagram on the level of objectives (Fig. 3), the 
mean value and the spread of the WIP, the utilization, and the schedule reliability are 
highlighted. Order Release actively influences the incoming work content and the 
load on the associated work systems through the physical scheduling of production 
orders [6]. Both, the influence of order release on the mean value of the WIP and the 
associated spread of the WIP must thus be taken into account. 

As a result of longer queues in front of the work systems, both performance param-
eters and throughput times increase [13]; the longer the throughput times are, the 
more they scatter (see also Fig. 3). Ultimately, long and highly scattered throughput 
times have a negative effect on schedule deviation behavior, schedule adherence, and 
schedule reliability. The spread of the throughput time also reduces the planning basis 
and therefore has a negative impact on the scheduling situation. If production orders 
tend to be released late or early, this results in a positive or negative backlog in the 
receipt of production; this influences the mean value of the lateness distribution. The 
backlog-related lateness in the inward movement of goods immediately influences 
the outward lateness and thus has a central influence on its scheduling behavior [10].
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4.3 Level 3: PPC Procedures/Procedure Classes 

4.3.1 General Approach 

In a final step, the depth of observation is changed from the task level to the level of 
PPC procedures. 

In contrast to dependencies within PPC tasks, the impact of PPC procedures can 
be explicitly calculated. In general, additional input variables must be taken into 
account for this purpose. For example, the impact intensity of a sequencing rule is 
highly dependent on the length of the queue of a working system. 

In order to have an easily understandable and systematic modeling approach 
for this purpose, it is necessary to systematize the PPC procedures and procedure 
classes available for fulfilling a PPC task. With this, the final complexity can be 
significantly reduced. In addition, this subdivision allows a modular way of reasoning 
to be integrated into modeling, which brings immense advantages, especially when 
considering cross-task or cross-objective considerations over several partial causal 
diagrams. 

Following the modeling approach for a procedure class of the PPC task, Order 
Release is presented. 

4.3.2 Example: Procedure Class “Inventory-Oriented Order Release” 

PPC procedures, in general, can be classified in different ways (e.g. same input 
variables). To categorize procedures of the PPC task Order Release that show similar 
behavior concerning given interdependencies, a classification was made extending 
the existing subdivision provided by Lödding [6] (see Fig.  6). Despite, e.g., criteria 
towards the trigger logic, a more profound division of Load/WIP regulation Order 
Release procedures was made comprising a subdivision into card- and non-card-
based procedures and into centralized/decentralized and with/without work system-
specific load balancing.

The (simple) inventory-oriented order release (central; without work system-
specific load balancing) is generally characterized by the fact that the physical 
dispatching of an order only takes place if a previously defined inventory level 
within production is not exceeded by the release of the corresponding order [6]. 
The inventory-oriented order release aims thus to keep the inventory level of the 
entire production constant [10, 14]. 

Figure 7 illustrates the derived impact network for the procedure class of 
inventory-oriented order release. The overall goal here is to reduce the spread of 
the WIP in order to archive a comparable high output rate with comparable low WIP 
[6, 13]. Due to the reduced spread of the WIP, the probability of inventory-related 
capacity utilization losses decreases so that the output rate rises [6, 14]. Furthermore, 
the throughput times are kept constantly low so that the predictability of the order
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Fig. 6 Classes of order release procedures (extended, following [6])

throughput and the planning quality increase, giving a chance that the entire due-date 
behavior is positively influenced.

The realization of load balancing requires a targeted blocking of orders, which 
can extend beyond the planned start date of the orders. If necessary, there is the 
possibility of dispatching orders ahead of time so that the inventory-oriented order 
release generally does not lead to an exact implementation of the planned specifica-
tions [6]. Using the inventory-oriented procedure logic, the actual and planned dates 
of order receipt regularly diverge; this causes a backlog-related schedule deviation 
in the input of production; both positive and negative backlogs in the receipt of the 
work system are possible [10]. 

In addition, Schäfers [10] points out the influence of order release on the actual 
sequence in the production input, impacting the logistical objective of schedule 
reliability and interacting with the backlog-induced part. 

Assuming a high level of planning quality, the increased inbound schedule devia-
tion tends to have a negative impact on the outbound schedule deviation of the work 
system and thus jeopardizes the realization of a high level of on-time delivery and 
adherence to schedules.
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Fig. 7 Example of an impact network: class inventory-oriented order release

5 Conclusions 

The presented approach and method regarding the systematic description of inter-
dependencies and interactions within production planning and control lay the basis 
for a cross-level assessment. It is likely that the system’s understanding of decision-
makers will be significantly enhanced, resulting in better positioning of PPC in the 
trade-off between logistical objectives and overall system design. 

In subsequent steps, the collected findings and the modeling approach will be inte-
grated into the Hanoverian Supply Chain Model (www.hasupmo.education). Based 
on a previous delimitation of the PPC procedure classes under consideration, these 
are explained using profiles and the elaborated modeling approach presented.

http://www.hasupmo.education
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ARTI-Based Holonic Manufacturing 
Execution System Using the BASE 
Architecture: A Case Study 
Implementation 

A. Wasserman, K. Kruger, and A. H. Basson 

Abstract With industry’s drive to adopt Industry 4.0 technologies in manufac-
turing processes, intelligent automated manufacturing has become largely sought 
after. With defining features such as robustness, reconfigurability and scalability, the 
Holonic Manufacturing Execution System (HMES) approach shows great potential 
to satisfy Industry 4.0 requirements. Implementations of these systems has been 
aided by the development of holonic reference architectures, such as the Product-
Resource-Order-Staff-Architecture (PROSA) and its recent revision the Activity-
Resource-Type-Instance (ARTI) architecture. This paper presents an ARTI-based 
HMES, implemented using the Biography-Attributes-Schedule-Execution (BASE) 
architecture. The BASE architecture guides the development of digital administration 
shells for resources, and it is deemed suitable for implementing the different holon 
types of the ARTI architecture. The case study system is a Fischertechnik Industry 4.0 
Training Factory—a small-scale manufacturing system. The complexity of the case 
study, which comprises several interacting subsystems, provides a good basis to eval-
uate the ARTI and BASE architectures for HMES development. The paper reports 
that the ARTI architecture provides a well-defined structure for the conceptual design 
of HMESs, while the BASE architecture effectively supports the implementation of 
ARTI-based HMESs. 
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1 Introduction 

The move towards digitization and automation of manufacturing systems as part 
of the trailing end of the ‘Digital Revolution’ and the beginning of the ‘Fourth 
Industrial Revolution’ (I4.0), intends to improve, amongst others, the manufacturing 
industry, by augmenting (and designing from the ground up) manufacturing systems 
with digital technologies. This process has introduced a multitude of manufacturing 
execution system concepts. 

Holonic Manufacturing Execution Systems (HMESs) have seen increasing 
deployment over the years. A HMES is a “highly distributed control paradigm” 
[1] that consists of a system of holons that work together to accomplish a common 
goal/task within a manufacturing system. Although the holons work together, they 
are individually autonomous and possess the ability to carry out multiple functions 
or behaviours. Each holon in the HMES cooperates with others in order to form a 
network of functionalities and behaviours that can carry out complex manufacturing 
and control tasks [2]. 

The biggest advantages of HMESs are that they: are relatively easily reconfig-
urable; are robust and fault tolerant; offer reduced software development costs (as 
system complexity is reduced); and are generally scalable. 

Research in this field has made the implementation of HMESs more accessible due 
to the creation of Holonic reference architectures for manufacturing systems. Some 
of the most influential are the Adaptive Holonic Control Architecture (ADACOR) 
[3], Product-Resource-Order-Staff Architecture (PROSA) [1] and its revision, the 
Activity-Resource-Type-Instance (ARTI) architecture [4]. These architectures were 
designed as references for the conceptual development of HMESs, but provide limited 
guidance for the actual implementation of such systems. 

Although HMESs have been considered in academia for more than two decades, 
the ARTI architecture is still relatively new and very few implementations thereof on 
complex manufacturing systems have been reported. As such, there is a shortage of 
case studies to inform further implementations of the ARTI architecture in academic 
studies or industry applications. 

Strongly influenced by the above-mentioned holonic reference architectures is 
the Biography-Attributes-Schedule-Execution (BASE) architecture [5]. The BASE 
architecture was originally developed to guide the implementation of digital admin-
istration shells for human workers. The architecture design was guided by the 
requirements for Resource Holons (RHs) (as also defined within the ARTI architec-
ture). Upon inspection, close relations can be seen between the BASE architecture 
and the ARTI reference architecture—indicating that the BASE architecture could 
potentially be used in an implementation of the ARTI reference architecture for an 
HMES. 

This paper presents a case study implementation of an ARTI-based HMES using 
the BASE architecture. The presented case study aims to demonstrate the ARTI 
architecture’s suitability as a tool to facilitate holonic system design, and the BASE 
architecture’s suitability as a platform for HMES implementation.
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The paper is structured as follows: Sect. 2 provides the necessary background 
on the ARTI and BASE architectures, Sect. 3 introduces the case study system and 
requirements, Sect. 4 describes the HMES implementation, Sect. 5 presents a prelim-
inary evaluation of the HMES, and Sect. 6 provides a conclusion and discussion of 
planned future work. 

2 Architecture Overviews 

2.1 ARTI Architecture 

The ARTI reference architecture was developed as update to the PROSA reference 
architecture, addressing some required refinements and the terminology used in the 
PROSA architecture, as its terminology was manufacturing-specific, and it was diffi-
cult to apply PROSA to neighbouring fields [4]. The ARTI reference architecture was 
thus designed to have universal terminology and functionality. 

ARTI consists of four different kinds of holons: Resource Type and Instance 
holons, as well as Activity Type and Instance holons. These four holons are then 
each sub-divided into decision making and reality reflection components: Intelligent 
Agents (IAs) and Intelligent Beings (IBs) respectively. 

Activity Type (AT) holons refer to holons that represent a class of an activity. The 
holon has the activity-related knowledge that would be common amongst all instances 
of that activity, such as process plans, material requirements, expected activity time, 
etc., but it does not contain instance specific information, such as the instance’s 
current state values or its activity progress. Each different activity within a holonic 
system, including process activities, maintenance, transport, worker activities, etc., 
would have its own AT holon, and this holon would communicate with the Activity 
Instance holons to complete an activity. 

Activity Instance (AI) holons are then holons that represent the real-world activity 
taking place. These AIs contain the current state information specific to that instance 
of the activity’s execution only, as well as the activity’s history, and rely on their 
ATs for the information that is general to the activity. AIs also manage the execution 
of their real-world activity, which includes resource selection and management of 
schedule bookings with the resource. These AIs would exist for every instance of a 
real-world activity, whether it is production related, maintenance related, or worker 
related. AIs are known to be decision-intensive and have significant responsibilities. 

Resource Type (RT) holons are similar to AT holons in that they represent a class of 
a certain type of resource. The holon has the resource-related knowledge that would 
be common amongst all instances of that resource, such as capabilities, dimensions, 
maintenance needs, etc., but it does not contain instance specific information, such as 
the resource instance’s current state values or schedule. In practice, all different types 
of physical resources, such transport, materials, machinery, workers, infrastructure, 
etc., would need RT holons.
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Resource Instance (RI) holons represent real-world instances of resources. As 
with AI holons, they contain the current state information specific to that instance 
of the resource only, as well as the resource’s history. They rely on their RTs for the 
information that is general to the resource. RIs also manage the operation of their 
real-world resource, which includes, but is not limited to, state tracking, management 
of schedule bookings with the activity, process execution, etc. Similar to AIs, the RIs 
are also decision-intensive components with several responsibilities. 

All the above-mentioned holons are separated into two different components: 
Intelligent Agents (IAs) and Intelligent Beings (IBs). IBs are seen as the reality-
reflecting components of a holon, using either sensors, models or other types of 
inputs to mirror the reality of their World of Interest (WOI). IAs are seen as the 
components of a holon that are responsible for decision-making using a variety 
of methods, including computationally simple principles, or more computationally 
complex methods. 

2.2 BASE Architecture 

The BASE architecture was developed to guide the implementation of administration 
shells for a human RHs. Comparisons can be drawn between the BASE architecture 
and RAMI4.0 [6], however BASE is a “separation of concerns based on time” [5] for  
functionalities provided to the human worker, whereas RAMI4.0 separates concerns 
of I4.0 systems based on physical layers. An outline of the BASE structure is provided 
in Fig. 1. 

The architecture specifies generic core components, with additional plugin 
components to add application-specific functionalities. The Biography, Attributes,

Fig. 1 BASE architecture 
showing the core and plugin 
components [3] 
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Schedule, and Execution components (indicated as “B”, “A”, “S” and “E” in Fig. 1), 
which together with the Communication Manager component, constitute the core 
components of the architecture. The Biography deals with past events that have tran-
spired within the holon and its surroundings. Biography data may include logs from 
completed activities, maintenance logs, errors, etc. Attributes deals with the proper-
ties of the holon that are considered stable and that do not change (or change slowly). 
This would include information such as a holon’s specifications, capabilities, age, 
type, etc. The Schedule deals with future events that are scheduled for execution by 
the holon (using the three-stage activity lifecycle structure [5]). Execution deals with 
the holon’s present state and interfaces with sensors to acquire state information. 
Lastly, the Communication Manager facilitates the communication between internal 
components, and between the holon and external holons/systems. 

In Fig. 1, the yellow-coloured corner blocks are the plugin components. These 
plugins consist of the Analysis, Scheduling, Reflection and Execution plugins. These 
plugins interface mainly with their adjacent core components (as depicted in Fig. 1). 
Scheduling Plugins (SPs) represent algorithms, software systems and/or decision-
maker interfaces, which create, manage, and optimise the scheduled activities of 
the HRH. The activities that are to be scheduled can originate from external holons 
as service requests or internal (administration shell component) requests. Execution 
Plugins (Eps) are responsible for managing the execution of scheduled activities. EPs 
instantiate the execution of scheduled activities by monitoring and communicating 
with the resource through the Execution component. Reflection Plugins (RPs) create 
and maintain biographic entries of completed activities or events—entering data into 
the Biography after activity completion. RPs can also gather data on an activity 
post execution, such as through reviews, quality checks, etc. Analysis Plugins (Aps) 
generate value from the data recorded in the Biography with the aim of updating and 
amending the Attributes. 

The BASE architecture was implemented in the Erlang/OTP programming 
language. Erlang enables scalable soft real-time systems with high availability and 
natively supports concurrency, distribution and fault tolerance [7]. As such, the BASE 
architecture is an easily scalable and fault-tolerant platform on which to build holonic 
systems. 

The original implementation of the BASE architecture was extended in [8]— 
allowing for multiple BASE instances to be managed from a single platform and 
the addition of ‘basic resources’ to the system, which allows external services to 
communicate with the BASE holons.
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3 Case Study 

3.1 Hardware 

The case study was implemented on a Fischertechnik Industry 4.0 Training Factory, 
seen below in Fig. 2, which is a small-scale manufacturing system. It has the capa-
bility to produce red, blue, and white workpieces, each with NFC tags embedded to 
allow for product tracking within the factory. The manufacturing cell consists of six 
different automated stations: a high-bay warehouse (HBW) for storing unprocessed 
workpieces; a multi-processing station (MPO) where various processes are executed 
on the workpieces; a sorting line (SLD) that sorts workpieces based on colour; 
a vacuum gripping robot (VGR) that transports the workpieces between different 
stations; a delivery station (DSO) where the completed workpieces are taken to be 
dispatched from the factory; and an input station (DSI) where raw workpieces are 
delivered to the factory. 

The factory is controlled, on the lowest level, by six Fischertechnik TXT 
controllers, which interact directly with the hardware and communicate with a central 
controller and cloud dashboard via Message Queuing Telemetry Transport (MQTT) 
messaging. The control routines on these controllers were updated to remove much of 
the automated functionality and to allow activities/processes to be initiated through 
commands sent from the high-level controller via MQTT messages.

Fig. 2 Fischertechnik industry 4.0 training factory 
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3.2 Requirements 

The requirements for the case study system were predominantly qualitative and 
subjective. The requirements that were identified as being of the most value are that: 
the system should be reconfigurable, in order to allow for the addition or substitution 
of new resources with minimal programming/development effort; the system should 
be easily scalable, so that numerous instances of resources and activities could be 
created; and the system needed to be robust and reactive, so that if one of the resources 
in the production line went offline, the system would be able to adapt and select an 
alternative production path (if available). 

4 HMES Design and Implementation 

The implementation of the case study HMES builds on a hierarchical architecture 
(shown in Fig. 3), with Type holons at the top of the hierarchy, followed by Instance 
holons at the level below. The architecture is also fractal in nature, as each Instance 
holon could contain an internal architecture of the same structure. 

Fig. 3 Case study system architecture
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4.1 Resource Type 

The system has only one RT that represents the six different resource stations in the 
system, since all the resources are similar in operation and execution (differing only 
in MQTT topics and attributes). The RT provides the same services to all the RIs in 
this case study. An alternative approach would be to create a RT for each different 
station; however, this approach would have led to unnecessary code repetition, with 
no added advantages, in this case. 

The RT has the role of being the major decision maker and manager for the RIs. RIs 
request the RT to perform complex computations on their behalf, as a service. This 
frees the RIs from computationally heavy tasks, to be available to handle and execute 
their tasks and communications with hardware, which may be sensitive to delays. 
An advantage of using Erlang for the implementation of the system is that processes 
can be spawned as needed, which is beneficial for the RT, since a handler process 
can be spawned for each request that is received from RIs. Thereby, bottlenecks can 
be avoided. RTs are also responsible for managing their RIs, e.g. providing their 
attributes after being spawned (as a part of attribute inheritance), and also to monitor 
the state of their tasks and provide this information to ATs as a service. 

4.2 Resource Instance 

The system comprises of six instances of the RT, one for each hardware station in the 
system. Each RI is spawned with a slightly different configuration, which is specified 
in the start-up file of the RI and includes information such as configuration name, 
MQTT topics that the instance needs to subscribe to for communication with the 
hardware, and default attributes for the RI. 

Scheduling of tasks for the RI holon is carried out using the Contract Net Protocol 
(CNP). The RI holon advertises its services to other holons in the holarchy. Once a 
Request for Proposal (RFP) has been received, the RI requests a service from the RT 
to calculate when the first available timeslot in its schedule is (by considering the 
RI’s schedule and process time attributes). This information is then used by the RI 
to send a proposal back to the service requesting holon with the earliest estimated 
completion time for the requested task. Upon receiving an ‘accept’ response from the 
requesting holon, the RI adds the requested task to its schedule, to start execution at 
the agreed upon time. Execution within the RI is carried out by a finite state machine 
(FSM), which ensures that the correct sequence of tasks is followed for that specific 
resource to execute the requested task successfully. 

The RI holon communicates to its respective low-level controller using JSON 
messages sent via MQTT to that resource’s topic. MQTT messaging is offered to 
the HMES as a service by a ‘basic resource’. Having one basic resource handling 
all MQTT messaging could potentially create a bottleneck. While problem was not
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encountered in the small-scale case study, it can be alleviated by simply spawning 
another instance of the MQTT service basic resource. 

The RI holon stores data from its executed tasks, such as the scheduled start time, 
actual start time, completion time and completion state. This information can later 
be used to update the attributes of the RI through various means of analysis—the 
updated attributes can then be used for improved scheduling of tasks. 

These execution and analysis processes can be seen as the Intelligent Agent (IA) 
part of the holon, as these components encapsulate the decision-making function-
ality. Correspondingly, the scheduling and reflection components can be seen as the 
Intelligent Being (IB) part of the holon, as these components handle reality reflection 
of the holon’s world of interest. 

4.3 Activity Type 

Three AT holons were used in the system, namely: Order, Delivery and Maintenance 
ATs. The Order AT managed orders that were placed by the user via a custom web 
dashboard, which allows for the ordering of red, white, and blue workpieces. Once 
an order has been placed, the AT spawns an AI holon, as well as an FSM with which 
it handles the order. Once the AI has initialized, the AT sends the first process step 
in the order process, as listed in the AT’s configuration file, to the AI. The process 
steps are provided according to the Next-Execute-Update (NEU) protocol [9]. In a 
similar manner, the Delivery and Maintenance AT holons manage the execution of 
maintenance and delivery activities. 

The AT offers services to AIs, just as the RT does to RIs, while also performing 
additional managerial functions. The AT is responsible for monitoring the state of 
activities that the AI is busy handling, attribute inheritance, and initiating and termi-
nating AIs. The AT also communicates and interacts with the dashboard service to 
receive user input, as well as to display information to the user. As a part of the 
dashboard interfacing, the AT also collects the state of all resources in the system to 
display this information to the user. 

4.4 Activity Instance 

AIs are dynamically spawned as activities are started by the AT. For each activity 
that the AT initiates, an AI is spawned. When spawned, the AI registers for service 
handling of its specific type, thereby notifying its AT that it is initialized and ready 
for activity handling. As mentioned in Sect. 4.3, AIs receive process steps to execute 
to complete the activity, one at a time, and notify the AT once each process step is 
completed. 

Production process steps are carried out by the RIs that advertise service handling 
for that specific process step. The coordination of the production process steps is



54 A. Wasserman et al.

coordinated by the AIs, through service requests (using the CNP) to the various RIs. 
For Activities, the AIs are responsible for service handling instead of the AT, since 
the AT must manage and perform computations for multiple AIs. 

Once an AI has completed its list of required process steps and the activity has 
been completed, it sends a message to its AT containing an information packet with 
all relevant information from the completed activity (e.g. activity state, start time, 
predicted completion time and actual completion time). The AT then terminates the 
AI and analyses the collected activity information to update the attributes for future 
instances of the activity. 

4.5 Scheduling of Operations 

This case study used a simple method of scheduling. Scheduling of operations was 
performed by AIs contracting the services of RIs through the CNP for each process 
step that was carried out. Once the first process step was completed, the CNP would 
be followed again to secure a service provider for the second step and so on. 

Since the system state was constantly monitored, this method allowed for the case 
where if one resource went offline, that the system would be able to detect the offline 
resource and carry on with the activity, provided that there was another resource of 
the same type in the system. 

4.6 Implementation with the BASE Architecture 

For the HMES case study implementation, the BASE architecture was used to create a 
digital administration shell for each holon (RTs, ATs, RIs and AIs) within the HMES. 
These administration shells all made use of the same core components, but specific 
plugins (of all the plugin types)—implementing the functions of the various holon 
types—were developed and deployed. A detailed description of the implementation 
using the BASE architecture is presented in [10]. 

5 Evaluation 

The HMES was deployed to the Training Factory and, in testing, successfully coordi-
nated the production operations. A key benefit of HMES is the inherent support that 
is provided for reconfigurability—the ability to change production capability (e.g. 
product type, mix, volume, etc.) by changing, adding or removing resources. As a 
preliminary evaluation of the implemented HMES, a reconfigurability experiment 
was performed. The results, and broader implications of the results, are discussed 
briefly here—further details are presented in [10].
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5.1 Reconfigurability Experiment 

In this experiment, a new type of resource was added in series to the existing produc-
tion line. The new resource was a Packaging Station (PKG), which would simulate 
the packaging of workpieces after they came off the sorting line. With the addition, 
workpieces were moved from the SLD to the PKG, and from the PKG to the DSO, 
by the VGR. To utilize the added PKG, new process steps were then added to the 
order process. 

5.2 Results and Discussion 

The reconfigurability experiment required the addition of 616 lines of code to the 
implementation. The added code reused a substantial portion of existing code (from 
the implementation of other resources), with a code reuse rate (percentage of total 
lines of new code that was reused from existing code) of 72%. Furthermore, the 
added code required 7 h of development  time.  To  incorporate the new sequence of 
production steps, only the configuration file of the AT had to be updated. 

The result show that the implementation simplifies the reconfiguration of the 
Training Factory by allowing for code reuse and by limiting changes required in 
the greater HMES. This result is a consequence of the modularity of the HMES, as 
supported by the ARTI design and BASE architecture implementation. 

In general, the HMES is considered highly modular and scalable, since numerous 
RIs of existing RTs can be spawned with no added lines of code, with minor changes 
to the configuration file to reflect the correct MQTT topics of each resource. A new 
resource configuration of the same existing RT could easily be added by spawning 
another instance with a new FSM Erlang module, a modified configuration file and 
less than 10 lines of new code in the BASE plugins for interfacing. Additionally, 
a completely new resource (Type and Instance) could be added to the system with 
the addition of only eight BASE plugins, with each plugin consisting of a large 
percentage of reused code. This pertains to the addition of Activities as well. 

The process of compartmentalising and splitting functions and behaviours into 
different respective holons was appreciably aided by the ARTI architecture. Sepa-
rating generic functions from instance-specific functions and placing them into a 
separate holon considerably reduced system complexity and system development 
time, as this reduced the percentage of code duplication that was needed in the imple-
mentation. Another benefit of using the ARTI architecture was that communication 
protocols are well defined in the architecture, which simplified the development 
of communication functions. The BASE architecture is the backbone of the HMES 
implementation and reduced development time and difficulty through eliminating the 
need to develop an administration backbone for each holon. The BASE architecture
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provides for the communication, biography and execution methods, with develop-
ment only needed for the inner workings of these functions for application-specific 
functionalities. 

6 Conclusion 

This case study managed to demonstrate that ARTI is a valuable framework for use in 
the implementation of HMESs, as it assists in functionally and logically splitting the 
system into its respective holons, and it guides the developer in the implementation 
thereof. The secondary goal of the case study was also partly achieved, in that it was 
demonstrated that the BASE architecture is suitable for the manufacturing environ-
ment, and it decreases the development effort of implementing holonic systems. It 
also has the potential to improve the ease with which holonic systems can be scaled 
and reconfigured. 

The presented case study can be extended in future work—the most notable 
being the implementation of a Delegate Multi-Agent System (DMAS) to improve 
scheduling of tasks. DMAS can be used to implement a complex scheduling system 
that uses micro-processes to explore, schedule and coordinate alternative process 
routes [4]. 

Acknowledgements The financial assistance of the National Research Foundation (NRF) towards 
this research is hereby acknowledged. Opinions expressed and conclusions arrived at, are those of 
the authors and are not necessarily to be attributed to the NRF. 

References 

1. Van Brussel, H., Wyns, J., Valckenaers, P., Bongaerts, L., Peeters, P.: Reference architecture 
for holonic manufacturing systems: PROSA. Comput. Ind. 37, 255–274 (1998) 

2. Kruger, K., Basson, A.: JADE multi-agent system holonic control implementation for a 
manufacturing cell (2018) 

3. Leitão, P., Restivo, F.: ADACOR: a holonic architecture for agile and adaptive manufacturing 
control. Comput. Ind. 57, 121–130 (2006) 

4. Valckenaers, P., Van Brussel, H.: Design for the unexpected: from holonic manufacturing 
systems towards a humane mechatronics society. Butterworth-Heinmann (2015) 

5. Sparrow, D.E., Kruger, K., Basson, A.H.: An architecture to facilitate the integration of human 
workers in Industry 4.0 environments. Int. J. Prod. Res. 1–19 (2021) 

6. Plattform Industrie 4.0 2015, Status Report - RAMI4.0. ZVEI—German electrical and 
electronic manufacturers 0:28 

7. Ericsson Computer Science Laboratory, Erlang. https://www.erlang.org/ (2021) Accessed 13 
Sep 2021 

8. Van Niekerk, D.J.: Extending the BASE architecture for complex and reconfigurable cyber-
physical systems using holonic principles. Masters thesis, Department of Mechanical and 
Mechatronic Engineering, Stellenbosch University (2021)

https://www.erlang.org/


ARTI-Based Holonic Manufacturing Execution System … 57

9. Valckenaers, P., De Mazière, P.A.: Interacting holons in evolvable execution systems: the NEU 
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Bridging the Gap Between Digital 
Human Simulation to Standard 
Performance with Human Work Design 

Peter Kuhlang, Martin Benter, and Maria Neumann 

Abstract One major task in industrial companies is designing human work 
processes. Productivity and ergonomic factors are key performance indicators for this 
task. To measure and improve these indicators, practitioners use different methods 
to analyse and design work processes. Most methods either focus on productive or 
ergonomic aspects, but not both. Furthermore, they require a lot of manual effort 
regarding data collection and interpretation. These factors limit the number of indus-
trial workplaces that are designed in a productive and ergonomic way. The process 
building block system MTM-HWD® is one method that was developed specifically 
to allow an integrated analysis of both productive and ergonomic aspects. However, 
applying MTM-HWD® still requires considerable effort. The application effort for 
methods such as MTM-HWD® can be reduced by automatically interpreting digi-
tized human motion data. Motion data digitally depicts human movements. The data 
includes, for instance, joint positions, covered distances or object interactions. Partic-
ularly the technologies human simulation and virtual reality are suitable for gener-
ating or interpreting motion data. This article shows how motion data that originates 
from human simulations can be used to derive a partially automated MTM-HWD® 

analysis. The technologies thus reduce the required manual effort for MTM-HWD®. 
This way, human work processes can be designed to be productive and ergonomically 
sound, without increasing the required design effort. To clarify the process the article 
primarily focusses on the simulation software imk ema. First, the article shows the 
necessary information for a creating a MTM-HWD® analysis. It then dissects, which 
information can be generated automatically by human simulations tools and which 
data has to be added manually. By manually adding the information that cannot be 
determined automatically, it is then possible to derive a MTM-HWD® analysis. To 
clarify this process, an example is shown using the software imk ema. 
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1 The MTM-HWD® Process Building Block System 

The aim of the MTM process building block system MTM-HWD® (Methods-Time 
Measurement-Human Work Design, short: HWD) is the combined productive and 
ergonomic evaluation of human work [1]. To achieve this aim, the performed actions 
and their productive and ergonomic influencing factors must be recorded. To simplify 
and systematize the recording, a classification of these variables according to human 
body parts is needed [1]. 

Due to its objective description of human movements, it can also be used as a basis 
for the digitization of the planning and design of human work [2, 3]. Feasible times 
can be assigned to digitally recorded work sequences [4, 5]. Furthermore, it can be 
ensured that these sequences do not harm the ergonomics of the involved employees 
[1]. Therefore, it is a key for the successful application of digital planning tools [3], 
such as the simulation software imk ema [6]. 

2 Application of MTM-HWD® 

To succeed in the application of HWD, it is necessary to correctly assess the HWD 
building blocks and their influencing factors. The central components are the building 
block elements that describe the work sequence. They consist of the following 
components:

● object
● action
● active limb
● passive limb [7] 

The influencing variables must be determined for each building block to evaluate 
the sequence in terms of time and ergonomics. 

The process building block system MTM-HWD® comprises of 25 influencing 
factors (Fig. 1), which are classified into the areas:

● lower limbs
● trunk
● head/neck
● upper limbs 

2.1 Building Block Elements 

The most important building block element is the action that the worker performs, 
i.e., whether he picks an object up or moves it. The type of object with which the 
worker performs his actions (e.g., actuator or tool) is also part of the building block
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description 
segment name 

lower limbs 

path 
floor conditions 

stability 
basic position 
leg posture 

trunk 
trunk flexion 
trunk rotation 

trunk inclination 

head/ neck 
head posture 

eye travel 

description 
segment name 

upper limbs 

upper arm posture 
hand position 
arm extension 
wrist posture 

weight 
force 

direction of force 
distance class 

supply 
place accuracy 

assembly position 
positioning conditions 

grasp motion 
type of grasp 

vibration 

Fig. 1 HWD influencing factors

description. Furthermore, it is important to record which limb is actively performing 
the action and what the passive limb is doing during the action [1]. 

In addition to the building block elements, the user records the relevant influencing 
factors for the action. These factors are described briefly in the following sections 
[1, 6, 8]. 

2.2 Influencing Factors—Lower Limbs 

The influencing factors of the lower limbs are the first segment that is assessed. 
The distance an employee covers during an action is described by the factor path. 
HWD differentiates between walking, climbing steps/ladders and crawling. The floor 
conditions indicate whether the floor is uneven or whether obstacles may block the 
path and thus, a greater level of control is required while walking. The position of the 
body at the end of the action is described by the basic position. A distinction is made 
between standing, sitting, kneeling, crouching, or lying down. The influencing factor 
leg posture shows if the worker extends or bends the legs, and the factor stability 
depicts if the posture of the lower extremities allows a secure stand.
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2.3 Influencing Factors—Trunk and Head/Neck 

The next influencing variables describe the posture of the workers trunk and head. 
The posture of the upper body is reflected by the factors trunk flexion, rotation and 
inclination. Whether the torso is bend forward or backward is shown in the flexion, 
the deflection to the side is reflected by the inclination and the rotation describes how 
much the shoulders are twisted in relation to the hips. Analogously, the head posture 
describes whether the head is turned, tilted forward, backward, or sideways or if it 
has a normal posture. Finally, time relevant eye movements are represented by the 
factor eye travel. 

2.4 Influencing Factors—Upper Limbs 

The upper limbs include a series of influencing variables, such as the posture of the 
arms and hands, the necessary forces and their directions and elements that reflect 
the required control effort of the actions. The upper arm posture describes whether 
the arms are deflected to the front, back or side. The hand position shows the height 
of the hand in relation to the shoulder joints. The distance between hand and shoulder 
is reflected by the arm extension. An influencing variable which is similar to trunk 
posture is wrist posture. It represents the bending, inclination, or rotation of the wrist. 

The user can also specify the weight of the object as well as the force neces-
sary to handle the object. Furthermore, the direction of the force (up/down, 
forward/backward, sideways) can be recorded. 

Now the influencing variables that describe the control effort are explained. 
They have a high time relevance and include distance class, supply, place accuracy, 
assembly position, positioning conditions, grasp motion, type of grasp and vibration. 

The distance class describes the distance covered by the hand during an action. 
The influencing factor supply shows the arrangement of the objects that have to be 
grasped. Place accuracy, assembly position and positioning conditions describe the 
way an object has to be placed. Grasp motion is the motion performed to gain control 
over an object or to shift control. Type of grasp describes the required posture of the 
fingers to gain or relinquish control of the object. The final factor is vibration, which 
indicates a sudden impulse or vibration affecting the hand and the arm during an 
action. 

Once all the building block elements and influencing variables have been assessed, 
the required time and the ergonomic load of the work task can be determined. This 
provides the basis for a target-oriented design of the workplace.
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3 Categorization of the Influencing Factors 

To obtain an HWD analysis from a human simulation tool, all building block elements 
and influencing factors must be assessed correctly. Therefore, it is essential to know 
which elements can be determined automatically and which elements must be put in 
manually. 

To answer this question systematically, a classification of the HWD influencing 
factors into categories has been made [7]. Figure 2 shows a possible categorization 
of the factors. 

An influencing variable is building block specific if it can be assigned to an action. 
A good example is the path, because it is only relevant for one of the possible actions 
and must be evaluated for each of these actions.

description 
segment influencing factor 

category 

building block specific overarching 

accuracies distances postures forces 

lower limbs 

path x 
floor conditions x 

stability x 
basic position x 
leg posture x 

trunk 
trunk flexion x 
trunk rotation x 

trunk inclination x 

head/ neck 
head posture x 

eye travel x 

upper limbs 

upper arm posture x 
hand position x 
arm extension x 
wrist posture x 

weight x 
force x 

direction of force x 
distance class X 

supply x 
place accuracy x 

assembly position x 
positioning 
conditions x 

grasp motion x 
type of grasp x 

vibration x 

Fig. 2 Categorization of HWD influencing factors 
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On the other hand, overarching influencing factors are not limited to specific 
actions. Furthermore, they can remain valid for several actions in succession. Addi-
tionally, they are not unique to HWD, but can also be found in other methods. The 
basic position is a good example for that. It can remain the same for several actions 
or entire work sequences and is also relevant for ergonomic methods such as EAWS 
(Ergonomic Assessment Worksheet) [9]. 

Accuracies and distances form the two subcategories of the specific influencing 
factors. Accuracies show the required control effort and include several influencing 
factors, such as grasp motion and type of grasp. The object being used affects these 
variables the most. For example, a screw, which is small, and lays jumbled with 
others in a container, requires a greater accuracy while grasping than a screwdriver. 

The necessary motion length of the actions is recorded under distances. The layout 
of the workstation mainly determines the distances. In conclusion, a better layout 
leads to shorter distances. 

The overarching influencing factors are divided into postures and forces. Postures 
describe the position of the head, torso, arms, hands, and legs. Only by recording 
them correctly, a successful ergonomic evaluation of the work process is possible. 
Like distances, the layout of the workstation influences them the most. Thus, a poorly 
designed workplace leads to an increased ergonomic load. 

Finally, the applied forces are addressed. The load weights of the objects and 
the required force necessary to move or position an object are part of this. The 
applied forces are, like postures, important for the assessment of the ergonomics. 
The difference is, they are mainly affected by the used objects. The heavier the used 
tools, the higher the required forces. 

This classification of the HWD influencing factors into categories can also be used 
by other human work assessing methods. For example, the MTM-UAS (Universal 
Analysing System) method [10] primarily uses accuracies and distances for the time 
evaluation of work processes. In contrast, the EAWS method [9] is based on postures 
and forces for ergonomic evaluation. 

4 Determining the Information Through Human 
Simulations 

The focus now is the examination of the building block elements as well as the cate-
gories of the influencing factors. As a result, the extent on how human simulations 
are capable of providing the required information for an HWD analysis can be deter-
mined. This article takes a closer look at the tool imk ema [6] and its possibilities. In 
the case of missing information, the article elaborates on how this information can 
be filled in. Figure 3 shows the result of the examination.
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HWD information determination of 
information 

necessity of additional 
user activity 

building block 
elements 

object necessary input no 

action assignment of 
action sequences yes (verification) 

limbs necessary input no 

influencing 
factors 

accuracies additional input yes (manual input) 

distances automatic 
determination no 

postures automatic 
determination no 

forces necessary/ 
additional input partial (manual input) 

Fig. 3 Determination of HWD information using human simulations 

4.1 Building Block Elements 

Simulation tools such as imk ema show human work processes digitally. To create 
these processes correctly, a lot of information and parameters are needed which are 
similar to the required data for creating an HWD analysis. For example, the used 
object including the object information (e.g., weight) and the performing extremity 
are necessities in both cases. Thus, an important part of the building block elements is 
already present in the simulation. However, the actions which represent an essential 
part of a correct HWD application cannot be easily obtained from the simulation 
input. This problem can be solved by identifying frequently used objects and defining 
their corresponding relevant action sequences. 

This approach ensures that building block elements can be determined for a large 
number of use cases. However, since an accurate result cannot be guaranteed in all 
cases, a trained HWD user needs to verify the results and correct them if necessary. 

4.2 Influencing Factors—Accuracies 

Similar to the actions, accuracies cannot be derived directly from the simulation 
input. Thus, assessing them correctly is rather difficult. Therefore, the accuracies are 
integrated as additional manual inputs during the creation of the modelling processes. 
For example, the influencing variable supply is indicated as additional information 
when the simulation objects are entered. It is recommended that an experienced 
HWD user enters these inputs or verifies the simulation results.
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4.3 Influencing Factors—Distances 

By using a digital human model, simulation tools such as imk ema calculate and 
visualize human movements. As a result, the generated motion data contains, among 
other things, the coordinates of the body parts during the work process. This data 
is then used to derive the distances. By doing so, distances can be determined very 
accurate, probably even more accurate than the manual recording by an HWD user 
because estimates and measurement errors are avoided. But the determined distances 
are only as good as the simulation itself. An incorrect model of the workplace or 
unrealistic simulated movements can lead to unrealistic calculated distances. 

4.4 Influencing Factors—Postures 

The postures can be derived from the motion data of the human simulation as well as 
the distances. Because the currently existing posture definitions were originally only 
intended for manual assessment, explicit values for determining the postures were 
not always available. Therefore, the existing definitions have been specified for the 
digital application. For example, it was not clearly defined at which body angles an 
employee lies or sits. 

4.5 Influencing Factors—Forces 

Similar to the accuracies, forces cannot be derived directly from the data of the 
digital human model but are integrated as additional information during the modelling 
process. For example, the weights of the used objects can be added. Other occurring 
forces have to be entered manually for a correct HWD analysis. Thus, the input or 
verification by an experienced user is necessary here as well. 

5 Implementation With the Imk Ema Simulation Tool 

Together with the company imk automotive GmbH, the MTM ASSOCIATION e. V. 
has launched a project for the automated derivation of HWD analyses from human 
simulation tools. The results of this project are the described necessary additions and 
adaptations that must be made. 

After the simulation model has been created with the additional data and the work 
process has been simulated, the generated data is transferred to the MTM software 
TiCon via a jointly developed interface. Then the transferred data and the HWD rules 
are checked by TiCon and appropriate MTM times are assigned. Moreover, the work
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Fig. 4 Illustration of a derived HWD analysis in imk ema 

task is ergonomically evaluated. As a result, the user gets a simulation analysis that 
provides a reliable planning time and enables a meaningful ergonomic evaluation. 

Because the work process that took place in the simulation tool is reflected by the 
simulation analysis, incorrect or humanly impossible workflows would be visible. 
This also makes faulty simulation visible, so that the user can take immediate action. 

This solution is currently being tested extensively in a joint validation project 
that focuses on the automated derivation of an HWD analysis. An example of this 
validation can be seen in Fig. 4. It shows the user interface of the imk ema software. 

The workstation layout as well as the simulated human performing the work task 
are shown on the bottom of the figure. In this case, the task is the assembly of a hose 
on a passenger car. 

A section of the corresponding correct HWD analysis can be seen in the upper 
area. The ema functionalities allow the user to jump to certain actions in the sequence 
and see the corresponding part of the simulation. 

6 Conclusion 

This paper described how MTM-HWD® analyses can be derived from digital human 
motion data. It was revealed that a large part of the necessary information is already 
entered or generated when simulation work processes. Only the missing information 
needs to be added by the HWD user. At the end, the user gets a simulation analysis 
that contains both, time, and ergonomic evaluation of the simulated work process. 

The article also explains how and why using human simulation tools for creating 
an MTM-HWD® analysis is possible and useful. This is of high importance for 
a productive and ergonomic design of human work in the increasingly digitalized 
production.
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Interface Holons in the BASE 
Architecture for Human-System 
Integration in Cyber-Physical Systems 

D. J. van Niekerk, K. Kruger, and A. H. Basson 

Abstract The Biography-Attributes-Schedule-Execution (BASE) architecture is a 
holonic reference architecture that was developed to integrate human workers into 
Industry 4.0 environments. The architecture guides the development of Human 
Resource Holon Administration Shells (BASE shells), which raise humans to a 
Cyber-Physical System (CPS) level so that they can interact with other CPSs. Existing 
research on the BASE architecture has already shown how interface services can be 
used to enable the cyber-physical interfacing between humans and their associated 
BASE shells. This paper extends this research by introducing dedicated Interface 
Holons in the BASE architecture. Interface Holons encapsulate interface services 
provided by cyber-physical interfacing resources, such as sensors, loudspeakers, 
augmented/virtual reality systems, etc. The details of the BASE architecture plugins 
required in Interface Holons are discussed. Furthermore, standard inter- and intra-
holon communication protocols between the BASE shells of Interface Holons and 
Human Resource Holons are explained. 

Keywords Industry 4.0 · Human-system integration · Cyber-physical systems ·
Holonic manufacturing systems 

1 Introduction 

Tay et al. [1] defined Industry 4.0 (I4.0) as an aggregation of existing ideas and tech-
nologies into a new value chain. This involves connecting systems in a self-organising 
manner that enables dynamic control within an organisation. Human workers form 
a big part of the I4.0 revolution because of their unmatched flexibility [2]. 

Derigent et al. [3] observed that in the past two decades, the holonic systems 
paradigm served as major driver of Intelligent Manufacturing Systems. They further 
show how Holonic Control Architectures (HCAs), which are built on the concept of
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holons, have evolved and can address the needs of I4.0. Koestler [4] defined a holon 
as an entity with communication and decision-making capabilities that is composed 
of a set of sub-level holons, yet at the same time is part of a holarchy of higher-level 
holons. HCAs are composed of multiple autonomous and cooperating holons that 
are ordered in a holarchy [5]. 

Derigent et al. [3] stated that service orientation is a key enabler for Industry 
4.0 and that the distributed and autonomous behaviour of holons enables the use of 
holonic services. The service-oriented and holonic paradigms both employ decen-
tralised control architectures, which are decomposed into services and holons, respec-
tively [6]. The combination of holonic systems and Service-oriented Architectures 
(SoAs) in the manufacturing context facilitate the development of Service-oriented 
Holonic Manufacturing Systems (SoHMSs), which are known for their flexibility 
and reactiveness [6]. 

While HCA and SoHMS research have considered the integration of humans 
as holons, it was only explored in depth with the development of the Biography-
Attributes-Schedule-Execution (BASE) architecture. The BASE architecture uses 
administration shells (referred to as BASE shells) to raise humans to a Cyber-Physical 
System (CPS) level, supporting interaction with other CPSs [7]. 

Sparrow et al. [8] showed how interface services, performing observation and 
informative actions, can be used to enable cyber-physical interfacing between humans 
and their BASE shells. This paper will present how the BASE architecture can be 
applied to non-human holons and, thereby, be used to develop Interface Holons that 
support cyber-physical interfacing services. 

2 The Base Architecture 

2.1 Background 

The development of the BASE architecture was originally driven by the need to 
integrate human workers into I4.0 environments. This development was strongly 
influenced by the requirements and responsibilities of Resource Holons in Holonic 
Manufacturing Systems (HMSs) [7]. 

Sparrow et al. [8] proposed the BASE shell, a Human Resource Holon Admin-
istration Shell (HRH-AS), to raise humans to a CPS level, which would enable 
them to interact with other CPSs. This BASE shell adds digital storage, processing, 
and communication abilities to the human’s natural abilities by making use of 
human–machine interfaces and information and communication technology.
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2.2 Core Components and Plugins 

The BASE architecture consists of five core components and four types of plugins, 
as shown in Fig. 1. The BASE architecture’s five core components are the Schedule, 
Execution, Biography, Attributes and Communication Manager. Schedule stores all 
activities that must still be executed, Execution stores all activities that are being 
executed and Biography stores all activities that have been completed. 

In addition to its storage component, Execution consists of a State Blackboard, 
an Observer and an Informer. The State Blackboard stores the human’s current state 
(physical, mental and biological) as updated by the Observer. The Observer gathers 
information about the human from observation services, like sensors and cameras, 
and delivers the information in Value-Confidence-Timestamp format. The Informer 
delivers information to the human and uses the Attributes to tailor this information 
delivery. 

The Attributes component stores a holon’s attributes, i.e. the properties of the 
holon that do not change during activities. Sparrow et al. [7] created two categories of 
attributes, namely Personal Attributes and Contextual Attributes. Personal Attributes 
are persistent data about a resource and its BASE shell and forms the digital model of 
the resource. Contextual Attributes are application specific and defines the resource 
within the context it is in. 

The Communication Manager is the communication gateway of the BASE shells 
and coordinates the flow of information in the shell. Inter-holon communication is 
also coordinated by the Communication Managers of holons’ BASE shells. 

The five core components are not application specific and, as such, these compo-
nents are not expected to add any value on their own. To add application-specific 
value to a BASE shell, [7] created BASE plugins which can interact with the BASE

Fig. 1 The BASE 
architecture [7] 
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core components. There are four types of BASE plugins, namely: Scheduling Plugins 
(SPs), Execution Plugins (Eps), Reflection Plugins (RPs) and Analysis Plugins (Aps). 

A BASE shell’s SPs schedule new activities in its Schedule using smart algorithms, 
consideration of attributes, and interactions with other holons. Scheduled activities 
are initiated, monitored and driven by EPs, which update the activities’ execution 
progress in the Execution. When activities are completed, RPs are used to save the 
activity data in the Biography and add any post-execution data to the activities. APs 
analyse activity data stored in the Biography in order to update the BASE shell’s 
attributes in the Attributes component. 

2.3 The Three-Stage Activity Lifecycle 

The BASE architecture uses the Three-Stage Activity Lifecycle (3SAL) model, 
proposed by [9], for the structuring of its activity data. In the 3SAL model, an activity 
progresses through three temporal stages: scheduled, in execution or completed. The  
activity data is structured according to the stage at which the data was created. 
Schedule data is edited before an activity is started, execution data is edited while 
an activity is being executed and post-execution data is added after an activity has 
been completed. 

3 Interface Holons 

Devices like temperature sensors, accelerometers, location sensors, loudspeakers, 
computer monitors, augmented or virtual reality systems, touch screen interfaces, 
and services like WhatsApp, provide interfaces by which data can be exchanged 
between humans and their BASE shells. These devices can be represented as holons 
and are henceforth referred to as Interface Holons. 

The extended BASE architecture has two standard types of Interface Holons, 
namely Observer Holons and Informer Holons. When a human’s BASE shell needs 
to exchange data with its physical part, rather than managing the cyber-physical 
interfacing connections and communications itself, it can make use of an available 
Interface Holon. 

Observer Holons enable data flow from the physical to the cyber layer and typi-
cally involve sensor devices. BASE shells can create Service Contracts with Observer 
Holons to obtain observed data on the state of their associated human. Conversely, 
Informer Holons enable data flow from the cyber to the physical layer—allowing 
BASE shells to communicate with their associated humans—and typically involve 
some form of actuating device. Examples of Informer Holons are loudspeakers, 
displays, warning lights and vibrating devices. Some Interface Holons are both 
Observer and Informer Holons, e.g. touch screen devices and Virtual Reality (VR) 
and Augmented Reality (AR) headsets.
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Fig. 2 Interface holon 
examples 

The use of Interface Holons to enable data flow between the physical and cyber 
worlds is illustrated in Fig. 2. This figure shows two human workers and five cyber-
physical interfaces, each represented by their own BASE shell. 

Sparrow et al. [8] categorized cyber-physical interfaces into two classes: personal 
and environmental; where a personal interface is dedicated to a single human and 
an environmental interface can be used by multiple people. The scenario shown in 
Fig. 2 has three environmental interfaces (camera, speaker and WhatsApp service) 
and each worker has a personal interface (wearable heart rate monitor). The camera 
and two heart rate monitors are examples of Observer Holons, while the speaker 
is an example of an Informer Holon. The WhatsApp interface is an example of 
an Observer and Informer Holon combined, since it allows information to flow in 
both directions. An interesting aspect to note about the WhatsApp interface is that 
although workers have their own phones, the physical part of the WhatsApp interface 
is shown as one resource. This is because the BASE shell of the WhatsApp interface 
does not individually communicate with each phone, but uses a third-party service, 
like Twilio [10], to communicate with the different phones. 

4 Base Architecture Plugins For Interface Holons 

Every Interface Holon needs two standard plugins, namely an Observer/Informer SP 
and an Observer/Informer EP (depending on the interface type). These plugins are 
generic for all Interface Holon BASE shells, but call interface-specific code contained 
in the Interface Module. The Interface Module contains the code required to start the 
custom Interface Process and is also used by the Observer EP to verify Identifiers
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(discussed in Sect. 5.2). When an Interface Holon is initialised, its Observer/Informer 
EP calls a function in its holon’s Interface Module to start the Interface Process, 
which starts and manages the connection with the holon’s physical device. This 
Interface Process must be able to send and/or receive messages to and from the 
Observer/Informer EP that started it. Each Observer/Informer EP needs to monitor 
its holon’s Interface Process and restart it if it fails. 

When new data has been observed about another holon by an Observer Holon’s 
physical device, this physical device sends the data to its BASE shell’s Interface 
Process. The Interface Process forwards this new data to its Observer EP, which 
shares the new data with the BASE shells that requested it. When another holon 
requests an “Inform” service from an Informer Holon, the Informer EP sends a 
message to its Interface Process to execute the service. This Interface Process then 
messages its physical device with the custom details required to present the specified 
information. 

An example of an “Inform” service would be a human’s BASE shell requesting 
the BASE shell of a loudspeaker to inform the associated human about a new activity 
on their Schedule. The Interface Process sets up a connection with the PC controlling 
the speaker (e.g. via TCP or HTTP) and sends the “inform” message to this PC. The 
PC translates the message using some text-to-speech software and broadcasts the 
speech over the loudspeaker. 

5 Service Descriptions 

5.1 Overview 

Observer and Informer Holons have the same Service Description structure, except 
that Informer Holons do not have a “Topics” field. The highest level of the Service 
Description has two fields: “Resources” and “Interface description”. The “Interface 
description” field can be used by developers to add any descriptive information 
about the interface. The “Resources” field contains all the resource types for which 
interfacing is possible, and each resource type field contains three fields, namely: 
“Available identifiers”, “Identifier type” and “Topics”. Identifiers and Topics are 
discussed in more detail in Sects. 5.2 and 5.3, respectively. 

5.2 Identifiers 

Identifiers are used by Interface Holons to distinguish between the different holons 
with which they interact. When using Informer Holons, human holons do not need to 
specify an identifier—their unique holon identity (ID) will always be used. One very 
important functionality of Informer Holons is that they prevent one holon’s BASE
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shell to communicate directly with another holon’s physical part. This functionality 
promotes modularity, ensuring that holons remain independent entities that cannot 
directly control each other and need to request each other’s services. 

Like Informer Holons, Observer Holons can use a holon’s ID as Identifier, but 
Observer Holons can also use one of the holon’s attributes. For example, if all human 
holons in a factory have a QR code printed on their clothing and this is used by 
cameras in the factory to distinguish humans, this QR code will be the Identifier 
used by the camera holons. The type of Identifier that an Observer Holon is able to 
use is specified in its “Identifier type” field. Note that the identifier type can differ 
for the different type of holons that an Observer Holon can interface with. 

There are two ways in which a holon can specify for which Identifier they are 
making a service request to an Observer Holon:

● The holon can add an “Identifier” field to the request arguments of the Service 
Contract with one of its attributes used as the value of this field.

● The holon can specify no Identifier in the Request Arguments, in which case the 
Interface Holon will use the holon’s ID. 

In both scenarios, the Observer Holon will verify the Identifier by calling the 
valid_identifier function in its Interface Module. Observer Holons allow more than 
one holon to use the same Identifier, e.g. all the human holons in a factory can request 
to observe the weather conditions from a weather Observer Holon. The Identifier used 
might then be something similar to “Location”, which must be an attribute in all the 
humans’ BASE shells. However, in most cases every Identifier is meant for one holon 
only. 

When the “Available identifiers” field is equal to “all”, the Interface Holon can (but 
will not necessarily) enable cyber-physical interfacing for all holons of some resource 
type, as long as they provide a valid Identifier. When an “Available identifiers” field 
is not equal to “all”, but is a list of identifiers, the Interface Holon can only enable 
interfacing for the Identifiers specified, and will reject requests from holons with 
Identifiers that are not in this list. 

5.3 Topics 

Topics are the names/descriptions of observed data, e.g. “Temperature”, and each 
Topic specifies the estimated accuracy and unit of the observed data. When making 
a request to an Observer Holon, a holon can specify which Topics’ data it wants to 
receive or not specify anything, in which case all of the Topics’ data will be shared 
with the holon.
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Fig. 3 Interface holon 
initialisation 

6 Inter- and Intra-Holon Communications 

6.1 Initialisation of Interface Holons 

Figure 3 shows the interactions necessary to add a new Interface Holon to a system. 
The initialisation of all Interface Holons follows the same procedure. The Interface 
EP (Observer EP or Informer EP) calls the start_interface function in its holon’s 
Interface Module (arrow 1). The Interface Module starts the Interface Process (arrow 
2) and returns the address of this process to the Interface EP (arrow 3), since this 
EP needs to monitor the Interface Process to restart it if necessary. As mentioned in 
Sect. 4, the Interface Process is different for each Interface Holon and will manage the 
connection with the holon’s physical device or with a gateway to the device (arrow 
4). The Interface Holon’s Communication Manager obtains the holon’s services 
(“Observe” and/or “Inform” service description—as discussed in Sect. 5.1) from  
its Observer/Informer SP (arrow 5). It then adds the Interface Holon’s ID, with its 
services, to a service directory (arrow 6) so that other holons in the system can find 
and use it. 

6.2 Observer Holons 

A holon’s BASE shell can determine if an Observer Holon can provide data to it 
by inspecting the Observer Holon’s service description. Figure 4 shows the BASE 
shell of a human holon requesting an Observer Holon’s “Observe” service after it 
determined that the Observer can provide data to it. The Observer Holon’s Communi-
cation Manager forwards this request to its Observer SP (arrow 1), which checks two
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Fig. 4 Request to observer 
holon 

requirements before accepting the service request and scheduling a new observation 
activity. These requirements are to check (in order): 

1. If the requesting holon’s resource type is one of the resource types in this Observer 
Holon’s service description. 

2. If the Identifier provided by requesting holon is valid (arrow 2) and included in 
the “Available identifier” list (discussed in Sect. 5.2). 

If both requirements are met, the Observer SP schedules a new “observe” activity 
(“Observe 12” in Fig. 4) immediately (arrow 3), and accepts the service request via 
its Communication Manager (arrow 4). Observer EP starts this activity (arrow 5) and 
adds the requesting holon to its list of clients. 

Similarly, Fig. 5 shows the Observer Holon’s Interface Process receiving and 
responding to new data from its physical device.

6.3 Informer Holons 

Informer Holons handle “Inform” requests similar to how Observer Holons handle 
“Observe” requests, except that when the inform activity is started, it is executed 
and finished and not kept in Execution as with Observer Holons. Figure 6 shows the 
interactions between the Informer EP and its Interface Process to execute an “Inform” 
service requested by a human holon. The Informer EP messages its Interface Process 
(arrow 1), requesting it to execute the “Inform” service request encapsulated in the 
inform activity (“Inform 23” in Fig. 6). The Interface Process communicates with
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Fig. 5 New data observed 
by observer holon and passed 
to a human holon client

the Informer Holon’s physical device (arrow 2), to deliver a message to the human 
of the BASE shell that made the “Inform” request. The way in which the physical 
device delivers the message is dependent on the device (e.g. screen or speaker. The 
message delivery result is returned to Informer EP (arrow 3), which informs the 
human’s BASE shell whether the message delivery was successful or not (arrow 4). 
Informer EP writes this result to the stage 2 data of the “Inform23 (SPA)” activity 
and then finishes this activity (arrow 5 and arrow 6). 

Fig. 6 Informer holon 
executing “inform” service
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7 Interface Holon Activities and Attributes 

As described in Sect. 6, each type of Interface Holon has its own interface activity 
type: “Observe” or “Inform”, which is used to encapsulate the interfacing services 
provided by the Interface Holon. In addition, all Interface Holons have three common 
types of activities: “Device State Change”, “Interface State Change” and “Restart 
Interface”. 

Activities of type “Device State Change” are created when the Interface Process 
informs its EP that the physical device’s state has changed from working to down or 
vice versa. This provides developers with a mechanism to track the state of an Inter-
face Holon’s physical device. However, this functionality requires that the physical 
device be programmed to communicate its state to the Interface Process. 

Activities of type “Interface State Change” are created when the Interface Process 
fails or has been restarted successfully. An Interface Process’s failure is detected by 
the EP that started it (Observer EP or Informer EP), since this EP monitors the 
Interface Process after starting it via the Interface Module. It is the responsibility of 
this EP to start and finish an activity of type “Interface State Change” and to try to 
restart the Interface Process. If the restart succeeds, the plugin will have to log another 
activity of type “Interface State Change”, with the Result set to “Success”. Activities 
of type “Restart interface” can be scheduled if an Interface Holon’s Interface Process 
becomes unresponsive. 

8 Discussion 

Interfacing between humans and their BASE shells is a critical functionality of a CPS 
implemented with the BASE architecture. By representing interfaces as Interface 
Holons, cyber-physical interfacing errors can be isolated and contained, improving 
the CPS’s fault-tolerance. Furthermore, Interface Holons improve the diagnosability 
of cyber-physical interfacing errors, since they capture the details of these errors in 
their respective Biographies. Human holons’ BASE shells can use their CPS’s service 
directory to dynamically find and utilise new Interface Holons. Consequently, human 
holons’ BASE shells do not need to be reconfigured to use new interfacing methods, 
since Interface Holons can be added and removed independently from the human 
holons. These benefits of Interface Holons further improve the BASE architecture’s 
ability to integrate humans into I4.0 environments, by accurately reflecting their 
state (through Observer Holons) and allowing their BASE shells to communicate 
important information to them (through Informer Holons).
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9 Conclusion 

The BASE architecture facilitates the integration of human workers into I4.0 environ-
ments. In order for a BASE shell to communicate with and reflect the state of the asso-
ciated human, cyber-physical interfacing devices/services, like sensors and human 
machine interfaces (HMIs), are required. This paper introduced Interface Holons 
to encapsulate these devices/services and explained the plugins, service descriptions 
and interaction protocols required for integrating these holons effectively into a CPS. 
Future work will extend the BASE architecture as a reference architecture for non-
human entities as well, providing all resource holons with advanced functionalities 
through effective interfacing between the physical and cyber layers. 
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Design and Construction Framework 
to Enable the Modular Block Building 
Methodology to Broaden South African 
Oceans Economy 

H. Theunissen, T. Van Niekerk, and J. H. C. Pretorius 

Abstract From the design to final completion of sea trials, the complexity of a ship 
is built into every aspect of the build. From planning the purpose of the ship and its 
economic viability, to the level of technology used in the design and build, where 
it will be built and the production flow of the build, is all linked and restricted 
by the capability and capacity of the shipyard. The modern era of technology, 
design methods and computer capabilities (CAD/CAM), has enabled multiple sites to 
contribute towards the total build. This has facilitated for modular sections (blocks) of 
ships being built in different locations, with the blocks fitting together when shipped 
to one location for final assembly. This type of cooperative methodology is often 
preferred by large government contracts where it is desired that the build benefit as 
many in the industry as possible, not just one shipyard. Additionally, each shipyard 
may have a speciality area of production that will lead to a more cost effective “block” 
being built, saving on overall costs. This ultimately leads to a cheaper, better quality 
and faster construction of the ship. A qualitative and quantitative, mixed methods 
research methodology approach was used to identify the South African industry 
capabilities using a questionnaire that was developed to engage the maritime industry 
and identify capabilities, needs and future requirements. This paper will; Review the 
knowledge design and construction areas required for ship building and apply the 
knowledge areas to propose a multi-site modular block building framework for South 
African shipbuilding.
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1 Introduction 

There is a scarcity of experts (approximately 10 Naval Architects) [1] and role-
players (ship/boat builders) in the South African industry. Most of these ship and boat 
builders are operating individually and in an un-coordinated manner. It is also noted 
that majority of the work that the South African industry does is for international, 
Northern Hemisphere, clients [2]. South Africa has increasingly relied on Northern 
Hemisphere guidance and expertise in selecting ship designs and builders. As a 
result, much of the South African large vessel fleet, including SA Agulhas II and SA 
Navy Frigates were designed and built overseas. In South Africa, the most significant 
recent builds have been the seven Voith Schneider 70 tonne bollard pull tugs built by 
the Sandock Austral Shipyard [3] that were built between 2007 and 2011 as part of a 
contract to supply Transnet. Additional tugs, ATD Tug 2909 “Inyathi” and ATD Tug 
2909 “Imvubu” were supplied to the SA Navy in 2016 and 2015, respectively. The 
Fast Ferry 3209 “Sikhululekile” was supplied to the Robben Island Museum in 2008. 
These were supplied by Damen Shipyard South Africa [4]. Most other vessels built 
in South Africa fall into the leisure and luxury industry with South Africa being an 
exporter of yachts, catamarans and smaller powered vessels, typically up to a length 
of 40 m, but not included in this research. 

Currently, on the national (government) order book [2], the only significant current 
build, at approximately 100 m, is the SA Navy’s hydrographic survey vessel being 
built by Sandock Austral Shipyards in Durban. This vessel has been designed in 
Finland and is based on the SA Agulhas II, also designed and built in Finland. 
However, according to the Urban Soul Group [2] study, the opportunity and potential 
future order book for vessels to support the South African national requirements are 
summarised in Table 1, which illustrates the expected demand for the future ship 
builds for South Africa at 64 vessels.

Using qualitative and quantitative, mixed methods research methodology to iden-
tify the South African industry capabilities, a questionnaire was developed to engage 
the SA maritime industry and evaluate the construction techniques used locally and 
compare to the modern best practices globally for government vessels of similar 
size. This paper will benchmark the knowledge design and construction techniques 
required for ship building and apply the knowledge areas to propose a multi-site 
modular block building sustainable solution for South African shipbuilding.
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Table 1 Opportunity matrix: A potential future order book [2] 

Vessel type Organisation Size 

Scientific research 
Vessels (2) 
OPV (2) 
(Offshore patrol vessels) 
IPV 
(Inshore patrol vessels) 

Department of agriculture, forestry and fisheries 
(DAFF) 
DAFF/Department of environmental affairs (DEA) 

1 × 18 m 
1 × 60 m 
2 × 80 m 
3 × 40 m 

Navy vessels: 
IPV (3) 
OPV (3) 
Frigates (4) 
Hydrographic 
Research vessel (1) 

Department of defence (DOD) 3 × 40 m 
3 × 80 m 
4 × 100 m 
1 × 100 m 

Fishing vessels: 
Recapitalisation (20) 

Fishing industry 20 × 15 m 

Cable laying vessels (3) Department of transport 3 × 110 m 

Oil/Gas: 
OSV (4) 
(Offshore supply vessel) 
PSV (4) 
(passenger supply vessel) 

Oil and gas industry 4 × 80 m 
4 × 60 m 

Harbours tugs (10) Transnet port authority (TNPA) 10 × 40 m 

Pollution control vessels (4) DEA 4 × 40 m 

Search and rescue tugs (2) South African maritime safety authority (SAMSA) 2 × 80 m 

Total planned future builds 64

2 Modern Ship Building Techniques 

Durban’s Sandock Austral Shipyard’s, in Durban, seven tugs built for Transnet South 
Africa [3] were built using the building technique where the hull was built and welded 
upside down. Once the hull was completed, it was right-sided and the superstructure 
assembled on top. Once painted, it was launched and outfitting was completed quay-
side. This method of building is adequate for smaller vessels like tugs. For larger 
ships, the industry in South Africa needs to consider using a flexible and modular 
manufacturing methodology. This is referred to as “block building” in the maritime 
manufacturing industry. This methodology is used due to the size and complexities of 
the modern ship and its technology. The ship is built in smaller sections or “blocks”, 
including pre-outfitting, painting, piping, wiring and even, in some cases, full fitment 
of cabins. These are eventually joined together to form the whole ship. This method 
saves time and money, as the smaller sections can be planned and simultaneously 
built, even at different locations. These sections are then sent to the final location 
and assembled to the final structure. “A very large crude oil carrier with deadweight 
of 350,000 tons comprises of approximately 120 blocks. Blocks generally weigh 
between 200 and 300 tons, even up to 500 tons depending on the available facilities 
[5].
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The last ship over 100 m to be built in South Africa was the SAS Drakens-
berg, launched in 1987 [6], for the SA Navy. In 2019, Sandock Austral Shipyard 
started building the 95 m hydrographic survey vessel. To build in accordance with 
international methodology, they are using the block building method. 

3 Ship Building/Construction Tenders and Contracts 

The current tenders for ship building in South Africa generally follows a linear 
process, illustrated in Fig. 1. Where the client (government) broadly defines the 
technical and operation requirements of the vessel. After the tender process, the tender 
is awarded to a single shipyard. Ultimately, the shipyard manages the programme 
and controls the build process to completion. The negative consequence of this is 
that the yard has control and could manipulate the design, build, finances and results. 
There is no, or limited, oversight other than what might have been the laid out in the 
original contract. 

Ship building starts with a contract. Fisher [7], states the purpose of a contract 
“is to define unique as well as some non-unique features which the contractor is to 
provide the purchaser”. Eyres and Bruce [8] state that the legal document between 
the tendering ship builder (contractor) and the owners (customer) normally include 
information in the form of technical specifications. Most shipbuilding contracts are 
based on a uniform, or standard contract between the purchaser and the builder. For 
Eyres and Bruce, unless the details are incorporated into the specifications and plans, 
generally the purchaser will have to accept the ship builder’s solution(s) to the issue. 
Most often these are the least-cost solutions in a fixed cost contract [7].

Fig. 1 Basic flow of SA 
ship build process Government 

Department 

Broad definition of 
operation requirements 

Legal and details 
Contract for quotation 

Shipyard Tender 
Accepted 

Shipyard manages full 
programme to completion 
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4 Ship Design Office, Drawing Office and Production 

Modern ship building, as with all modern design and production, is deeply-integrated 
with software from initial concept to sea trials and sign-off as well as life-cycle 
management. Each stage uses software, but, significantly, all the stages are linked 
with software packages that bring together all individual components to achieve a 
whole. It is important that the design office considers the capacity and capability of 
the shipyard that will be manufacturing the ship. This is so that when designing the 
production process, all parts and/or assemblies will be able to be moved and lifted 
into position with the available facilities at the yard. Otherwise, the yard will need 
to upgrade their capabilities to support the build. 

From the 3D ship product model developed by the naval architect, the mould lines, 
structural sections and block sections are all developed and defined and captured into 
the Production Control System (PCS). This system manages the whole production 
of the ship, from ordering to cutting and processing to block assembly and the final 
assembly. 

5 International Benchmarking of Block Building Flexible 
Manufacturing Technology 

In countries with many shipyards, modern shipbuilding methodology, standardisation 
and data sharing has further enabled these shipyards to be able to cooperate with each 
other. This allows individual parts and block assemblies to be manufactured by the 
different shipyards. These blocks are then transported to one primary yard where 
they are assembled to the final ship [9]. 

The drive to reduce costs and improve productivity facilitated parallel 
sections/blocks being built, whether at the same yard or at a different location. Stan-
dardisation and software commonisation means that sufficient accuracy allows the 
sections to be fitted and welded together without any, or minimal adjustment. 

This type of cooperative methodology is often preferred by large government 
contracts where it is desired that the build benefit as many in the industry as possible, 
not just one shipyard. A recent significant example of this cooperation is the Aircraft 
Carrier Alliance, in the United Kingdom, that has built the two aircraft carriers for 
the British Royal Navy. Shown in Fig. 2 are the various sections built by the different 
companies and yards in England and Scotland [10].

6 Maritime Build Strategy For Economic Growth In SA 

For South Africa to be competitive in a global ship building economy, it will need 
shipyards that have the correct equipment and facilities to be able to build according
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Fig. 2 Aircraft carrier 
alliance cooperative build 
[10]

BAE Systems (Glasgow) 
BAE Systems (Portsmouth) 
Babcock 
A&P Tyne 
Cammell Laird 

to modern techniques. This might require investment, including cranes and land to 
set-up an efficient operation. 

Questions that need to be investigated: 

1. what investment is required? 
2. are the larger shipyards using their monopoly due to size to gain the larger 

contracts? 
3. are there other options or solutions for ship building to be more inclusive and 

sustainable that requires minimal investment? 

To analyse the South African maritime industry, a questionnaire was developed 
[11] and coded into the online survey website QuestionPro.com [12]. It was sent to the 
approximately 500 maritime contacts during the height of the Covid-19 pandemic in 
2020. The number of completed surveys was 28 and 63 partially completed question-
naires. However, the responses that were received provided significant information 
and insight into the maritime industry in South Africa, as they were completed by 
key industry personal. 

The results of the questionnaire, that were relevant to this paper, were imported 
and analysed using the qualitative analysis software, Atlas-Ti [13]. The Atlas-Ti 
generated network in Fig. 3 shows, from the respondents, that the maritime industry 
in South Africa is capable of building diverse sizes and types of marine craft, and, if 
planned and managed, can incorporate block building flexible processes into produc-
tion. There are shipyards that can manufacture/build ships up to 150 m in length, and 
even larger if the yard focused on block building technology.

Table 1 noted that the largest vessels planned for construction were up to 110 m. 
When considering the economy and development of the maritime blue economy in 
South Africa, the data shows that there was only one yard that could manufacture up 
to 150 m. Another yard could build up to 85 m. This was restrictive on the growth of 
the sector as only two yards would receive the bulk of the future construction. This 
would prevent growth in the industry and only keep two yards in business.
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Fig. 3 Network of product relationship

The network in Fig. 4, from the questionnaire results, highlights the areas of 
investment required to increase the block building capabilities. 

Analysing the requirements from the respondents highlighted that the following 
were required for moving the ship building industry in South Africa forward:

Fig. 4 Industry requirement for block building development 
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1. Facilities—Space and infrastructure investment in the harbours 
2. Equipment—Large capacity cranes and installation equipment, to be able to 

manoeuvre the large blocks to facilitate the block building assembly. 

The marine industry in South Africa comments, as noted in the questionnaire, that 
there is significant financial investment required to facilitate growth in block building 
capability. This would certainly be based on the premise that one yard will build the 
whole ship. However, applying the proposed flexible building plan would require 
less capital investment. The yards would need space and lifting capacity based on 
the size blocks that they had been contracted to build. Only at the final assembly 
would the larger capacity lifting cranes be required to position the blocks. Therefore 
minimum investment required for larger cranes at more than one yard. 

7 Proposed Management Solution For A Sustainable Ship 
Building Future 

To address monopoly of one or two larger shipyards due to limitations of the smaller 
yards, the researcher proposes the following management framework for South 
African public build programmes shown in Fig. 5.

The government department (customer) would appoint a management consultancy 
that has the required expertise to oversee the entire build programme, from legal and 
financial management to engineering, build and commissioning. This consultancy 
would then project manage each aspect of the build until commissioning and hand 
over of the final vessel. 

Financially, the consultancy requires a management fee based on achieving the 
agreed objectives. It would not receive the entire cost to build, and the finances 
would stay at the appointing department and that department would pay the various 
contractors when the consultant approved the milestones. In this way, there could 
be many recipients to the build and the skills developed, which would be broadly 
beneficial. This would also mitigate the risk of a single shipyard going bankrupt or 
failing owing to poor performance. If this occurred, that block could be transferred 
to another yard to complete. 

In this way, South Africa could be on the ‘cutting edge’ of ship building in Africa 
and even begin to compete on a global scale. 

8 Conclusions 

To ensure that a globally competitive and sustainable ship building industry in South 
Africa grows, more of the yards will need to ensure that they have the capability 
to build using flexible block technology. This will enable the smaller yards to be
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Fig. 5 Proposed management framework for South African public build programmes

economically-competitive for the larger builds. By manufacturing a block that is 
within its capacity, then the completed block could be shipped on a barge to be 
assembled at a larger yard. This would be similar to the building of the British 
Aircraft Carriers by the Aircraft Alliance Cooperative Build (see Fig. 2). Ultimately, 
this cooperative approach could enable smaller yards to contribute towards, and 
benefit from building a much larger vessel, and not just one large capacity yard. 
Management of this future and planned approach will enable a globally-competitive, 
quality engineered and built product from South Africa. 

The additional benefit of this methodology is that more jobs can be created at 
different centres of manufacturing (shipyards). Multiple shipyards can benefit from 
the big project, rather than just one yard.
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to Ensure Homogenous Information 
Systems and Targeted Decision-Making 
Processes 
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Abstract In order to increase the effectiveness and efficiency of (digital) produc-
tion controlling, information systems are useful tools to provide and display required 
information. Regarding condensing information related to production logistics, 
logistic models and frameworks, like the Supply Chain Operations Reference 
(SCOR) model, provide a collection of Key Performance Indicators (KPIs). The 
transfer of KPIs from logistic models to effective information systems faces the 
challenge of providing user-specific and appropriate information through individual 
key figures on strategic, tactical and operational levels. Additionally, a missing struc-
tural and procedural organization of (digital) production controlling prevents effec-
tive information management and consequently homogenous and targeted decisions 
within production controlling. To exploit the potential of data-driven production 
based on the transformation of raw data into useful information with the aim of effec-
tive information management, an approach for a production controlling governance 
is presented below. This approach systematizes corporate strategies, organizational 
structures, the production controlling process, KPIs resulting from logistic models, 
and information needs to ensure homogenous information systems and targeted 
decision-making processes in the context of production controlling. 
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1 Introduction 

Current market competition demands adaptability, connectivity, digitalization, 
learning ability and sustainability as corporate attributes from competing companies 
[1, 2]. In particular, high logistic performance and low logistic costs as competitive 
factors are focused by organizational improvement efforts, requiring order fulfillment 
processes that are transparent, stable, efficient and aligned with corporate objectives 
[3, 4]. Therefore, all decisions within a company’s supply chain, starting with the 
structural design up to the recurring planning and controlling of processes, have to be 
coordinated and aligned. Thus, companies can be characterized as decision factories 
[5] since decision-making processes are an omnipresent component of all business 
processes. 

In order to support decision-making and the coordination of processes within the 
internal supply chain, control loops and KPIs as well as visual instruments are gener-
ally used in production controlling [3, 6]. However, cross-departmental controlling 
rarely works in practice due to target systems as isolated sources of information not 
being defined end-to-end. Thus, partial optimization often occurs in internal supply 
chains instead of achieving holistic optimization resulting in decisions that harm the 
company’s overall performance [7]. 

The preparation, assistance and support of target-oriented decision-making across 
departments and different hierarchical levels require homogeneous information 
systems for all actors and a holistic target system based on superordinate objectives 
providing department-specific targets [3, 7]. Consequently, inhomogeneous informa-
tion systems cause divergent and, from a holistic corporate perspective, non-targeted 
decision-making processes. Besides homogeneous information systems, it is also 
necessary to determine at which hierarchical level which decision-making authority 
exists and what information basis is required. Particularly, in times of progressing 
digitalization, this is becoming increasingly important, as possibilities of data-based 
decision support increase with increasing data storage and data availability. At the 
same time, the complexity associated with decision-making processes rises if an 
underlying governance is missing. 

This paper addresses the correlation between inhomogeneous information systems 
and divergent decision-making processes. An approach is presented that ensures 
homogeneous information systems and consequently consistent and target-oriented 
decision-making processes by means of a production controlling governance. The 
focus of this approach is on providing adequate information so that decision-makers 
get target-oriented support. One example would be the support of production manage-
ment in dispatching orders to production based on current and forecast inventory data, 
which is represented by key figures and visualized through logistics models. This 
enables better control of inventory and keeps inventory levels and lead times constant. 

The development of this generic approach is based on existing governance 
concepts, considers possible organizational structures and integrates the production 
controlling process as well as models and key figures of production logistics.
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After an introduction to governance, this paper presents production controlling 
and outlines current challenges related to information management in the context 
of production controlling. Subsequently, the approach for a production controlling 
governance is described, and its elements are discussed. 

2 Theoretical Background and Literature Review 

2.1 The Idea of Governance 

2.1.1 Definition and Reasons for Application 

“Governance” is a term used in connection with various scientific fields, such as social 
and political science, law, and economics, although there is no uniform understanding 
of it. An exemplary usage occurs in “corporate governance”, covering structures and 
processes related to production, decision-making, controlling, etc. within an orga-
nization [8]. Concerning corporate governance, the literature describes governance 
models to be implemented in company structures, e.g. for management, informa-
tion technology (IT), information flow and data management [8–12]. In the context 
of target-oriented (digital) production controlling based on a production controlling 
governance, the definitions of “governance” regarding IT and information flow are 
considered in particular. 

Logan [11] provides a detailed definition of “information governance”: 

Information governance is the specification of decision rights and an accountability frame-
work to encourage desirable behavior in the valuation, creation, storage, use, archival and 
deletion of information. It includes the processes, roles, standards and metrics that ensure 
the effective and efficient use of information in enabling an organization to achieve its goals. 

Additionally, in an informational context, Dinter et al. associate the term “gov-
ernance” with a structural and procedural organization to support decision-making 
processes [9]. 

The approach for a production controlling governance presented in Sect. 3 is 
based on the definition of “information governance”. This transition results from 
the common context of sharing data and information to support decision-making 
processes. 

2.1.2 Components of an Information Governance 

Based on the previous definition by Logan [11], processes, roles, metrics, and stan-
dards can be identified as components of an information governance. Furthermore, 
based on a literature review, Tallon et al. [12] structure the composition of informa-
tion governance by structural, procedural and relational aspects. Structural aspects
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include the locus of information-based decision making as well as steering commit-
tees, boards and oversight. Processual aspects imply data principles, data quality, 
metadata, data access and data life cycle. The education of users as well as busi-
ness and IT partnership complete the relational aspects. Tallon et al. [12] add further 
antecedents that include performance strategy, competitive strategy, IT strategy, orga-
nizational structure, IT structure, diversification breadth, product relatedness/mix, 
IT process harmonization, IT architecture, IT culture, industry regulation, and data 
volume or data growth rate. 

2.2 Production Controlling Within Companies 

The term “production controlling” implies the planning, controlling and monitoring 
of all production-related activities, considering the underlying corporate objec-
tives. Production controlling requires the provision of relevant information using 
information systems [13]. 

According to Gottmann [3], production controlling comprises the tasks of linking 
objectives resulting from production and controlling, increasing productivity, identi-
fying suitable key figures for production coordination and controlling, and collecting, 
analyzing and interpreting them. 

In this context, various correlations between influencing, manipulated, controlled 
and target variables [13] that support decision-making processes in controlling tasks 
have to be considered. In addition to key figures, specific decision models have been 
developed to support decision-making processes in this context [14]. 

To execute the tasks of production controlling within today’s digital factories, in 
addition to defined responsibilities, the use of information technology is required. In 
this context, the term “digital production controlling” is applied. Digital (also: real-
time) production controlling is supported by instruments of Industry 4.0, such as 
cyber-physical systems (CPS)- and digital twins, which contribute to the increasing 
data availability and utilization [15]. 

2.2.1 Production Controlling Process 

The production controlling process (see Fig. 1) is based on a loop consisting of six 
steps [14]. First, it is necessary to quantify the various target variables, taking into 
account their interdependencies. Following the quantification of target variables, the 
task is to determine target values serving as reference variables. In order to assess 
the current process behavior, corresponding actual values have to be recorded using 
feedback data. The following target-actual comparison identifies deviations. In the 
case of deviations, the next step is to analyze their causes. Finally, based on this 
analysis, measures have to be derived, e.g. by identifying root causes [7], to correct 
identified deviations. [14]
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Fig. 1 Process loop of the 
production controlling 
process (adapted from [14]) 
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2.2.2 Problem Definition and Research Question 

With regard to production controlling, the process loop (see Fig. 1) provides an 
orientation for a procedural organization. However, there are no comprehensive 
approaches in literature providing a holistic structural and procedural organization 
according to a governance (see Sect. 2.1). Existing approaches to systematically 
support production controlling are primarily dealing with developing KPI systems 
(cf. [3]), do not map the entire supply chain (cf. [16]) or lack methods for a compre-
hensive root cause analysis and derivation of measures (cf. [16]). Thus, the devel-
opment of model-based procedures to identify root causes of unsatisfactory perfor-
mance (cf. [7]), or the link between KPI systems and the organization of production 
controlling is not entirely established (cf. [13]). 

As aspects concerning the operation and the continuous development of infor-
mation systems become more important than their initial development, a holistic 
perspective on all activities is necessary [9]. For this reason, a structural and proce-
dural organization in the form of a governance is required with regard to produc-
tion controlling. Through a production controlling governance, the effectiveness and 
efficiency of the use of information within production controlling processes can be 
ensured following the previous definition of information governance (see Sect. 2.1). 
Consequently, the achievement of the underlying corporate objectives can be facili-
tated. Following Hahn and Lassmann [13] and Ullmann [16], the definition of a struc-
tural and procedural organization for production controlling requires the following 
questions to be answered:

● Who receives which information when, how, regarding what and on which data 
basis?

● Who takes which decisions when, how, regarding what and on which informa-
tion/data basis?
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Fig. 2 Representative 
relations in the context of 
production controlling 

The following section presents a production controlling governance approach that 
addresses the previously described challenges in connection with the development 
of homogeneous information systems to support homogeneous and goal-oriented 
decision-making processes within production controlling through a structural and 
procedural organization. Figure 2 shows representative relations between the orga-
nizational structure, various stakeholders within production controlling, and infor-
mation needs to be considered within appropriate information systems. In order 
to achieve homogeneous information management to support targeted decision-
making processes, it is necessary to consider these requirements within a production 
controlling governance. 

3 Approach for a Production Controlling Governance 

The approach for a production controlling governance presented in the following 
is based on the composition of an information governance described in Sect. 2.1.2 
following Logan [11] and Tallon et al. [12]. The approach includes the core elements 
strategy, organization and roles, processes, key figures and display elements, infor-
mation technology, and standards and requirements (see Fig. 3). These core elements 
are presented in the next sections in greater detail.

3.1 Strategy 

To ensure target-oriented decision-making processes according to the corporate 
strategy and derived objectives within production controlling, it is necessary to align 
production controlling and controlling objectives with the corporate strategy. For 
this reason, the aspect of strategy forms the first element of a production control-
ling governance. With reference to the components of an information governance
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Fig. 3 Core elements of the production controlling governance

(see Sect. 2.1.2), the aspect of strategy in the context of production controlling 
governance considers particularly the performance and competitive strategy, which 
supports coordinated decisions within production controlling. Due to the relation 
of production controlling to the entire production logistics (from procurement to 
delivery), the target system of production logistics (cf. [14]) and related correlations 
have to be taken into account. Based on the defined reference of production control-
ling governance to digital production controlling (see Sect. 2.2), it is also necessary 
to anchor the IT strategy within this strategic element. 

3.2 Organization and Roles 

Considering the dependency of corporate strategy and structure, whereby struc-
ture results from strategy [17], structural and relational aspects follow the strategic 
element in line with the described composition of an information governance (see 
Sect. 2.1.2). In connection with the defined information governance element roles, 
the structural and relational aspects, as well as roles in the context of production 
controlling governance, are summarized within the element organization and roles. 
In connection with this element, it is necessary to organize digital production control-
ling based on the existing organizational structure, and in particular on the basis of 
defined roles, such as plant controller, functional controller and project controller 
[13]. With the aim of homogeneous information management to support targeted 
decision-making processes within production controlling, these roles need to be 
defined particularly based on individual decision-making competencies, information 
requirements and flows. Therefore, aligned with the composition of an information 
governance, this governance element also integrates the locus of information-based



104 T. M. Demke et al.

decision making, steering committees, boards, oversight, education of users and busi-
ness and production controlling partnership. With the aim of homogeneous decision-
making processes across different hierarchical levels, and with regard to the locus 
of information-based decision-making processes, it is essential to identify relevant 
information flows between various corporate levels and take them into account within 
the required role description. 

3.3 Processes 

Following the alignment of production controlling with the underlying strategies 
and the description of the organization and roles, taking into account higher-level 
corporate structures and relationships, the definition of processes corresponds to 
the described composition of information governance (see Sect. 2.1.2). On the one 
hand, the definition of processes serves to establish the procedural organization 
in production controlling. On the other hand, it is used to determine the contri-
bution of production controlling to the operating result beyond the scope of produc-
tion controlling. The procedural organization within production controlling needs 
to be designed following the process loop of production controlling presented in 
Sect. 2.2.1. Concerning the process-related integration of production controlling 
beyond the scope of controlling, a generally applicable production controlling gover-
nance process needs to be developed based on the IT governance process, e.g. by 
the Control Objectives for Information and Related Technology (COBIT) reference 
model (cf. [10]). To effectively define processes within the production controlling 
governance, it is also essential to consider relevant information flows. 

3.4 Key Figures and Display Elements 

Following the composition of information governance described above, the definition 
of corresponding key figures is still required for the targeted and homogeneous 
execution of the processes defined above by specified roles. Due to the use of the 
production controlling governance in the context of production logistics, this element 
focuses in particular on key figure systems with reference to correlations related 
to production logistics (cf. [3, 18]). These correlations can be identified through 
existing description, effect and decision models of production logistics (cf. [7, 14]). 
In addition to the definition of key figures, the information systems to be used within 
production controlling (see Sect. 2.2) also require corresponding display elements. 
On the one hand, existing logistic models can be used in this context due to their 
graphical properties (cf. [14]). On the other hand, guidelines for dashboard design 
can be applied to the development of new display elements. In this context, the work 
by Few [19] should be named as an example.
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3.5 Information Technology 

Due to the intended integration of information systems into digital production 
controlling to support targeted and homogeneous decision-making processes (see 
Sect. 2.2), it is necessary to consider information technology aspects. Therefore, 
the following element includes appropriate aspects. In order to organize informa-
tion systems for targeted and homogeneous information management within the 
context of digital production controlling and beyond, the IT structure, diversifica-
tion breadth, product relatedness/mix, IT process harmonization, IT architecture, IT 
culture, and volume of data or rate of data growth have to be taken into account 
within this element following the described composition of an information gover-
nance. The integration of these aspects ensures the alignment of the necessary IT 
with the underlying IT strategy on the one hand and the consideration of information 
technology requirements on the other. 

3.6 Standards and Requirements 

Finally, according to the described components of an information governance, the 
implementation of an element for the consideration of standards within the produc-
tion controlling governance is required. In order to take the above-mentioned aspect 
of industry regulation (see Sect. 2.1.2) into account, the production controlling gover-
nance includes an element that contains standards and requirements. By summarizing 
standards and requirements intended in this element, their fulfillment can be ensured 
in the context of digital production controlling. 

4 Conclusion 

This paper presents an approach for a production controlling governance. This 
approach is based on the described need for target-oriented and homogeneous infor-
mation management to promote aligned decision-making processes within digital 
production controlling using information systems. The presented approach includes 
six core elements: strategy, organization and roles, processes, key figures and display 
elements, information technology as well as standards and requirements. On the one 
hand, the consideration of the core elements strategy as well as organization and roles 
leads to a structural and procedural organization of digital production controlling that 
is aligned with corporate strategies, organizational structure as well as information 
needs. The core elements processes, as well as  key figures and display elements, 
support the processes within digital production controlling and their integration into 
higher-level corporate processes in terms of homogeneity and target orientation. The 
implementation of the core elements information technology as well as standards and
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requirements within the production controlling governance ensures the consideration 
of relevant internal and external conditions within the digital production controlling. 

5 Outlook 

In the context of information governance, existing literature argues that there is 
no one-size-fits-all solution [20]. Applied to the field of production controlling, this 
means that there is no need for a general production controlling governance in corpo-
rate practice, but rather for a guideline for developing company-specific production 
controlling governances. In addition, there is a need for further research, especially in 
the context of the identification and description of role- and process-dependent infor-
mation needs within production controlling. Finally, these identified and described 
information needs result in a significant potential regarding the collection of key 
figures as well as the design of corresponding display elements for the implementa-
tion within aligned information systems to support homogeneous and goal-oriented 
decision-making processes within digital production controlling. 
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Abstract This paper presents an approach of how declarative programming can be 
applied for sustainable industrial robotic system integration by semi-automatically 
creating and modifying a robotic system’s control programme—not only focusing 
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1 Introduction 

Even though robotic systems are representatives for flexible tools in automated 
production environments, market driven changes mostly require manual modifi-
cations of control programmes. The lack of practicable flexibility in a necessary 
market-driven need for modifying production systems inhibits resilient application 
of industrial robots but also of collaborative human–robot work systems. Changes in 
product design, number of units to be produced or the economic degree of automation 
and thus deployment of personnel, require changes which are mostly carried out by 
qualified personnel. 

This increases dependency and contradicts concepts of flexibility [1]. More-
over, modifications result in increased error potential in terms of standstills, 
hazards or wrong process sequences due to system’s complexity as a result of 
mutually interacting peripheral units [2]. Further, the manual effort does not end 
with re-programming but with re-certifying any automated system after changes 
have been made—as required by current safety guidelines [3]. This has led to a 
number of research activities developing automated or semi-automated programming 
approaches for robotic systems. 

In comparison to other technical machines, the possibilities for programming a 
robotic system are enormous. Almost every manufacturer of hardware—be it robotic 
manipulators or peripheral equipment such as conveyors, end effectors or sensors— 
provides its own programming environment with various interfaces enabling e. g. 
machine-to-machine communication, the transfer of programme code from indepen-
dent programming platforms or direct control on joint level. These manifold possibil-
ities increase the susceptibility to errors in programme code generation as well as the 
dependence on different experts. In addition, control sequences for different types 
of hardware must be orchestrated which makes programming of industrial robotic 
systems a multi-disciplinary task. 

Furthermore, robotic system programming is shifting from system integrators 
towards end-users which also changes the required programming approach [4]. End-
users require a problem- or process-oriented programming approach rather than a 
robot-oriented one. As their expertise lies in the implementation on processes and 
not on executing robot motions or the motions of any other hardware, programming 
needs to be conducted on a higher level of abstraction. However, this also means that 
different information and computational pipelines in terms of process modelling and 
code computation are required to allow machine-readable computation of end-user-
specific process representations.
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2 State of the Art of Industrial Robotic System 
Programming 

Industrial processes benefit from their structured interaction between manufacturing 
systems and well-defined process steps. For this reason, almost all industrial robots 
are still programmed directly by a programmer. While most of the modern program-
ming approaches only focus on the manipulator itself—in terms of trajectory planning 
by applying deep reinforcement learning or learning by or from demonstration, i.e., 
teach-in or playback, [5]—some of them try to include peripheral equipment, such 
as end-effectors, sensors, conveyors, or other machines and consider changing envi-
ronmental conditions [6]. However, learning based methods are still restricted due 
to limited explainability [6] which must be based on fundamental understanding of 
AI environments [7]. 

Beside programming approaches considering the creation of robot control 
programmes in a robot-oriented way, meaning the creation of explicit motion 
commands for the robotic system, other approaches focus on different types of 
process models, such as task-, problem- or data-orientation, resulting in, for example, 
declarative programming languages [8] or the development of different data exchange 
formats such as AutomationML [9] and corresponding ontological semantics for 
interpreting those data formats [10]. 

A promising approach to automatically program robots has been the use of so-
called skills [11]. The application of skills increases the reusability and modularity of 
programs, as skills can be combined to generate more complex ones. Besides, skills 
can be seen as services in Service Oriented Architectures (SOAs) for production [12] 
while increasing the level of abstraction in robot programming and easing applica-
tion of artificial intelligence methods [13]. However, one of the main drawbacks of 
using skills is the lack of well-established standards for organizing, describing, char-
acterising, and presenting skills to clients [14]. Another major obstacle is the actual 
implementation of skills for specific hardware. Usually, similar devices produced 
by different manufacturers require ad-hoc programming of desired skills for each 
device. 

A hardware-agnostic Plug & Produce approach was introduced by Profanter [15]. 
They developed different concepts based on OPC UA communication and skill repre-
sentation of tasks enabling different devices to be interchangeable and thus increasing 
system flexibility. The proposed approach of human and process centred declarative 
robotic system programming is based on that concept. 

3 Evaluating Robotic System Programming Approaches 

Despite of different approaches targeting the objective of simplifying industrial 
robotic system programming, a recent review on industrial robot programming
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methods showed that there is no common benchmark to evaluate these develop-
ments [16]. This leads to the question of whether a lack of evaluation criteria has 
hindered implementability of those programming methods in an industrial context, 
or whether a definition of industrially relevant criteria for the application of intuitive 
programming techniques is key to their applicability. 

In addition, a general challenge in robotic system programming is the growing 
number of possible system states depending on the process complexity. Often, robotic 
actions depend on a variety of process and sensor data that can quickly create uncon-
sidered system states, if handled incorrectly. This, in turn, can cause downtimes or 
incorrect system behaviour such as deadlocks or livelocks, if logical contradictions 
occur. For example, the theoretical number of system states increases by 2n only 
by adding n sensors with Boolean states to a system. Thus, by adding a sensor with 
Boolean outputs, 2 additional system states need to be considered in the logical repre-
sentation. In addition, a discretisation of a continuous robot trajectory might lead to 
an exponential increase of system states dependent on the interval of discretisation. 

Table 1 gives an overview of a qualitative comparison of different programming 
approaches from a user’s point of view. Teach-in, playback and 3D-based graphical 
approaches are considered imperative while block-based graphical as well as text-
based approaches can be considered as both—dependent on their implementation. 

The programming methods are compared in terms of the possibility in identifying 
and/or preventing errors, the independence of manufacturers, the modifiability of 
the robotic system control programmes, the traceability of the implemented control 
programmes, the offline compatibility, the independence of expertise as well as the 
reference to the reality and the overall robotic system. 

While error prevention is partially applicable with almost every approach as 
errors in the control programme can directly be seen in an 3D-environment, this

Table 1 Qualitative comparison of robot programming approaches from a programmer’s point of 
view ○ not applicable ◑ partially applicable ● applicable 

Teach-In Playback 3D-based Text-based Block-based 

Error prevention ◑ ◑ ◑ ○ ◑ 
Independence of manufacturers ○ ● ◑ ○ ● 
Modifiability ◑ ◑ ◑ ◑ ● 
Traceability ○ ○ ◑ ◑ ● 
Offline compatibility ○ ○ ● ● ● 
Independence of expertise ○ ● ◑ ◑ ● 
Reality reference ● ● ◑ ○ ◑ 
System reference ○ ○ ◑ ● ● 
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might be more difficult with text-based approaches. However, formalised block-
based approaches have the possibility of verification which enhances error preven-
tion. The independence of manufacturers is given with playback as well as block-
based approaches as they are hardware-agnostic. Approaches using graphical 3D-
programming interfaces are partially independent as some tools use real hardware 
representations, but others use specifically designed hardware translators. 

Even though modifiability is given for every approach, the traceability of the 
implemented modifications is not given for the teach-in as well as the playback 
approach and only partially given for 3D- and text-based approaches. Further, inde-
pendence of expertise is only given by applying playback as well as block-based 
methods. While the reference to real robots is fully given in the most imperative 
approaches, the system reference including peripheral equipment might only be 
considered in text- and block-based approaches. 

In contrast to a qualitative approach in evaluating robotic system programming 
approaches, quantitative indicators with reference to evaluation approaches in the 
fields of embedded systems development might be applicable for robotic systems as 
well. Indicators might be divided into indicators evaluating the programming effort as 
well as indicators evaluating the quality of the control programme. The programming 
effort can be calculated based on the hourly rate of programming, testing, modifying, 
and optimizing the control programme. On the contrary, the programme quality might 
be formulated based on different indicators shown in Table 2.

An analysis of five different industrial use cases showed a high variation in the 
presented indicators for evaluating the programme quality. Even though all use cases 
were pick-and-place applications, the different application types required different 
specificities leading to more or less complex robotic system control programmes. 
The use cases included sorting, palletising, packaging, commissioning as well as 
depalletising tasks respectively. Table 2 gives an overview of the indicators collected. 
The high variance in the indicators presented, makes the need for a uniform or 
standardised programming approach necessary that allows less variability from the 
user’s point of view due to a higher level of abstraction but a formalised translation 
towards machine-executable code. 

4 Proposed Approach 

In the programming approach proposed, the system is defined through YAML config-
uration files. These configuration files describe information flows available from 
sources such as sensors, hardware components themselves such as robots or actua-
tors, as well as skills of individual hardware components. In this context, skills refer 
to aggregated, process-centric action descriptions. Skills are modelled in a similar 
way to the work presented in [17]. 

The Canonical Robot Command Language (CRCL) is used to define specific 
action blocks [18], while an OPC UA server is used for communication and inter-
action with different hardware components, i.e., agents. This allows for accessing
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Table 2 Quantified comparison of robotic control programmes of different types of pick-and-place 
applications 

Indicator Description Sorting Palletising Packaging Commissioning Depalletising 

Degree of 
programme 
complexity 

Ratio of 
programme 
size to number 
of programme 
lines for 
functional 
programme 
parts 

2:1 13:1 17:1 2000:1 40:1 

Degree of 
code 
anomaly 

Ratio of error 
states to 
programme 
size 

1:200 1:180 1:25 1:5000 1:33 

Degree of 
reliability 

Ratio of errors 
to the shift 
duration 

1:8 1:1.6 1:23.25 1:0.016 1:24 

Degree of 
programme 
criticality 

Ratio of 
safety-relevant 
programme 
lines to the 
total number 
of programme 
lines 

1:75 1:225 1:25 1:500 1:133 

Degree of 
programme 
quality 
assurance 

Ratio of 
programming 
effort to the 
testing effort 

2:1 50:1 5:1 0.8:1 0.75:1

detailed representations of agent status and allowing requesting actions to be 
performed by the agents. The OPC UA standard is used for information modelling 
and communication. OPC UA was selected in order to ensure hardware agnosticism. 
In addition, OPC UA offered several additional advantages as it supports encryp-
tion, provides semantic modelling capabilities, and has a better performance with its 
open-source implementation open62541 [19] compared to ROS [20]. Besides, OPC 
UA is a well-established technology in industry, which facilitates integration and has 
been proven to enable the implementation of deterministic systems when combined 
with Time Sensitive Networking (TSN) [21]. 

Following on from this, a skill in the OPC UA server is an object node that repre-
sents a finite state machine with different possible states, such as Ready, Running, 
Halted or Suspended. The transitions between states are represented as events in 
the OPC UA server. These events are triggered by calling the methods Start, Halt, 
Suspend or Reset contained within the skill object node. The skill state transition 
events, combined with changes in variable nodes representing sources of information 
(sensors, alarms, etc.), are the events that inform about the transition of the system 
into a new state. Every skill object also contains a set of variable nodes that hold the



Sustainable Utilization of Industrial Robotic Systems by Facilitating … 117

values of the skill parameters and are read by the corresponding agent executing the 
skill at runtime. While every primitive (CRCL command) used for defining a skill 
has an associated parameter in the OPC UA server, not every parameter is meant 
to be modified in each instantiation of the skill. For example, in a pick-and-place 
operation, the pick position and the place position might be exposed to the end user 
through a middleware, nevertheless other parameters available in the OPC UA server, 
such as speed, acceleration or the open/close setting of the gripper remain constant 
and not available in the middleware. 

Finally, the combination of different mechanisms implemented in OPC UA, such 
as the use of variable and object nodes, methods, events, subscriptions or the inclusion 
of guards in the modelled CRCL commands, allows for generating flexible machine 
code that follows a complex flow in an automated way. At the same time, the generated 
code for a configured system can be easily modified through an OPC UA server by 
using an OPC UA client. The OPC UA client can have a GUI and be used manually 
by a human but can also be part of a more complex software, for example a controller 
implementing a certain policy or any kind of middleware. 

5 Use Case Description and Evaluation 

In this section, an exemplary implementation of the proposed declarative program-
ming approach is compared to the imperative description. Table 3 summarizes 
the textual and visual comparison between the two approaches. The process 
block “Pick & Place” is extended and generalised compared to the usual pure 
pick-and-place activity, as can be seen in the examples.

Thus, for the first use case, palletising is to be handled by a cobot mounted on a 
mobile platform, implementing a sorting application. After the arrival of the mobile 
robot, the declarative process module “Pick & Place” starts the palletising of carriers 
in a defined configuration onto a conveyor belt. For this process, it is important to 
consider the changing pick and place parameters, since the carriers are stored in stacks 
and are similarly to be palletised in stacks onto the conveyor carrier. The important 
parameters that can be modified in this use case are the start and end positions of the 
carriers. The combination of different movement sequences and the gripping activity 
proves to be advantageous for the fast process mapping. Furthermore, due to the 
previous initialisation of the process with a gripping point, only the target position 
and orientation need to be described. 

In the second use case, the “Pick & Place” process is dealing with the transport of 
goods via a conveyor belt system in logistics applications. In contrast to the previous 
use case, the object is not manipulated by a cobot, but instead by the coupling of 
differently oriented conveyor belts connected by switches. The declarative approach 
in combination with the system interface allows a simple modelling and modification 
of the route target after initialisation and definition of the target position. With the 
newly defined approach, the route decisions are mapped by an internal logic.
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Table 3 Comparison of two use cases using declarative and imperative programming approaches 

Depalletizing use case Commissioning use case 

Declarative 
model 

Declarative 
description 

Depalletize workpiece carriers Move container from the warehouse to 
the commissioning station 

Imperative 
model 
(BPMN) 

Skill 
representation 
(YAML) 

Depalletizing_Skill{ 
SetHardware 
MoveTo 
MoveTo 
SetHardware 
MoveTo} 

Commissioning_Skill{ 
MoveTo 
MoveTo 
SetHardware 
MoveTo} 

Imperative 
description 
(CRCL/OPC 
UA) 

Set do_gripper, 1; 
MoveJ Offs(pObject,0,0,100), v200, 
z20, t_gripper; 
MoveL pObject, v100, fine, t_gripper; 
Set do_gripper, 0; 
Wait 0.3; 
MoveL Offs(pObject,0,0,100), v200, 
z20, t_gripper; 

Move conveyor_part1 with v250; 
Move conveyor_part2 with v250; 
Set do_switch, 1; 
Move conveyor_part3 with v250;

For the use cases described, the required skills were defined in the following 
manner: MoveTo skill composed of two CRCL commands, i.e., SetTransSpeed and 
MoveTo. The skill requires three parameters, i.e., a Boolean indicating whether the 
movement is linear or not, a double setting the linear motion speed and a pose. 
SetHardware requires an input for setting a digital output such as opening and closing 
the gripper or a switch including an input for a necessary waiting time due to physical 
communication principles. 

6 Discussion and Conclusions 

This paper presents a continuous model computation pipeline for the purpose of 
semi-automated robotic system programming. The approach is presented on two frag-
mental industrial use cases. This research has shown, that as long as programming of 
robotic systems is done from a robot’s perspective, programming experts incorporate
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their expert knowledge on robot capabilities, behaviour as well as application-specific 
factors of the entire system. However, if the programming paradigm changes from 
mapping these explicit robot-specific actions, i.e. motion commands, to a higher level 
of abstraction, the underlying software basis changes decisively. Processes are then 
modelled and represented by a chain of robotic skills or task descriptions satisfy 
given specifications while at the same time allowing verifications of modification 
against specifications. Future work will focus on evaluating the process abstraction 
process using the proposed declarative programming approach on four more complex 
industrial use cases while at the same time quantifying the expected reduction of 
programme complexity by keeping the required process quality. 

Acknowledgements This project is funded by the Federal Ministry for Climate Protection, Envi-
ronment and Energy, Innovation and Technology, BMK, and carried out within the framework of 
the programme Production of Future under the grant agreement number 877362 within the project 
SAMY—Semi-Automated Modification in Control Programmes of Industrial Collaborative Robotic 
Systems. 

References 

1. Gaede, C., Ranz, F., Hummel, V., Echelmeyer, W.: A study on challenges in the implementation 
of human-robot collaboration. J. Eng. Manage. Oper. 1, 29–39 (2019) 

2. Ingrand, F.: Recent trends in formal validation and verification of autonomous robots software. 
In: Proceedings of the Third IEEE International Conference on Robotic Computing, pp. 321– 
328 (2019) 

3. Fisher, M., Collins, E., Dennis, L., Luckcuck, M., Webster, M., Jump, M., Page, V., Patchett, 
C., Dinmohammadi, F., Flynn, D., Robu, V., Zhao, X.: Verifiable self-certifying autonomous 
systems. In: Proceedings of the IEEE International Symposium on Software Reliability 
Engineering Workshops, pp. 341–348 (2018) 

4. Schmidbauer, C., Komenda, T., Schlund, S.: Teaching cobots in learning factories—user and 
usability-driven implications. Procedia Manuf. 45, 398–404 (2020) 

5. Ravichandar, H., Polydoros, A.S., Chernova, S., Billard, A.: Recent advances in robot learning 
from demonstration. Annu. Rev. Control Rob. Auton. Syst. 3, 297–330 (2020) 

6. Kardos, C., Kovács, A., Váncza, J.: Towards feature-based human-robot assembly process 
planning. Procedia CIRP 57, 516–521 (2016) 

7. Bengio, Y., Courville, A., Vincent, P.: Representation learning: a review and new perspectives. 
IEEE Trans. Pattern Anal. Mach. Intell. 35(8), 1798–1828 (2013) 

8. Peterson, J., Hager, G.D., Hudak, P.: A language for declarative robotic programming. Proc. 
IEEE Int. Conf. Rob. Autom. 2, 1144–1151 

9. Drath, R., Luder, A., Peschke, J., Hundt, L.: AutomationML—The glue for seamless automation 
engineering. In: Proceedings of the IEEE International Conference on Emerging Technologies 
and Factory Automation, pp. 616–623 (2008) 

10. Hua, Y., Mende, M., Hein, B.: Modulare und wandlungsfähige Robotersysteme, at-
Automatisierungstechnik, 63/10, 33–37 (2015) 

11. Bøgh, S., Nielsen, O., Pedersen, M., Krüger, V., Madsen, O.: Does your robot have skills?. In: 
Proceedings of the 43rd International Symposium on Robotics, pp. 1–6 (2012) 

12. Perzylo, A., Grothoff, J., Lucio, L., Weser, M., Malakuti, S., Venet, P., Aravantinos, V., 
Deppe, T.: Capability-based semantic interoperability of manufacturing resources: A BaSys 
4.0 perspective, IFAC-Papers OnLine, 52/13:1590–1596 (2019)



120 T. Komenda et al.

13. Konidaris, G., Kaelbling, L.P., Lozano-Perez, T.: From skills to symbols: Learning symbolic 
representations for abstract high-level planning. J. Artif. Intell. Res. 61, 215–289 (2018) 

14. Schlenoff, C., Prestes, E., Madhavan, R., Goncalves, P., Li, H., Balakirsky, S., Kramer, T., 
Miguelánez, E.: An IEEE standard ontology for robotics and automation. In: Proceedings of 
the IEEE/RSJ International Conference on Intelligent Robots and Systems, pp. 1337–1342 
(2012) 

15. Profanter, S., Perzylo, A., Rickert, M., Knoll, A.: A generic plug and produce system composed 
of semantic OPC UA skills. IEEE Open J Ind. Electron. Soc. 128–141 (2021) 

16. Heimann O., Guhl, J.: Industrial robot programming methods: a scoping review. In: Proceedings 
of the 25th IEEE International Conference on Emerging Technologies and Factory Automation 
1, 696–703 (2020) 

17. Profanter, S., Breitkreuz, A., Rickert, M., Knoll, A.: A Hardware-Agnostic OPC UA Skill Model 
for Robot Manipulators and Tools. In: Proceedings of the IEEE 24th International Conference 
on Emerging Technologies and Factory Automation, pp. 1–8 (2019) 

18. Proctor, F., Balakirsky, S., Kootbally, Z., Kramer, T., Schlenoff, C., Shackleford, W.: The 
canonical robot command language (CRCL). Ind. Rob. Int. J. 43, 495–502 (2016) 

19. https://github.com/open62541 
20. Profanter, S., Tekat, A., Dorofeev, K., Rickert, M., Knoll, A.: OPC UA versus ROS, DDS, 

and MQTT: Performance evaluation of industry 4.0 protocols. In: Proceedings of the IEEE 
International Conference on Industrial Technology, pp. 1–8 (2019) 

21. Pfrommer, J., Ebner, A., Ravikumar, S., Karunakaran, B.: Open source OPC UA PubSub over 
TSN for real-time industrial communication. In: Proceedings of the IEEE 23rd International 
Conference on Emerging Technologies and Factory Automation, pp. 1–4 (2018) 

Titanilla Komenda obtained her M.Sc. degree in Mecha-
tronics/Robotics from the University of Applied Sciences Tech-
nikum Wien. Since 2017 she has worked as project manager at 
Fraunhofer Austria in the field of robotic system integration.

https://github.com/open62541


Sustainable Utilization of Industrial Robotic Systems by Facilitating … 121

Jorge Blesa Garcia is a junior researchers at the University of 
Applied Sciences Technikum Wien in Vienna, where he studies 
Mechatronics and Robotics. 

Maximilian Schelle received his M.Sc. degree in Compu-
tational Methods in Mechanical Engineering from the UAS 
Hamburg, Germany in 2020. He currently works at Fraunhofer 
Austria on optimizing robotic systems. 

Felix Leber is a junior researchers at the University of Applied 
Sciences Technikum Wien in Vienna, where he studies Mecha-
tronics and Robotics.



122 T. Komenda et al.

Mathias Brandstötter received his Ph.D. in Robotics and 
Control at UMIT in 2016. He has been deputy director at 
ROBOTICS - Institute of Robotics and Mechatronics at JOAN-
NEUM RESEARCH, since 2015.



Productivity Driven Dynamic Task 
Allocation 
in Human–Robot-Collaboration 
for Assembly Processes 

M. Euchner and V. Hummel 

Abstract The numerous challenges, such as mass customisation, globalisation and 
digitalisation, pose major challenges for Industry 4.0 in the industrial environment. 
Smart collaborative robotics, which has been identified as a key technology, still lags 
behind expectations. The synergies that arise from combining strengths of humans 
and robots offer many possibilities for adapting work systems to the new chal-
lenges. An ergonomic and economic consideration of HRC still reveals potential 
for improvement in order to promote the widespread use of collaborative robots. 
While the technology is primarily intended to support humans ergonomically, new 
stresses arise, such as a forced posture, monotonous work or the feeling of machine-
determined work. In addition to the ergonomic burdens, the currently applicable 
safety standards still severely restrict the economic use of collaborative robots at the 
present time. This paper describes an approach that enhances developed methods 
considering ergonomic optimisation by combining it with economic improvement 
of human–robot collaborations by means of semi-autonomous group work. Based on 
the ergonomic and economic criterias within a work system, the task allocation of a 
workplace will be adjusted. Productivity describes the relationship between output 
and input. Productivity could be increased by reducing the input or by increasing the 
output. This method aims to increase output by dynamically allocating work tasks 
based on productivity. By comparing actual and target times, individual assembly 
processes are taken over by the robot or handed over to the human. The method is 
intended to help cushion the impact on productivity in the event of a resource failure 
through dynamic task allocation. In addition to optimising output, the aspects of semi-
autonomous group work should also increase employee motivation. In summary, 
it can be said that the developed method should contribute to the ergonomic and 
economic use (e2use) of collaborative robots in assembly. 
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1 Introduction 

The entire economy is facing more and more challenges. While the shift to mass 
production released synergies in terms of cost reduction, today companies are again 
faced with the difficulty of small batch sizes and customised products up to batch size 
1 [1]. In addition the so-called environmental turbulences, such as currency crises, 
climate change and rising raw material prices, are leading to increased complexity in 
processes [2]. Human–robot collaboration (HRC) has been identified as a key tech-
nology to handle these requirements in the future [3]. Furthermore, the term Industry 
5.0 defines the three premises such as human-centricity, resilience and sustainability 
that are necessary to sucessfully cope with the new challenges [4]. 

This paper puts a spotlight on the resilience of hybrid work systems. With the 
help of dynamic work system adaptations in the form of dynamic task allocation, 
the resilience is to be increased and the productivity to be stabilised. Also in view of 
demographic change, the resilience of a work system comes into focus as productivity 
should be maintained regardless of the age of the employee and his performance. 

This paper’s aims to provide a method that uses the advantages of HRC in order 
to achieve a resilient production and maintain productivity, even in the face of envi-
ronmental turbulences that lead to short-term changes in capacity requirements. In 
the spirit of Industry 5.0, it is also a human-centric approach and meant to lead to 
greater acceptance and penetration of human–robot collaboration in production in 
the long term. 

2 State Of The Art 

In the following chapter the state of the art, which is the basis for the solution approach 
of a resilient production environment through a resilient, human-centered HRC, is 
outlined. 

2.1 Reasons for More Flexible and Responsive Production 

Since the manufacturing industry is facing multiple challenges nowadays, a flex-
ible and responsive production should serve as a solution for future challenges [5]. 
Due to growing turbulences the demands on production planning and control are 
increasing and therefore a necessity for an increase in responsiveness and flexibility 
in production arises [6]. 

Reasons for needing a more flexible design of the production are according to [7] 
following turbulences:

• in procurement: turbulence due to material deviations and unreliable suppliers.
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• in production: turbulence caused by unexpected quality deviations and process 
uncertainties due to machine and personnel failure.

• by the customer: turbulence due to changes in the end product or changes in the 
order. 

While certain turbulences only have a medium impact on production, short-term 
turbulences pose major challenges. Time for an adequate reaction is usually too short, 
which is why short-term turbulences can lead to production targets not being met. 
In the future, volatile markets will mainly lead to short-term fluctuations within a 
company. Especially strong fluctuations within one day will pose great challenges 
to companies [5]. 

2.2 Resilient Manufacturing 

The term resilience describes the ability to cope with turbulence [9] One  major  
challenge of nowadays production is to meet the customers expectations in terms of 
timely delivery of personalized products [8]. Resilient production also should be able 
to react to different uncertainties, such as material, component and energy shortages 
or human-induced disturbances, in order to lead the system from an undesired back 
to a desired state [8]. Due to global factors such as climate change and pollution 
the interest in resilient systems is increasing [2, 8]. Characteristics of resilience and 
implications for manufacturing include productivity, processes, capacity, reliability, 
sustainability, quality, etc. [8]. Resilient systems are aiming to avoid or at least 
reduce losses in productivity as well as efficiency [9]. An approach to implement 
resilient production systems lies in the area of production planning. Independent of 
turbulent influences, production goals are to be achieved [8, 9]. This paper considers 
the resilience of HRC workplaces in the context of an overall resilient production 
system. 

2.3 HRC and Dynamic Allocation 

Collaborative robotics, as well as HRC, count as a key technology to meet the 
increased requirements of, for example, small batch sizes [10]. HRC is understood 
as the hand-in-hand cooperation of a collaborative robot with a human. This means 
that human an robot work at the same time in a common workspace on the same 
workpiece. By combining the ‘advantages’ of human and robot, synergies are to be 
created in order to implement [11] ergonomic and economic optimisations. Above 
all, the increased system flexibility that can be implemented through HRC serves 
as an important characteristic for establishing a resilient system that simultaneously 
pursues a human-centered approach [12]. An approach for an appropriate use of HRC 
and automation in which the human is the system’s center is described as human
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centered Lean automation [13] The presented approach builds on the described Lean 
Automation approach. It aims to use the right amount of automation in order to 
create robust, reliable and not overly complicated solutions [14]. There are various 
approaches to task allocation in HRC. [15–17] follow a capability-oriented approach. 
The result of these methods is a suitability assessment of the resources with regard 
to the individual assembly steps. Based on this assessment, an allocation is selected. 
The result of these methods is one allocation which is considered the best based on 
defined parameters for example of the workpiece. With regard to a dynamic alloca-
tion, several allocations can be considered. An approach of a dynamic adjustment 
of the allocation was worked out by [18]. The individual interaction scenarios are 
compared on the basis of a utility value and the allocation of the tasks is changed in 
case of an unexpected event. This paper explores how system flexibility can contribute 
to resilient manufacturing. 

2.4 Productivity in HRC Through Human-Centred 
Automation 

Productivity describes the ratio of output to input. It represents the relationship 
between the results of an economic or operational activity (output) and the resources 
used for this activity (input). Productivity is considered to be an overall measure of 
efficiency [19]. Already [13] consider a human-centered Lean automation approach, 
which not only leads to increased productivity but also to an improvement of safety, 
ergonomics and human well-being. The approach of [13] shows that by means of an 
HRC the productivity of the work system can be increased. 

Komenda et al. [20] investigated the effects of different task allocation on produc-
tivity. A wide variety of interaction scenarios were considered, differing in their allo-
cation of tasks between humans and robots. The experiments showed that the total 
cycle time varies according to certain patterns of task allocation. Decisive for this are 
precedence conditions and resulting waiting times. The complex dynamic problem 
of task allocation can be solved by simulation and an optimiser. 

2.5 Semi-Autonomous Group Work in HRC 

A semi-autonomous group work is defined by a common work order that can be 
executed in an artifactual manner, joint organisation of actions to accomplish the 
order, jointly negotiated decisions, and responsibility for the use of resources and 
work results [21]. Different goals can be pursued by the implementation of a group 
work. These include for example a higher job satisfaction as well as an increase in 
performance and motivation [22]. In the sense of Industry 5.0, group work can play 
a central role in the implementation of people-centered workplaces.
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3 Methodical Approach 

The methodical approach is based on the design science research process according 
to [23]. This approach includes a total of six steps up to the communication of the 
result. The first step describes the identification of the problem. Hereby the increas-
ingly frequent turbulences that lead to short-term changes in capacity requirements 
were identified [5]. This requires resilient production systems that can achieve the 
production target despite external influences [9]. As collaborative robots are consid-
ered as a key technology to meet the increased demands on production, the objective 
of this paper was to realise a resilient production by using HRC. In the following 
steps a concept is developed (step 3) which is implemented in a prototype (step 4). 
The evaluation (step 5) is done by calculating the limits of the established method and 
a critical review. Step 6 of the design science research process is the communication 
of the result. 

4 Solution Approach 

This chapter describes a solution approach, how a dynamic allocation of tasks within a 
human–robot collaboration based on productivity can lead to a more resilient produc-
tion. The necessary steps are shown in Fig. 1. Dynamic allocation is the changing 
allocation of work content to a resource based on changing process parameters. 

Fig. 1 Steps of the solution 
approach
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Table 1 Examplary list of interactions scenarios 

IS Assembly steps (MS) Processing time (TIS) 

MS 1 MS 2 MS 3 

1 H R R 37 

2 H H H 42 

3 R H H 38 

4.1 Resilience Through Group Work in HRC 

4.1.1 Define All Possible Interaction Scenarios 

A dynamic allocation requires a pool of all possible interaction scenarios (IS). The 
idea of these interaction scenarios originates from the described method of [18]. An 
interaction is understood as a defined allocation of a resource to an assembly step. 
In this solution approach, an IS is understood to be a defined sequence of individual 
process steps as well as the allocation of the process steps to a resource. In this 
approach, it is not about finding an allocation that is best suited for a work center. 
Rather, it is about identifying multiple ways in which a human and a robot can work 
together within a work system. A prerequisite for a dynamic allocation is that there 
are several interaction scenarios. Meant, multiple ways in which the human and the 
robot can work together in a workplace. This implies that the human can also take 
over assembly steps for which the robot would actually be better suited and vice 
versa. The only prerequisite is that the human is capable of performing the task 
within a human-friendly framework. 

Table 1 shows an exemplary list of interaction scenarios that differ in their 
allocation of the individual assembly steps and the processing time. 

4.1.2 Comparison of the Interaction Scenarios 

The identified interaction scenarios are compared using a tolerance range (TbIS), 
the individual interaction scenarios are compared based on their processing time. 
Interaction scenarios that have a processing time that is far too high are not included 
in the pool. This tolerance ensures that orders can be processed within the prede-
fined order time. The calculation of the tolerance range (TbIS) is based on a quality 
management approach for process capability calculation [24]. 

TbI S  = 1 
n

∑
TI S  ± x × σ (1) 

TbIS describes the tolerance limit time of the interaction scenarios and is calcu-
lated from the mean value of the individual processing times of the interaction 
scenarios (TIS), whereby the x-fold value of the standard deviation (σ) is added or
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subtracted. The value x depends on economic and strategic aspects of the company, 
since a larger x leads to the situation when more interaction scenarios with a 
higher processing time remain part of the pool. All interaction scenarios that have 
a processing time within these tolerance limits are still suitable for the interaction 
scenario pool. An interaction scenario whose time exceeds the defined limit of TbIS 
is not included in the pool, since processing of the order in the predefined order time 
is at risk. 

4.1.3 Definition of the Incipient Interaction Scenario 

Based on the identified interaction scenarios that lie within the tolerance range, 
the scenario that has a medium processing time is selected at the beginning. A 
medium processing time ensures that the work system can react in both directions. 
If unforeseen turbulences occur in production, an interaction scenario with a shorter 
or longer processing time can be selected in order to avoid efficiency losses. 

4.1.4 Initialisation of the Adjustment on Basis of Productivity 

Based on the mean interaction scenario, the actual productivity of the work system 
is calculated according to formula 2. 

As − is  − Producti  vi t y  = Output(I Scurrent ) 
I nput  

(2) 

Target  − Producti  vi t y  = Outputtarget  
I nput  

(3) 

The target productivity describes the necessary productivity to achieve the produc-
tion target. If the target productivity changes due to turbulences and results in an 
increase in the target productivity, a suitable interaction scenario is selected. 

This results in three scenarios: 

1. Target productivity = Actual productivity 
2. Target productivity > Actual productivity 
3. Target productivity < Actual productivity 

A change in target productivity can be caused by the environmental turbulences 
described in Sect. 2.1. The initialisation, i.e. the adaptation of the work system, is 
based on the comparison of target and actual productivity. Depending on the execution 
time of the defined interaction scenarios and their associated setup time, a suitable IS 
is selected. In case the target productivity exceeds the actual productivity, an IS with 
a lower execution time is selected. This gives the possibility to reach the production 
target despite turbulences.
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4.1.5 Comparison of Target and Actual Productivity 

The adjustment of the target and actual productivity is necessary as soon as param-
eters, which alter one of the two productivity values and bring the system out of 
equilibrium, change. Such a parameter change can occur due to the environmental 
turbulences mentioned. Not only a change in the target productivity due to an order 
change, but also a change in the actual productivity due to a machine or personnel 
failure can be a reason for an adjustment of the productivity parameters. The adjust-
ment of the interaction scenario is done in agreement with the employee and by 
providing the necessary information that requires an adjustment of the system. It 
is not in the spirit of semi-autonomous group work and human-centered workplace 
design that the work system is automatically adjusted based on the target productivity. 
The adjustment is made for example on the basis of a jointly negotiated decision of 
the semi-autonomous group. The worker decides to adapt the interaction scenario 
based on the information provided [21]. 

5 Flexible Production Through Semi-Autonomous Group 
Work At Werk150 

The presented solution approach was built in the Werk150, the learning and research 
factory of the ESB Business School at Reutlingen University [25]. 

The solution approach of a resilient production through the implementation of a 
dynamic allocation in the sense of a semi-autonomous group work was carried out 
within the scooter production line of Werk150. Figure 2 shows the focus aspects 
considered. 

In this production line, the collaborative robot will be used for bolting and pick-
and-place processes in the future. During the assembly of the running board, there

Fig. 2 Focused assembly 
group and cobot 
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Table 2 Identified interaction scenario 

IS Assembly steps (MS) Processing time (TIS) in [sec] 

MS 1 MS 2 MS 3 

1 H H H 100 

2 K K H 124 

3 R K H 100 

4 H R H 108 

5 K R H 120 

6 R H H 88 

are currently six interaction scenarios that differ in the allocation of work content. 
Table 2 shows the allocation of tasks between human (H), robot (R) and both (K). 

The processing time per unit TIS results from the execution times of the individual 
assembly steps and a process knowledge of which assembly steps can be executed 
simultaneously. There are currently six feasible scenarios for the selected assembly 
step. By adapting the end effector of the collaborative robot, further interaction 
scenarios could be defined. Based on formula 1 and a simple σ, the following tolerance 
limit times result:

• upper tolerance limit: 119 s
• lower tolerance limit: 94 s 

Interaction scenarios that are above the tolerance limit time are not further consid-
ered. All interaction scenarios that are below the upper tolerance limit time can be 
considered for an adjustment in order to realise a resilient production. The lower 
tolerance limit can be used in control mode to guarantee stable processes. In the case 
of strong turbulence, IS that lie below the lower tolerance limit can also be taken into 
account in order to realise a very high target productivity. 

Based on the IS within the tolerance limit, the productivity for each IS is calculated. 
Table 3 shows the IS that are not considered further due to the upper tolerance limit 
time in red colored lines. In addition, the productivity was calculated in pieces per 
hour. IS3 is selected as the middle interaction scenario because it is a human–robot 
collaboration compared to IS1. This IS offers the possibility to react in both directions 
in case of a change of the target productivity. If the target productivity is greater than 
the actual productivity, IS6 is selected to increase the actual productivity.

6 Limits and Challenges 

Based on the values determined for the footboard production in Werk150, there is a 
margin of 53 assemblies produced, which could be realised via a 7 h production. In 
case of a short-term change in the target productivity before the start of production, 
+ 34 required assemblies can be produced over a whole day through an adjustment
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Table 3 Comparison based 
on tolerance limit 

Interaction scenario Processing time Productivity in 
[pieces/h] 

1 100 36 

2 124 29 

3 100 36 

4 108 33 

5 120 30 

6 88 41

to interaction scenario 6. This is the maximum possible adjustment. Depending on 
change time, the number of assemblies to be produced decreases. An increase in the 
target productivity by six assemblies in the last hour to be produced can no longer be 
implemented with the current interaction scenarios. An extension of the automation 
in order to include the bolting process could lead to faster interaction scenarios, 
which could further increase the resilience of the system. 

Basically, collaborative robots can be used for a variety of tasks. In addition to 
pick-and-place activities, they can also be used for screwdriving and gluing processes. 
The more manufacturing processes can be taken over, the more interaction scenarios 
are available to adapt the system. However, this creates an economic discrepancy, as 
a change of the end effector would lead to increasing set-up times, which therefore 
would reduce the productivity and thus also the economic efficiency of a dynamic 
adaptation. In the context of semi-autonomous group work, however, it would be 
possible to use. 

7 Critical Questioning 

In the implementation of dynamic allocation, basic requirements for a successful and 
effective use of dynamic allocation were defined. The current safety requirements 
would require extensive safety time certification for each adjustment. Certification of 
the overall system would be required to avoid recertification due to an adjustment of 
the allocation. Therefore an economical deployment depends on the certification of 
the entire system. Because a recertification would take too much time. Basically, the 
workplace should be suitable for an HRC application. An elementary prerequisite is 
that the individual interaction scenarios can be exchanged without major adjustments, 
such as a necessary exchange of the end effector. Large adjustments due to dynamic 
allocation hinder the economic use of collaborative robots. In addition, in the spirit 
of Industry 5.0 and human-centered workplaces, humans should be involved in the 
design process and agree that the task content is dynamically adapted.
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8 Conclusion and Outlook 

The solution approach describes a possibility for implementing resilient production, 
which can also take into account the aspects of semi-autonomous group work and 
thus enables human-centered hybrid work systems. However, the focus is on the 
resilience of an overall system, which is increased by a dynamic adaptation of the 
interaction scenarios. To a certain extent, short-term environmental turbulence can be 
cushioned by the method described. This depends mainly on the number of interaction 
scenarios and the time difference between the mean interaction scenario and the 
shortest interaction scenario. In addition, it must be noted that a permanent use of 
the shortest interaction scenario is the most favoured option from a business point of 
view, however, due to the human-centered approach, not only business factors are at 
stake. The goal is to realise a human-centered production that is capable of enduring 
turbulences through its resilience. 

Outlook: The method presented for the realisation of a resilient production unfolds 
its full potential once it has been implemented in an automated way in production 
planning and control. An implementation in the production, planning and control 
system enables an immediate reaction to occurring turbulences that affect produc-
tivity. In addition, the use of multi-deffectors plays a crucial role in making a 
dynamic adjustment of the interaction scenario economically reasonable. Set-up 
times between adjustments would contribute to reducing the productivity of the 
system. 
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Artificial Intelligence Based Robotic 
Automation of Manual Assembly Tasks 
for Intelligent Manufacturing 

Alexej Simeth and Peter Plapper 

Abstract Increasing product customization and shortening product life cycles in 
an ever-changing world is challenging for automation. This is especially true for 
assembly tasks, requiring a high level of perception, skill, and adaptability. With the 
rise of smart manufacturing, intelligent manufacturing, and other aspects related to 
Industry 4.0, the hurdles for automation of the aforementioned tasks are getting 
reduced. Especially Artificial Intelligence (AI) is expected to enable smart and 
flexible automation since it is possible to deduct decisions from unknown multi-
dimensional correlations in sensor data, which is critical for the assembly of highly 
customized products. In this research paper, three different conventional and AI-
based glue detection models are proposed with the target to automate a gluing process 
in a manual assembly of highly customized products in a batch size one production 
scenario. A conventional, one-dimensional rule-based model, and two hybrid models 
using a support vector machine image classifier (SVM) and either Tamura features or 
convolutional neural network (CNN) feature extraction are presented and compared. 
The obtained results demonstrate the efficiency and robustness of AI-based algo-
rithms, as the CNN and SVM hybrid model outperforms the other two approaches 
achieving a prediction accuracy of >99% at the fastest classification speed. 

Keywords Liquid detection · Convolutional neural network · Artificial 
intelligence · High mix low volume automation 

1 Introduction 

As one of the last processes in production operation, assembly plays a significant role 
in manufacturing systems [1]. A highly efficient and optimized assembly process is
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key for a competent manufacturing line [2]. Assembly processes however are still 
the part of manufacturing with a low overall degree of automation [3]. On the one 
hand, this is due to the nature of assembly tasks which often require a high level of 
perception, skill, and logical thinking [4]. On the other hand, the flexibility and adapt-
ability of manual assembly required is opposite to the increased output of automated 
assembly systems [5]. Especially in present boundary conditions characterized by 
an increasingly changing demand (mass customization) manufacturing lines face the 
trade-off between automated and manual systems. With the rise of smart manufac-
turing, intelligent manufacturing, and other aspects related to advanced manufac-
turing paradigms, the hurdles for automation in assembly are getting reduced [6]. 
Regarding replacing human intelligence in production, the authors of [7] state that 
intelligent manufacturing utilizes Artificial Intelligence (AI) techniques to minimize 
human involvement, which is key for the automation in assembly. 

The author’s research focusses on the automation of manual assembly processes 
in high variance low volume production scenarios up to batch size one via the appli-
cation of AI. The selected assembly consists of a pick-and-place and gluing process. 
A varying number of different parts is placed into corresponding bores in a carrier 
workpiece and then bonded with glue. The required amount of glue is unknown due 
to the specific properties of the carrier workpiece and inserted parts. Further the 
amount may change with every inserted part. Thus, volumetric process control is not 
applicable and alternative solutions for the automation are necessary. 

As one step in achieving the automation of the full manual assembly process, this 
paper presents different image classification methods to detect the fluid level of glue 
in workpieces so that the mentioned gluing process can be started, monitored, and 
stopped. The different methods, namely a one-dimensional conventional approach, 
a multi-dimensional, and an AI-based approach, are compared against each other. 
All methods are working with an optical sensor signal (RGB-Camera), which can be 
used as well for other sensing task in the described assembly. 

The rest of the paper is structured as follows: Sect. 2 provides a brief overview on 
state-of-the-art liquid detection methods. In Sect. 3 the selected approaches for this 
paper are introduced and explained. The experimental setup and obtained results of 
each approach are presented in Sect. 4. The last sections of this paper summarize the 
results and list the future work to be done to perform the final task, i.e., the glue level 
detection. 

2 State of the Art 

A brief overview of related work is given in this chapter. An elaborated version of 
this was presented on APMS conference 2021 [8]. 

In manufacturing automation, existing detection problems to identify specific 
features, objects, parts, etc. are solved differently depending on the exact task. In the 
area of glue, liquid, and fluid detection in production environment, most solutions are 
proposed in the context of bottle filling and electronics manufacturing [9–15]. The
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majority of reviewed publications applies static edge detection algorithms in order 
to identify the surface or silhouette of the liquid [9–11]. The border of the liquid is 
detected and compared to a predefined position or threshold to measure the width 
of an applied glue line [9], or to determine the upper filling level of a bottle [10, 
11]. In [12] the dark liquid inside the monitored bottle is separated from the image 
background solely based on colour values and the contour of the identified area is 
taken to estimate the filling level. A less complex algorithm based on changes in 
histogram is applied in [13] to measure the volume of a liquid and a bubble phase 
in translucent cylindric vessels. Key of this method is the experimental setup which 
amplifies the liquid and bubble phase. In [14], the authors compare a conventional 
detection approach to identify liquid and bubble phase in bottles via mean filters 
with Convolutional Neural Network (CNN) approach. The classification results are 
slightly improved with the CNN despite its very simple structure of three layers. 
To detect the variation in a dispensed glue drop on a workpiece, the authors of [15] 
selected principal component analysis. Target is to identify whether a fault in the 
dispensing system exists. 

Most of the introduced methods by other researchers apply conventional models 
to identify the surface, the silhouette or the colour of a liquid and compare it against 
predefined thresholds or references. Further they are depending on a constant envi-
ronment with specific settings for each feature to be detected. To start, monitor, and 
stop a gluing process in a constantly changing production environment with always 
changing products, e.g., high difference between products or robot mounted system, 
more robust and flexible detection algorithms are necessary. 

3 Case Study: Vision-Based Gluing 

For this research a gluing process in a final assembly in a batch size one production 
scenario is selected. Every carrier workpiece has a different number of inserted 
workpieces which must be bonded with glue. The position of the glue inlet and the 
amount of glue differs between every single gluing activity. Currently, this process is 
conducted manually. To automate this process, a robust decision rule to automatically 
detect the filling level of glue is required. Three different approaches are explained 
in the following. 

3.1 Patch Brightness 

The first approach is based on a single dimension, namely the brightness of the image 
patch. Similarly to the approaches presented in Sect. 2, this is a simple conventional 
detection rule. The region of interest (ROI), i.e., the outlet hole, is cropped out of 
the camera image and monitored (cf. 4.2). The colour of the glue is white and thus it 
is expected that the overall brightness of the image patch of the ROI increases with
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the glue level increasing in and exiting the outlet hole. At a certain brightness level, 
the process is stopped. The average brightness is calculated by converting the image 
patch from RGB to grayscale and taking the average of the intensity values of the 
pixels. The threshold is defined based on gluing trials explained in Sect. 4. 

3.2 Tamura Features 

Secondly, a multidimensional detection rule based on several image features is 
applied. Image features can be classified based on pixel properties as brightness, 
gradient, colour, or texture [16]. Texture feature descriptors play an important role and 
are widely applied in computer vision classification tasks. Tamura’s texture features 
[17] have high correlation to human visual perception and are proven to describe 
texture human-like most accurately and efficiently [18]. Since human vision shall 
be replaced by an automated system for glue detection, Tamura features are selected 
for the second glue detection method. Tamura’s texture descriptors are based on six 
textural features: coarseness, contrast, directionality, line-likeness, regularity, and 
roughness [17]. Coarseness represents the image granularity and is a measure of the 
micro-texture of an image. Contrast measures the variation of gray-level intensity of 
the pixels and is a measure of image quality. The existence of directional patterns 
like horizontal, vertical, diagonal, etc., is characterized by the feature Directionality. 
Line-likeness is the characteristic of texture that is composed of lines. A group of 
edge pixels is considered as a line when the pixels have the same edge direction. The 
sum of texture variation in an image is characterized by Regularity. It is measured 
as the sum of the variation of the four previous listed features. Roughness is used 
to emphasize the effects of coarseness and contrast and approximated as the sum of 
both features. 

The extracted features are forwarded to a Support Vector Machine (SVM) image 
classifier. The SVM is trained on images and a detection rule is defined automatically. 

3.3 CNN AlexNet Feature Extraction 

The third proposed method to robustly detect the glue is a hybrid model based on a 
pretrained CNN and an SVM, which was presented in [8]. The CNN is applied to 
extract image features, which are used for classification. Implementing a pretrained 
CNN is usually significantly faster and simpler than designing a new network [19]. In 
contrast to our initial publication [8], the less complex eight layer deep CNN AlexNet 
is applied, which is trained on the ImageNet database with 1000 object categories 
[20]. The reason for the selection of a CNN is the outstanding performance in several 
classification challenges, e.g., [21, 22]. Similar to the second approach, the features 
are forwarded to train a SVM image classifier, which achieves a similar performance
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and accuracy as deep learning classifiers, i.e., classification by the CNN itself, while 
reducing complexity and computational effort [23]. 

4 Experimental Setup and Results 

4.1 Experimental Setup 

The selected algorithms need to be exposed to actual data so that they can be trained 
and optimized. To generate the initial data set a test stand is designed to imitate the 
real industrial gluing process as depicted in Fig. 1. A smartphone camera is mounted 
parallel to the surface on a frame built of aluminium profiles. In the field of view 
the carrier workpiece with inserted parts is placed. A gluing tool mounted on the 
frame is arranged so that the nozzle covers the inlet hole. While glue is fed into the 
inlet hole, the outlet hole is monitored by the camera and videos are taken. From the 
videos single frames are extracted and the region of interest (ROI), i.e., the outlet 
hole, is cropped out of the frames. The resulting images of 41 × 41 × 3 pixels are  
labelled into the two categories “empty” and “full”. The two classes represent the 
states where either insufficient glue is filled into the workpiece and the process shall 
be continued or sufficient glue is filled, and the gluing process shall be ended. In 
total 605 images are obtained following this procedure with 380 of the label empty 
and 225 of the label full. To improve the data basis for training and testing, the initial 
data set is augmented to increase the size. Augmentation of the frames has been 
conducted via reflection and rotation following the method of importance sampling 
[24]. Thus, only the data which is expected to be most influential is augmented. In 
this use case, images which are labelled as empty but close to label full and vice 
versa are considered for augmentation. Examples for obtained images are given in 
Table 1. With augmentation, the total data set size is increased to 1790 images. 
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Table 1 Examples of 
generated data set images 

Label “EMPTY” 

Label “FULL” 

4.2 Conventional Approach: Patch Brightness 

For the conventional approach based on the average brightness of the ROI, a fixed 
or adaptive threshold must be defined. This threshold indicates that enough glue is 
filled into the workpiece. While monitoring the outlet hole, it is assumed that the 
average brightness increases with a strong gradient once the glue gets visible. A 
chronological sequence of the filling of the outlet hole with glue until exiting of the 
same is given in Table 1. However, not all gluing processes are as smooth as the 
given images indicate. In Fig. 2 the average brightness of the ROI is given for three 
different gluing sequences. The first sequence represents a standard sequence from 
which images as in Table 1 are obtained. Once the glue gets visible in the ROI the 
brightness increases continuously. At some point the exiting glue forms a sphere 
above the outlet. The shadow of that sphere reduces the brightness until the shadow 
exits the ROI. This is indicated by the dip in average brightness at frame position 
300 in the left graph in Fig. 2. In some cases, bubbles emerge on the surface of the 
glue significantly impacting the brightness. In the middle graph the dip in brightness 
is strongly visible. At this point however, the gluing process needs to be continued 
since the targeted level is not reached yet. The third graph on the right shows a gluing 
process in a brighter environment (sunny day). The overall level of brightness is much 
higher, although a constant light source is applied. To avoid such light disturbances 
an encapsulation would be required. Lastly, the surface of the outlet hole material has 
high differences in reflectivity so that it appears in different shades from dark gray to 
nearly white. Overall, no threshold applicable for all trials could be identified. The 
existence of glue can be detected but it is not possible to distinguish between empty 
but close to full and just full (cf. Table 1), and thus to robustly control the process.

4.3 Tamura Feature Extraction and SVM 

In the second approach a machine learning SVM image classifier is trained on Tamura 
image features. Therefore, the generated data set is split into training and test data 
in the ratio 80:20. With the training set (80% of data) the SVM is trained. Tamura 
features are extracted and forwarded to the classifier. After training, the classification 
model is tested on the test set, i.e., the remaining 20% of the data set. An example 
of extracted Tamura features is given in Table 2 for a completely empty and a full 
image.



Artificial Intelligence Based Robotic Automation of Manual … 143

Fig. 2 Plot of average 
brightness in different 
scenarios: Left: Regular 
gluing behaviour. Middle: 
Unregular behaviour with 
formation of bubbles. Right: 
Bright scenario

Table 2 Tamura features of depicted image patches 

Coa Con Lin Dir Reg Rou 

6.215 91.06 29.32 0.328 1.0 97.27 

7.868 59.64 28.80 0.747 1.0 67.50 

Features are coarseness, contrast, line-likeness, directionality, regularity, and roughness 

Besides regularity, all other five features of the two images vary. Most significant 
changes are in features contrast and roughness, which is based on contrast. The high 
difference is explained by the change from dark outlet hole to white glue. The overall 
prediction results are given in the confusion matrix in Table 3. The confusion matrix 
contains the values for true positive (TP), true negative (TN), false positive (FP), and 
false negative (FN) predictions. TP and TN are counted if a ‘full’ image is classified as 
‘full’ or an ‘empty’ image is classified as ‘empty’ respectively. The case FP describes 
the classification of an ‘empty’ image as ‘full’ and FN the classification of a ‘full’ 
image as ‘empty’. From the data it is visible, that the classification model classifies 
nearly all ‘empty’ images correctly but has a higher share of false predictions in 
the label ‘full’. Every fourth full image is classified falsely. Thus, the classification 
model tends to stop the process too late, since the chance of a classification of an 
actual full image into label empty is given.

Based on the confusion matrix, the performance metrics accuracy, precision, and 
recall are calculated. Furthermore, the time to train the model, i.e., training time, and 
the time to classify a test set image is recorded. All results are given in Table 4. The  
overall prediction accuracy is 85.8%. i.e., out of 100 images, approx. 86 images are 
classified correctly. The high precision indicates, that if an image is labelled as ‘full’, 
the probability that it is actually ‘full’ is very high. In contrast, recall is significantly 
lower. Thus, a high share of ‘full’ images is not identified and classified as ‘empty’.
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Table 3 Confusion matrix of classification with Tamura features and SVM with true positives (TP), 
true negatives (TN), false positives (FP), and false negatives (FN) 

Predicted class 

Actual class Label Full Empty TP = 133 
TN = 174 
FP = 5 
FN = 46 

Full 133 46 

Empty 5 174

Table 4 Evaluation metrics of Tamura features and SVM classifier 

Accuracy Precision Recall Training time Testing time 

0.858 0.963 0.743 58.04 s 2.54 s 

The training of the model is rather fast and takes less than a minute. After training, 
approx. 2–3 s are necessary to classify a new image. In an industrial process, this 
period is quite long and critical to monitor the gluing process. In Fig. 2 it is visible, that 
the duration from first appearance of the glue to full is about 50 frames. Considering 
the recording frame rate of 30 frames per second, the timespan from empty to full 
is less than two seconds. However, the processing time highly depends on the used 
system and implementation. In a different setup, the testing time might be faster and 
sufficient. 

4.4 CNN AlexNet and SVM 

Like the second approach, the machine learning SVM image classifier is trained 
on extracted features. This time the features are extracted by the pretrained CNN 
AlexNet. Thus, the CNN itself is not changed and used for feature extraction only. The 
procedure of training and testing of approach two and three are same. The augmented 
data set is split in the ratio 80:20 into training and test data. Based on the training set 
the SVM classifier is trained and then tested and validated with the remaining test set. 
In Table 5, the prediction results on the test set for this model in form of a confusion 
matrix are presented. On the given test set, the model works almost perfectly. All 
positive images have been classified correctly. One false prediction occurred, and an 
‘empty’ image was classified as ‘full’, thus a false positive prediction.

The evaluation metrics of the third approach are given in Table 6. All positive, i.e., 
‘full’ images have been identified and the recall is one. Also, the precision is close 
to one since nearly all positive predictions have been correct. Overall, the presented 
third approach achieves a very high accuracy of 99.7% correct predictions. Training 
the model requires approx. a minute. More important however is the prediction time 
of 0.37 s.



Artificial Intelligence Based Robotic Automation of Manual … 145

Table 5 Confusion matrix of classification with CNN and SVM with true positives (TP), true 
negatives (TN), false positives (FP), and false negatives (FN) 

Predicted class 

Actual class Label Full Empty TP = 179 
TN = 178 
FP = 1 
FN = 0 

Full 179 0 

Empty 1 178

Table 6 Evaluation metrics of CNN and SVM classifier 

Accuracy Precision Recall Training time Testing time 

0.997 0.994 1.000 61.53 s 

5 Discussion of Results 

The presented approaches in this paper significantly differ in their ability to robustly 
detect the fluid level in bores. With the first conventional, rule-based approach it 
was not possible to define a threshold which works for the hole data set. The simple 
detection based on the average brightness of ROI was always indicating a strong 
increase in brightness when glue started to fill the workpiece and exit the outlet 
hole. However, the average brightness was significantly different between the test 
set images at a comparable gluing level. Thus, it was not possible to determine from 
the graph at a point in time, whether a hole is half full, full, or overfull, which refers 
to the images at end of the first row and the second row in Table 1. The appearance 
of bubbles on the glue, the change in reflectivity, and the overall lighting situation 
(daylight, evening, night) have further a high impact on the outcome, which can not 
be compensated with the simple rule (cf. Fig. 2). 

The second and third approach apply the same machine learning SVM image 
classifier but use different image features. For approach two Tamura features and 
for approach three features extracted by the pre-trained CNN AlexNet are used. The 
Tamura features are based on six calculated image characteristics. From AlexNet, 
a fully connected layer of 1000 image classes is extracted, which contains a much 
higher number of features used to predict the label. Comparing the prediction quality 
of images of the class ‘empty’ both classifiers perform well although the AlexNet and 
SVM hybrid model performs better with only one false prediction. For the other label 
‘full’ the result of the Tamura features-based model is not satisfactory since approx. 
25% of the images are falsely classified. Overall, the Tamura features-based model 
is clearly outperformed by CNN-based model indicated by the far higher accuracy of 
99.7% of CNN versus 85.8% of Tamura in terms of prediction accuracy. Comparing 
the timing aspect of the approach two and three the training time for Tamura is a 
few seconds shorter. More important for the overall evaluation is the actual testing 
time since this time is affecting the ability to monitor a real, live gluing process. The 
training of the model itself can be done offline not at the production line. The CNN
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based model classifies new images more than six times faster the Tamura model. 
However, another implementation of the Tamura model may significantly reduce 
process time. All tests have been run on the same machine. 

Overall, the hybrid approach three outperforms the other presented approaches in 
all aspects. Prediction quality and prediction time is best with approach three. Only 
the required time for training is longer compared to approach two, but this is not 
critical since it has no impact on a latter industrial gluing process. 

6 Conclusion and Future Work 

In this paper different conventional and AI-based methods to robustly detect the glue 
level in bores are presented and compared. The target is to automate an industrial 
gluing process in a robot-based automation for a manual assembly line. The three 
different approaches are the following: A conventional, rule-based algorithm and two 
hybrid models using Tamura features or image features extracted by the convolutional 
neural network (CNN) AlexNet and a support vector machine (SVM) image classifier. 
The aim of the image classification is the determination whether enough glue is 
filled into a workpiece by classifying the glue outlet hole as ‘full’ or ‘empty’. With 
the rule-based method glue can be detected, but the glue level differs significantly 
when using a predefined threshold. Based on this output, the process cannot be 
controlled. The hybrid models are trained and tested on the same data set. In all 
evaluation metrics beside training time, the CNN-based model outperforms the other 
and achieves overall the best results. Over 99% of all test images are classified 
correctly. In the test set, also different special cases are considered. Classification 
speed is highest with this model, which is important for a later industrial process. 
Overall, a robust glue detection model is presented applying both deep learning (DL) 
and machine learning (ML) techniques. 

In a next step, the presented hybrid DL and ML model shall be validated on 
additional, new data sets. Therefore, it is planned to apply the model on a real 
technology demonstrator to monitor a live gluing process. With this procedure the 
functionality of the model when exposed to new data and further the sufficiency of 
classification time can be evaluated. 
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Development of an AI-Based Method 
for Dynamic Affinity-Based Warehouse 
Slotting Using Indoor Localisation Data 

Jan Schuhmacher and Vera Hummel 

Abstract In industrial warehouse environments, the allocation of storage loca-
tions to goods, also known as slotting, is often based on static historical informa-
tion (turnover frequency, quantities to be stored, etc.) of the corresponding stored 
goods. These static slotting methods relying on historical planning data often lead 
to deficits such as storage capacity bottlenecks or long process times for logistics 
staff in the warehouse to pick the required assortments of goods. These shortcom-
ings often appear only subliminally in warehouse environments, while the causes 
of these performance losses cannot be (quantitatively) proven. Therefore, a method 
for dynamic affinity-based slotting of shelf racks has been developed, which uses 
artificial intelligence algorithms and enables continuous monitoring of performance-
relevant parameters and influencing factors. An indoor localization system is used 
to generate close-to-real-time location and movement data of logistic staff during 
order picking processes. By applying k-Means cluster analysis methods, the local-
ization data from the indoor localization system can be used in combination with 
other data sources (e.g. customer orders to be fulfilled, historical performance data 
etc.) for picking pattern recognition to achieve an optimized slotting in terms of 
process times and storage capacity. In addition, a graphical user interface for moni-
toring target variables as well as heatmaps for visualizing the frequency or duration of 
stay of employees in the corresponding warehouse areas have been implemented. The 
developed method specifically uses the potentials of AI in the area of data processing 
and preparation of possible decision alternatives based on close-to-real-time data for 
human decisions in the sense of hybrid (human/machine) decision-making. This can 
facilitate implementation in industrial warehouse systems by increasing acceptance. 
For a practice-oriented development and demonstration of the method, a demon-
strator has been developed and set up at Werk150, the factory of the ESB Business 
School on the campus of Reutlingen University.
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1 Introduction 

The goal of an optimized storage location assignment, also referred to as slotting, 
is to find the best (performance optimized) storage location to store goods or stock 
keeping units (SKUs) in the warehouse [1]. Due to the rise of lot-size-one production 
of personalized products in line with Industry 4.0 static slotting strategies, which rely 
on a fixed storage locations in the warehouse for each good, are pushed to their limits 
[2, 3]. Optimized dynamic slotting strategies can help reduce picking process times 
(and thus costs) and likewise can support in using the available storage spaces as 
effectively and efficiently as possible [1]. Dynamic slotting strategies allow dynamic 
influencing factors and variables such as turnover rates, new product configurations 
and sales forecasts of the sales department to be taken into account when allocating 
storage locations to stored goods in order to reduce process times and increase the 
availability of storage locations that can be assigned [4]. The use of processes and 
methods of artificial intelligence (AI) offers far-reaching possibilities for a time 
efficient data processing and clustering to determine and analyse these dynamic 
influencing factors and variables and to integrate them into the optimized warehouse 
slotting by continuously including the relevant influencing factors and variables in the 
decision-making process [5]. However, many of the machine learning (ML) and AI 
methods or applications have a “black-box” character, so that the interrelationships 
are so complex that humans or even AI experts can no longer fully comprehend them 
and the level of resistance of humans towards decisions made by the AI is rising 
[6, 7]. This level of resistance can be lowered significantly by including the human 
in the decision-making and execution process [7]. Therefore, the developed method 
specifically uses the potentials of AI in the area of data processing and analytics for 
the preparation of possible decision alternatives based on close-to-real-time data to 
provide the logistic decision-maker with a sound basis for decision-making, which 
s/he can enrich with his/her implicit (experience) knowledge. 

2 Warehouse Slotting Strategies 

In companies, static slotting strategies often lead to storage capacity bottlenecks and 
long walking distances of logistics employees, which result in long process times [8, 
9]. Dynamic slotting strategies can lead in particular to an increase in the availability 
of free storage locations as well as to an increase in the throughput performance in the 
warehouse by reducing the required process times [1, 10, 11]. The improvement of 
the availability of free storage locations is a common advantage of dynamic slotting, 
as there is no fixed allocation (or reservation) of storage locations to stored goods
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[4, 9]. Considering the process time, the travel time of the logistics employee is of 
particular interest since the travel time is usually the most significant part of the 
overall picking time [12]. 

2.1 Common Dynamic Slotting Strategies 

In order to reduce process times in the warehouse and to increase the availability 
of storage spaces that can be occupied, random, turnover-based and affinity-based 
strategies are used in particular in the field of dynamic slotting strategies. To find an 
appropriate slotting strategy for the development of an AI-based method for dynamic 
slotting using close-to-real-time location data, the following strategies have been 
investigated:

• Random slotting: By following a random slotting strategy, incoming SKUs are 
randomly assigned to an available storage location without any constraints [1, 
9, 13]. This is a very simple and frequently used method, which also helps to 
distribute the picker traffic in the warehouse. However, this strategy can potentially 
lead to long walking distances during picking in the warehouse due to a complete 
lack of constraints [1].

• Turnover-based slotting: The goods are arranged in the warehouse depending on 
their picking frequency/demand quantity in a manner that “fast-moving” goods 
are positioned at handle height and as far to the front of the rack aisles as possible 
[9, 13]. This can significantly reduce walking distances and thus process times 
for picking frequently requested goods [9, 14]. In addition, this strategy delivers 
particularly good results if there are no common dependencies in the goods to be 
picked [1].

• Affinity-based slotting (Clustering): With this strategy, goods that are frequently 
ordered/picked together are placed close to each other, which can reduce walking 
distances of pickers and corresponding process times [1, 14]. However, this alloca-
tion procedure can lead to disadvantages if fast-moving goods are also involved, 
which can cause congestion from several pickers in the corresponding storage 
areas [1]. 

2.2 Limitation of Existing Methods 

Existing dynamic slotting methods using the above mentioned strategies are mostly 
based on complex (AI) algorithms such as genetic algorithms for affinity-based [10] 
and turnover-based [11] slotting and (meta)heuristics for combined turnover- and 
affinity-based [1] and random [8] slotting. These methods do not integrate the logistic 
decision-maker in the decision-making process and do not use his knowhow and 
implicit (experience) knowledge for optimizations of the processes related to ware-
house slotting. In addition, these methods are not using real-time position data and
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corresponding process time data for the optimization of storage location allocation. 
The use of this real-time position data thus enables, among other things, a partic-
ularly precise performance-based analysis of human picking processes to improve 
warehouse slotting without manual data acquisition processes or complex WMS or 
ERP systems as a data source. 

2.3 Selection of Slotting Strategy 

The literature review of slotting strategies (see Sect. 2.1) showed that a random 
slotting strategy does not provide sufficient reliability to improve process times in 
the warehouse. Zoning the warehouse based on the picking frequency (turnover-
based) of products is already widely used in practice and can be implemented without 
applying AI methods (e.g., by ranking items by picking frequency and then assigning 
storage locations starting with the most common item to the storage location with the 
least walking distance). To demonstrate the potential of AI with warehouse slotting 
optimization, the decision was made to apply an affinity-based bin allocation strategy 
for the developed method and demonstrator, as the potentials of using AI-based 
methods (especially cluster analyses to identify common pick order combinations) 
with subsequent optimization can be shown particularly clearly here and offers great 
potentials for industry. 

3 Method for Affinity-Based Slotting Using Indoor 
Localization Technology 

The developed method is based on the acquisition of close-to-real-time position 
data of the picker via an indoor localization system, the enrichment of these data 
with external data sources and the involvement of human decision-makers via corre-
sponding data analysis and optimization interfaces and dashboards (see Fig. 1). 
The individual steps of the method can be run through continuously by the logistic 
decision-maker in order to iteratively achieve ever better degrees of target achieve-
ment. The considered targets are the reduction of process times (travel time and 
times for goods picking), improvement of storage space utilization and availability 
of free storage spaces through the application of dynamic, affinity-based slotting. 
The individual steps of the developed method and the involvement of the logistic 
decision-maker are explained in more detail in Fig. 1.
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Fig. 1 Overview of developed method 

3.1 Capturing of Position Data 

An ultrasound-based indoor localization system is used to capture the necessary posi-
tion and time information during the execution of the pick orders. For this purpose, 
localization receivers were installed in the warehouse area and localization tags 
(transmitters) were used to be attached to a work glove or via a wristband on the 
picker’s wrist. The position and time information obtained by the indoor localization 
system is provided via a data acquisition and analysis portal of the localization system, 
which calculates the travel and pick times for the picking orders performed and gener-
ates a heatmap of the warehouse environment based on the duration of the picker’s 
stay in the respective warehouse area within a certain period of time. A more in-depth 
analysis and AI-supported storage location optimization is performed by exporting 
the generated position and time information of the picking orders from the data 
acquisition portal and automated import into a PowerBI report with corresponding 
AI-supported analysis and optimization functions for the logistic decision-maker. 

3.2 Assignment of to Position Data to Performed Picks 

Before further analysis of the indoor localization system measurement data, Kalman 
filter-based filtering of the measurement data was performed to reduce the influence 
of measurement errors due to disturbances such as signal echoes on the further 
analyses. In order to cluster the position data generated by the indoor localization 
system to the respective picking positions in the shelf and to optimize the storage 
location assignment, it was necessary to select a suitable method. By clustering 
the pre-filtered position data (only positions in a defined interval at the front of 
the shelf are relevant for the picking process), groups (clusters) of similar (spatially
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close) positions can be formed, which represent the picking processes of the logistics 
employee of goods from the shelf and allow to draw conclusions about the picked 
goods (or their storage location) and the process times. The determined clusters of 
several different picking orders can also be used to identify corresponding hotspots 
of frequently frequented shelf areas (high picking frequency of goods), which serve 
as a basis for optimizing the storage location allocation. 

Cluster algorithms, which are potentially suitable for the intended field of appli-
cation, can be divided in particular into partitioning, hierarchical and density-based 
methods [15, 16]. 

For a well-founded selection of a suitable method, a test scenario was there-
fore developed for picking 4 products from the warehouse (see Fig. 2) and several 
picking runs were performed to generate test data in the form of position data. The 
generated position data was then imported into a PowerBI project in which the 
partitioning methods K-Means, Affinity Propagation and Means Shift, the hierar-
chical BIRCH and Agglomerative Clustering methods as well as the density-based 
methods DBSCAN and OPTICS for clustering the pre-filtered position data were 
investigated for comparison purposes. The cluster analysis methods were imple-
mented in PowerBI through phython script. Except for the 2 cluster algorithms 
“k-Means” and “Agglomerative Clustering”, where the number of clusters can be 
specified in advance, none of the investigated methods provided (without any further 
manual manipulation of the data) the correct number of 4 clusters and thus 4 picking 
positions in the warehouse. 

Fig. 2 Test scenario with 4 pick positions for the selection of a suitable cluster algorithm
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Since the cluster algorithm k-Means, as a partition- or center-point-based method, 
directly provides the determined centers of the identified clusters without any further 
calculation steps, the decision was made to use the k-Means algorithm for the 
demonstrator. 

3.3 AI-Based Optimization of Storage Location Allocation 

By determining the centers of the identified clusters, the pick positions of the executed 
pick orders can be determined in connection with inventory data of the warehouse. 
Likewise, an optimized affinity-based slotting can be realized with the help of mini-
mizing the cluster distances to each other by dynamically changing the bin locations 
in the warehouse using the location data (see Fig. 3). 

This AI-based storage location optimization is performed by importing the gener-
ated position measurement data into a PowerBI report with AI-supported analysis 
and optimization functions. In addition to the position and time information, external 
data sources such as the material stock lists with the corresponding article, quantity 
and storage location information (also involving X, Y and Z center coordinates of 
the storage locations) as well as executed and open pick orders with article data 
and quantities are included in the analyses and optimizations. In this way, the logis-
tics decision-maker can perform more detailed analyses of selected pick orders in 
PowerBI with regard to the goods to be picked, the pick and travel times, the pick posi-
tions in the warehouse and the storage location utilization, and initiate optimization 
runs.

Fig. 3 Optimized affinity-based slotting using the k-Means algorithm 
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4 Demonstrator at Werk150 

To support the industry transfer of the developed method, a digital and physical 
demonstrator for companies was developed and integrated into the warehouse envi-
ronment of Werk150—The factory of the ESB Business School (Reutlingen Univer-
sity). The realized demonstrator consists of a physical part, which contains the hard-
ware for data acquisition and pick process execution, and a digital part, which includes 
the measurement data processing as well as the developed AI-supported analysis 
and optimization solutions, including visualizations and dashboards for the logistics 
decision-maker. Different scenarios were developed and implemented to validate 
and demonstrate the developed method, starting with a static slotting strategy as a 
baseline scenario and ending with a dynamic affinity-based target scenario using the 
developed method. The picking process in the demonstrator can be carried out by 
the instructor or by the seminar participant her-/himself. 

4.1 Baseline Scenario 

The baseline scenario reflects the typical condition of a static storage location assign-
ment based on historical planning data with long walking distances (and thus long 
process times) as well as a low availability of free storage locations (impending 
storage capacity bottleneck due to high storage location utilization rate). The key 
figures of the total process times (incl. the time shares of picking times and walking 
times) as well as the high warehouse occupancy rate due to a fixed assignment of 
storage bins to storage goods can thus be taken from the generated PowerBI report 
after the practical execution. Likewise, the routes taken by the employee can be 
visualized in a generated heatmap. 

4.2 Optimization Scenario 

After the baseline scenario, a partially optimized state in the warehouse is demon-
strated as a starting point before optimization, in which the assignment of the stored 
goods to the storage locations was carried out using an affinity-based slotting some 
time ago. This is to illustrate that even when using dynamic storage location alloca-
tion strategies, continuous monitoring of the target parameters or constraints through 
the use of AI methods (here: k-Means cluster analysis method) is required to always 
maintain a target-optimized state in the warehouse. The order to be picked is an 
order for the pre-picking of components of a silver-colored product variant, which 
is a standard product. Accordingly, this represents a very common combination that 
was accounted for in the affinity-based slotting by placing the corresponding bins a 
short distance apart on the shelf using the k-Means cluster algorithm enriched with
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the (experience) knowledge (e.g. product and market trends, component handling 
characteristics) of the logistic decision-maker. 

However, this order now increasingly contains an additional accessory part that 
was not yet a “common component” for these parts combination in the originally 
performed affinity-based slotting run, and thus is located a long distance from the 
standard components. The long travel distance can be seen on the one hand in the 
generated heatmap (see Fig. 4) and on the other hand by analyzing the process times. 
In Fig. 4, the real-time position of the picker can be seen as a blue circle in the heatmap 
and the pick positions in the warehouse at which the picker had previously been for 
the execution of the picks are shown in light green to red (long stay) depending 
on the time of stay. Through the analysis and optimization solution implemented 
in PowerBI using the k-Means algorithm for cluster analysis, the optimization of 
the bin allocation can now be performed according to the strategy of affinity-based 
slotting. The k-Means cluster analysis now shows the decision-maker two clusters 
for the initial situation with a large distance between the cluster of standard parts and 
the new accessory part before optimization (see Fig. 5). 

By using the k-Means clustering with a minimization of the cluster distances and 
including external data sources such as master data on available storage locations as 
well as historic and future pick orders, an optimization of the storage bin allocation 
can thus be triggered and the optimization result can be viewed in the PowerBI 
dashboard (see Fig. 6). Based on the X, Y and Z center coordinates of the storage

Fig. 4 Heatmap before optimization 

Fig. 5 K-Means cluster analysis before and after optimization 
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Fig. 6 PowerBI dashboard 

locations, the distances between the goods to be picked can thus be reduced through 
several alternative calculation runs for slotting the SKUs on the shelf also considering 
the required sequence of picking. In this way, the logistical decision-maker receives 
various storage location alternatives for the accessory part on the dashboard, taking 
into account the summed distances of the center coordinates of the pick positions and 
availability of free storage locations. The optimization run thus leads to the allocation 
of an alternative available storage location for the bin of the accessory part above 
the standard components, whereby the distances between the pick positions and thus 
also between the clusters of bin positions on the shelf could be reduced. 

The optimization is likewise reflected in the visualization of the k-means clustering 
in the form of a common cluster of the components concerned (see Fig. 5 right). The 
affinity-based assignment of an alternative storage location for the accessory thus 
leads, in the example explained, to a reduction in the average total process time from 
36 to 28 s after optimization. Likewise, compared to the baseline scenario with static 
slotting, the applied (dynamic) affinity-based slotting method improved the storage 
space utilization from 96.5 to 78.9% leading to more available storage space. 

5 Conclusion 

The developed AI-based method for dynamic storage location allocation and opti-
mization of warehouses with the aim of reducing process times and increasing the 
availability of free storage locations has been successfully validated. The developed 
solution uses the potentials of AI in the field of k-Means cluster analysis for the
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discovery of similarity structures of pick orders, the assignment of the determined 
position data to the performed picks as well as for the optimization of the storage loca-
tion allocation in the warehouse. Following the principle of hybrid (human/machine) 
decision-making, the decision-making power remains with the logistic decision-
maker, who receives a well-founded basis for decision-making through the devel-
oped solution. In this way, the acceptance of the developed solution in industrial 
practice can be increased and the implicit (experience) knowledge of the logistician 
can also be included in the optimizations. Nevertheless, further comparisons of the 
different methods of random, turnover-based and affinity-based slotting apart from 
the chosen approach based on k-Means clustering are to be aimed at. For a more 
accurate determination of the picking times, the development of a glove with built-in 
sensors for the detection of the gripping processes by sensing the movement of the 
fingers is also planned with an industrial partner. Furthermore, a closer (quantitative) 
analysis of the generated position data with respect to ergonomic aspects offers still 
another potential to improve the storage location allocation (e.g. for heavy goods) 
with the goal of reducing process times and decreasing the ergonomic load for manual 
warehouses. 
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A Framework for Leveraging Twin 
Transition in the Manufacturing Industry 
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Felix Optehostert, and Minh Phuc Phong 

Abstract The manufacturing industry consumes 54% of global energy and attributes 
for 20% of global CO2 emissions, demonstrating the industry’s role as global driver 
of climate change. Therefore, reducing its carbon footprint has become a major chal-
lenge as its current energy and resource consumption are not sustainable. Industry 4.0 
presents a chance to transform the prevailing paradigms of industrial value creation 
and advance sustainable developments. By using information and communication 
technologies for the intelligent networking of machines and processes, it has the 
potential to reduce energy and material consumption and is considered a key contrib-
utor to sustainable manufacturing as proclaimed by the European Commission in 
the term “twin transition”. As organizations still struggle to utilize the potential 
of Industry 4.0 for a sustainable transformation, this paper presents a framework 
to successfully align their own twin transition. The framework is built upon three 
key design principles (micro level: leverage eco-efficient operations, meso level: 
facilitate circularity and macro level: foster value co-creation) derived using case 
study research by Eisenhardt, and four structural dimensions (resources, informa-
tion systems, organizational structure and culture) based on the acatech Industry 
4.0 Maturity Index. Eleven interconnected areas of action are defined within the
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framework and offer a holistic and practical approach on how to leverage an organi-
zation’s twin transition. Within the conducted research, the framework was applied 
to the challenge of information quality and transparency required for high-value 
secondary plastics in the manufacturing industry. The result is a digital platform 
design that enables information transactions for secondary plastics and establishes a 
circular ecosystem. This shows the applicability of the framework and its potential 
to facilitate a structured approach for designing twin transitions in the manufacturing 
industry. 

Keywords Industrial sustainability ·Manufacturing · Twin transition · Industry 
4.0 · Sustainability · Circular economy · Plastics industry · Business ecosystems ·
Digital platform design 

1 Introduction and Objective 

While the manufacturing sector provides 36 million jobs in Europe, the industry is the 
third largest contributor to greenhouse gas emissions and the main cause of resource 
scarcity and loss of biodiversity [1]. Worldwide, 54% of global energy consumption 
and 20% of CO2 emissions are attributable to the manufacturing industry [2]. As such, 
the current consumption patterns of production are not sustainable [3]. In the last five 
years an unprecedented dynamic of sustainable development can be seen globally. 
The 2016 Paris Climate Agreement [4], the climate report of the Intergovernmental 
Panel on Climate Change (IPCC) in 2018 [5] and the European Green Deal in 2019 
[6] signal the urgency for action. The 2016 Paris Climate Agreement [4], the climate 
report of the Intergovernmental Panel on Climate Change (IPCC) in 2018 [5] and 
the European Green Deal in 2019 [6] signal the urgency for action. Twin Transition 
as term to describe achieving sustainability through measures of Industry 4.0, the 
European Commission’s Horizone Europe research program signals a strong reliance 
on this combination. Greater understanding and awareness of the consequences of 
environmental degradation among society, the public sector and nongovernmental 
organizations lead to urgent demands for social responsibility and environmentally 
sustainable action from the industry [3, 7]. 

Simultaneously, Industry 4.0 transforms the prevailing paradigms of industrial 
value creation. Rigid and pre-determined value chains are replaced by globally 
connected, flexible value networks and new forms of collaboration. Data-driven 
business models shift the focus from products to customers and solutions. Avail-
ability, transparency and access to data are the key success factors of Industry 4.0 
[8]. By 2025, the economic potential of Industry 4.0 is estimated to be between e70– 
140 billion [9]. Supported by a comprehensive database, Industry 4.0 is expected to 
improve environmental issues and social benefits through more efficient energy and 
material consumption as well as adaptive working environments [10]. Experts in the
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industry agree that Industry 4.0 is a key contributing factor towards achieving sustain-
ability in manufacturing [11]. Defined as industrial sustainability, the required trans-
formation targets a state in which industry is part of an overall socially, environmen-
tally and economically sustainable system and actively contributes to a healthy planet. 
Corporate strategies embed themselves in the overarching system responsibility in 
this target state. 

The objective of this paper is to derive leverage points of Industry 4.0 for sustain-
ability and provide a holistic framework with concrete areas of action, that help 
manufacturing companies rationalize their Industry 4.0 strategy and sustainability 
objectives. 

2 Study Background and Perspective 

There are several opportunities in the context of Industry 4.0 to facilitate sustainability 
throughout the value chain. Many manufacturing companies employ digital tech-
nologies, services and solutions to drive their sustainability strategies. Even though 
synergies between these two industry trends are apparent and discussed in practice 
and among scholars, only few frameworks for the systematic implementation of 
Industry 4.0 to leverage sustainability exist in literature. 

The relevant frameworks derive either from scientific articles conducted through 
literature reviews or white papers obtained through studies. As for the scientific 
articles, Kamble et al. [12] offer a sustainable Industry 4.0 framework and Parida 
et al. [13] provide frameworks regarding digitalization, Business Model Innovation, 
and sustainable industry. The white papers present two frameworks: One showing 
a Target Vision for Sustainable Tool and Die Making [14] and the other visualizing 
Development Paths for Industry 4.0 and Ecological Sustainability [11]. 

Due to the nature of literature reviews, Kamble et al. and Parida et al. investigate 
the convergence of the two topics sustainability and Industry 4.0 from a conceptual 
perspective. As such, they do not provide tangible courses of action for the implemen-
tation of sustainability with Industry 4.0. Furthermore, Kamble’s et al. Sustainable 
Industry 4.0 Framework has a predominantly internal perspective on companies. The 
framework concentrates on processes within a smart factory and their potential for 
sustainable outcomes. The aspects of networking and collaboration in value creation 
networks, which are crucial for the transition to a circular economy, are disregarded. 
Since the frameworks of Boos, Kelzenberg et al. [14] and the Plattform Industry 4.0 
[11] are the results of studies published in white papers, they are inherently biased 
regarding their conclusion. Neither of the white papers deals with the negative conse-
quences of Industry 4.0 on sustainability, nor do they critically assess the proposed 
solutions regarding their actual sustainable impact. Although digital technologies 
are considered key enablers for most action fields, the opportunities of Industry 4.0 
for the employee dimensions are omitted and the transformational implications of 
Industry 4.0 on the social aspect of sustainability are not specified.
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In summary, the reviewed frameworks either do not consider practical applica-
tions or do not critically evaluate the opportunities of Industry 4.0 for sustainability. 
As a result of these research gaps, this paper aims to establish a comprehensive and 
practice-oriented model built upon a theoretically sound foundation, that helps manu-
facturing companies to rationalize the implementation of sustainable manufacturing 
through Industry 4.0. 

3 Methodology 

Eisenhardt’s case study research approach [15] is an appropiate methodology to 
understand Twin Transition as an emergent field from a practice-oriented view. Case 
study research aims at building scientific theories from valid empirical data sets. 
Through iteratively cross examining of case studies and overlapping qualitative data 
with quantitative data, the underlying mechanisms and principles of a problem are 
derived. Case study research ensures the practicality of a resulting theory due to its 
setup based on multiple cases and as such, the emergent propositions are deeply 
grounded, accurate and generalizable [15, 16]. Furthermore, the case study research 
ensures the practicality of the resulting theory because its data is based on differing 
empirical evidence [15, 16]. 

3.1 Eisenhardt’s Case Study Research Methodology 

Eisenhardt’s case study research methodology is applied to develop a theoretical 
framework for the Twin Transition in the manufacturing industry. The approach 
consists of several steps that aim at building a theory from real case studies [15]. 
A total of eight manufacturing companies are selected as case studies. Selecting 
relevant cases, special attention is paid to ensure that the selected companies show a 
strong commitment to environmental and social issues. This is ensured by screening 
reports on quantified goals and the compliance to global sustainability standards such 
as the United Nations’ 17 Sustaniable Development Goals. 

The selection is focused on companies with an extensive portfolio of digital prod-
ucts, services, and solutions. Information from case studies is collected, including 
press releases, interviews with managers, annual reports, sustainability reports, and 
other public documents from the companies’ websites. Based on the aggregated infor-
mation, the case studies are analyzed. Through in-depth examination of impactful 
use cases and projects, the foundation for cross-case comparisons to identify overall 
design principles is established. Additional literature from journal articles, whitepa-
pers and studies is used to validate and confirm the identified design principles and 
further enrich its content.
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Table 1 Selected case studies 

Company details 

Case study Industry Business segments Revenue 
[billions] 

Number of 
employees 

Robert Bosch 
GmbH 

Manufacturing Automotive, 
consumer goods, 
energy technology 

e77.7 398,000 

Schneider 
Electric SE 

Manufacturing Industrial 
automation, electric 
energy supply 

e27.2 135,000+ 

Continental AG Manufacturing Automotive, tires, 
powertrain 

e37.7 236,386 

DMG Mori AG Manufacturing Machine tools, 
industrial services 

e1.83 6672 

Hilti AG Manufacturing Power tools, 
measuring systems, 
fastening solutions 

~e4.98 29,549 

Siemens AG Multi-industry 
company 

Automation, medical 
technology, power 
generation 

e57.1 293,000 

ABB Ltd Manufacturing Electrification, 
process automation, 
motion, robotics & 
discrete automation 

~e21.85 105,000 

Ørsted A/S Energy Offshore wind farms, 
Onshore wind and 
solar PV, Bioenergy 

~e7.07 6179 

3.2 Case Studies in the Manufacturing Industry 

As selected case studies, the companies in Table 1 present how organizations from 
the manufacturing sector use Industry 4.0 technologies to facilitate their sustain-
ability strategy. The eight case studies include companies from different sizes which 
are part of different business segments. The difference in these categories allow an 
observation from multiple perspectives resulting in a holistic analysis. 

4 A Framework for Leveraging the Twin Transition 

4.1 Design Principles for Leveraging the Twin Transition 

Based on the case studies, three design principles were derived. The design principles 
with the corresponding solutions and exemplary use cases are shown in Fig. 1.



168 L. Stratmann et al.

Fig. 1 Design principles of leveraging the Twin Transition 

Leveraging sustainability through Industry 4.0 in manufacturing companies, the 
initiatives must be considered on three different levels: the micro, meso and macro 
level. The micro level observes specific operations and activities within the factory. 
Stock and Seliger view the micro perspective as the horizontal and vertical inte-
gration of value creation modules within a smart factory, which encompass equip-
ment, humans, organization, processes, products and their interactions and inter-
relationships [17]. On the micro level, manufactures run resource- and emission-
efficient operations that are enabled by smart and connected machines, data-based 
decision-making and flexible processes. The meso level functions as a bridge between 
the micro and macro level. On the meso level, manufacturing companies facilitate 
circular economy with the technological opportunities of Industry 4.0. The transition 
to a circular economy enables manufacturing companies to decouple their economic 
growth from their resource consumption [18]. This allows companies to exploit the 
eco-efficiency benefits on the micro level and enhanced collaboration on the macro 
level. The macro level covers interactions and relationships between stakeholders, 
products and equipment along the value chain [17]. The third design principle calls 
for fostering value co-creation and flexible collaboration with relevant stakeholders. 
Figure 2 illustrates the different levels of analysis in relation to the design principles. 
In the following chapters, the design principles are outlined in detail.



A Framework for Leveraging Twin Transition … 169

Fig. 2 The design principles cover the entire scope of a company’s activities 

4.2 Areas of Action for Leveraging the Twin Transition 

In the following, concrete areas of action are highlighted to specify how manu-
facturing companies can tackle the Twin Transition along the three design princi-
ples. As reference model for continuous transformation within the Industry 4.0, the 
acatech Industry 4.0 Maturity Model is applied [19]. The four structural dimensions 
resources, information systems, organizational structure and culture represent the 
entirety of a manufacturing organization [20]. The reference model ensures that the 
implementation of the design principles for leveraging sustainability will cohere to 
the holistic digital transformation of a manufacturing company. In conjunction with 
the design principles, the four structural dimensions form a framework representing 
Twin Transition initiatives in a manufacturing company at the micro, meso, and 
macro level. The framework functions as a general structure to systematically cate-
gorize industry-proven areas of action for the Twin Transition. The identified eleven 
areas of action are depicted in Fig. 3.

4.2.1 Resources 

In the acatech Industry 4.0 Maturity Index, resources refer to physical, tangible 
resources [20]. These consist of human resources, machinery, equipment, tools, mate-
rials, and the final product. The appropriate design and configuration of technical 
resources and competencies enable companies to reduce data and action latency, thus 
maximizing value creation from data [20]. To leverage sustainability in context of 
the manufacturers’ resources, three industrial practices are identified:

• Micro level: Connected products and data-driven services
• Meso level: Product-as-a-Service
• Macro level: Industrial symbiosis.
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Fig. 3 Framework for leveraging the Twin Transition

Manufacturers achieve eco-efficient operations through the employment of smart, 
connected products and the complementary data-driven services for their customers. 
By implementing a Product-as-a-Service business model, manufacturers can increase 
the utilization and extend the lifetime of their machines, therefore facilitating circu-
larity [21]. Industrial symbiosis enables companies to retain the value of resources 
by reusing waste and by-products from other companies as raw materials. Since 
industrial symbiosis enables companies to acquire raw materials from other compa-
nies through a conscious collaboration effort, this industrial practice belongs to the 
structural dimension resources on the macro level [22]. 

4.2.2 Information Systems 

Information systems encompass socio-technical systems that are responsible for the 
preparation, processing, storage, and transfer of data and the subsequent context-
based provision of information. They include information and communication 
technologies that are critical for companies to ensure availability of information 
supporting decision-making. The creation of a comprehensive information system 
requires standardized interfaces, flexibility, openness, comprehensive IT security and 
appropriate data quality [20, 23]. In the context of sustainability, information systems 
provide real-time transparency and insights into products, production systems and 
processes in a supply chain. The following industrial practices enable manufacturers 
to aggregate the necessary data for sustainable operations throughout the value chain.

• Micro level: Smart energy data management
• Meso level: Digital product pass
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• Macro level: Digital supplier management. 

Smart energy data management eases companies’ transition to renewable energy 
sources in their factories [24]. The introduction of a digital product passport solves 
information disparities that otherwise inhibit operations in a circular economy. On 
one hand, it benefits the manufacturer by enabling tracking and tracing of the prod-
ucts’ information throughout its lifecycle. On the other hand, it creates the possibility 
to share information with relevant stakeholders to facilitate circular strategies such 
as re-manufacturing, retrofitting or recycling. Digital supplier management allows 
manufacturers to monitor and influence their suppliers’ sustainability practices more 
efficiently. Therefore, it can directly affect a company’s partnership with others [25]. 

4.2.3 Organizational Structure 

While resources and information system represent technological enablers of a digital 
transformation, the implementation requires a corresponding organizational struc-
ture. The organizational structure encompasses an external and internal view on the 
organization. It refers to the internal structure and operational processes as well as an 
organization’s position in the value creation network. With the right organizational 
structure, mandatory rules are determined to orchestrate internal as well as external 
collaboration [20]. As such, the industrial practices corresponding to organizational 
structure are:

• Micro level: Digital Workplace
• Meso level: Circular market platforms
• Macro level: Sustainable corporate venture capital. 

A digital workplace and flexible working models show the ability to reduce carbon 
emissions by e.g. decreasing travel and commute [26]. Setting up an organizational 
structure that fosters digital tools and workplaces enables more efficient, digital 
processes as well as attracting a wider area of workers. On the meso level, circular 
market platforms allow manufacturers to effectively organize reverse logistics for 
their end-of-life components and machines. While it enables companies to increase 
the integration of second-use components and materials, it also opens opportuni-
ties to directly cooperate with other actors from the value creation network [27]. 
Sustainable corporate venture capital is located at the macro level and forms symbi-
otic partnerships between established companies and external start-ups. While the 
start-ups benefit from opportunities to scale-up and further develop their solutions, 
companies gain a new source for sustainable innovation and technologies [28].
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4.2.4 Culture 

Organizational culture is “defined as a set of beliefs and values shared by members 
of the same organization, which influence their behaviors” [29, 30]. Schein differ-
entiates between three levels of culture: Artifacts, espoused beliefs and values and, 
underlying assumptions [29]. At the surface level, artifacts are observable and visible 
features of a company’s culture and include e.g., products, architecture, published 
reports or press releases. Yet, artifacts are ambiguous and hard to decipher. Their 
actual meaning can only be understood at a deeper level of culture—a company’s 
espoused beliefs and values. Shared beliefs and values include what leaders and 
employees proclaim on how and why things are visible through the company’s 
strategy, goals, and philosophies. If the beliefs and values are implemented in a 
way that an organization takes these concepts for granted, they become underlying 
assumptions. These underlying assumptions form the ultimate source of values and 
action and dictate how a culture is experienced and lived by employees [29]. 

Complementary to the organizational structure which covers the hard factors of 
collaboration, a coherent corporate culture, encompassing the soft factors of collab-
oration, is needed to align the behavior of a company’s employees. An environment 
to foster collaboration and trust between employees ensures the unrestricted sharing 
and exchange of knowledge within the company [20]. 

For manufacturing companies, two components of a sustainable corporate culture 
in the Industry 4.0 are identified: a culture of life-long learning and sustainability in 
the DNA. First, a culture of life-long learning ensures the long-term employability 
of workers in the dynamic paradigm shift of Industry 4.0 [31]. Secondly, compa-
nies should embed sustainability in their corporate DNA to align their employee’s 
behavior with the company’s sustainability strategy [32]. Both components are rele-
vant at the micro, meso, and macro level, therefore neither component is assigned to 
a specific design principle. Rather, the culture components originate and permeate 
throughout the company’s organizational structure bottom-up and top-down. 

5 Application in the Plastics Industry 

The plastics industry presents a valid example to apply the developed framework. 
The plastics manufacturing industry alone generates large quantities of secondary 
plastics of various types. With only 13.7% of the plastic used coming from recycled 
materials Germany, the reuse as secondary plastics shows enormous potential [33]. 

Although over time, the processual solutions and technologies of the recycling 
process have been optimized, the reputation of recycled materials remains the same 
as before: low quality, contaminated and not suitable for reuse in new products. This 
is largely due to a lack of transparency and information regarding the composition 
and origin of recycled materials. In addition to missing data in traceability, there is 
a lack of trust between the various actors along the plastic recycling ecosystem.
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Fig. 4 Applied framework for leveraging the Twin Transition at Di-Link 

The question on how to leverage sustainability through Industry 4.0 in the plastic 
industry can be answered using the framework. To facilitate circularity of industrial 
plastic waste, a solution at the meso-level is needed (cf. 1 in Fig. 4). 

Considering these obstacles, Di-Link, a research project at the FIR at RWTH 
Aachen University developing an information platform, offers a solution through 
the following value propositions: providing information on secondary plastic mate-
rials, controlling the quality of the materials before moving them along the circular 
economy, playing the consultant role and matchmaking the different materials 
between actors along the platform. 

Applying the developed framework, Di-Link involves not only an organizational 
structure, but also the structural dimension of information systems. The platform 
not only collects information about second life materials in a product passport but 
provides an infrastructure for comprehensive data exchange. As shown in Fig. 4 to 
facilitate a circular economy, it is necessary to work with information systems and 
structural organizations at the micro level. The use of the micro level enables benefits 
at the meso level. 

In this way, using specialized connected sensor solutions, it is possible to increase 
the internal efficiency of data collection. On the micro level, process improvements 
can be achieved by e.g., the use of internal Enterprise-Resource-Planning systems. 

With Di-Link as information platform, which is available for all actors of the 
circular ecosystem through a specific software, it is possible to reach the macro level 
in the Framework (Fig. 4, Number 2). At this level, the formerly sole companies that 
have been part of a linear value chain are now connected within a circular ecosystem. 
Here, different value chains coexist and coopetition is enabled with Di-Link acting 
as one of the central digital platforms.
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6 Conclusion 

Manufacturing companies tackling Twin Transition gain a framework to stream-
line their efforts and identify relevant strategies. This paper creates clarity and 
comprehensiveness regarding the emergent, yet complex research area of sustainable 
manufacturing organizations and Industry 4.0. 

Within the framework, eleven areas of action have been identified and can be used 
as strategic orientation for Twin Transitions. The framework has been validated on 
the circular economy in the plastics industry. 

The three design principles (micro, meso and macro level) have been derived 
in a case study research approach and aim at establishing eco-efficient operations, 
facilitating circularity and fostering co-creation. Resources, Information Systems, 
Organizational structure and Culture define the areas of action within the levels. 

The framework contributes to existing literature by observing the topic from a 
practical perspective through the case study research methodology. The framework 
helps scholars to identify new research areas, while it encourages practitioners as 
a decision support for the systematic and holistic implementation of sustainability 
with Industry 4.0. Nevertheless, there are limitations to the capability of Industry 4.0 
to foster industrial sustainability. 

Industry 4.0 and sustainable development are two extensive transformation 
processes that beyond the technical implementation, require socio-economic consid-
erations and integrative change processes. While this framework offers an orientation 
for Twin Transition initiatives, it does not support the implementation of compre-
hensive transformations or industrial practices. Also, the framework is aimed at the 
manufacturing industry and therefore offers limited support for other sectors. Future 
research should focus on defining each area of action in greater detail by estimating 
its potential impact on sustainable development and derive approaches to implement 
industrial practices. 
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Virtual Reality for Interacting 
with a Manufacturing System Digital 
Twin—A Case Study 

Yafet Haile-Melekot, Karel Kruger, and Jörg Niemann 

Abstract Globally, and across several sectors, the Industry 4.0 vision of smart, 
highly connected systems is starting to become reality. Amongst other key enabling 
technologies, Industry 4.0 relies on the advancement of Digital Twins (DTs) and 
Virtual Reality (VR). DTs are accurate virtual representations of the structure, 
behaviour, and state of physical systems. In recent years, the DT concept has received 
notable research attention in the field of manufacturing systems as a means to support 
data-led decision making, optimization and enhanced control. VR entails the creation 
of immersive virtual, simulated environments, which has great potential for visual-
ization of—and interaction with—DT models and data. The paper describes the 
development of a VR experience that is integrated with the DT of a physical manu-
facturing system. The VR experience is developed using HTC Vive hardware and 
Unity3D software, and integrated with a Fischertechnik Learning Factory 4.0 minia-
ture manufacturing system. The presented VR experience allows users to view, navi-
gate and interact with the model of the physical manufacturing system. Furthermore, 
real-time production data of the physical system can be visualized in the virtual envi-
ronment and the user can affect the operation of the physical system through control 
commands. Lastly, the paper discusses the possibilities and challenges for deploying 
such VR experiences in real manufacturing environments. 
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1 Introduction 

The networking of smart systems is becoming increasingly important for companies 
worldwide and across all industries. Towards Industry 4.0, supporting key tech-
nologies such as Virtual Reality (VR), Digital Twin (DT), and Internet of Things 
(IoT) offer the potential to gain decisive knowledge in planning and simulation 
of processes and operations in the manufacturing environment and thus increase 
the willingness of industrial companies to invest. Along with important connected 
industry building blocks such as hardware equipment or connectivity, supporting 
Industry 4.0 technologies are predicted to have a compound annual growth rate of 
37% (see Fig. 1). 

One of the reasons for categorizing VR as an Industry 4.0 supporting technology 
is the ability of VR to create a virtual representation of physical objects. The virtual 
experience and the functions of VR are predominantly characterized by means of 
the three I’s, which stand for the Immersion, Interactivity, and the Intensity of infor-
mation [2, 3]. Immersivity describes the degree to which the user is immersed in 
the virtual world. VR applications, such as the Head Mounted Display (HMD), can 
be used to view recreated digital representations in a fully immersive environment. 
The interactivity was mainly shaped by technologically more advanced input/output 
mechanisms, which increased the degree of interactivity in contrast to standard CAD 
systems [4]. Information intensity describes the fact that VR systems use information 
that is human-sense related. 

In the manufacturing environment in particular, VR is taking on functions and 
roles that rightly characterise it as an Industry 4.0 supporting technology. VR can be 
used as an analysis tool in the early design phase, to simulate interaction with the 
final product, to monitor and control processes remotely and many other applications 
[5]. 

Another important supporting Industry 4.0 technology is that of DT’s. DTs are 
highly accurate digital replicas of physical elements that typically exist in the real
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world [6]. The DT existing in the virtual environment should be able to reveal the 
greatest possible behavioural information [7]. In this way DT’s can support the design 
and optimisation in digital factory planning [8]. A special feature of the DT is the 
possibility of providing it with real-time data from ongoing operations based on an 
interface connection. Here, a distinction can be made between static and dynamic 
sources of information. Statistic information includes geometric dimensions, bill of 
materials or processes, whereas dynamic information can change with the ongoing 
product life cycle [9]. The extent of the potential is illustrated above all by the increase 
in effectiveness achieved, which can be attributed to linking DTs with the IoT. In this 
way, in addition to optimising operational efficiency, maintenance or improved repair 
measures, the monitoring and analysis of real-time data allows control, strategy and 
design improvements [10]. 

The reason for classifying IoT as the most important supporting and key tech-
nology in Industry 4.0 is due to its role in networking physical objects in the real 
world and digital objects in the virtual world [11]. IoT enables the collection of sensor 
data using smart devices that quickly and accurately transmit information about the 
physical object that exists in the real world [12]. The communication takes place via 
wireless connections such as Zigbee, Bluetooth, and Wifi [12]. The most widely used 
protocol for machine-to-machine communication is the Message Queuing Telemetry 
Transport (MQTT) protocol, which enables the collection of data from heterogeneous 
devices and simplifies the remote monitoring of these devices [13]. More than almost 
any other technology, IoT characterises smart manufacturing and the Industry 4.0 
vision. 

In this paper, the implementation of integrated IoT, DT, and VR experience will be 
presented. The focus is on the visualisation of real-time data in a virtual environment. 
The implementation uses Unity3D as VR software and the HTC Vive as VR hard-
ware, and the Fischertechnik Training Factory Industry 4.0 is used as a case study. 
The paper is structured as follows: Sect. 2 describes the VR experience. Section 3 
explains the real time data integration based on the connection with the local MQTT 
broker. Section 4 describes the real time data visualisation in the virtual environment 
and Sect. 5 discusses opportunities and challenges. Finally, Sect. 6 summarizes and 
evaluates future work possibilities. 

2 Virtual Reality Experience 

For the implementation of a satisfying virtual experience, a replica of the physical 
object that is as close to reality conditions as possible is a mandatory prerequisite. 
Here, not only the resolution but also the size ratio of the DT existing in the virtual 
world should be considered. Combined with the assurance of a reliable software and 
hardware environment, this can provide users with the basis for a flawless experience. 

Unity3D is a development platform that is primarily used in the gaming sector 
for game development. However, Unity3D can also be used for other interactive 3D 
graphics applications and supports augmented reality developments in addition to
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VR. Unity3D uses Scenes to realise the development of the virtual environment. 
Scenes can contain many GameObjects that serve as placeholders for content and 
can be linked to the objects located in the virtual environment. The GameObjects 
can be accessed and manipulated by means of so-called scripting. The programming 
language used here is C#. 

The CAD files of the Fischertechnik Training Factory were imported using the 
Unity plugin Pixyz and scaled. Due to Pixyz’s compatibility with Unity, imports of 
high resolution and large CAD files can be carried out without any problems. 

The creation of the virtual environment is also strongly influenced by SteamVR. 
The SteamVR software development kit (SDK) is a library provided for free by the 
software developer Valve. SteamVR SDK is also a Unity plugin and can be accessed 
and imported at any time from the Unity asset store alongside Pixyz. As one of 
the few HMDs, the HTC Vive is supported by the SteamVR SDK and provides the 
Player GameObject. The Player GameObject is necessary to detect, place, track, and 
navigate the HMD and the controllers in the virtual environment. In addition to HMD 
detection, the VR experience is to be enriched by the most flexible locomotion types 
possible. The VR-locomotion types are divided into motion-based, roomscale-based, 
controller-based, and teleportation-based [14]. 

In the context of the virtual experience implemented here, a mix of roomscaled-
based and teleportation-based locomotion is used, which includes locomotion by 
walking and teleportation by pressing the controller button. The SteamVR plugin 
provides a Teleportation script, which like the Player script can be placed in the 
Scene as a GameObject (see Figs. 2 and 3). The HTC Vive controllers have a total of 
4 actuation buttons (1, 3, 7, 8), a tracking sensor (6) and a trackpad (2) (see Fig. 4). 
The button necessary for teleportation in the virtual environment is limited to button 
number 2. 

Fig. 2 GameObject placements in the scene
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Fig. 3 Teleporting during simulation 

Fig. 4 Teleporting button on HTC Vive controller [15] 

3 Real-Time Data Integration 

The Fischertechnik Training Factory Industry 4.0 can be used to simulate smart 
manufacturing processes. The factory can produce nine products, divided into three
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products each in the colours red, white, and blue. In addition, a built-in environ-
mental sensor enables the measurement of air temperature, humidity, air pressure, 
air quality and brightness. The operations of the Fischertechnik Training Factory can 
be controlled and displayed in the Fischertechnik Cloud provided for this purpose. 
The operations include starting the order process or displaying the measured data 
from the environmental sensor. 

The Fischertechnik Training Factory consists of five subsystems: the high-bay 
warehouse (HBW), the vacuum gripper (VGR), the sorting system (SLD) and the 
multi-processing station (MPO). Each of these components has a TXT Controller. 

The respective TXT Controllers are networked with each other and communi-
cate using the MQTT message protocol. A central role is taken by the main TXT 
Controller, which simultaneously assumes the function of MQTT Cloud Client and 
MQTT Broker (see Fig. 5). Its role as an MQTT broker is made clear by the fact that 
the data of all TXT Controllers of the Fischertechnik subsystems are sent to the main 
TXT Controller. The MQTT Cloud Client role of the main TXT Controller on the 
other hand is characterised by sending the data to a remote MQTT Broker. The data 
is made available to the Fischertechnik Cloud via the remote MQTT Broker and can 
be visualised using the Fischertechnik Cloud Dashboard. 

To access the real-time data of the Fischertechnik Training Factory, it is first 
necessary to establish a connection to the local MQTT Broker. The M2MQTT library, 
which is available free of charge on Github, is used to establish a connection to the 
local MQTT Broker [16]. The library is based on the programming language C# and 
can therefore be integrated easily into Unity3D. 

The M2MQTT library is imported by inserting it into the Unity3D asset folder 
and can then be accessed within the Unity3D application. It also contains C# scripts 
that can be linked to GameObjects within the Unity3D scene. This is important to 
establish a connection between the scene in the virtual environment and the local 
MQTT Broker of the Fischertechnik Training Factory.

TXT Controller HBW 
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TXT Controller SLD 
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TXT Controller VGR 
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TXT Controller 
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Fig. 5 Fischertechnik block diagram according to [17] 
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The communication takes place via the local MQTT Broker, which manages the 
subscribers and receives the messages from the publishers. The messages from the 
publishers are filtered, stored, and forwarded by the broker to the corresponding 
subscribers. Therefore, the first step is to subscribe to the published data sets of the 
environmental sensor within the M2MQTT script, which can also be determined by 
means of the use of the MQTT Explorer. The prerequisite here is the prior dialing 
into the IP address of the local MQTT broker (TXT Controller 0). This can be entered 
within Unity3D in the user interface of the M2MQTT GameObject. 

In order to establish a connection from the Unity3D Scene to the Broker, it is also 
necessary to dial into the Fischertechnik TP Link Nano Router from the computer to 
be used. This can be done via the computer’s common Wi-Fi connection. After the 
successful connection, the Unity3D environment or the computer to be used takes 
on the client role. 

In addition to the scripts presented so far, such as for teleporting, the SteamVR 
plugin also includes interaction scripts. By using some of the interaction scripts, it 
is possible to grab, throw or move objects in the virtual environment. These can be 
combined with the XR label available in the M2MQTT library. The XR label is a 
user interface (UI) label and is linked to the M2MQTT script. The UI is specially 
tailored to VR applications and provides the basis for the successful import of real-
time data in the virtual environment. It consists of different layers that interact to 
enable the visualisation of the subscribed sensor data. The most important layers are 
the Console Input Field and the Status Panel, which together divide the UI into two 
sections. The sensor data subscribed by the local MQTT broker are displayed in the 
Console Input Field. The Status Panel in turn allows conclusions to be drawn about 
the IP address to be used, the connection status with the local MQTT Broker, the 
execution of a test publish or the clearing of the Console Input Field. 

To make the virtual real-time data experience realistic and rich in interaction, the 
visualisation of the sensor data should only be triggered when a button is pressed. 
To implement this, the scripts of the SteamVR SDK can be used and assigned with 
the M2MQTT script in the compound. These are assigned to the button box. The 
interactable and hover button scripts link the button to the button box associated with 
it and identify the button box and button as objects. In addition, the scripts allow the 
assignment of functionalities depending on the button status (see Fig. 7). 

4 Real Time Data Visualization in the Virtual Environment 

The real-time data visualisation is predominantly characterised by button actuation 
in the virtual environment. By pressing the red button (shown in Fig. 6), which 
is linked to a grey button box, the data collected by the Fischertechnik environ-
mental sensor can be displayed. Pressing and then releasing the button triggers 
several actions simultaneously (see Fig. 6). By pressing the button, the connection 
to the local MQTT broker is started, the visualisation of the real-time data records 
is executed, and the data visualisation window (Console Input Field) is cleared. If
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the button is released the connection to the local MQTT broker is interrupted. The 
connection status can be tracked using the status panel. The status panel contains the 
fields Connect Fischertechnik (green), Disconnect Fischertechnik (red), Text Publish 
(yellow) and Clear (grey) (see Fig. 8). The status fields light up constantly but turn 
grey when the respective status becomes true. Next to the real-time data label, the 
key is shown, which complements the real-time data displayed. This is to ensure that 
all users to whom the real-time data is displayed can understand exactly what data is 
being displayed to them. The data displayed includes temperature (t), humidity (h), 
air pressure (p), air quality (aq), gas resistance (gr) and a time stamp (ts) according to 
ISO8601. If the button is held down continuously, the captured real-time data from 
the environmental sensor updates every three seconds. The new measured sensor data 
sets are listed below the previously measured sensor data set. This allows a direct 
and clear comparison so that measurement deviations can be easily noticed (Fig. 8). 

Fig. 6 Functionalities with 
button usage
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Fig. 7 Overview of interaction and button scripts as well as button assignments 

Status Panel 

Fig. 8 Real time data label
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5 Possibilities and Challenges 

SteamVR’s interaction scripts can be easily integrated into Unity3D GameObjects, 
which has helped to put a greater focus on real time data import. Unity3D also 
impresses with its popularity in the use and implementation of games and VR appli-
cations. Due to the large number of users, there is great interest on the part of devel-
opers in providing a remedy for the different areas of application. This is reflected in 
the free availability of the M2MQTT library. The VR experience was accompanied 
by side effects such as dizziness and nausea. Known as motion sickness, these effects 
are caused by immersion in a fully immersive environment. In an industrial environ-
ment, these can be crucial as health and time factors which have a direct impact on 
employees and profits. The real-time data visualisation shows that the linking of VR 
and IoT can already be successfully implemented by using freely available software 
packages. This is illustrated by the message transfer via the local MQTT broker, 
which is of great importance in the implementation of IoT or machine-to-machine 
communications in the manufacturing environment. By scaling the Fischertechnik 
Learning Factory Industry 4.0 in the virtual environment, the factory can be aligned 
to manufacturing-like dimensions. 

6 Conclusion 

This paper outlines the experience around the implementation of a VR, IoT, and DT 
experience through the usage of the Fischertechnik Learning Factory Industry 4.0. 
The implementation is mainly driven by the interaction of the SteamVR SDK and 
the M2MQTT library. The implementation proves that a successful VR, IoT, and DT 
experience can be realised with few resources. 

The use of VR can be particularly helpful for simulations in production envi-
ronments. In product development, more precise knowledge can be gained during 
the design phase through simulations close to reality. Another way to use VR is for 
training employees in the manufacturing environment. A DT of a production plant 
can prepare employees for potential dangers for safety training even before the actual 
completion of the production plant. 

Combined with the available sensor data of a cyber physical system, many other 
simulation scenarios can be carried out in the industrial production environment, 
which are getting closer and closer to the real production process due to the IoT data 
flow. 
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Accuracy in Digital Twinning; 
An Exploration Based on Asset Location 

Eric Lutters and Roy Damgrave 

Abstract Digital twins usually aim to develop a correct, encompassing, and well-
aligned representation of any reality under consideration. However, digital twins 
can impossibly mimic actuality exactly; hence, it is essential to identify and find 
ways to deal with the inaccuracies involved in delineating an object/aspect system 
in the real world for the different perspectives involved. From a digital twinning 
approach, it is explored what the notion accuracy entails in asset loca(lisa)tion and in 
the digital models involved. Here, the overarching approach is to re-interpret the role 
that data and accuracy play—from a pervasive need for (more) detail, to instruments 
in purposeful decision making. This implies that the focus moves from achievable 
accuracy to required accuracy, allowing for different means to deal with accuracy 
and data resolution. An approach based on octrees demonstrates this, to stress that 
‘more data is not always better’. 

Keywords Digital twinning · Accuracy ·Manufacturing environment · Asset 
location 

1 Introduction 

Engineers traditionally rely on models and modelling efforts in well-nigh every aspect 
of their work. And always, they have been very aware of the fact that any model is 
a mere partial and imperfect representation of reality. In fact, the deficiencies of 
models and model-making have become ingrained in the experience and education 
of engineers in a wide variety of disciplines. However, still engineers are regularly
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confronted with the observation that reality does not adhere to their model(s). Such 
perceptions are instrumental, as they help engineers to be and remain aware of the 
limitations of their models, but also to advance their models and to meliorate their 
modelling skills. 

Nowadays, engineering models are often labelled as digital twins. In many cases, 
however, a digital twin merely represents the structured data realm that can underlie 
one or more models. Even in abroad view, a digital twin is, essentially, an advanced 
engineering model. Nevertheless, it seems that digital twins are more and more 
treated as potentially ultimate and conclusive representations of reality. There are 
two main reasons for this. Firstly, digital twins are rooted in data, where often no 
a-priori relations between the data content, types and sources are available. Hence, 
digital twins tend to emerge from data, rather than having an envisaged structure 
as their basis. This may significantly reduce any engineer’s ability to overview and 
purposefully employ a digital twin. Secondly, the staggering digitalisation (poten-
tial) observed in industry and academia may (implicitly) feed a tendency to believe 
that harvesting more data yields a better digital twin. Be it a fear-of-missing-out, or 
a belief in progress, companies run a severe risk of becoming ‘data rich, but insight 
poor’ (DRIP) [1]. Moreover, many companies accumulate vast stores of data they 
have no idea what to do with, and no hope of learning anything useful from [2]. Funda-
mentally, however, digital twins are not necessarily more resistant to a profusion of 
data than the ‘traditional’ engineering models are. In the race for digitalisation, the 
essence and existence of inaccuracy is often compromised in how digital twins are 
established and used. Here, the sheer availability of data is all too often seen as the 
panacea for all abeyant factors. 

This publication focuses on the accuracy of digital twins, and on how uncertainties 
can be addressed. Given the extremely broad application area of digital twins, the 
publication will not depict an overall answer or approach. Rather, it focuses on 
elementary aspects of uncertainty, and exemplifies how these play a role in asset 
loca(lisa)tion in factory environments. This case study leads to reflections that may 
enable an alternate way of addressing accuracy in digital twins. In this, a ‘more data 
is better’ paradigm will certainly not be leading. 

2 Digital Twinning 

Establishing a digital twin (DT) usually aims to develop a twin into a correct, encom-
passing, and well-aligned representation of the reality under consideration. This may 
be partially possible for systems that are quite limited in scale, scope, number of 
perspectives and complexity -quite like ‘traditional’ modelling. Here, simulations, 
examinations, or disquisitions based on the digital twin may be adequately trans-
ferable to reality. However, even for the simplest system, it is impractical to prove 
that a digital twin fully coincides with reality. The endeavours involved in realising 
digital twins for complex, dynamic, and emergent systems are intrinsically open-
ended. This essentially results in deficient and unfinished approximations of reality,
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Fig. 1 Digital system 
reference [3, 4] 

rendering the digital twin an interface to the real world that is meaningful and useful, 
yet imperfect. 

Setting aside the many definitions of the notion Digital Twin that are available, 
here, the focus is more on the intent of the digital twinning concept and the decision 
making it can support. Hence, a digital twinning framework is used: the digital system 
reference [3] that simultaneously focuses on the as-is situation (‘digital twin’), on the 
to-be situation (‘digital master’), but certainly also on the could-be situation (‘digital 
prototype’). Figure 1 depicts this digital system reference and illustrates how captured 
reality and designed future are related—connected by a means to explore possible 
futures [5]. 

Where the digital master represents the nominal design of the object under consid-
eration, there will always be discrepancies with the real-world data in the digital twin. 
The digital system reference does not aim to mitigate such discrepancies, but rather 
to make them explicitly instrumental. Disparities help to evolve currently deficient 
instantiations of the design, to guide the production process, but also to understand 
repercussions of design decisions (master) in reality (twin). Even more, the digital 
prototype enables exploring and exploiting the gap between master and twin to simu-
late, validate, and verify potential design directions. However, also the digital twin 
itself contains inaccurate representations of reality. This makes the reliability of the 
digital twin (e.g., in simulations) less distinct, and hence also obscures the relation 
between digital twin and digital master. This immediately makes decision making 
based on the digital twin less effective and efficient. 

Accuracy challenges in digital twins stem from incorrect input data (e.g. incor-
rect sensor data, untimely sampling, algorithmic inconsistencies and inadequate 
modelling). Simultaneously, however, the need to deal with accuracy challenges, 
in the context of real-time geometry assurance, are driven and amplified by faster 
optimisation algorithms, more computer power, and increased amounts of available 
data [6]. Oftentimes, mitigating strategies aim at ‘correcting’ the digital twin. For 
example, multilevel calibration methods in a robot-cell may yield sufficient accuracy 
to allow for offline planning [7]. However, it can be argued that such approaches aim 
at resolving symptoms rather than at solving the root cause, especially at higher
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aggregation levels in the entire system. Overall, it is reasonable to assume that faults 
in digital twins can compromise intelligent cyber-physical production processes [8]. 

Consequently. there are apparent research gaps related to (i) real-time identifica-
tion of the digital twin accuracy status, (ii) self-correcting digital twins with respect 
to the data feed and its models, and (iii) mechanisms to self-adapt the digital twin [4, 
9, 10]. In addressing these gaps, there seems to be an inherent tendency to provide 
the digital twin with more data, to improve the similarity between the digital twin 
model and reality. Whenever the digital twin is indeed incomplete or does not cover 
all aspects or perspectives, this may make sense. However, in many cases, more data 
does certainly not lead to that more exact replica of reality, nor does more data inher-
ently lead to better understanding. Contradictory, more data may come with more 
modelling and processing efforts, potentially hampering decision making. Addition-
ally, if more data types are integrated to establish the validity of already existing 
data, such additional data (sources) come with their own inaccuracies and risks. For 
example, consequences of inaccurate digital twins in a robot cell may be counter-
acted by adding more data for operators, providing data-driven security features, or 
means to prevent or stop propagating/cascading faults. Such measures, however, do 
not address root causes. 

The digital system reference in Fig. 1 focuses on adequately retrieving the data 
that is required and does contribute to the decision making that is required. Hence, it 
is based on data-pull rather than on data-push. This extends to the notion inaccuracy: 
a digital twin should aim to provide the accuracy that is required, not the highest 
accuracy possible. After all, if the accuracy of the digital twin is higher than what a 
decision model can use, the quality of the decision will not increase. As an illustration: 
in industrial practice, myriad examples exist of sensor data that by far exceed (in 
terms of accuracy, significant numbers or frequency) the requirements in decision 
making. Where this may provide a false sense of security, it may also obfuscate, and 
complicate decision making or reduce the effectiveness or efficiency thereof. Hence, 
rather than pursuing the most and most accurate data, the digital system reference 
aims to build the digital twin based on adequate data for all perspectives involved, 
with an accuracy that meets the requirements of the decision making at hand. 

3 Asset Loca(lisa)tion 

In digital twinning, any measurement (like a sensor on a machine) or estimate (like 
remaining processing time, or location of an asset) leads to a non-exact representation 
of values. For some sensors, the effect is one-dimensional, in the sense that the 
inaccuracy impacts only one value (e.g., temperature). For other situations, like in 
establishing the location of an asset, the situation is more intricate. Hence, this section 
illustrates the uncertainty and dependencies that occur in asset location. 

Within the scope of a manufacturing environment, the location of assets (be it a 
product, a machine, a tool, …) is decisive for the technical and logistic execution of 
production with adequate quality. Whereas in the physical reality the location of any
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asset may seem obvious, in digital twinning the location of assets is less equivocal. 
For example, when materials are on their way to the manufacturing environment, 
a GPS signal of a truck might periodically represent the material location with an 
accuracy of a few meters. At arrival at a docking bay, an accuracy of a few centimetres 
is required, within a certain time window. During internal transport of the material 
(or any asset), the location data may stem from, e.g., a forklift truck, an automated 
guided vehicle (AGV), or a real-time positioning system (RTLS) [11]. The accu-
racy and timeliness of the location vary with the type of transport, but even with the 
coordinate system in which the location is expressed. At handing-over a component 
between AGV/robot/…/machine, again a different accuracy is required. In logis-
tics, a transaction-based indication (timestamped placing in a warehouse/bay/slot) 
or passing a gate at a certain time (e.g., by RFID) may yield sufficient data. Contrarily, 
if a CNC production machine is involved, location and time need to be profoundly 
aligned, for example in positioning a tool with respect to a component. 

In physical reality, observations may be leading. In a digital twin, however, it 
is never certain if an asset is exactly at the stipulated location. Even within the 
limited scope of one production machine this is impossible, due to e.g., setup errors 
or geometric deviations caused by tolerances or process inaccuracies resulting from 
earlier process steps. However, especially ‘handing-over’ from one location reference 
to another may cause/introduce inaccuracies. Hence, at the production floor, there 
are multiple frameworks of reference (see Fig. 2), each with their inherent accuracy, 
but also with overlaps, misalignments, and errors between them. This hampers the 
use of the digital twin for e.g., tolerance chain analysis or accuracy-related what-
if analyses in digital prototypes. During production, twins can be ‘re-aligned’ by 
measuring stages; it, however, goes without saying that this leads to additional work 
and even introduces inaccuracies related to the measuring itself. 

Moreover, digital twins simultaneously serve different perspectives: accuracy 
requirements for a CNC-controlled process are certainly different than for logistic 
decisions. Traditionally, perspectives relied on their own observations, leading to 
mostly concomitant, parallel, and disconnected systems. Within the context of a 
digital system reference, it becomes counterintuitive to not integrate such systems.

Fig. 2 Different frames of reference, with inexactness within and between them 
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This, however, does have repercussions on how different sensoring methods merge 
to arrive at one unequivocal way of representing the location of an asset at a certain 
point in time. 

4 Accuracy 

With asset location as an illustration, a digital twin cannot be expected to be exhaus-
tively complete, encompassing, exact, and unequivocal. Sections 2 and 3 already 
used notions like accuracy, (un)certainty and precision without specifying their exact 
meaning and impact. To fathom what makes a digital twin ‘accurate’, it is relevant 
to focus on the notions involved. 

4.1 Nomenclature 

The treatise here is based on ISO 5725-1 [12]. Intended to depict the accuracy of 
a measurement method, the nomenclature can provide insights for the accuracy in 
digital twinning. The standard uses the terms ‘trueness’ and ‘precision’ to describe the 
accuracy of a measurement method. ‘Trueness’ refers to the closeness of agreement 
between the arithmetic mean of a large number of test results and the true or accepted 
reference value. ‘Precision’ refers to the closeness of agreement between test results 
(see Fig. 3). As derivatives, ‘precision error’ represents the distribution of random 
errors; ‘bias’ is the total systematic error. In terms of asset location, the precision error 
in a real-time location system is illustrated by a varying readout of the location for a 
non-moving asset. Bias can be illustrated by a slightly misplaced docking station for 
an AGV, or by a calibration error in a tool. Both trueness and precision are inherently 
linked to the notion resolution: the minimum increment a measurement/sensor is 
capable of. Although obvious, it is quite important to stress that trying to obtain 
trueness for one observation beyond the available resolution is generally pointless.

Some values suffer from volatility, e.g., by drift: the trend signal may change over 
time without an impetus in the physical asset. An ‘outlier’ is a measurement or value 
that can be disregarded as improbable for the quantity observed. Whereas an outlier 
is usually easily recognisable for humans, in digital twins that can be more difficult, 
especially for measurements that happen irregularly or with low frequency. Next to 
the sheer geometric value, the timeliness of measurements is a separate dimension 
in accuracy: the frequency or interval, the regularity, but also the latency in a value 
becoming available each cause misalignments between the digital twin and reality.
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Fig. 3 Accuracy 
nomenclature (after [12])

4.2 Accuracy in Loca(lisa)tion 

From a theoretical stance, the nomenclature for accuracy is clear. However, there 
are some phenomena in real world physical systems that bring along consequential 
repercussions. Firstly, the definition of trueness refers to a ‘reference value’, which, 
in asset location, may be an inoperable intellection. Oftentimes, no ‘nominal posi-
tion’ is available that could serve as that reference. Moreover, in considering the 
many frames of references that play a role (see Fig. 2), a nominal position would 
depend on which frame of reference (or co-ordinate system) is applied. After all, it is 
cumbersome to work with an overarching co-ordinate system that is reliable for an 
entire production facility. The reasons for this encompass, e.g., (i) frames of refer-
ence of assets dynamically transform and rotate with respect to each other, (ii) there 
is a mix of a.o. Cartesian (e.g. milling machine) and polar (e.g. robot) co-ordinate 
systems, (iii) different frames of reference may rely on different timings, and iv) the 
accuracy within one co-ordinate system may rely on the location in that system. 

Different perspectives and applications impose different restrictions on frequency, 
intervals, timeliness and latency. These restrictions are often quite intricate, as they 
can be directly related to safety [8] or product quality [13]. With that, the absence 
of an overarching co-ordinate system renders all frames of reference relative to each 
other. Nonetheless, between groups of frames of reference, hierarchical relations 
can exist—either permanently or temporarily. For example, the reference for a robot 
gripper will depend on the reference of the robot pedestal; a pallet may provide a 
temporal parent reference for a product that is clamped on it. However, especially 
in handing-over between different references that are not hierarchically dependent 
(i.e., AGV to robot to … to machine to … to warehouse), there will always be 
overlap and various types of misalignments. On such occasions, it is certainly not 
always clear which frame of reference is dominant. Moreover, the handing-over 
is actually characterised by uncertainty, ambiguity and volatility at the same time. 
At such moments, a digital twin is confronted with at least two aberrant ‘truths’, 
potentially leading to inconsistent or incorrect decision making. Such situations are
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often addressed by making the hand-over more robust, e.g., by using mechanical stops 
or guides. Not only do such solutions have inherent inaccuracies, but they are also 
foremost a solution for larger batches or mass production. A more resilient solution 
is to, for example, use vision systems. These also come with inherent inaccuracy 
but may be instrumental in facilitating and interpreting the transfer between, say, an 
AGV and a machine. If the vision system, over time, can become instrumental in 
learning from inaccuracies (e.g., in compensating bias over multiple observations), 
handovers may even become antifragile [14]. Still, also a vision system adds its own 
frame of reference, with inherent inexactness. 

5 Accuracy in Digital Twinning 

Based on the depictions in Sects. 2–4, digital twinning is about dealing with open-
ended systems or environments. Moreover, the level of coincidence between twin 
and reality is not necessarily increased by adding more data. This is especially true if 
the added data does not align with the perspective (logistic, quality control, …) that 
requires more alignment, or the data accuracy exceeds the resolution available. More 
fundamentally, however, is the fact that a digital twin only needs to provide data at 
the level where it still improves decision making. For a one-dimensional physical 
quantity, this implies the distinction between merely signalling a threshold value 
versus high frequency capturing sensor data with high trueness. For asset location it 
implies that, rather than impetuously capturing high accuracy locations of all assets 
with high frequency, it is better to retrieve/produce the location data that is required 
by different perspectives with the accuracy and timeliness required. 

This is where a paradigm shift in thinking about accuracy in digital twinning may 
emerge: rather than aiming for statistical significance and averaging many values (as 
mentioned in the definition of trueness), the probability of data being conclusive can 
drive decision making. This means that the digital twin should provide stakeholders 
or perspectives with data that does not exceed the accuracy they need or can use in 
decision making. With this, a production planner, a quality manager, and a warehouse 
manager may receive differently expressed location data on the same asset at the 
same time. This disentangles the interfering frames of reference (Fig. 2) for  most  
perspectives and allows for (temporarily) assigning dominant co-ordinate systems 
for relevant perspectives. 

The essence of this approach is that the accuracy required by the location request 
is converted into a probabilistic occupancy estimate. This estimate considers if the 
geometric entity under consideration is at a certain location at a certain time, with 
a specified tolerance. Mathematically speaking, a 4D space (3 spatial dimensions 
and time) is subdivided in sections that meet the accuracy of the request. Stated 
differently, rather than providing a location with the highest possible accuracy, the 
4D space answers whether the geometry entity is encapsulated in a specific region. 
Where the size of the regions can be adjusted to the type of request, the required 
accuracy of the request can be converted to the resolution of regions in the 4D space.
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For a logistic planner the resolution of the 4D space can be significantly lower than 
for a quality engineer—thus inherently blurring accuracy issues at higher trueness 
levels. 

5.1 Octrees for Asset Loca(lisa)tion 

Probabilistic occupancy estimates have already proven quite useful in a wide variety 
of fields, ranging from obstacle detection in robotics [15] and game engines to 
rendering in computer graphics. There is quite a variety of mathematical approaches 
available, but to illustrate the principle, here octrees are applied. Basically, an octree is 
a tree data structure in which each internal node has exactly eight children. Octrees 
are most often used to partition a three-dimensional space by recursively subdi-
viding it into eight octants (see Fig. 4). At the lowest level represented, that octant 
is the resolution of the 4D space mentioned above. In e.g., obstacle avoidance in 
robotics, the recursive subdivision is done instantaneous, in near-real-time. However, 
the octree approach is also instrumental for more long-term capturing of geometry. 
A simplified example is shown in Fig. 5. The advantages of octrees are that they 
are fast, can function at different scales and resolutions, can adaptively change the 
accuracy/resolution, and can efficiently represent sparse spaces. Moreover, octants 
can selectively be subdivided to locally achieve the accuracy/resolution required. An 
octree starts from one reference point, making it rather effortless to combine them in a 
way that matches the relative frames of reference in Fig. 2. Moreover, an entire octree 
can transform/rotate by merely moving its reference point. Consequently, octrees can 
quickly represent (changing) positions with the level of accuracy required. Using 
octrees does not imply that the entire production facility with all (moving) assets 
requires continuous mapping, rather an on-demand (or pull) approach can provide 
decision makers with the appropriate data. The appropriateness lies in the subset of 
data, the accuracy and the timeliness of the data. Here, the digital prototype (see 
Fig. 1) can be instrumental in determining what data would be purposeful and accu-
rate enough. Moreover, it is not even required that all the location data stems from 
sensoring in the real world. For locations that are less sensitive, less dynamic or suffi-
ciently predictable, octrees can easily assimilate artefacts from the real, modelled and 
simulated world. This facilitates decision making; it is also valuable in comparing 
models, extrapolations, and simulations with the real world.

Currently, a setup (see Fig. 6) is established as a proof-of-concept for accuracy 
research. In this, the ‘real world’ and the digital twin/prototypes are explicitly used in 
conjunction. This allows for a probabilistic approach based on octrees. In this setup, 
different location systems (internal/inherent, RTLS, vision) are combined in a peer-
to-peer setup; later, e.g., fencing and RFID can be included as well. Simultaneously, a 
realistic assembly line is under development that facilitates the interaction of human 
users with robots, machines, and other assets. In these setups, accuracy is indeed 
addressed as a constructive element in decision making. The setup in Fig. 6 aims 
to develop a method to determine the resolution the octree-representation needs
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Fig. 4 Octree principle 

Fig. 5 Perspective dependent and probability driven, octree-like representation

to provide to facilitate decision making for different perspectives. In this, focus is 
foremost on the hand-overs between e.g., the ‘turtlebot’ (AGV) and the 3D-printer, 
to elaborate how the octrees, the digital twin and the actual frames of reference can 
conjointly lead to resilient and potentially antifragile approaches. 

Fig. 6 Initial test setup for octree-based probablilistic accuracy
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6 Concluding Remarks 

Exploring the uncertainties in asset loca(lisa)tion, both in the real world and in its 
digital counterparts, straightforwardly expresses that accuracy is not an absolute 
notion. It vastly differs for different perspectives, but foremost with different deci-
sions. It is argued that the accuracy that is required in decision making should drive 
the data acquisition strategy in digital twinning. Where the digital twin can never be 
an all-encompassing and exact replica of reality, the digital twin is essentially open-
ended. With that, what priorities and efforts are involved in data acquisition should 
be driven by the role that data will play in decision making. That does stress that any 
digital twin indeed yields a de-facto indeterminate model. This, however, underlines 
that uncertainty is not a limitation of a digital twin, it is a mere characteristic of a 
digital twin. 

Current research aims to elaborate the relation between decision making and 
required/provided accuracy in the digital twinning approach. Different approaches 
(like octree) will be explored and combined, with the intent to make the notion 
inaccuracy an inherent and instrumental characteristic of decision making, rather 
than something that must be mitigated. 
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Simultaneous Multi-stakeholder Digital 
Twinning for Anticipated Production 
Environments 

R. G. J. Damgrave and E. Lutters 

Abstract Establishing, monitoring, or changing production environments involves 
significant time, efforts and investments. Digital Twins, Digital Prototypes and 
Digital Masters, provide different perspectives on these production environments. 
To utilise these perspectives effectively and efficiently as tooling in the develop-
ment trajectory and operation of production environments, adequate employment is 
required. This activity, referred to as ‘digital twinning’, enables anticipating and expe-
riencing the behaviour of envisaged production environments, while simultaneously 
reducing technical, logistic, and financial risks. Digital twinning also addresses the 
alignment between these digital support systems and the production environment, in 
terms of effectiveness, quality, and configurability. This paper focusses on providing 
a framework that oversees the configuration possibilities that different configurations 
of a digital twin and digital prototype have. The framework allows for a functional and 
structured configuration of these tools, depending on the use condition and demands 
of the stakeholders. 

Keywords Digital twinning · Synthetic environments ·Manufacturing 
environment · Decision making 

1 Introduction 

The complexity of production environments is growing substantially, due to the 
vast increase of relations and interdependencies between real assets (e.g., tangible 
machines) and virtual assets (e.g., simulations of process optimisation). The fast,
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ample, and multifarious technological developments in the field present manufac-
turing companies with significant challenges in strategically and tactically outlining 
the effects and results of anticipated production environments. 

Establishing or modifying production environments that benefit from new tech-
nological possibilities involves significant time, efforts and investments [1]. Any 
ability to anticipate or even experience the behaviour of envisaged environments can 
be instrumental in substantially reducing technical, logistic, and financial risks [2, 3]. 
In the context of Industry 4.0, this interweaving, or digital transformation, is infused 
by the technological and connected world through e.g. the research and development 
in the area of cyber physical systems. To deliberately compare current conditions to 
potential realities three perspectives on the data are discerned in a so-called Digital 
System Reference (DSR) [4]:

. digital master (DM) (‘to-be’): the definition of the envisaged entity,

. digital twin (DT) (‘as-is’): the current/previous condition of an entity,

. digital prototype (DP) (‘could-be’): simulations between the design intent and the 
actual conditions. 

The way a DT or DP is visualised or experienced can vary from a complete 
digitalised environment, up to a complete physical model (Fig. 1), with a gliding 
scale between these extremes. Not only the level of digitalisation in digital twins and 
prototypes is variable, also other aspects like the scale of physical assets, the level of 
interaction, the resolution of simulation or the balance between representation and 
simulation can vary.

To better understand the consequences of proposed changes or variants, and to 
obtain a better grip on the uncertainties involved, the use of so-called ‘digital proto-
types’ is proposed. A DP allows the development, testing, improvement, simulation, 
and upscaling of (parts of) a product or production environment while not hampering 
primary processes. Additionally, such a systems avoids avoiding investments when-
ever possible. A DP allows for the evaluation of e.g., alternative process chains, 
hardware selection and layouts with respect to, among others, quality, reliability, 
lead time and manufacturing costs in anticipated production environments. There-
fore, a DP can be virtual where possible, and physical where required. With that, it 
can be considered a Synthetic Environment (SE) [5]. 

There is no predetermined or single form in which a DT or a DP should be 
presented or used. For every intended purpose, the most appropriate configuration 
should be considered. The same accounts for the presented state of the production 
environment: whether this is the current state, an expected state, a future state or a 
historical state. 

Whereas a DT/DP can be a powerful tool in effectively and efficiently prognosti-
cating anticipated solutions, there is a clear risk that the development of DT/DP them-
selves become a high-risk, complex, lengthy, and expensive endeavour. At the same 
time, DT/DP development needs to be fast, lean, and effective to allow for tailored 
(instantiated) solutions. However, it requires expertise from many perspectives, thus 
quickly becoming an intricate pursuit for something that companies essentially see 
as a one-off activity. Nonetheless, in explicitly not regarding the development of a
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Fig. 1 The digital system reference and its different perspectives

DT/DP as an isolated and single-purpose activity, ‘reinventing the wheel’ can be 
prevented and DT/DP development can benefit from cross-fertilisation and re-using 
elements from other DT/DPs. This implies that a backbone or framework is required, 
against which DT/DP design and development can be executed in a structured, fast, 
flexible, and purposeful manner. 

Currently, such an underlying approach for DT/DP development is not available, 
thus hindering agile DT/DP development. This publication aims to present a frame-
work that supports companies in swiftly designing and evolving ideas for digital 
twinning into adequate and useful tooling. The design approach facilitates struc-
tured and goal-oriented configuration and development of DT/DPs that, from the 
start, support the development of production environments by combining real and 
virtual entities, without being forced into premature investments and commitments. 

Within these environments, a DT, DP or DM, is represented in a hybrid experience 
with physical and digital (AR/VR) elements. Here, a combination of real and virtual 
entities addresses all stakeholder perspectives, data sources and assets involved, while 
using both measured and simulated data sources. This allows for assessing alterna-
tives, explorations, and what-if analyses, rendering the development of production
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environments a deliberate and informed decision-making trajectory. The physical 
size, interaction possibilities and available actuators may differ between the options. 
The focus of this research is to provide support in selecting the most appropriate 
configuration and functionality of the solution. 

Overall, this is strongly related to the anticipated use of the DT/DP and should 
therefore be considered as tailored tooling for the stakeholder. The virtual elements 
of a DT/DP also allow to change any of these characteristics on the go. This type of 
utilisation of a DT or DP as a functional and tailored tool is further referred to as 
‘digital twinning’. 

2 Digital Twinning 

Digital Twinning aims to represent a certain mix of measured and simulated data, 
while also offering tailored experiences based on e.g., the active stakeholder, context, 
environment, goal, etc. Since this is always a filtered representation of data, every 
use-situation requires an adequate configuration of tools to visualise, interact and 
experience the solution. The challenge in effective digital twinning is configuring 
the most suitable and relevant representation of the data in the synthetic environment. 
This requires a well-considered match between the available (measured or simulated) 
data, tools, and the anticipated effect. 

2.1 User Support 

The digital system reference aims to support companies in anticipating, or proto-
typing, potential futures of production environments. In this, the many different 
stakeholders and perspectives are considered, as are the tools and techniques (either 
existing, new or to be developed) that will capacitate and empower the environ-
ment. Here, especially the opportunity to make early and underpinned comparisons 
of possible alternative solutions for (part of) the production environment is instru-
mental. It is principally the flexibility that is required in assessing possible alternatives 
that makes it impossible to plainly bring together physical assets to evaluate any alter-
native. Hence, digital twinning heavily relies on bringing together real and virtual 
elements. The resulting synthetic environment is composed of a wide variety of 
tools, techniques, information, hardware and software components that are config-
ured to allow for insightful decision making. Here, the increasing availability of 
cyber-physical systems acts as a catalyst [3]. The modular approach in a SE imme-
diately benefits the potential solution; with that, establishing a digital twinning tool 
can be seen as a configuration problem rather than as a unique design endeavour. 
This implies that different instantiated DPs within the DSR can often be constructed 
by exchanging functional modules; additionally, the performance of the solution can 
be assessed in different environments by exchanging modular contextualisations [6].
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To prevent ‘reinventing the wheel’ and to allow for continuous improvement in 
DT/DP development, a need occurs to document the rational and the configuration of 
developed DT/DPs in such a way that they are comparable and sharable. Eventually 
this could even lead to modular setups that stimulate reusability of parts of the solu-
tions. The configuration approach stresses the need for a framework for digital twin-
ning development; after all, the more structured and aligned a DT/DP development is, 
the more individual development trajectories will benefit from the existing modules. 
This anticipates a framework that combines the expertise, technology and experi-
ence available in all realised DT/DPs, thus being able to effectively and efficiently 
actualise new and tailored DT/DPs for specific companies and circumstances. 

2.2 Requirements 

In the development of the framework, a research-by-design approach is applied. This 
implies that the requirements on the framework are established while employing 
initial versions of the framework. In this way, knowledge on and experience 
with existing DT/DP can be captured and use to evolve the framework defini-
tion. Consequently, the DT/DP will also immediately benefit from the evolving 
framework. 

This bi-directional learning approach prevents that all requirements for the frame-
work should be determined before starting the development of the framework, or 
assuming that the requirements cannot change over time. Furthermore, it distin-
guishes the requirements for digital twinning and the ones for the framework. Addi-
tionally, access to an environment with (real-time) relevant data from production 
systems and experiences makes digital twinning usable for simulations, reviewing, 
validation and what-if analyses [7]. 

3 Collaborative Interaction 

3.1 Context 

In digital twinning, all the current, potential, and anticipated realities can be expe-
rienced interchangeably or even simultaneously. A SE makes this possible, while 
also facilitating different stakeholders/perspective concurrently. Collaborating with 
multiple perspectives simultaneously, in a personalised and tailored DT/DP, provides 
more insight in the relation between expertise of different stakeholders. A direct 
connection between multiple DT/DPs is essential, as is relying on a shared data 
repository. This allows many new collaboration and twinning potentials, such as:

. Remote and local collaboration

. Multiple and single user experiences
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. Multiple variants of the anticipated environment can be compared to each other 
simultaneously

. A direct switch can be made between different realities: as-is, to-be, could-be and 
has-been

. Worst-case and best-case scenarios

. Simulation validation

. … 

The amalgamation of real and virtual elements in digital twinning allows for the 
development of a solution in which a sub-set of the assets is not physically present 
(at the moment) but is rather taken into account by means of simulation. The far-
reaching integration of online and offline elements lead to an environment in which 
physical and virtual assets are comprehensively intertwined. With that, digital twin-
ning renders aspects like quality, time and cost insightful in the context of the envis-
aged environment, but also in comparison to alternative manifestations of that same 
environment. This allows the stakeholders to already experience an environment that 
does not yet exist, e.g. by means of virtual dashboarding [8] and VR/AR approaches. 
This includes interfaces at different levels of detail and aggregation, anticipating the 
dynamics and growth of the type and number of stakeholders involved. 

3.2 Approach for Configurating DT/DPs 

The approach should allow for fast and efficient building of a DT/DP in an easy 
to adjust (e.g. modular) way, while simultaneously incorporating a structured insis-
tence on effective, reliable, real-time, and secure data collection and utilisation. With 
that, the development approach should not aim to instantiate ‘yet another SE’, but 
should rather offer a systematic yet agile, but foremost (cost-)efficient guidance in 
(envisaged) production environments. This requires a purposeful combination of 
cyber-physical system, human-technology integration and use of digital twins [9]. 
Reasoning from this guidance approach, every DT/DP is therefore treated as a mani-
festation of the underlying experience and expertise available in its development 
environment. 

Generally, the goal of a DT/DP is to increase autonomy, improve communica-
tion and monitoring, and facilitate self-diagnosis at multiple perspectives on the 
of analysis between machines, humans and systems. In this, using a DT/DP will 
lower the risk of (extended) downtime, of technical and logistic incongruences and 
of many other phenomena with unexpected consequences. Additionally, the inte-
gration of sensoring (e.g. IoT) and information sources (from ERP to PLM) is a 
significant key focus. The company, therefore, wants to have a DT/DP that, with as 
little effort as possible, renders an adequate depiction of the current or a potential 
future environment. This not only allows the company to make underpinned deci-
sions on investments, capabilities, capacities, and suitability of the environment, it 
additionally allows for training of staff members in an environment that does not yet
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(fully) exist. This implies that a DP can also be a learning factory [10], where staff 
can practice, but can also be exposed to (extreme) scenarios and what-if situations. 
Consequently, once the components of the DP become part of the primary process 
of a company in a DT or DM there will hardly be a learning curve for e.g. operators 
[11]. At the same time, however, the DT/DP can be used to observe the (learning) 
behaviour to improve the DT/DP or the system design. Especially the simulation 
of extreme cases and what-if scenarios can lead to more insight in the solution, 
its constituents and its behaviour. With that, digital twinning becomes a means to 
facilitate a bi-directional learning factory. 

4 Configuring Digital Twinning 

Observations in industry and experience with pilot production environments indicate 
that many functions re-appear in practically the same structure in different environ-
ments. Hence, a modular approach [12, 13] not only avoids re-inventing the wheel, 
it also allows for purposeful re-usability and configuration of assets, logistic and 
control entities. Whereas from a single perspective the advantages of modularity 
or reusability are not always clear, both strongly influence the speed with which 
solutions can be established. It, for example, implies that a rough-cut yet effective 
DT/DP can be available promptly, and time-consuming detailing only takes place 
once the evolvement of the solution has been appropriate thus far. From a frame-
work perspective, every instantiated DT/DP should be a value-adding compromise 
between, among others, speed, quality, accuracy, uncertainty, comprehensiveness, 
flexibility, agility, realism, and goal orientation. 

4.1 Framework 

The framework supports the concurrent establishment of multiple DT/DPs, that each 
fit to different contexts, or provide variants of solution for the same context. The 
principle of the framework is shown in Fig. 2; it is based on a ‘docking station’ 
that spins out multiple DT/DPs based on a shared approach and an overarching 
knowledge/content base. The framework enables the configuration of a DT/DP and 
helps in determining what content is needed. Additionally, it supports in structuring 
the modules and the information content that together constitute the DT/DP.

In the center of the framework the building block for the configuration of a SE, 
as introduced in [14] is used. This is a functional representation of common denom-
inators as the interface of a SE to the DSR and simulation realm. The left side 
of the framework provides the selection of the content that, in terms of common 
denominators, represent the functionality and positioning of the solution. This part 
determines the content of a DT/DP and captures the overall rationale and experience
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Fig. 2 Framework for digital twinning development

of the solutions that have already been instantiated. The right side provides the antici-
pated functionality that allow for purposeful organization of a DT/DP. This includes, 
for example, managing the requirement specification, monitoring the status, orches-
trating the DT/DP and managing the life cycle of the DT/DP. The solution can be 
configured to structure a ‘to-be’ environment (digital master), ‘as-is’ (digital twin) 
or ‘could be’ (digital protype). 

Both sides of the framework conjointly provide the ingredients that can be tailored 
to the requirements for a specific solution. The overall overview of the DT/DP resides 
in the Digital System Reference, that acts both as a backbone for the individual solu-
tion and as a bus architecture for interconnection the instantiated solutions. Moreover, 
the framework interrelates all DT/DP developments for the benefit of the individual 
DT/DP(s), as for the evolvement of the framework and its expertise/modules. 

4.2 Instantiated Digital Twinning Solution 

The framework contains all the information regarding the possibilities, preferences, 
and requirements of possible configurations. With every update or review of a DT/DP 
(comparable to ‘docking’ the DT/DP to the framework), the performance (diagnostics 
and use) data of that specific DT/DP is analysed to further improve the understanding 
of the consequences of certain DT/DP configurations. The demarcation between the 
docking station and the (docked) solution are the interfaces between both and are 
determined by the data transfer. For this there is no intend to set a standard for 
every interface, but to allow the use of (customized) connectors to facilitate this 
communication. This bi-directional learning approach facilitates an environment
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in which each DT/DP instantiation can benefit from the experiences and expertise 
obtained from other DT/DPs. Every connected SE can be optimised based on the 
data analysis of other DT/DP, or errors can be corrected when recognised in another 
DT/DPs with a comparable configuration. The effects recognised in one DT/DP can 
solve issues in another (unrelated) solution. With this, a well-founded reconfiguration 
of a DT/DP can be made, based on the relations set in the DSR. After establishing the 
proposed digital twinning activity, the actual DT/DP can be spun out (or ‘undocked’) 
and put to practice. 

5 Practical Application 

To validate the usability and modular approach of the framework, and to assess the 
applicability and performance of the instantiated DT/DPs, an example project estab-
lished. This envisaged production environment aims to combine different production 
and assembly assets to construct a customisable product, here described anonymously 
as a ‘phone stand’. 

In this production environment, a 3D printer, a CNC engraver, multiple robotic 
arms and multiple AGVs are deployed to produce the product. To allow for quick 
adjustments for different scenarios and low impact of errors, the environment consists 
of scaled versions of common production machines (Fig. 3). These scaled assets 
intentionally use the same instruction set and communication protocols as industrial 
versions. For example, the robotic arms use the same operating system and language 
(ROS) as industrial size robots, while the system relies on the OPC-UA protocol 
for communication. The dimension and configuration of the desired ‘phone stand’ 
is based on the ‘phone of the visitor’. With this information, a selection is made 
of semi-manufactured parts. These parts are available in a small warehouse and 
are transported by means of AGVs to the 3D printer, the CNC engraver, or the 
robotic assembly station. In this respect, the scaled assets conjointly act and function 
as a real(istic) production environment. DT/DPs are constructed based on available 
templates and modules in the framework. The case study is used to gain understanding 
on the effects of changes to modules, and to get insight in missing modules or modules 
requiring improvement. To keep track of the status of the production environment, 
different types of IoT sensors and virtual dashboards (VR/AR) are integrated in the 
DT and DP. Multiple parameters, such as the position of the AGVs, are monitored and 
stored continuously or on request. This information leads to, for example, heatmaps 
of the transportation activities, which are used to rearrange assets to improve e.g., 
logistics. These changes are first made to the DP, so that multiple variants can be 
evaluated simultaneously. This information is used to facilitate the decision making 
on a digital master configuration by providing more data on the captured effect of 
realised configurations.

Whereas instantiating one DT and DP has been rather straightforward and unam-
biguous, using the framework approach has also immediately demonstrated instru-
mental, as, according to expectations, a clear and constructive connection between
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Fig. 3 A digital prototype in 
the form of a scaled version 
of a production environment

the various stakeholders appeared almost inherently and implicitly. Not only did 
the modules and knowledge in the framework benefit from this, but especially the 
DT/DPs themselves have seen a more effective evolvement. The major benefit has, 
however, been in the efficiency of the framework usage: extemporaneously, different 
digital twinning solution came to rely on the same functional and physical modules, 
contributing to the continued development of these modules and thus strengthening 
other DT/DPs. 

6 Conclusion 

Actual projects for the development of digital twinning solutions led to the obser-
vation that many companies are reinventing the wheel. This is mainly caused by 
the fact that an overarching, generic backbone is lacking for the purposeful support 
in the development of DT/DPs. To make optimal use of digital twinning, a tailored 
configuration is needed. The developed framework facilities this digital twinning 
development by using a modular approach to quickly develop DT/DP proposals in 
a comparable manner. The data resulting from multiple DT/DPs is collected, sorted, 
and analysed to support decision making for all stakeholders involved. 

The information content can be used to alter the configuration of the DT/DP to 
align to stakeholders’ expertise and to optimally aim for different objectives, such as 
context influences, data accuracy or asset availability. Simultaneous use of multiple 
stakeholder-dependent perspectives increases the insight in the current and upcoming 
activities in an (anticipated) production environment. To further optimise the use 
of a DT/DP, the solution should be able to deal with varying levels of accuracy, 
possibilities, users, and interaction. Here, the modular approach increases the effec-
tiveness and efficiency of configuring and adjusting the DT/DP. Decision making 
processes are further facilitated by providing tailored simulations and visualisations. 
Existing production environments can be compared to designed ‘to-be’ and simu-
lated ‘could-be’ situations, including virtual extensions with assets that are not (yet) 
available.
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The framework offers support in the development of digital twinning solutions, 
that provides the stakeholders with the means of identifying the most appropriate 
tooling. This will support decision making, risk management and maintenance 
processes, while functioning as a flexible, bi-directional learning environment. 
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A Digital Service Engineering Training 
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Abstract Modern business models are increasingly seen as a source of outstanding 
organizational performance and competitive advantage that either synergizes with the 
previous business model or completely replaces the previous strategy. For enabling 
this transition the paper describes an advanced model to master the digital business 
transformation and ends-up with a proposal for an academic digital service engi-
neering training course. Based on a large literature review the paper will identify 
useful methods and tools which are used in modern industrial companies. The find-
ings serve as blueprint for the academic education and training of future service 
engineers. 
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1 Transition from Traditional to Modern Business Models 

Today’s trends such as lean supply chain, smart manufacturing, cloud platforms, 
big data management, artificial intelligence, augmented and virtual reality, mobility, 
smart e2e transparency, additive manufacturing, customization, service-orientated 
business models and outsourcing etc. are all based on the changes of customer 
mentality and technological advancements.
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Fig. 1 Digital 
transformation (modified and 
enhanced according to [2]) 

This is only possible, if companies can digitalise information and data about prod-
ucts, customers, processes and services and thereby digitally transform their business 
model. With this new working method, a high amount of data is collected about busi-
ness procedures and production processes, customer demands, as well as data about 
internal and external communication, requiring a high amount of management and 
data analysis. 

Digital transformation means a re-orientation of products, services, processes 
and business models towards the continuously digitalised world and results in faster 
transactions and more reliability through quality and security and therefore leads to 
higher customer satisfaction [1]. The digital transformation of business models can 
be implemented in three general phases (see also Fig. 1):

• Phase 1: Digitise the current business and build a platform for digital processes.
• Phase 2: Integrate Internet of Things (IoT) functionalities into the platform and 

develop digital services.
• Phase 3: Close e2e loop of the entire business operations and modularize platform 

services [2]. 

Figure 1 depicts the journey from the traditional to the digital business. The 
model is divided into company internal and external elements, as the digitalisation 
of a business model can only work, if both the customer side and the own company 
can be “digitalised”. 

This begins through the digitalisation of the channels and processes used to create 
or provide value. Afterwards, the digitalisation of products, services and other objects 
are included in the value chain. Finally, a full digitalisation of all transactions and 
procedures with a high automation level leads to a fully digitalised business model 
[3].
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Modern business models are increasingly seen as a source of outstanding orga-
nizational performance and competitive advantage that either synergizes with the 
previous business model or completely replaces the previous strategy. 

New business models such as pay-per-use (usage-based payment e.g.: Car2go), 
peer-to-peer (trade between private individuals e.g.: Airbnb) or performance-based 
contracting (payment for the final performance e.g.: Rolls Royce) have revolutionised 
entire industries. Therefore, many companies have changed their model to move from 
pure product sales to the sale of problem solutions and services. When servitization 
moves a manufacturer all the way to becoming a solution provider there are major 
changes on the business model. 

For enabling this transition, several frameworks are described in the literature [4, 
5]. Figure 2 shows a modified and advanced model based on Bucherer [6] which 
is applied for the development of a new business model on the basis of an existing 
model. It consists of several phases in which different activities are proposed. After 
each phase there is a gate which requires a verification, if the planned solutions and 
the meaningfulness of the concepts are given. When this is fulfilled the next phase 
starts, otherwise there is a need to start from scratch with the previous phase. This 
model is to be understood as a cycle and should serve to question and optimize the 
business model during the entire life cycle. 

Fig. 2 Process model for business model innovation (modified and enhanced according to [6])
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2 Methodology for Transformation 

To develop a new business model and to transform the current business model, 
numerous methods exist to support the process. To provide extensive applicability 
to any kind of business sector, the stepwise approach presented was based on a 
combi-nation of methodologies from various authors. 

A methodology is defined as “a system of broad principles or rules from which 
specific methods or procedures may be derived to interpret or solve different problems 
within the scope of a particular discipline. Unlike an algorithm, a methodology is 
not a formula but a set of practices” [7]. The following chapters will explain the 
created methodology and shows the recommended methods that can be used. The set 
of methods in use have been selected based on a literature research and interviews 
with practitioners from industrial companies [8–11]. 

However, this process and its tools must be followed and used by a competent 
team with a suitable set of skills. The selection of the team members is highly im-
portant, as the business model they will find could be crucial to success. The aim of 
the business model transformation is to improve the existing business or change it 
with the result of success and higher profitability. One of the keys to success is not 
only the team, but also the dedication of the top management to increase innovation 
and change [12, 13]. 

3 Steps and Methods 

3.1 Phase of Business Analysis 

Companies are a complex of various elements and interdependencies. Three main 
parts of the company should be analysed: The own business model (customers, value 
proposition, value chain and profit model), the stakeholder (customer incentives, 
partners, competitors) and the external influences on the business (ecosystem) [14]. 

Step 1—As-Is Analysis 

The As-Is-analysis includes all functions and departments of a company, the 
product spectrum, technology, production depth, quantity framework, financial data, 
customer and supplier data, organization data, all methods and tools used, as well as 
the employees and their relationships toward each other and the company. During 
the As-Is-analysis deficits will be found, which are a result of various reasons. For 
example, wastage of resources or potential of the employees or not seizing opportu-
nities by acting in a non-future orientated way [15]. A literature review shows that 
the methods have been listed to be the most suitable and applicable in operational 
business:
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• SWOT [4, 5, 8]
• Benchmarking [9, 15]
• Ishikawa diagram [4, 5, 16]. 

Step 2—Goal definition 

The highest level of a company goal is the vision. The vision is the long-term goal 
of a company that describes the general purpose of the company [8] An example for 
a vision from Procter & Gamble is the following: 

“We will provide branded products and services of superior quality and value that 
improve the lives of the world’s consumers, now and for generations to come. As 
a result, consumers will reward us with leadership sales, profit and value creation, 
allowing our people, our shareholders and the communities in which we live and 
work to prosper” [17]. 

When developing goals the company should decide what they want to achieve, 
where they want to stand in the future and in which amount of time the goal should 
be achieved. According to a literature review the following tools are essential in 
practical use:

• Goal pyramid [4, 8]
• Gap analysis [4, 8]
• Scenario analysis [4, 5, 8]. 

3.2 Phase of Design 

In this phase ideas for the new business model will be systematically developed. This 
is mainly done by work groups applying creativity techniques. 

The identified business models will then be designed and evaluated according to 
the company goals and capabilities. 

Step 3—Business model idea creation 

The idea finding phase marks the beginning of the business model development 
process. The goals have been defined and the development direction set. Either an 
existing product or service is to be improved or a completely new idea is to be de-
veloped. In either case a key aspect is to take the customers into account. It is crucial 
to understand what the customer needs and where his inconveniences lie, as well 
as what the customer expects from the company. Another question to be answered 
is, how the company can position itself in a way to satisfy the customers need in 
the best manner in comparison to the competition. All methods to develop creative 
ideas and to emphasise creativity underlie the same principles: understanding of the 
challenge, loosening of transfixed stereotypes and assumptions, recombining exist-
ing approaches and solutions and refining of ideas through criticism and improve-
ment [18].



222 J. Niemann et al.

This phase helps to create new ideas through creative thinking, without being in-
fluenced by existing business models and ideas, as well as the current business model 
in place [19]. The following sections will explain some methods to develop crea-
tive, innovative ideas. The most commonly used idea generation methods are mind 
mapping and brainstorming. However, these will not be looked at further, as they 
are very simple and well known. For operational business applications the literature 
references the following tools:

• Destroy your business [11]
• The empathy  map [13]
• St. Galler business model navigator [14]. 

Step 4—Detailed business model design 

After some ideas have been gathered, they should be thought through systematically. 
All aspects should be considered, to enable a holistic perspective of the business 
model and to ensure its functionality. For this the most proven tools used in practice 
are

• Business Canvas [1, 13]
• SIPOC [9, 20]. 

Step 5—Business model evaluation 

Having described the business models through the canvas and SIPOC method, the 
business models can now be evaluated. However, this can be a difficult task due to 
incomparability or through incomplete perspectives on the business models. There-
fore, first of all an environmental analysis for each business model that is estimated 
to be promising should be made and then an objective evaluation with a systematic 
procedure and reasonable evaluation criteria should be followed. Literature reports 
to apply the following tools:

• PESTEL [19]
• Porters five forces [19]
• Value benefit analysis [21]. 

3.3 Phase of Implementation 

In this phase the solution starts the design for the new found business model. All 
relevant aspects and details have to be considered and included into the new solution. 

After the final approval of the solution design the business model has to be imple-
mented into the daily operation and business routines. For this a detailed implemen-
tation strategy has to be elaborated to master this transition with regard to all kinds 
of management aspects.
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Step 6—Solution design 

This step focuses on the business model that is planned to be used and helps to prepare 
and consider all aspects that are relevant for the implementation of the new business 
model. According to several authors this step is being performed by the application 
of the following tools.

• Detailed process design [4, 5, 9]
• Resource and investment plan [4, 5, 9, 22]
• Business case [9, 22–24]
• Performance management [12, 17, 18]. 

Step 7—Implementation strategy 

When all the framework has been set, the implementation strategy can be devel-
oped. The goal of the implementation strategy, is that the current processes can be 
transformed without major delays and downtimes. Furthermore, the resource availa-
bility is to be considered and the influence on the running operations or departments 
before setting up a project. It is recommended to start a pilot first, to stabilise the 
processes and find gaps and potentials for improvement. The old and the new pro-
cess should be operated in parallel, so that the new process can gain maturity and 
stability [9]. The implementation of a new business model within a firm should 
be done through a project. Beforehand, some planning must be done to define the 
framework. Therefore, project management elements will be used to support the 
transformation [19]. Beginning with the project charter, that defines all important 
elements of the project a second important document will be presented, that is used 
throughout the entire transformation phase: the project plan. Furthermore, a RACI 
plan is put together, to define the roles and responsibilities during the transformation 
project. Finally, a budget plan for the project is set up. Applicable tools to finish this 
step are:

• Project charter [9]
• Action plan [9]
• RACI matrix [9]
• Project plan [9]
• Transformation plan [11, 12]. 

3.4 Phase of Control 

The final phase aims at the continuous evaluation of the newly implemented busi-ness 
model. For this the operational performance figures have to continuously moni-tored 
and controlled in a structured manner.
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Step 8—Continuous performance monitoring 

The objective of this final step is to ensure a durable and sustainable development 
of the new business model. Therefore the current operational performance is perma-
nently monitored and benchmarked against previously defined key performance 
figures. By this deviations and according counter measures can be taken at an early 
stage. Various authors recommend the following tools to master this step:

• Balance scorecard [12, 14]
• Break even analysis [12, 14]
• Rolling forecast [12, 14]. 

4 Development of a Training Program 

The challenges outlined above place enormous demands on the developers of services 
in the future. Therefore, the goal was to develop a consistent methodology for the 
development of services, which takes up and implements these requirements. In this 
context, a training course was developed at the Flix Research Centre for Life Cycle 
Excellence at the University of Applied Sciences Duesseldorf. The target group of the 
course are enginneering students and professionals (see Fig. 3). The course teaches 
the basics of designing and developing modern services using “hands-on” training 
modules. 

Figure 4 shows a rough overview of the topics, methods and practical parts of the 
course contents.

The course participants develop and design a service step by step using methods 
and tools that are learned and tested within the course. In this way, the course partici-
pants simultaneously learn the methodological tools in a creative course atmosphere 
according to the needs identified from the literature and the industry survey (cf. 
Sect. 4). The course lasts approximately five days and can be extended or shortened 
on a modular basis depending on the group of participants and the objectives. At the

Fig. 3 Service Engineering 
training course [source own 
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Fig. 4 Course content 
[source own graph]
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end of the course, in addition to the presentations of the developed servcies, there 
is also an examination of the theoretical basics (online examination). The course is 
also suitable for delivery in an online format. However, experience has shown that a 
face-to-face format is advantageous due to the numerous group work and practical 
interactions. The course language and the teaching materials are in English. 

5 Summary and Outlook 

The paper describes a process and a toolbox of methods for the digital business 
transformation. The single phases have been subdivided into smaller single steps. To 
master the steps a literature review has been performed to identify useful methods 
for the practical execution. This toolbox of methods can be used as a blueprint for the 
education and training of future service engineers. According to the findings FliX
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research centre has developed a certified trianing course in the field of service engi-
neering for students and business professionals. Due to the callenges of tomorrows 
engieers it is recommended to integrate the suvject of service engineering into the 
educational curricula of engineering studies. 

Keeping the current industrial, social and ecological changes in mind the content 
development is rather dynamic. Besides looking for a suitable funding possibility, 
recommendations for further adjustments are welcome. A proposal is to set up a 
new online and onsite class to train the future European service engineers within a 
network of interested universities. 
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Seniors Knowledge 
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Michel Deriaz, and Doina Pisla 

Abstract The paper represents the preliminary findings in developing a multi-
role, innovative digital platform entitled “WisdomOfAge”, as a Learning Manage-
ment System (LMS) addressing to the economic and technological dimension of a 
company (especially start-ups) in reaching competitive manufacturing advantage. 
The platform is developed within the frame of an EU project [1], offering finance 
to support retired seniors’ active living. The project capitalizes the existing trend 
of having an aging population within the EU, in parallel with a gap in number and 
quality of skilled workers. The multirole digital platform creates a unique synergic 
solution that copes with the coexistence of different technological cultures using the 
resourceful retired seniors’ expertise to compensate the lack of knowledge and expe-
rience required by a lot of newly established companies. “WisdomOfAge”, is meant 
to create an efficient but pleasant environment for seniors and companies to easily
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overcome the retirement moment, when the professional activity is abruptly inter-
rupted, leading to feelings like: out of business, lack of purpose, lack of achievements 
and a lot of unallocated time. 

Keywords Seniors customized knowledge transfer · Lead time to innovation ·
Sustainability · Risk management 

1 Introduction 

The paper presents initial results from a research project [2, 1] considering the digi-
talization potential with focus on companies in their early stage of development, 
knowing that within emerging industries companies must overcome many entry 
barriers to become profitable. 

The early-stage companies are looking for new businesses to ensure the sustain-
ability [3] while the start-ups are projected to develop and validate a scalable business 
model, for a new product/solution/technology etc. that aims to grow large beyond 
the solo founder [4–6]. 

At the beginning every start-up faces high uncertainty [3] and have high rates of 
failure, but a minority of the start-ups will go on to be successful, influential [7], or 
even become unicorns as privately companies valued at over 1 billion US$. 

Considering the successful ones, it is already known that 90% of the start-ups end 
up in bankruptcy, mostly determined by the generations’ gap, unsuitable technolog-
ical capabilities approach, or due to the lack of experience in generating a correct 
market projection and a poor customer profile assessment [8]. 

Innovation increases the start-up chances to react to changes, and to discover new 
opportunities helping in fostering competitive advantage, leading to better products 
and services. The innovation could be a success key for any company [9], but the 
poor management and the lack of experience can make even brilliant innovations to 
fail. 

ISO TC 279 in the standard ISO 56000:2020 [10] for “Innovation Management”, 
defines innovation as “a new or changed entity realizing or redistributing value”. 
Together with the innovations implementation the start-ups, are developing new 
businesses with relevant impact in gaining stronger positions. For any business, the 
challenge of sustainable transformation is balancing the need to keep business in 
motion while making changes to reach development ambitions. Having a competitive 
manufacturing or providing competitive services depends on the approach in taking 
small steps into the unknown as the “Lead Time in Innovation”. 

In accordance with the new learning paradigm supported by OECD (Organisation 
for Economic Co-operation and Development) [11], the research results are meant to 
reduce the lead time in innovation, by integrating a combination of economic, social 
and technological aspects to compensate some of the lack of knowledge, experience 
and managerial skills.
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The regular solution is to address to specialized companies with regular instruc-
tions that may advise on company lifecycle. Applying 2 of the 3 Iron triangle rule, 
Cost-Time-Quality; it may be noticed that all three characteristics seem to be critical 
in the case of start-ups that are using regular training: is costly, requires a lot of time 
and the quality is mostly related to the personal development and not on the company 
development Therefore is needed to consider different approaches and solutions. 

The solution, presented in the paper, starts from the capacity to use the potential of 
experienced seniors (in an early retirement stage) to provide valuable input towards 
YEC (Young Emerging Companies) mediated by a customized knowledge transfer 
digital platform. The opportunity came from the industrial evidences that although the 
technology is ever changing and tools are permanently improving, product processing 
is fundamentally constant for most of the industrial domains. Starting from that, the 
research was conducted by a company that wants not only to develop but also to 
operate an adequate knowledge transfer digital platform in the form of a Learning 
Management System (LMS). 

The paper is structured in 8 chapters. After the introduction (Sect. 1), consist in 
presentation of conditions and facilities that governs entrepreneurial activities; in 
Sect. 2 is revealed the way a digital platform becomes a solution for a complex 
industrial-social problem, highlighting the necessity of such a digital platform. 
Section 3 offers insights that would make the proposed LMS a successful digital 
platform, presenting elements regarding the conceptual approach, followed by the 
stakeholder representation in Sect. 4. Section 5 presents the design implementation. 
Section 6 offers a brief description of the envisaged Business plan. Section 7 offers a 
description of the technology behind the digital platform and in Sect. 8 are presented 
some conclusions regarding the project development. 

2 Necessity of a Digital Platform 

Companies are investing a lot in human resources, in average 4000 US$ per person 
[12]. The selection is first oriented on “hiring culture” fit for the company, and 
secondly on “hiring skills”. Skills can be trained, and 84% of the executives know 
that their future depends on innovation, understanding that training must be provided 
regularly to sharpen the employees’ skills, absolutely necessary within the company 
lifecycle. 

The regular training doubles the hiring investment leading also to issues like 
adequate scheduling, employees’ availability, and activities continuity. Therefore, 
a regular schedule of training is valid for larger companies with medium and long 
term investments plans, with training dedicated especially for the “green” new hired 
people that actually need the right tools to be progressive and efficient. 

On other side, the communities are striving to use their accumulated knowl-
edge, and to valorise the expertise of their members offering longer active and self-
sustained living to senior members [4]. At least in the early retirement stage; the
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meaningful occupation is a desired intermediate activity between work and free time 
over retirement years. 

The current pandemic situation generated by COVID-19 has generated further 
restrictions regarding distancing, which pointed towards a digital solution, which is 
remotely able to contribute to the training of the YEC employees. 

Several attempts to capitalize the existing potential have been achieved, like ProMe 
[13], which provides multiple facilities for informal communication, or the T-Echo 
(developed in Japan) [14]. Attempts to access any of these platforms shows have been 
unsuccessful, which indicates that these have not reached the commercial status, as 
expected. Analysing the achievements described in [13, 14] and the actual situation it 
has been concluded that the facts that have led to their failure fall within the following: 
that these projects have been too general, without a specific subject for the training 
experience, are addressing rather the social aspects than the technical ones (where 
the competition is already much stronger), as well as some lack of background and 
experience. 

All mentioned drawbacks are eliminated from the start by the project consortium, 
as it will be showed within the next chapters, enabling a successful solution as an inte-
grated part of the already existing services delivered by the Digital Twin Company. 
The digital platform “WisdomOfAge” is supporting both the trainers [15] and trainees 
(companies) in a specific professional field of “engineering” [16], having as starting 
point mechanical engineering (CAD-CAE-CAM), which sets all the premises for a 
successful endeavour, in a customized, adaptable and affordable solution. 

3 The Concept Behind the Platform 

A modern approach is proposed by generating a digital platform consisting of an 
adapted industrial software that perfectly fits with the tutoring activity and industrial 
training, based on knowledge assistance and transfer from experienced seniors, in a 
customized digital environment. 

For most of the people, the actual formal education systems in technical higher 
education starts from 18 or 19, followed by a 3–6 years of studies and with about 
other 10 years of exploratory activity. At the age of 35, or later, people may start to 
become specialists and eventually create innovative developments. 

At the age of 65, with over 30 years of experience in a field, they have reached 
retirement, which provides more personal time. But this is almost instantly doubled 
by a feeling of usefulness, lack of purpose and incapability of creating added value 
for themselves and the society [17]. The current learning strategy aims to develop 
new competences which come as a response to the existing uncertainties. These are 
holistic, such as, curiosity, imagination, resilience and self-regulation. The compe-
tences, inherited by the new generations enable to adapt it, generating also natural 
gaps in specific topics, strategy displayed in Fig. 1.
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Fig. 1 Knowledge means power with “WisdomOfAge” 

Here is where the senior experts, with extensive knowledge and specific experi-
ence, can help to ensure a faster transition and adaptation of the younger generation 
towards specific problem solving. 

The “valorisation” of this situation comes from the fact that external information 
sourcing may offer lead-time advantage in product innovation [17]. 

Digital Twin as a Siemens PLM partner uses the Siemens professional software 
modules and gets access to Siemens facilities like the Siemens future pathfinder, 
the answers of 775 senior executives concerning the decade transformation objec-
tives [18]. It leads to four transformation objectives with the measured importance 
within three regional insights: Asia, Europe, US. The four transformation objectives 
are: Decarbonisation, Digitalization, Holistic Impact and Resource efficiency. For 
Europe, Decarbonization and Holistic Impact which have got the same importance 
score (73.8%), while the Digitalization with Resource Efficiency have received the 
same importance score (74.6%). That totally confirms the correct approach and the 
necessity of the digital platform “WisdomOfAge”, as Europe is concerned a lot about 
the Resources efficiency and the valorisation of the unused human capital in terms of 
knowledge and experience. This is even more true with the large scale digitalization 
process within Industry 4.0, which includes the concerns for the development and 
training of the human resources. 

Considering Resource Efficiency, this relates to innovation and lead time to inno-
vation: design products and processes that use sustainable resources; the capacity to 
incorporate used material from other processes; minimize the generation; enhancing 
customer satisfaction while optimizing commercial operations [19]. Principles used 
in the developed content of the “WisdomOfAge”.
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4 Stakeholder Representation 

There are 3 groups of considered stakeholders that benefit from the digital plat-
form. The 1st group consists in the consortium that forms the development team 
for “WisdomOfAge”, grouped in the “technical developers” Digital Twin Company, 
Technical University of Cluj-Napoca, University of Genève, Fig. 2. 

And the “end-users developers” Yumytech and ArxiT as Swiss IT compa-
nies, together with Institute of Ageing Research (Switzerland) and Happy Ageing 
(Belgium), Fig. 3. 

The 2nd group consist of the senior specialists, retired, but active. Loneliness 
became a “pandemic” situation, that rose from 16.7% in 1969 to 28.4% in 2019 [6], 
in parallel with the increase of the world population with more than double (212%) 
[20]. 

The daily interaction in the working place was an important form of connec-
tion, suddenly disrupted by retirement [21]. In their case, “WisdomOfAge” plat-
form answers these challenges in an organic way, as a dedicated instrument through

Fig. 2 WisdomOfAge Consortium 

Fig. 3 WisdomOfAge Consortium 
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adequate tools design, friendly interfaces and tools functionalities for: counselling, 
mentoring and tutoring, considering their willingness have a comfortable balance 
between free time and professional activities. 

The 3rd group is the motivated young emerging companies, with basic domain 
skills, but high digital skills, suffering from lack of experience to develop their 
businesses in a competitive environment. 

5 The LMS Implementation 

The “WisdomOfAge” starting webpage is presented in Fig. 4, focusing on building 
confidence for seniors and companies, advocating the advantages they will obtain by 
using it. 

The training and coaching abilities together with the power and customization 
capabilities of the involved IT modules are the key factors for promoting the senior 
specialists. 

The seniors must be aware about the existence and capabilities of “Wisdo-
mOfAge”, while the platform should provide the means of an easy familiarization 
with the tools and the digital environment. 

Actually, the entire design must lead to a friendly user interface, enabling the 
seniors to feel comfortable in sharing their knowledge, encouraging adequate partner 
discussions, implementing the required measures with regard to the data protection. 

The companies that need to have access to the training and knowledge transfer 
are stepping in a new, unknown world defined and described by the seniors. Their 
employees will land in a friendly environment, where the young person feels comfort-
able, where the trainers are coming out from their desk and greet the newly entered, 
inviting them to “sit together on the nearby sofa”, make him or her to feel cosy (like 
a coffee chat) to facilitate in the most efficient way the communication.

Fig. 4 “WisdomOfAge” platform starting page 
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Fig. 5 First step implementation of the Learning Management System 

Following this perception, the objectives implementation is planned in two steps. 
First to initiate the program and customize the digital platform to interface the two 
main groups of end-users, Fig. 5. 

The second step consists in a continuous service for the digital platform main-
tenance, performed by Digital Twin, setting up a call-centre able to find and guide 
beneficiaries within the LMS in all phases: Seniors and industrial companies, signup, 
achieve content and training activities. In the same time, Digital Twin has to maintain 
the pool of professionals, as is depicted in Fig. 6.

All stakeholders are involved in the implementation process. The knowledge 
transfer and the direct on topic assistance, in gaining experience, are two major 
aspects that must be implemented and transmitted through the “WisdomOfAge” 
digital platform. 

6 Business Development Plan 

Nowadays everything goes to be trendy, to be modern, to be digitalised and only 
somewhere in the background seem to exist sustainability and functionality, as pale 
features in face of profit. These things will change provided that a long-term vision 
is arising, due to the change in the price of energy, resources availability and due 
to a weak spot reported at European level: the increasing lack of proficient special-
ists (technicians, skilled manpower, experienced engineers, to cover specific tasks
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Fig. 6 Structural implementation of the Learning Management System

within the company: functional design, assembly, equipment maintenance, or parts 
manufacturing). 

The crises we face today actually started about 2 decades ago, by treating the 
industrial activities like shopping: shopping products, shopping services, shopping 
energy, shopping time or the right to pollute. The large amount of affordable data 
takes the humans out of equation, just by combining the products, logistics and 
customer profile data. The result: the customer is a “customized box”, the flexibility 
to adapt to every new challenge being determined by the existence of “old school” 
people. 

This affordability slowly disappears and “WisdomOfAge” offers a solution, by 
using updated digital technology and the people formed in the “old school” to trans-
form the “shoppers” (theoretical active users) that plays a pattern integration role in 
“active users”, answering to the need for expertise and experience. 

The business plan is leading buy a subscription model to a continuous generation 
of “customized shopping store” for each “shopper company”, having in the same 
place every domain and every kind of accumulated experience (brand & style). 

This approach is inducing the traditional discovery process for the knowledge 
transfer, where every company has to search for exactly what it wants and generate 
trained people and data that offers exactly what they need.
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7 Applied Technology 

Digital Twin has already developed an on-line training platform in CAD/CAM/CAE 
tools, with a general non-industry-oriented content. WisdomOfAge comes as a 
natural enhancement, enabling personalized solutions for customers ensuring the 
lead time shortening for new technologies and high competitiveness on the concurrent 
markets. 

The structured databases with end-users: trainers; trainees, the teaching module 
with offers and the client module with the demand, the end-users customized inter-
faces: the trainer interface and the client interface, the AI matchmaking algorithms 
and the evaluation strategy will be developed. Figure 7 presents the “WisdomOfAge” 
digital platform architecture. 

The modular and adapted user interface, integrates functionalities in the spirit of 
Industry 4.0, having already the expertise of training engineers form Digital Twin

Fig. 7 WisdomOfAge platform architecture 
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in Siemens PLM product development. Their expertise is built on training activities 
with over 1500 end-users in the first four years after market launch. The result is 
that the development team around “WisdomOfAge” may alleviate the disadvantages 
observed in real life practice: low interaction, low specificity, lack of motivation, 
difficulties in managing the system losing the purpose of the platform, the knowledge 
transfer. 

The potential VR representation and the cloud-based experience must be scaled in 
two levels: for professionals (companies) considering Oculus VR headsets, but also 
for the initiated that are only using regular smartphones or desktop browsers. That is 
possible, similar with the case of interconnection platforms: Zoom, Skype or Teams; 
because the software relies on open standards graphics API, the WebGL, available 
across devices and browsers. The virtual reality (VR) augmented reality (AV) and 
enhanced reality (EA) can be combined with 3D technologies in a general concept 
of mixt reality (MR) enabling mentors to create a digital environment based on their 
knowledge and for trainee to benefit from the digital production using it directly in 
their everyday activity or replicate it for the new type of applications. 

8 Conclusions 

The aim of the presented research is to develop a business oriented digital LMS 
platform, that reduces the lead-time to innovation for young emerging companies, as 
a direct answer to the companies’ demand of having handy and customized tutoring 
services to reduce the lack of experience for innovative products and processes. 
Beside the software interface, facilities and functionalities, the platform intends to 
exploit the expertise of senior professionals by answering in the same time to a 
societal demand for having a longer active living of the professionals after retirement, 
once with the increase of the population average lifespan. 

For this purpose an international development team has designed a performant 
digital connection between the skilled professionals and young companies for 
reducing the lead time to innovation, considering that a dedicated expertise in a 
project is possible in matter of weeks instead of months. Being focused on a specific 
topic the risk failure and the costs are substantially reduced. 

The lead-time to innovation decrease is facilitated from the pilot stage. To effi-
ciently assess the quality of the LMS, the development team has defined quantifiable 
goals that will be used to evaluate the platform 24 months after the market launch. 
Covering multiple aspects, these KPIs also enable the fast identification of any faults 
and uses the clients’ feedback to find solutions to eliminate them. 

Digital Twin is the main beneficiary of: ► the project Intellectual Property (IP) 
results, ► a comprehensive business plan and a business model, ► direct access of 
the trained pool of seniors,► advertising facilities,► direct contact with the involved 
companies and ► European scalability of the “WisdomOfAge” platform.
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Opportunities Presented by Industrial 
4.0 Revolution to Revitalize the Railway 
Sector: A Review 

Sinegugu Tshabalala and Khumubulani Mpofu 

Abstract The Industry 4.0 paradigm presents a significant transformation in the way 
products are produced or how supply chains are managed. This is seen through the 
rapid growth and expansion of the Internet, information exchange and autonomous 
systems for the resolve of accomplishing collective goals. These opportunities can 
revitalize the railway sector specifically, in passenger and freight transportation. The 
paper is a review of how Industry 4.0 concepts such as the internet of things (IoT), big 
data analytics, artificial intelligence and block chain can do for the following areas 
of the railway ecosystem: Smart signalling and operations automation, automatic 
fare collection systems. The paper will review the technologies and opportunities 
presented by the technologies in the three described areas of the railway ecosystem. 
The review will intensely focus on how the technology will assist in revitalizing 
the rail sector. This section will also touch socio-economic issues such as local 
manufacturing (localization), job creation and skills development (I4.0 related skills). 

Keywords IoT · Block chain · Big data · Artificial intelligence 

1 Introduction 

The rail sector has the potential to be the backbone of the economy as it provides 
accessibility for passenger and freight activities. Rail provides an environmen-
tally friendly solution and considered a cost effective freight transport option [1]. 
Economic efficiency is what rail has to offer based on the capacity of moving 
people and a variety of commodities ranging from automotive vehicles, coal, and 
maize. Despite its vital contribution to the economy and the transportation sector,
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rail transportation in South Africa has been declining since 2016, due to dilapida-
tion of rail infrastructure, thus, the transportation sector has seen inclining volumes 
to road freight. The reason for the decline is that the rail system has been plagued 
with vandalism and theft of critical infrastructure, causing rail transportation to be 
unreliable. 

While many initiatives and studies have been put in place by the Department of 
Transportation to revitalize the rail sector, incorporating industry 4.0 can be an added 
advantage. These technologies offer security, accuracy and management of data as 
an asset to enable decision-making. The aim of the paper is to integrate the Industry 
4.0 paradigm into rail infrastructure systems to increase and maintain the operational 
efficiency of current manufacturing processes and service delivery operations, and 
advance current automation methodologies to new heights. 

The paper presents a review of what Industry 4.0 concepts using internet of 
things (IoT), big data analytics, artificial intelligence and block chain can do for the 
following areas of the railway ecosystem: smart signalling and operations automa-
tion, automatic fare collection systems and secondary data from PRASA’s annual 
report to highlight problems and source opportunities. 

1.1 Background 

The railway sector is plagued with deterioration of key operations infrastructure, 
which has caused a steady decline in rail activities over the past years since 2008 
[2]. Rail systems are considered to be complex systems as these systems involve the 
integration of system technologies and their sub-systems based on the functionality. 
These systems are intended to increase rail capacity, speed and mobility [1]. The 
systems we are going to discuss in this paper are rail signalling, operation automation 
and automatic fare collection. 

1.1.1 Problems Affecting Rail Transportation 

The theft and vandalism of signalling and overhead traction equipment is the root 
cause of late and cancelled trains, which directly affects the fare revenue stream. 
The theft has been so unprecedented that major rail routes have been closed, forcing 
commuters to use alternative means of transport [2]. Data quantifying contributing 
factors within the signalling component has not been made available in the annual 
report (Fig. 1).
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Fig. 1 Train delay pie graph 
[2] 

2 Smart Signalling Using IoT and Data Analytics 

2.1 Systematic Approach 

2.1.1 Intelligent Rail Framework Design 

China Railway built a railway intelligent transportation system (RITS) using artificial 
intelligence and related technologies to manage economic development through the 
rail sector. In Fig. 2, is the RITS architecture, which has outlined the structure system-
atically. This architecture is clear and attainable. Locally, adaption of this system 
would be feasible with Rail Safety of rail infrastructure as the priority, followed 
by Rail Efficiency and later Rail Quality of Services. The Rail Safety component is 
implemented first to collect data, create reliable train schedules and reduce signalling 
root causes with the current installed equipment. The national strategy was to bring 
back security guards and continue with the fencing. However, security camera’s with 
night vision even facial recognition can be more effective. These days, the technology 
is able to send signals even to the police station. Modernization would be futile if the 
rail infrastructure is not secured first. The goal is to reduce the theft and vandalism 
occurrences as much as possible. This is so that the current routes are effective and 
efficient. A snow balling effect will occur to support opening closed routes. The rail 
passengers and local businesses will regain trust in rail transportation once again.
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Fig. 2 Intelligent rail framework [3] 

3 Data Analytics to Optimize Rail Operations 

3.1 Proposed Framework 

3.1.1 Data Analytics Framework Using Deep Learning Algorithms 

Data science is the key companies can use to improve efficiencies, it is trending 
and analytically deals to solve complex problems. The architecture of artificial intel-
ligence must emphasize evaluation and redesign the nature of the design process 
[4]. 

Currently, scheduling of trains is a big operational challenge and this is known by 
the data showing train are delayed as a contributing factor. Protected signalling and
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overhead traction equipment will result in accurate data coming through from the 
installed IoT sensors and equipment sensors. Big data analytics provides important 
information to enable the rail subsections to become optimized. Rail operations such 
as planning, can now be placed as firm train schedules, increasing the efficiency of 
the rail operations. 

An MIS-IoT (Modular Intelligent Server Based Internet of Things Framework 
including Big Data and Machine Learning) framework, done by Aras Can Onal was 
reviewed. It is structured to allow future extensions to the programme to occur. It 
is intelligent by providing machine learning and deep learning methods on big data 
that is coming from IoT devices [5]. 

The proposed framework was built on a three-tiered framework: 

· Machine learning and analytics layer, 
· Data acquisition layer and 
· ETL (extract, transform and load) layer. 

The purpose of the framework was used to find sensor faults and find anomalies on 
historic sensor data. The proposed IoT framework has an advantage over the other IoT 
frameworks by implementing modular machine learning and deep learning methods. 
Modular developed architecture is created by retrieving data from a database using 
functions that are used as application programming interface (API) [5]. 

This type of framework would work best on the rail system due to large volumes 
of data coming from IoT devices. The system requires a learning module that will 
learn tasks and cluster data in models that can be used to simplify the data because 
of the complexity in rail systems. This deep learning module allows the mining of 
data to focus on specific data sets when required. This is because deep learning is 
considered to be more advantageous than conventional machine learning principles 
in producing accurate results. Also, there is a requirement for the system to predict 
analytics. In addition, it allows additional layers to be built on it. Complex systems 
require the flexibility offered by this framework. The end goal is to have efficient 
train schedules, however, the framework needs to systematically manage operating 
the signalling function for the accumulation of data to occur and the management of 
the volume of data coming through. The deep learning module will first improve the 
current system and will provide data for operational planning. 

One of the problems that has been presented with AI and IoT is security [4]. 
Having connected devices over the internet may leave systems vulnerable to hackers. 
Blockchain was identified as the right technology to help buffer security. Blockchain 
plays a vital role by providing security to the system as each process is locked in 
blocked cell structures. The encryption on the programming does not allow any access 
to hackers and malicious viruses that are intended to corrupt the systems software. 
While blockchain can provide smart contracts, it also creates a layer of security in the 
system. The rail system is a complex system and these technologies can provide the 
necessary support that will not destabilize the existing system if well implemented. 
These technologies have the potential to meet and exceed the expectations to support 
digitalization needs.
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4 Automated Fare Collection 

4.1 Fare Collection Using Cloud Computing 

Rail quality of services include the automation of fare collection methods as the 
current method is manual and tedious. Commuters spend time in queues also not 
all train depots sell tickets, so the flexibility of boarding at convenient stations is 
not possible. Currently, tickets are sold at designated rail stops and train conductors 
that operate from inside the railcar train, ensure everyone on board has a paid ticket. 
Tickets are only checked once passengers are in the train. This process is also labour 
intensive, with an automated fare collection system in place these manual operations 
are eliminated. The labour can be utilized in other operations with the business. 

An automated fare collection system to benchmark from, currently exists with 
the Gautrain and operates efficiently as passengers without the smart card cannot go 
beyond the paid areas. The paid area and the unpaid area are demarcated and fenced. 
However, this process can become a wireless activity using cloud computing. 

In the Automatic Fare Collection System (AFCS) passengers proceed to one of 
the gates that separate the paid area from the unpaid area [6]. 

In this scenario, the transporters have different manual and automatic ticketing 
methodologies for fare collection. The ticket is in the form of a smart card, printed-
paper ticket, and both purchased from the ticket counter [6]. 

To remove the constraints experienced with the current fare collection model, 
the proposed model is an advanced mobile ticketing system (MTS) that utilizes 
mobile communication, cloud computing technology and RF detection. The ticket is 
procured using the commuter’s mobile number, as one would do to buy airtime for 
instance. Thus, the system will recognise the commuter through a unique subscriber 
number. The model is designed to eliminate the smart card, paper ticket, manpower 
reduction at terminals, manage commuter data as an asset for decision making, easy 
and automated billing. 

This system would need to be adapted to fit the local market because mobile service 
providers in South Africa operate differently and would require an authenticator at 
the train terminals. However, the fare collection can also be authenticated through a 
mobile application that can retrieve the payment directly from the commuter’s bank 
account and charge it to a card or unique code that can be scanned when entering the 
paid area. 

This system may require a thorough investigation by a population that has access 
to smart phones and build a flexible collection model that will be inclusive. 

4.2 Local Manufacturing Opportunities 

The forth industrial revolution should be seen as a catalyst for job creation than 
it is for job loss and that is to make South Africa the manufacturing hub of I4.0 
equipment and devices. Jobs that are replaced by robots can be transferred into the
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manufacturing sector. Manufacturing opportunities that are in the rail sector that be 
assembly of IoT sensors, electronic components of signalling equipment or overhead 
traction equipment. 3D printing can be used to print spare parts of components that 
are old or those that have long lead times. 

Local manufacturing of automated drones that can be used as surveying guards 
to secure the rail lines from theft and vandalism. 

5 Conclusions 

The South African rail system is faced with different challenges than other rail 
systems around the globe. It is plagued with theft and vandalism of expensive equip-
ment. The data shows that signalling is indeed the biggest contributor to train delays. 
While, the data was mainly for the passenger rail sector, the system can be duplicated 
for freight rail systems. 

The fourth industrial revolution presents technologies that can facilitate the revi-
talization of the rail sector. The main action takes place in the IoT architecture. Deep 
learning and blockchain are programming type modules that are embedded in the 
architecture to bring out the desired outcomes. Rail Systems incur large amounts of 
data and would require deep learning modules to handle the data coming from the 
connected sensors to produce good predictive analytics. 

The paper looked at what has been done previously and how the adoptions of those 
proposed methodologies can aid the revitalization process. I4.0 is also a catalyst to 
increasing manufacturing activities with the country to service global industrializa-
tion. Indeed, there is great potential in commercializing these ideologies for a better 
Africa. 
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Hybrid Approach on the Project 
Development Within Automotive 
Industry 

Ovidiu Popa, Cristian Făgărăşan, Adrian Pîslă, Cristina Mihele, 
and Rus Felician 

Abstract The automotive industry is one of the most spread and synergic industries 
in dynamic markets, gathering around many different sectors from material extrac-
tions to robotics and cloud computing. The current research analyses the influences 
and particularities of project management and identifies the challenges and advan-
tages of the two principal methodologies used in the software development projects 
within the automotive industry, the Agile and the Waterfall ones. Once with I4.0 and 
worldwide digitalization, the global software development industry becomes a very 
significant and dynamic pillar in the contemporary environment. It is more and more 
evident that almost all devices and machines in our lives become interconnected and 
more intelligent (software-driven). From ordinary smartphones to complex, innova-
tive airplanes, the automotive industry is part of global digitalization. The software 
development industry evolution has two essential characteristics: agility and speed. 
These aspects have a real impact in all other industries, including software devel-
opment, practically in any product or process development. In the last 30 years, 
automotive development started to focus significantly on vehicle’s “brain” capabili-
ties. In the automotive world, automation and controls represented the forerunner of 
the software development industry, but today, logic and the car’s computers started 
to work with artificial intelligence. The complexity and the development dimensions 
are many times increased, and the industry took significant steps forward. The safety 
aspects of the vehicle are crucial for the entire product development. For this reason, 
the industry has many regulations and standards that ensure the product’s quality and 
safety. Therefore, in automotive, the software development is not aligned with the 
general software development from the speed and agility point of view and the paper 
shows a possible harmonization of the methodology in automotive software Project 
development through a hybrid solution. 

Keywords Automotive · Software project management · Hybrid methodologies
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1 Introduction 

Nowadays it is impossible to ignore the global value of the automotive industry that 
employs directly around five million people and indirectly many times more. Only in 
South Korea, this industry employs over 1.4 million people. Besides that, the auto-
motive sector is one of the most dynamic fields reporting continuous and sustainable 
growth. It gathers around different other industries from raw materials extraction, 
materials development, design, machine-tools and robotics, manufacturing process, 
technologies development, cabling, testing, maintenance, ensuring, dealership, plan-
ning, programming, AI, and cloud computing, bringing to the market more than 60 
million cars and trucks in a single year. 

In the paper it is considered the evolution and the approach of the project manage-
ment within the automotive industry based on efficient processes, focused on some 
aspects of reducing methodological disadvantages, aiming for a sustainable solution 
identification that may ensure the delivery of reliable and flexible software prod-
ucts. The impact of the envisaged methodology on the quality standards and project 
documentation is considered a vital part of automotive software development. By 
influencing the product development lifecycle, there is an opportunity to develop a 
structured framework that can be adopted to build software products more flexibly 
and agilely. 

2 Automotive Industry 

2.1 Industry Characteristics 

The Automotive industry is dynamic and in continuous development. If at the begging 
of the XX century, in the United States, there was a ratio of 4.87 people at one car 
and today the ratio is approximately 1.3. The production volumes are significantly 
increased. From the complexity point of view, the development and car manufacturing 
include a series of industries like (Fig. 1):

· Machine building
· Electronic and Electrotechnics
· Mechatronic
· Software development. 

In the XVIII century, the focus in the car’s production was oriented on compo-
nent’s production, mechanics, and hydraulic system. Taking that into consideration, 
waterfall project management was a good solution for development and produc-
tion. Today, many companies use pure waterfall development, especially in hard-
ware development projects, but it is a challenge to continue just with the waterfall 
approach. The car’s comfort and performance become a priority for the market. Major
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Fig. 1 Industries and key tools involved in the automotive industry

contributors are defined by the progress in the Software Development industry, elec-
tronics, mechatronics, aerodynamics, dynamics, and materials development industry. 
Looking at all areas, one of them (software development) has a critically needed char-
acteristic: agility. The agility is specific for this industry, and because the industry 
had the main development process as a standalone industry, it could develop its 
own culture and particularities. The production and development differences are 
visible in all areas: simplified processes, minimal documentation requirement, fewer 
bounders, continuous improvement, etc. All these characteristics proved a very high 
efficiency in software development, but it can also face challenges. People assimilate 
the characteristics and the values that the industry promoted [1]. When the industry is 
integrated into other more waterfall industries the organizations can encounter some 
challenges, as resistance to change. The agile FRAMEWORK is indeed very agile, 
but the humans behind the process are still humans [2]. When people understand the 
benefits of an iterative project management methodology, it becomes very difficult 
to readopt a waterfall approach, even the reasons to do that are justified. That is a 
big challenge for the automotive industry, and some aspects of this challenge are 
presented in the paper. 

2.2 Standards in Automotive 

In 1771 when the first car was developed (Nicolas-Joseph Cugnot), the quality stan-
dards weren’t a priority for developers and the reasons are more than obvious. Today, 
at the current production scale, it could be impossible to produce reliable and safe 
products without quality standards. For the actual automotive industry development, 
sustainable and safe products represent an important success market factor. The 
quality standards represent today a big part of the car’s development and produc-
tion. In favour of what was mentioned, specific for the automotive industry there are 
important standards such as:
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· ISO 26262—Functional safety standard for the automotive industry.
· ISO/16949—Quality management system for the automotive industry.
· ISO 9001—Requirements for the quality management system [3].
· ASPICE—Automotive Software Performance Improvement and Capability deter-

mination [4]. 

In the paperwork, the focus is on project management methodologies and 
processes standards. 

3 Project Management Methodologies 

3.1 Waterfall Methodology 

In the mechanical industries, it is proved that the waterfall approach (Fig. 2) has high 
advantages. The hardware productions and releases require a high level and detailed 
planning, and during the history, this approach was validated. For the manufacturing 
sector, iterative research could increase significantly costs [5]. 

3.2 Iterative Methodology 

An iterative methodology (Fig. 3) came with a significant advantage from an agility 
and adaptability point of view. Nowadays the iterative approach is a commonly 
adopted solution in the software development industry [6].

Fig. 2 Waterfall approach in 
PM [5] 
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Fig. 3 Iterative approach in 
PM 

3.3 Hybrid Methodology 

Since a while ago, the industries understood the advantages and the disadvantages of 
the first two important methodologies. The industries managed to combine them in 
hybrid methodologies (Fig. 4). In essence, the principle is working, but the method-
ology is concentrated in the development processes. The required documentation 
level and the required quality processes become a challenge for the automotive 
software development world [2].

Fig. 4 Iterative approach in PM [5] 
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In the actual research, presented also in the paper, the focus is on the identification 
of the solutions for actual challenges in the automotive software development world. 

4 Project Management Methodologies Under the Magnifier 

4.1 Case Study on an Automotive Software Development 
Project 

The case study was performed on a software development project, which has as the 
main scope to develop a web-based application for the series cars infotainment. The 
applied project management methodology was Agile, an iterative methodology. 

From the standards point of view, the requirement was to have a complaint project 
with ISO9001 and ASPICE level 2. After a detailed analysis and many trials to find 
the best way to be agile in the automotive industry, there were identified the next 
challenges:

· The required documentation level affects the team processing and development 
velocity.

· The required quality management system increases significantly the project costs;
· The project team has difficulties following the waterfall approach in docu-

mentation, considered as the basis for the required standards implementation 
approach. 

4.2 Questionary—Project Management Methodologies 
in the Automotive World 

Applying the exploratory methodology questionary-based research was conducted 
(35 automotive engineers complete the form). The questionary scope was to analyze 
the challenges and the advantages of the Agile Methodology, Waterfall Methodology, 
and V-Modell Methodology in the automotive industry. 

The persons selected to the questionary were chosen according to the following 
two major considered criteria:

· The persons have experience in automotive software development projects
· The persons have worked with iterative & waterfall methodologies. 

After collecting the answers and the questionnaire analysis, the hybrid method-
ology (Agile and V-Model) is turned out to be the best fit for the automotive soft-
ware development project. The interviewed experts consider as top challenges in the 
software development projects within the automotive industry:

· Achievement of the required documentation levels
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· Achievement of the required quality standards
· Ensuring the interconnectivity and the dependencies between the hardware and 

the software production. 

The specialist’s answers and recommendations result in flexibility in the auto-
motive software development projects and a faster adaption capability of the 
development team to the project processes. 

5 Another Approach 

In the first part of the study case, the challenges were identified and analyzed. In the 
second phase, an iterative V-model was mapped for the studied project. The software 
development workflow was applied to the software development project dedicated 
to the infotainment system, centered on the central media system from a car console. 
In the example presented below (Fig. 5), the project aim is to deliver the product just 
with the unit and the integration tests. 

As it is shown in Fig. 5, the customer requirements play an essential role at 
the beginning of the project. It is necessary to elicit clear and precise customer 
requirements. The client Practical Application Guidelines (PAG) raises the business 
requirements with the company’s internal or external implementation partner. 

The Agile implementation methodology teams need to be cross-functional; they 
need to have all the skills necessary to deliver increments of working software. 
Usually, the development team has a business analyst who takes the client require-
ments and evaluates them together with the team. In this phase, the team collaborates 
with the client to refine and clarify the business requirements and transform them 
into functional requirements.

Fig. 5 Development workflow for a software component used in the infotainment system 
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After the client has approved the specifications, a more detailed analysis occurs, 
and the final software requirements are defined. After they are revised and validated, 
the application architecture is developed, which must be designed, reviewed, and 
approved. 

The development team’s next step is to create a detailed design of the application. 
Only after this phase is complete, the unit test specifications description follows, 
based on the design specifications. 

In correlation with the defined architecture, the integration tests specifications are 
prepared. If during the testing phase, the acceptance criteria are validated, the final 
elaborated version can be delivered to the client. 

In parallel, the customer may have his processes to validate the acceptance criteria. 
For big projects, the companies have an acceptance team that verifies that the func-
tionality provided is according to the business requirements and the implementation 
satisfies the business need. 

After this validation stage, the customer is doing qualification and validation tests 
followed by the approval forms. 

As it may be observed, a V-Model methodology is used for the development of 
the software component. However, the application can be developed in much more 
iterations by leveraging the implementation methods of the Agile methodology. In 
this sense, the most popular ones are Scrum and Kanban, which are well-known for 
their success rates and easiness of usage. Project iterations are called “Sprints” in 
the Scrum framework. 

The Agile development process in the documentation and processes was also 
adjusted to create a new working methodology, as shown in Fig. 6.

All projects have kick-offs meetings during the initiating phase. After this formal 
meeting with the project team, as Fig. 6 shows, “Sprint X” is started, as the first 
sprint of the development phase. In this iteration, the first version of the project’s 
documentation is produced, and any technical project setup can be done. 

Once the documentation is revised and approved during the sprint review meeting, 
the priorities for the next iteration are discussed and defined. 

The application development can begin based on the approved documentation in 
the previous Sprint. 

As part of the new iteration, the documentation is further developed by adjusting 
it or introducing any missing elements. Furthermore, in the first week of the current 
Sprint, the approved change requests can be submitted in the documentation so the 
client can adapt the requirements according to the dynamic changes or needs. 

Once the second Sprint is finalized, a new version of the documentation is 
approved. This documentation will become the base of the application development 
in the third Sprint. 

Through this interactive method, the project can permanently be flexible related to 
new requirements of the client through a Change Request process, taking the overall 
picture of the product development. It can be observed that the V-Model allows 
systematic documentation and planning for applications in the automotive industry.
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Fig. 6 Iterative methodology integrated into V-Model development workflow

6 Conclusions 

The Project management methodologies have as main scope to help to correctly 
finish the projects, regardless of the market on which must perform. The automotive 
industry has procedures and standards, which are well-defined. Still, the sector should 
inspect and continually adapt the development procedure to be faster, more flexible, 
and incorporate the Agile mindset. Even though the hardware development and the 
standard’s requirements come with many limitations, the results can be significantly 
increased if the Agile spirit is adopted in all industry branches. In the third phase 
of the study case, the feasibility of the developed methodology was analyzed. The 
project team started to implement the processes and the documentation needed for the 
quality standard without major blocker. Even that, the team should be planted taking 
into consideration additional effort between 0.2 and 0.4. For the automotive software 
development area, a combination of the Agile software development lifecycle and a 
V-Model documentation process adapted to work in short, incremental releases can 
be a suitable solution in this dynamic and rigorous context. 
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The Application of ArchiMate 
for Planning the Implementation 
of Manufacturing Management Systems 

D. W. Gibbons and A. F. van der Merwe 

Abstract This paper investigates the use of a model-based approach for plan-
ning the implementation of manufacturing management systems. Manufacturing 
management systems such as ERPs, MESs and PLMs are defined by various stan-
dards and frameworks and are developed and implemented based on the specific 
industry they are to be operated within. Such implementations require conformance 
to large document-centric requirement sets and are depicted in cumbersome vendor-
specific specifications. This paper utilizes the ArchiMate language and notation for 
planning such implementations and engaging stakeholders prior to domain-specific 
implementation. 

Keywords Manufacturing systems ·Model-based systems engineering ·
ArchiMate · Architecture frameworks · Industrie 4.0 

1 Introduction 

Modern manufacturing is becoming more automated and complex with the increase 
of smart and advanced technologies and systems. For companies to stay competitive 
in these modern manufacturing environments they have to be able to be competitive 
on the four fundamental production objectives, namely cost, quality, flexibility and 
time [1]. To improve on these metrics, the manufacturing and production systems 
need to be engineered and effectively managed with these metrics in mind. Imple-
menting Manufacturing Management Systems (MMS) is by no means a trivial task 
and requires a host of “hard” and “soft” skills to perform successfully. This paper 
addressed the “hard” factors of MMS implementation and integration. “Soft” factors 
such as social, change, environmental and organizational factors were excluded from
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the scope of this research. Implementing MMSs require significant investments to 
purchase software licenses, improve infrastructure and train personnel. Such under-
takings additionally require considerations for organisational change and can take 
years before their benefits are realized. These risks are exacerbated for small and 
medium-sized enterprises [2]. 

The risks associated with implementing MMSs have been identified in previous 
literature [2–4]. Some of the causes for MMS implementation failures include:

· Not involving system users in the planning phase.
· Poor communication amongst stakeholders.
· Poor alignment between process and technology and resource domains.
· Lack of an effective implementation methodology.
· Poor specification of goals and requirements. 

This paper aims at investigating the use of a model-based approach to planning 
the implementation of MMSs and address these implementation risks. 

2 Literature Review 

2.1 Manufacturing and Production Systems 

The term manufacturing system is often used interchangeably with the term produc-
tion system and there exist many definitions for both [5–8]. The term manufacturing 
is inherently related to transforming materials into products, whereas production 
is a more generic term used to define a process of producing or provisioning an 
item. Hitomi [7] defines manufacturing as the production of tangible goods, whereas 
production is defined as the making of something new, tangible or intangible. A manu-
facturing system is a specific type of production system, but a production system is 
not always a manufacturing system. Hitomi [7] notes that manufacturing is recog-
nised as a function of production, and the manufacturing system is, therefore, a 
subsystem or subset as Suh, Cochran and Lima [8] define it, of the wider production 
system. Groover [5] supports this notion and defines manufacturing systems as “com-
ponents of a larger production system, which is defined as the people, equipment, 
and procedures that are organized for the combination of materials and processes that 
comprise a company’s manufacturing operations”. De Weck et al. [9] define manu-
facturing systems similarly as “the equipment, processes, people, organization, and 
knowledge, as well as the interactions of these that are involved in the manufacturing 
of a given end product”. Both the production and manufacturing systems contain 
subsystems and functions, Hitomi [7] defines manufacturing systems in terms of 
three fundamental aspects: 

1. Structural, being the facility layout and assemblage of physical components. The 
static view of the system.
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2. Transformational, concerning the conversion and logistics processes that trans-
form resources and materials into products and transport materials within the 
facility. 

3. Procedural, being the management aspect of the system to meet objectives. 
Further defined in terms of planning, implementation and control. 

Expanding on the procedural aspect, the management system, Hitomi [7] defines 
the function of an MMS as “plan and implement productive activities to convert raw 
materials into products to meet production objectives, and control this process to 
reduce or eliminate the degree of deviation of actual performance from the plan”. 
From this definition of MMSs, it is evident that the effective design, engineering 
and implementation thereof is a key aspect in ensuring production objectives, such 
as cost, quality, productivity and time, are met. This ultimately leads to improved 
manufacturing competitiveness. 

Groover [5] conceptually breaks down production systems into facilities, largely 
physical, and manufacturing support systems, largely functional and containing 
the managerial aspect of production. Figure 1 presents the technical aspects of a 
production system according to Groover [5]. 

Similarly, Hitomi [7] presents the key functions of a manufacturing firm as 
presented in Fig. 2. Along with these functions, Hitomi [7] identifies material and 
information flow as the core flows that flow between these functions. Noting infor-
mation can be further defined in terms of managerial, technological and strategic 
management information flows. At a high level, the function of management,

Fig. 1 Technical aspects of a production system [5] 
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Fig. 2 Functions of a manufacturing firm [7] 

and management systems, in the manufacturing firm is to manage the design and 
production, or manufacture, of products for the market. 

2.2 Manufacturing Management Systems 

Management systems in general attempt to achieve objectives by integrating and 
coordinating organisational resources [7]. These systems are often realised and 
implemented as management information systems (MIS). In a manufacturing setting 
such systems commonly implemented include Enterprise Resource Planning (ERP) 
systems, Quality Management Systems (QMS), Manufacturing Executing Systems 
(MES) and Product Lifecycle Management Systems (PLM) amongst others. Such 
systems have distinct purposes and functionality within the manufacturing organi-
sation. Identifying the needed management systems for specific operations, where 
they fit into the wider production and enterprise systems and how to implement 
these systems is a challenge [10–12]. Scheer notes the importance of frameworks for 
addressing such challenges [13]. Table 1 defines these MMSs and their functionality 
within the manufacturing enterprise. It shall be noted that such MMSs in industry 
are often integrated and adapted to fit the specific enterprise needs and therefore may 
serve different functions. 

Table 1 Common manufacturing management systems 

MMS Definition 

ERP Manage enterprise functions, resources and operations [5] 

QMS Interrelated or interacting organisational elements to establish quality policies, 
objectives and processes [14] 

MES Shop floor management and control including the release of production orders, 
monitoring work and equipment statuses and inventory control [5] 

PLM Manage products and their data from concept through to their end of life [5]



The Application of ArchiMate for Planning the Implementation … 269

As can be seen by the MMS functionality descriptions in Table 1, the ERP manages 
enterprise functions, resources and operations, the QMS manages quality in the 
organisation, the MES manages and controls the shop floor and the PLM manages 
the products that flow through the organisation. Each of these systems, along with 
many others, are seen as subsystems in the wider enterprise system and are imperative 
in managing and operating modern manufacturing systems. 

2.3 Approaches for Architecting and Implementing 
Manufacturing and Management Systems 

The associated challenges with identifying required MMSs, where they integrate into 
the wider system and how to implement and integrate them into the manufacturing 
enterprise has been a challenge ever since these systems were first conceptualised. 
These challenges were formally investigated during the late 1980s and early 1990s 
under the name of computer integrated manufacturing (CIM) and through the ESPRIT 
consortium AMICE amongst others. This consortium and their projects aimed to 
“design, develop and validate an Open System Architecture for CIM (CIMOSA) and 
to define a set of concepts and rules to facilitate building and operating future CIM 
systems” [15]. The CIMOSA modelling approach, presented in Fig. 3, is focused 
on the definition of a reference architecture from which particular instances of this 
architecture, namely particular architectures, can be built for specific applications 
and objectives. 

Although CIMOSA is somewhat dated nowadays, the approach taken for the 
development thereof and the architecture itself, along with others from that period

Fig. 3 CIMOSA approach [15] 
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such as the Reference Model for CIM [16], has been influential in the development 
of various enterprise and manufacturing architectures, frameworks and models since 
the 1990s. Some of these that have been influenced by the CIM developments in 
the 1990s or show similarities to these approaches include ISA-95 standards [17], 
Reference Architecture Model Industrie 4.0 (RAMI4.0) [18] and the smart manu-
facturing ecosystem works by the National Institute of Standards and Technology 
(NIST) [19]. 

Additional architectures and frameworks of interest in the manufacturing industry 
include the Architecture of Integrated Information Systems (ARIS) [13], the General-
ized Enterprise Reference Architecture and Methodology (GERAM) [20], Industrial 
Value Chain Reference Architecture (IVRA) [21], Unified Architecture Framework 
(UAF) [22] and the HORSE framework [23] to name a few. 

2.3.1 ISA-95 

The IEC 62264 series of international standards, or ISA-95 as they are commonly 
known, is a series of standards for defining and modelling the interface between 
enterprise and control activities [17]. 

ISA-95 defines two hierarchy models that the standards are based on. The func-
tional hierarchy, Fig. 4, and the equipment or organisational physical structure hier-
archy, Fig. 5. A host of object and activity models with associated manufacturing 
terminology are defined for levels 4 and 3. Additional series define the information 
for lower levels for the specific types of manufacturing control, such as the ISA-88 
series for batch control [24].

2.3.2 RAMI4.0 

The RAMI4.0 model provides an approach for modelling technical objects, or 
“assets”, and all their relevant aspects over their lifetime, or “vita”, within an enter-
prise to be compliant with industrie 4.0 principles and its ethos. An “asset” is defined 
as an “object which has a value for an organisation” [18]. RAMI4.0 broadly classi-
fies assets as either information, physical or human objects. Information and physical 
assets are composable and decomposable. The main aim of Industrie 4.0 as defined 
according to RAMI4.0 is to take “technical assets from the physical world and virtu-
ally represent them in the information world” [18]. Assets are classified by the degree 
of their communication capability and the degree to which they are “known” by their 
administrative information system. 

The RAMI4.0 model, presented in Fig. 6, aims at describing these assets and their 
combinations with sufficient precision [18]. This model provides a logical framework 
for representing enterprise assets to a precise level of granularity and from various 
viewpoints.

The RAMI4.0 model contains three axes, the architecture layers axis, lifecycle 
and value stream axis (based on IEC 62890 [25]) and the hierarchy levels axis (based
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Fig. 4 ISA-95 functional hierarchy [17]

on IEC 62264 [26], previously ISA-95, and IEC 61512 [27], previously ISA-88). 
Interactions occur at adjacent layers, e.g. between the business and functional layer. 
Layers can not be skipped but can be passed through [18]. Each layer can contain 
temporal (lifecycle and value stream) and structural (hierarchy levels) dimensions 
resulting in a logical representation of enterprise assets for improved administration 
and interoperability. 

2.3.3 NIST Smart Manufacturing Ecosystem 

Although not a formal architecture or framework, the NIST smart manufacturing 
ecosystem and related works provide a holistic view of smart manufacturing, the 
systems involved and the applicable standards. Smart manufacturing is defined as 
the “application of networked information-based technologies throughout the manu-
facturing and supply chain enterprise” [28]. Figure 7 presents the NIST smart manu-
facturing ecosystem. This diagram provides initial insights into the common MMSs 
implemented in manufacturing organisations. Three main lifecycles are defined, busi-
ness, product and production lifecycles. These lifecycles merge during manufac-
turing, defined as the manufacturing pyramid and analogous to ISA-95. There are
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Fig. 5 ISA-95 equipment hierarchy [17]

Fig. 6 RAMI4.0 Model [18]
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Fig. 7 NIST smart manufacturing ecosystem, adapted from [19] 

however many interactions and feedbacks that occur during, before and after manu-
facturing in these manufacturing enterprise lifecycles. This results in a complex 
system of interacting and interoperating subsystems and elements. 

Such architectures and frameworks that aim to model complex systems often 
suffer paradoxically from either modelling the system complexity but then being too 
complex to be understood well by stakeholders or reducing the system complexity in 
simple to understand diagrams but then losing system information and granularity. 

2.3.4 Software and Systems Deployment Strategies 

In the domain of software and systems engineering, implementation of the developed 
system is a critical phase of the engineering process. Implementation and integration 
are closely linked and go hand in hand, often these terms are used interchangeably. 
Implementation is the installation and commissioning of system elements into its 
operational environment. Integration refers to the assembly and operability of these 
implemented system elements into a whole and functioning system [29]. Implemen-
tation and integration occur at the various levels of a system as well as within the 
wider system of interest following a bottom-up approach. The implementation within
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the system context is the focus of this paper. This can be viewed as the implementa-
tion of a system in its operational architecture and falls within the system deployment 
lifecycle phase. 

Davenport [30] identifies three main approaches to implementing enterprise 
systems. A big-bang approach whereby the system and its elements are imple-
mented at once, an incremental approach whereby system elements are implemented 
in small increments in a predefined order over time, and a phased approach whereby 
system functionality or subsets are implemented in phases either concurrently or 
in series. The INCOSE Handbook elaborates on these approaches with Top-Down 
and Bottom-Up integration approaches amongst others [31]. Noting that often inte-
gration strategies are a combination of approaches to best fit the integration project 
in question [31]. An additional approach is the agile approach [31]. As the name 
suggests, this approach is focused on agility and the capability of the development 
team and system of interest to adapt to change. Model-based approaches provide 
improved agility as models can be easily changed, change effects can be traced to 
requirements, configuration changes can be recorded and elements from previous 
models can be reused. 

Jain et al. [32] note challenges related to the integration of Commerical Off 
The Shelf (COTS) systems and their components within the enterprise system. The 
challenges stem from the variability in COTS systems of the same type, lack of 
standard system architectures, and vendor control lock-out to name a few [32]. 
Yakimovich et al. [33] note often specialized software, referred to as glueware, is 
required to effectively integrate COTSs within the enterprise system. This increases 
cost, time to operation and can reduce overall system quality or lead to unforeseen 
nonconformances. 

2.4 Related Work 

In recent years there have been similar investigations into the applicability and use of 
ArchiMate for manufacturing and management system architecting. Franck et al. [34] 
investigated applying ArchiMate 3.0 for modelling smart manufacturing operations 
in accordance with ISA-95. They noted there is a substantial amount of capability in 
the ArchiMate language to do so, but certain issues do arise when seeking full confor-
mance to ISA-95. Certain deficiencies were identified and solutions were proposed 
for these. A case study was performed to model a change in the production process 
of a steel manufacturer [34]. Moones et al. [35] investigated the interoperability of 
certain MMSs. They utilized ArchiMate to model the integration between manu-
facturing and PLM and how information is to be exchanged between the ERP and 
MES systems as defined by ISA-95 [35]. Aldea et al. [36] propose an approach for 
modelling enterprise architectures in the context of Industry 4.0. Through the appli-
cation of ArchiMate, it was demonstrated how enterprise data models and systems 
can be architected. A case study was performed whereby MES metadata was used 
to generate a model as defined by the architecture model [36].
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The literature on implementation and integration approaches for such management 
systems is somewhat sparse and formal implementation and integration approaches 
tend to be vendor-specific. Schuh et al. [2] proposed a conceptual process-orientated 
framework for PLM implementation. Jagoda and Samaranayake [37] proposed a 
framework for integrating and implementing ERP systems based on Kale’s [38] SAP  
R/3 implementation guide. This framework consists of a three-phased approach, pre-
implementation, implementation and post-implementation which they term a stage-
gated approach [37]. Le Duigou et al. [39] proposed a framework for integrating 
PLM systems within small and medium enterprises and applied UML for modelling 
the PLM system. 

3 Methodology 

From the review in Sect. 2, it is evident that manufacturing systems are complex 
and they contain various systems aspects such as technical, managerial, social and 
financial to name a few. de Weck et al. [9] classify such systems as engineering 
systems. Drawing upon this systems approach we come to the systems engineering 
concepts of views and viewpoints. These allow us to see the system of interest in 
different aspects to meet different aims and objectives. ISO/IEC/IEEE 42010 [40] 
defines an architecture view as the “work product expressing the architecture of 
a system from the perspective of specific system concerns” and viewpoint as the 
“work product establishing the conventions for the construction, interpretation and 
use of architecture views to frame specific system concerns”. The ArchiMate 3.1 
specification defines these terms simply as “a view is what you see, and a viewpoint 
is where you are looking from” [41]. The viewpoint frames the concerns (“drivers” 
in the ArchiMate language) of stakeholders. These system concerns “pertain to any 
influence on a system in its environment” [40]. A purpose is a type of system concern. 
System viewpoints that address concerns for MMSs include:

· Business—What capabilities does the MMS provide, does it fulfil a need and 
which requirements are imposed on the MMS?

· Operational—What functionality does the specific MMS provide, which systems 
does it cooperate and interoperate with and what information is transferred 
between these systems?

· Technological—What technological and physical infrastructure is required for 
the MMS to operate? 

An efficient system model contains the required system views to address all 
stakeholder and system concerns, no more, no less. 

The methodology applied for the development of the proposed framework in 
this research leverages systems engineering principles. As MMSs are, in and of 
themselves, systems, the application of systems engineering principles is fitting. The 
systems engineering principles of interfacing, implementation and integration are 
deemed vital for implementing MMSs effectively.
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Applicable modelling languages were reviewed for this application [31, 41–43]. 
The languages reviewed and their comparison with one another are presented in 
Table 2. The ease of understanding the modelling language is of high importance as 
stakeholder review of the models is required and the implementation is performed 
by humans, many of which will not have a background in modelling and software 
development. 

It is evident from the comparison in Table 2 that ArchiMate is highly applicable. 
This language is:

· Easy to understand notation, leading to increased stakeholder engagement.
· Capability to model a wide range of aspects such as process, physical, information, 

applications amongst others.
· Ability to model integrated views and cross-view diagrams through customizable 

diagram views. 

ArchiMate was not intended to model systems in great detail. Languages such as 
SysML are better suited at this [42]. The ArchiMate language is suited for modelling 
architectures at a higher level of abstraction, thereafter languages such as the ones 
reviewed in Table 2 provide greater benefits for detailed and domain-specific design.

Table 2 Comparison of modelling languages 

Language Intended use Benefits Drawbacks 

UML Software systems • Able to model functional 
and physical aspects 

• Model-based language 

• Requires knowledge of 
software modelling 
concepts 

• Object-orientated 
focused 

• Fixed diagrams and 
views 

SysML Systems • Applicable to systems in 
general 

• Model-based language 

• Requires knowledge of 
the language to 
understand models 

• Fixed diagrams and 
views 

IDEF0 Functional modelling • Very easy to understand 
• Ability to model high 
amounts of inputs, 
controls and outputs 

• Affinity for 
decomposition 

• No logical constructs, 
physical infrastructure or 
requirements 

• Not model-based 

BPMN Business processes • Easy to understand 
• Many software vendors 
• Model-based language 

• Only applicable to 
processes 

• Lacks context modelling 
capabilities 

ArchiMate Enterprise architectures • Very easy to understand 
• Model-based language 
• Integrated with other 
model-based languages 

• Customizable views 

• Only applicable to 
high-level modelling 
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The Archi1 modelling tool was used to develop the models in this paper in accor-
dance with the ArchiMate 3.1 specification [41], the reader is referred to this specifi-
cation for the definition of the notation. The ArchiMate modelling language and nota-
tion was selected as ArchiMate was developed for modelling enterprise architectures, 
which incorporate MMS architectures. 

3.1 Modelling Approach 

The approach defined in Fig. 8 is defined as a heuristic for planning MMS imple-
mentations and is focused specifically on the planning phase. This phase is driven 
by a need to change and improve on the current system architecture and results in

Fig. 8 Manufacturing management system implementation planning approach 

1 https://www.archimatetool.com/. 

https://www.archimatetool.com/
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Fig. 9 Mapping views against RAMI4.0 framework 

a plan for conducting system implementation. Integral to this approach is the defi-
nition of system functionality. This allows for incorporating system modularity, a 
common aspect of modern MMSs. By doing so, the approach can be adapted for the 
implementation of specific MMSs and applications. 

Reading the diagram from left to right, enterprise concerns drive the need to 
perform work packages that realize views and these views are aggregated to form an 
implementation plan as a deliverable. When read from top to bottom this framework 
begins at a high level of abstraction and decomposes and derives lower level and 
physical information as the planning process is performed. 

The three views output from the planning approach in Fig. 8 are mapped against the 
RAMI4.0 framework in Fig. 9. The PLM system and its implementation are located 
at the enterprise hierarchy level. This implementation falls under the production of 
an instance lifecycle phase and the views 1, 2 and 3 are traced to their relevant layers 
in the framework. 

4 Case Study 

Following the approach defined in Sect. 3, an illustrative case study for the 
implementation of an open-source PLM system is performed. 

The business view is presented in Fig. 10. The requirements that drive the need 
for the installation of a PLM system are defined at the top in purple.
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Fig. 10 Requirements specific business view 

The business functions in the centre are derived to fulfil these requirements. High-
level information flows between the required business function, Manage Products & 
Their Data, and external functions are defined. Figure 10 defines the requirements 
specific business view and is compliant with the ArchiMate requirements realization 
viewpoint [41]. Solid full arrows indicate triggering items and dashed full arrows 
indicate item flows per the ArchiMate 3.1 specification [41]. The reader is referred 
to this specification for the definition of the other arrows. 

The application structure is defined in Fig. 11. This view defines the PLM system 
and the modules to be installed to fulfil the business functions as defined in the 
business view in Fig. 9. Interfaces with external enterprise systems are defined. 
Figures 11 and 12 are extracted from the application-specific operational view and 
separated into two figures for improved legibility. This view is compliant with the 
ArchiMate application usage viewpoint [41].

The information inputs and outputs are defined in Fig. 12. This information is 
transferred across the interfaces defined in Fig. 11. Information from the QMS system 
is modelled as flows as this information is to be pulled from the QMS system for 
reference in manufacturing plans and documentation by the PLM system. This is 
true for the information that flows between the PLM system and the Office client.
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Fig. 11 Application-specific operational view: application components

A further decomposition of these information and data exchanges between these 
systems and their users should be modelling in UML or SysML sequence diagrams 
whereby each data item and their sequence can be defined. 

The infrastructure specific technology view of the PLM system implementation 
is defined in Fig. 13. The PLM system interfaces with the other enterprise systems 
via the network and is to be accessed by users from the web browser of a client 
computer.

This network shall be secured to reduce the risk of information loss or sabotage. 
Product data is stored and retrieved from a dedicated database server defined by 
the Database Node. ERP and QMS information is located on the enterprise main-
frame and can be accessed by the PLM system over the network. The infrastructure 
specific technology view in Fig. 13 is compliant with the ArchiMate technology 
usage viewpoint [41]. 

Figure 14 depicts the bottom-up mapping to the product quality requirements. The 
Quality Management Module application component is decomposed into the four 
main functions it performs within the PLM system. These module functionalities 
are traced to the requirements using the realization relation. This traceability can be 
exported from the model if required.
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Fig. 12 Application-specific operational view: Information inputs and outputs

5 Discussions 

The application of ArchiMate for planning the implementation of MMSs was investi-
gated. This language provides stakeholders with capabilities for modelling enterprise 
systems and their implementation architectures from multiple different viewpoints. 
This modelling language is a beneficial tool for small and medium enterprises looking 
to implement MMSs to improve their competitiveness in local and global markets. 

The ArchiMate language is deemed beneficial for use at a management level 
and engagement with stakeholders, this leads to improved communication and an 
unambiguous implementation plan. Once stakeholder acceptance has been gained 
and the project has been approved, the ArchiMate models can be used as a baseline for 
creating high fidelity and domain-specific system models and project plans to manage 
the implementation processes. The ArchiMate language has capabilities to model 
many types of enterprise systems from various viewpoints. Having one model that 
defines the enterprise systems at a high level is beneficial for integration between these 
systems. The use of a model-based approach and language as presented in this paper 
allows for models to be easily changed and updated as systems and their requirements
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Fig. 13 Infrastructure specific technology view

change. This allows management to rapidly update system configurations and trace 
to the entities affected by these changes. 

Future work should aim at modelling and addressing implementation risks and 
the development of an integration and verification framework for MMSs. Definition 
of risk is not formally defined in the ArchiMate language and notation, although the 
assessment motivation notation can be used. Defining risks during the planning and 
implementation phases of projects is a vital means for reducing nonconformances and 
failures in all enterprise and manufacturing systems both during their implementation 
and operation. MMS integration and verification occur after the system has been 
implemented. A framework for addressing such integration and verification should 
be domain-specific and it should integrate with the ArchiMate language and model 
presented in this paper.
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Fig. 14 Exemplar mapping to requirements

6 Conclusions 

Implementing modern manufacturing management systems is by no means a trivial 
task for large enterprises, the challenges associated with such projects are exacer-
bated for small and medium enterprises. This research investigated the use of model-
based techniques for planning the implementation of such systems. The ArchiMate 
language was deemed relevant to this application and is applied to a case for the 
planning the implementation of a product lifecycle management system. The use of 
model-based approaches to not just the design of systems but the implementation 
thereof provides many benefits and is an area highlighted for further research. 
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Overview of Design Dimensions 
for Ambidexterity in Manufacturing 
Innovation Management 

Q. Gärtner and A. Dorth 

Abstract Continuous improvement is a core process within innovation manage-
ment, as innovation managers are constantly trying to improve manufacturing 
systems with regards to reliability, variability and productivity. Manufacturing units 
must be able to deal with complex and volatile environmental circumstances while 
acting both exploratory and exploitatively to produce incremental and radical inno-
vations. The organizational ability to achieve this is called ambidexterity. To address 
the growing challenge of ever-increasing manufacturing efficiency while simultane-
ously introducing radical technological concepts into the manufacturing system, the 
need for ambidexterity has increased significantly in recent years. Therefore, this 
paper presents an organizational approach to enable ambidexterity in manufacturing 
innovation management by identifying the most important organizational dimensions 
for designing such innovation management and ensuring long-term competitiveness. 

Keywords Manufacturing · Innovation management · Ambidexterity 

1 Introduction 

Manufacturing companies are facing three main challenges in the present day. First, 
the volatile business environment requires an ever-greater degree of adaptability 
and flexibility [1], while globalization further intensifies competition for markets 
and prices [2]. The third major challenge is the accelerating pace of technological 
change [3]. 

Especially within manufacturing, these challenges cause great pressure to improve 
both individual processes and the production system as a whole through the devel-
opment and integration of innovations [4]. More specifically, two basic types of
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innovation are essential to address these challenges and therefore must be distin-
guished. On the one hand, incremental innovation refers to minor improvements 
with a high affinity to the existing product or process [5], while radical innovation 
on the other hand describes a fundamental change [6], resulting in completely new 
products or processes. 

There is a particular complexity in dealing with innovations within manufacturing. 
The requirements on process stability, product and process quality and the intercom-
patibility of technologies create an environment, in which incremental innovations 
represent the natural and thus primarily used lever to increase efficiency [7]. This 
causes a neglect of radical innovation approaches. Consequently, the organization 
is confronted with the productivity dilemma described by Adler et al. [8], which 
ultimately poses a threat to the long-term adaptability and competitiveness [9] of the  
manufacturing unit. 

One important response to this productivity dilemma is referred to as ambidex-
terity management in organizational science. Regarding manufacturing, ambidex-
terity describes the capability of dealing with the dilemma between operational effi-
ciency and long-term adaptability while the manufacturing system itself remains 
operationally stable [10, 11]. Building upon this response, organizational science 
needs to investigate how manufacturing units can be designed organizationally to 
implement such ambidextrous manufacturing innovation management (MIM). 

2 Objective and Research Methodology 

The aim of this paper is to present an overview on relevant ambidexterity design 
dimensions and subsequently postulate suitable managerial implications to foster 
radical innovation in manufacturing. The findings of this paper are based on an 
analysis of the existing scientific literature and aim to answer three main research 
questions: (RQ#1) Which organizational design dimensions have an influence on 
enhancing ambidexterity, (RQ#2) how can these organizational design dimensions 
be interpreted in a manufacturing context, (RQ#3) how can these design dimensions 
be implemented practically in manufacturing? 

To answer these research questions, the method bibliometric literature study has 
been used according to Ball and Tunger [12]. Initially, a literature screening has 
been carried out using initial keywords and established literature search engines. 
The relevance of the resulting publications has then been checked on the basis of the 
title and the abstract. Further, the keywords have been specified. The bibliometric 
literature screening has been repeated iteratively until no further information has 
been found. Finally, relevant publications have been read and analyzed in full. 

The remainder of this paper is structured as follows. In Sect. 3, the underlying 
terms and concepts are defined. Section 4 presents the scientific state of the art 
including the identification of previously used organizational design dimensions.
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Section 5 derives the most relevant design dimensions for organizational ambidex-
terity in manufacturing based on the findings of Sect. 4. Further, it provides elabora-
tion concerning their interpretation in a manufacturing context. In closing, a critical 
discussion of the presented concept is conducted in Sect. 6 and a conclusion of the 
paper and an outlook on further research activities is provided. 

3 Definitions 

3.1 Manufacturing Innovation Management 

According to Schumpeter [13], an innovation in the manufacturing context can be 
defined as the recombination of forces and objects to either produce differently or 
produce something different. To define an innovation, two key factors are decisive. 
First, an invention is required, aiming at improving a product or a process. Secondly, 
this invention must be followed by a successful implementation into commercial 
practice [14]. One of the most common distinctions of innovation types is looking at 
the performance impact of implemented innovations. Incremental innovation refers 
to improvements with a high affinity to the existing product or process [5], tapping 
their underlying potential through comparatively minor changes [6]. In contrast, 
radical innovation describes a leap [4, 5] or fundamental change [6] that results in a 
breakthrough towards a new product or process (-component) [5]. 

The identification, development and integration of innovation using management 
methods enjoys constant attention in the scientific and industrial context. These 
methods include all organizational and processual aspects to fulfill the aforemen-
tioned goals. Following, MIM comprises the continuous contribution of a Manufac-
turing Unit to a company’s innovation management (IM) by designing processes and 
environments to develop radical and incremental innovation in manufacturing [15]. 
The entire production network including all direct-value-adding sub-units consti-
tutes the manufacturing unit including planning, research and development and 
maintenance. 

3.2 Ambidexterity 

Within the innovation activities of companies, a basic distinction can be made 
between an exploitative behavior (incremental) and an explorative behavior (radical). 
While the exploitative strategy aims to increase efficiency in the short term, the explo-
rative strategy intends to secure long-term competitiveness through novel innovation 
impulses. The organizational ability to simultaneously engage in both innovation 
activities, is referred to as organizational ambidexterity (see Fig. 1) [4].
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Fig. 1 Illustration of the 
balance between exploitation 
and exploration to create 
ambidexterity 

Exploitation 

Exploration 

MaximumNone 
None 

Maximum

With reference to manufacturing, we define ambidexterity as the ability to deal 
with the dilemma between operational efficiency and radical or disruptive changes 
in processes innovation. 

While organizational research initially followed the understanding of March 
[16], solely focusing on the trade-offs between exploration and exploitation, current 
research recognizes that there are two separate, but reciprocally interacting parts of 
ambidexterity [4, 17]. For one, the “balance dimension”, which encompasses the 
trade-offs following March’s [16] understanding, and on the other, the “combined 
dimension”, describing the synergistic effect of activities in both domains [4, 17]. 

To achieve both, it is necessary to counteract forces that create imbalance or 
isolation between both activities at times. For this purpose, a distinction is made 
between differentiating and integrating managerial actions. Differentiation ensures 
that the tasks of exploration and exploitation can be carried out without obstructing 
each other. On the other hand, integration aims at linking both approaches to ensure 
mutual reinforcement [4]. Consequently, previous scientific works have dealt theo-
retically and empirically with the identification of design dimensions, to support the 
establishment of an ambidextrous IM in an organization using this concept. 

4 Organizational Design Dimensions 

4.1 Design Dimensions in Organizational Management 

Within the research field of organizational management, there are numerous 
approaches for the organizational diagnosis and design of companies to increase their 
innovative capacity. Table 1 shows an excerpt of the approaches considered and the 
covered organizational design dimensions. The selected approaches present defined 
organizational design dimensions and have therefore been selected for further evalua-
tion. Based on the frequency with which the dimensions are highlighted, conclusions 
can be drawn from a scientific perspective about the relevance.
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Table 1 Excerpt of analyzed approaches and the used organizational design dimensions within 
organizational management 
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The organizational design dimensions of strategy, structure and leadership are 
mentioned most frequently. Here, the importance of a goal-oriented alignment of the 
company through an adequate strategy with adaptable structures and purposeful 
management mechanisms and leaders is emphasized [18–22]. Furthermore, the 
dimensions of culture [23–25] and knowledge management [19–21] are highlighted. 
Here, the influence of a vivid corporate culture and the targeted distribution and 
combination of knowledge to increase the ability to innovate are underlined. 

4.2 Organizational Design Dimensions in Ambidexterity 
Management 

Furthermore, various organizational design dimensions can be derived from prelimi-
nary scientific work in the field of organizational ambidexterity. Although the authors 
pursue different approaches and goals, commonalities can nevertheless be identified. 
Table 2 provides an excerpt of approaches considered and the organizational design
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Table 2 Excerpt of analyzed scientific approaches and the used organizational design dimensions 
within organizational ambidexterity 
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dimensions identified. The presented selection of approaches is based on the point 
that the authors define specific organizational design dimensions as fields of action 
to enable ambidexterity in IM. 

O’Reilly and Tushman [26] provide a starting point by developing five proposi-
tions that support leaders in implementing ambidexterity. Their propositions serve 
as a basis for selecting the relevant organizational design dimensions and include 
strategic intent, separate organizational structures, conscious leaders, adequate 
contexts a continuous communication of knowledge a shared vision and values, 
as well as clear consensus. 

Raisch and Birkinshaw [27] and Simsek [28] extend the design dimensions of 
structures and leadership by identifying the behavioral context and the organizational 
environment as an additional important field to foster ambidexterity. Andriopoulos 
and Lewis [29] identify similar design dimensions as their predecessors with the 
exception of the dimension leadership. In addition, they highlight the importance of 
innovation strategy for ambidexterity. 

O’Reilly and Tushman [11] complement their previous approach by emphasising 
the dimensions of culture and context, as well as the transfer of knowledge to create 
ambidextrous organizations. Güttel and Konlechner [30] further present three dimen-
sions for the targeted re-integration of the separate structures in the sense of O’Reilly
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and Tushman [26]. These dimensions are top management, project work at staff level 
and the integrative corporate culture. 

Olivan [4] presents an additional approach concerning organizational design for 
radical technology development. In his balance model, six differentiating or inte-
grating design dimensions are postulated. These include an ambidextrous strategy, 
separate structures, a separate ecosystem, a unifying vision, unifying knowledge and 
unifying management. Most recently, Schneeberger and Habegger [31] presented 
five questions for executives to identify relevant elements within their organization, 
creating a rather practically focused approach. The dimensions considered here relate 
to already known dimensions like management, strategy, organizational structure, 
resource allocation and corporate culture. Complementary, parts of the dimension of 
consensus and attention to ambidexterity in the organization are highlighted. 

5 Organizational Ambidexterity in Manufacturing 

To create a structure based on the preliminary work described in Sects. 4.1 and 
4.2, the following organizational design dimensions have been derived for ambidex-
trous IM: Strategy, structure, culture, behavioral context and processes, vision and 
values, knowledge, and leadership. Furthermore, awareness of the relevance of 
ambidexterity, and a clear consensus within the management team, is identified as a 
fundamental prerequisite. 

The identified design dimensions are initially independent of manufacturing. A 
delimitation to manufacturing will only become apparent in the specific content of 
the respective dimension. 

To achieve the organizational target state of ambidexterity, certain intended 
impacts of the combined measures within a dimension and desired interactions 
between them need to be ensured. Hence, we propose that the design dimensions as 
a whole must be utilized differently in terms of their intended organizational impact. 
In adherence with the most widely accepted view to foster ambidexterity, we propose 
to divide the design dimensions into differentiating and integrating dimensions. 

5.1 Awareness and Consensus 

However, for the dimension of Awareness and Consensus this classification cannot 
be clearly made, for which reason it is considered a fundamental prerequisite for the 
implementation of any kind of ambidextrous IM without a direct direction of effect. 

Awareness includes a common understanding of ambidexterity across the 
company and a common definition of radical and incremental innovation in the 
manufacturing context. 

In addition, there must be a Consensus among managers on the importance of 
achieving an ambidextrous IM, which in turn implies a willingness to change [26].
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This can be done within manufacturing by linking ambidexterity with productivity 
indicators or economic performance indicators, and analyzing Best-practice organi-
zations or competitors. Here, for example, the connection between the organizational 
design of IM and the number of innovations developed on the process side and their 
impact on productivity (quality, costs and time) could be clarified using empirical 
research. 

5.2 Design Dimensions Classified as “Differentiation” 

5.2.1 Strategy 

Within the differentiating design dimension Strategy, an organization should aim 
at establishing a defined, convincing strategic intent that justifies both incremental 
and radical innovation by addressing their contribution towards the comprehensive 
strategy and goals of the organization. In the manufacturing context, this may include, 
for example, a mission statement of the manufacturing unit in which radical inno-
vation approaches are also taken up to complement the existing processes. Further, 
appropriately formulated strategy guidelines for executives within the manufacturing 
unit can be mentioned, which are detached from incrementally achievable produc-
tivity goals [4]. These guidelines must be addressed and implemented by executives 
within the operational areas of manufacturing, ensuring the information of the whole 
manufacturing unit. 

5.2.2 Structure 

To avoid conflict between incremental and radical activities, Separate Structures 
for exploration and exploitation can be created. Regarding manufacturing this can 
be done through the organizational structure itself or by executing both activities 
at different times to achieve a sequential separation [26]. The decision as to where 
and when incremental or radical innovations are to be created is thereby made in 
advance, since the choice for implementing separating structure must be made on 
an overarching organizational level. Structural separation is created by separating 
the fields into separate functional units, creating spin-offs or temporally separated 
project units. Meanwhile, sequential separation is possible through a fixed temporal 
ratio between incremental and radical projects. The best-known example for this is 
the so-called “Friday for future” [4], which indirect manufacturing areas such as 
manufacturing planning could dedicate exclusively to exploratory topics.
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5.2.3 Culture, Context and Processes 

Culture, Context and Processes refer to conditions or procedures that should help 
teams or individuals to meet the requirements for generating both incremental 
and radical innovation. An organization can achieve this form of differentiation 
through the creation of appropriate supporting business-unit contexts, which influ-
ence individual-level behavior and enable employees to decide between exploration 
and exploitation themselves. This constitutes the main distinguishing towards the 
design dimension Structure as the decision is made on an individual instead of an 
organizational level. A prerequisite for such contextual separation to achieve the 
intended outcome is a sufficient amount of organizational slack, describing “the 
pool of resources in an organization that is in excess of the minimum necessary to 
produce a given level of organizational output” [32]. These slack resources include 
e.g. employees, idle capacity, and capital expenditures. 

In manufacturing, approaches and conditions fostering the development of radical 
innovation initiatives should be emphasized, so that individuals have access to them 
in addition to existing processes for the integration of incremental innovation. For 
example, so-called internal “Innovation Labs” or external open test environments 
constitute such business-unit contexts. They are particularly suitable for the manufac-
turing area, as they provide realistic, process-oriented and changeable environments 
[33] necessary in manufacturing innovation development. Furthermore, incentive 
systems that are intended to stimulate the achievement of both sub-goals and the 
ambidextrous strategy are part of this design dimension. 

Culture forms another contributor strengthening the individual’s ability to decide 
on incremental and radical innovation development. Cultural aspects are generally 
independent of manufacturing but enable ambidextrous IM in general, fostering 
ambidexterity in manufacturing as well. For example, a cultural basis of diversity 
can be achieved through the means of knowledge and background by assigning 
employees to different geographical locations and implementing methods like job-
rotation even at management levels. This in turn creates the ability for individuals 
in the organization to act both explorative and exploitative based on the context. 
Further, the understanding for both activities is emphasized facilitating integrative 
measures of both activities. 

5.3 Design Dimensions Classified as “Integration” 

5.3.1 Vision and Values 

A common Vision and shared fundamental Values should allow employees from 
incremental and radical oriented divisions or projects to form a common identity 
uniting both activities in a meaningful way in the long term. In the manufacturing 
context, this includes, for instance the creation of a vision and the resulting derivation 
of long-term goals and challenges. To create common values, incremental work
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philosophy approaches such as the “zero defect strategy” can be established within 
manufacturing, which in turn can be supplemented with identity-forming aspirations 
such as “technology leadership” to integrate radical topics. 

5.3.2 Knowledge 

To integrate exploration and exploitation, interfaces and Knowledge transfer between 
both separated activities need to be implemented. Hence, this design dimension 
thus includes integrating instruments that connect employees and enable knowledge 
exchange between incremental and radical activities. In a manufacturing context, 
this can be implemented on three levels [4, 30]. On the first level, basic information 
is shared via open channels with an unlimited group of participants. White paper, 
lectures or theme weeks, for example, are suitable communication instruments for 
this. On the second level, a direct, bidirectional exchange between individuals in 
incremental and radical areas can take place. Communities of Practice (CoPs), for 
example, which informally bundle knowledge from certain sub-areas, are useful 
instruments for this. On the third level, integration takes place through formal-
ized exchange of knowledge. Here, for example, certain manufacturing areas can 
be informed at regular intervals by the CoPs about radical or incremental activities. 

5.3.3 Leadership 

This is to be understood as a joint management that presides over both incremental and 
radical fields. In the manufacturing context, its task include to balance organizational 
conditions, to connect departments and managers with each other, to coordinate 
the allocation of resources, dissolve self-serving behavior and routinize or promote 
the integration of radical topics. The design dimension leadership can further be 
considered the most important integrating dimension, as it has a strong influence on 
other integrating or differentiating dimensions. 

6 Conclusions and Outlook 

This contribution is an attempt to provide an overview on the various organiza-
tional design dimensions and derive the most relevant transferred into a manufac-
turing context. Furthermore, the presented concept aims at enabling an ambidex-
trous management approach for manufacturing units to enhance radical innovation 
capability and to cope with fast changing technological requirements. 

In summary, it can be concluded that there are seven dimensions for the organiza-
tional design of ambidextrous MIM. The dimensions of strategy, structure, culture, 
context and processes have a differentiating effect, while the dimensions of vision and 
values, knowledge and leadership have an integrative effect. The seventh dimension
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of awareness and consensus is a fundamental prerequisite for achieving ambidex-
terity within the organization. Focusing on manufacturing, several examples have 
been highlighted for the practical implementation of each dimension. Therefore, it 
can be stated that manufacturing units, despite their specific requirements in terms 
of stability and efficiency, may nevertheless be able to implement an ambidextrous 
IM. 

The presented approach is intended as a starting point to depict how an ideal IM 
framework for ambidexterity might look like revealing tasks that must be addressed 
and prompting starting points for further research. Therefore, this paper also aims 
at constituting an outlook for future research on ambidexterity in MIM. Since the 
developed concepts of this paper do yet only offer punctual implementation possi-
bilities for the design of an ambidextrous MIM, further research should build upon 
investigating practical implementation. In addition, the definition and content-related 
specification of the organizational design dimensions is not yet sufficiently detailed 
to actively support strategic or operational management of innovation projects. Addi-
tionally, research needs to focus on the identification of interlinks and dependencies 
between managerial implications to successfully implement an ambidextrous MIM. 
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Possibilities and Challenges 
for Human-System Integration 
in the South African Manufacturing 
Context 

T. W. Defty, K. Kruger, and A. H. Basson 

Abstract South Africa, a developing country, over the last decade has seen a decline 
in production value and employment in the manufacturing sector for many reasons; 
one being the failure to effectively integrate Industry 4.0 (I4.0) technologies with 
low-skilled workers to reap the performance benefits from both. In the context of 
South Africa and other developing economies, creating and retaining jobs for a 
large, under-skilled workforce is considered a priority. While the I4.0 development 
focus has predominantly been on enhancing automation, it is evident that human 
workers still provide dexterity, adaptability and decision-making capabilities that 
cannot be substituted by current technologies. This paper summarises the possibil-
ities of human-system integration (HSI) for improving worker training and assign-
ment, quality assurance and traceability of manual operations, data acquisition for 
decision making, and the health and safety of workers. Furthermore, it identifies chal-
lenges for effective human-system integration related to information and communi-
cation technology infrastructure, technology acceptance, investment strategies, risk 
and safety policies, and system reconfigurability. Though many challenges exist to 
realize HSI developments, the possibilities discussed in this paper motivate the future 
development and evaluation of such HSI applications. 
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1 Introduction 

The global manufacturing market has seen an increase in productivity with the 
adoption of new technologies and developments in the era of the fourth industrial 
revolution (I4.0) [1]. These developments include advances in intelligent manufac-
turing, IoT enabled manufacturing, cloud manufacturing enabled by the Internet of 
Things, cyber-physical systems (CPSs), cloud computing, big data and informa-
tion and communication technology (ICT) [2]. The CPS concept is one of the key 
contributing ideas to the integration of digital and physical layers as manufacturing 
environments move towards intelligent manufacturing strategies. CPSs promote a 
highly interconnected and integrated manufacturing environment through devices 
and software. With the adoption of such developments and automation of industrial 
processes, the manufacturing labour market is experiencing a shift in employment 
demands from low-skilled workers who perform repetitive activities, to higher-skilled 
workers who perform flexible activities, to increase labour productivity. Accordingly, 
Accenture has estimated a 40% increase in labour productivity across 12 developed 
countries by 2035 due to I4.0 developments [3]. 

Manufacturing in South Africa (SA), a developing country, in 2018 contributed to 
14% of the national gross domestic product (a decrease from 24% in 1980) and one 
job out of every 10 people [4]. SA has also seen a decline in production volume and 
demand. With the late introduction of I4.0 developments and innovative industrial 
strategies in SA, the retrenchment risks and employment difficulties for under-skilled 
and uneducated workers have increased. The poor adoption of I4.0 developments 
also threatens the goals of the Integrated Manufacturing Strategy, established in 
2002 [5], and the successful fulfilment of Sustainable Development Goal (SDG) 8 
(economic growth, and decent work for all) and SDG 9 (sustained industrialization) 
[6]. To increase labour productivity while compensating for under-skilled workers, 
the technical and managerial challenges for human-system integration of workers 
into I4.0 oriented manufacturing systems must be addressed. In doing so, I4.0 devel-
opments must augment and enhance workers efforts to create a more competitive 
and productive workforce [7]. 

An example of such a development is the BASE administration shell [8] (Fig. 1), 
which represents the worker in the cyber layer and communicates on behalf of 
the worker with other systems in the manufacturing environment. The BASE 
administrative shell presents a potential human-system integration solution for 
manufacturing.

This paper summarises the challenges and possibilities of integrating workers in 
manufacturing systems with the support of I4.0 developments. The paper aims to 
help shape manufacturing developments to achieve sustainable employment goals in 
South Africa and similar countries. 

In Sect. 2, an overview of the South African manufacturing sector and global 
comparison is presented followed by an overview of the current concepts for workers
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Fig. 1 BASE administrative shell in a CPS [8]

in intelligent manufacturing systems in Sect. 3. In Sect. 4, the possibilities of human-
system integration are discussed while the challenges are discussed in Sect. 5. This  
paper draws conclusions in Sect. 6. 

2 Workers in South African Manufacturing 

2.1 Industry State and Challenges 

The South African manufacturing industry consists of various sectors, including 
metals, food and beverage, petroleum, clothing and textiles, and automotive. Simi-
larly to the mining and agricultural industry, the manufacturing industry requires 
substantial manual labour to perform operational tasks. As such, these industries 
have experienced changes in skills requirements due to automation, requiring more 
cognitive and complex information processing skills [9]. The overall skill compo-
sition of the manufacturing workforce showed a 3.1% increase from 2007 to 2017 
for skilled workers (21.8% of the workforce), but a 2.5% decrease in semi-skilled 
(61.9%) and 0.6% decrease in low-skilled (16.3%) workers [10]. 

Over the past 20 years, the national education system has performed poorly and left 
many school-leavers with poor literacy, cognitive and behavioural skills. Although 
these challenges are addressed by the National Development Plan 2030 (NDP), job



304 T. W. Defty et al.

retention in manufacturing has declined. As a result of current automation and digiti-
sation trends, a McKinsey & Company study estimated a net loss of 231,000 jobs in 
manufacturing in SA by 2030, exacerbated by poor education and skill development 
[11]. The lack of qualified workers for higher skilled jobs in manufacturing therefore, 
indirectly, contributes to extreme poverty and unemployment. 

2.2 Global Comparison 

The SA production sector has dropped on the global manufacturing competitive-
ness scale, now ranked 25th [12]. The top-ranked countries have been supported 
by competitive drivers such as talent-driven innovation (education and skill devel-
opment) and economic systems and policies which support trade [12]. In contrast, 
manufacturing representatives in SA have recognised that the cost and availability 
of labour is SA’s main competitive driver. However, the cost of labour in SA has 
increased faster than in the global markets, without a corresponding increase in 
labour productivity [12]. 

3 Workers in Intelligent Manufacturing Systems 

Manufacturing companies have typically replicated the standard automation pyramid 
for the integration of their systems and physical assets (e.g. machinery, conveyor 
belts) through systems engineering approaches. Within such systems, workers are 
often assumed to be a ‘magic human’ who will perform the necessary tasks to ensure 
that the production operations will continue as required [13]. For any disturbance 
beyond the ability of the automation system’s control, the ‘magic human’ will be 
assumed to intervene with the necessary corrective action. This failure to include the 
human in the control loop of the production system has led to extended operational 
downtime, quality issues and worker safety concerns. Furthermore, the dexterity, flex-
ibility, awareness and decision-making capabilities of workers are not fully utilised 
within the system. Therefore, workers often are left performing repetitive and dull 
tasks. 

A key enabler for I4.0 manufacturing goals is human cyber-physical systems 
(HCPSs), an extension of CPSs. Within HCPSs, human-automation symbiosis 
requires automation systems to act as an extension of workers, rather than workers 
as an extension of automation systems. Romero et al. [14] portrayed a conceptual 
worker for I4.0 operations called Operator 4.0. Operator 4.0 is physically cognitively 
and socially enhanced to realise the full potential of the worker during manufacturing 
activities. The Operator 4.0 concept presents a more effectively integrated worker 
which aims to benefit the productivity of the overall system and the well-being of 
the worker.
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Human-system integration (HSI) can be described as the field of study and design 
which aims to incorporate all the “human considerations within and across all soft-
ware and system elements” [15]. HSI can be approached on an organisational level 
and a technical level, of which this paper addresses the technical level. Effective HSI 
can be achieved through the development and application of software systems and 
technological advancements which aid the activities of workers within operational 
tasks. 

Such HSI developments could include the use of augmented, virtual reality devices 
and other wearables to observe and inform workers of the necessary information to 
improve their productivity and collaboration with machines. Software developments 
could further use multi-agent principles to represent humans in the cyber layer of the 
manufacturing CPS, to improve the delegation and coordination of worker activities. 

As a step towards HSI, Sparrow et al. [16] developed an I4.0 digital adminis-
tration shell for workers in South African manufacturing environments. His BASE 
administration shell is capable of delegating tasks on behalf of the worker, as well as 
augmenting the handling of data and processing tasks for the worker. Furthermore, 
the BASE shell enables interfacing between the software administration shell and the 
worker. This ensures the worker is included in the control loop. The BASE admin-
istration shell outperformed other administrative logistic functions by providing an 
effective HSI solution for intelligent manufacturing system. 

4 Possibilities 

Through effective HSI, the following possibilities potentially could be achieved and 
enhanced within manufacturing operations. These possibilities aim to, on a small 
scale, benefit manufacturing companies in reaching their goals but on a larger scale, 
aid the manufacturing sector in realising the SDG and NDP goals. 

4.1 Worker Training 

The weaknesses in SA’s education sector have created a skill deficiency in the manu-
facturing sector. This deficiency has constrained the rate of adoption of new tech-
nologies and processes which aim to enhance productivity. Training periods for 
workers are typically lengthy and result in further costs to the employer, therefore 
often discouraging such investment into the development of their workforce. 

HSI developments can enhance the training procedures for workers for new 
production methods, collaboration with automated machines and optimising their 
activities. As seen in [17] assembly operations were performed by workers using 
augmented reality headsets. These systems were able to detect the component which 
had to be assembled and instruct the worker through augmented visualisations to 
select the correct components in the correct order. Such integration technologies
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catalysed the learning process for workers unfamiliar with the new products or 
workstation by acting as an assistant or advisor to the worker. 

4.2 Worker Assignment 

Resource utilisation is an important metric for manufacturing firms, which includes 
the assignment, scheduling and delegation of workers on the factory floor. Workers 
are typically paid fixed rates during operational hours and poor worker utilisation 
results in a cost to the company with no or little value-adding services. Effective 
worker assignment ensures that the cost of workers is matched to their value-
added activities. Therefore, by increasing worker utilisation, manufacturing firms 
can reduce costs and increase productivity. 

Worker’s roles and tasks vary across different manufacturing sectors. The main 
manufacturing processes can be categorised into continuous, batch and job process 
methods, or hybrids of these methods. For batch methods, workers are required to 
perform activities at various workstations/machinery to produce a batch of prod-
ucts. These tasks and roles are repeated for each batch, whereas tasks might differ 
depending on product variances between batches. For continuous methods, workers 
are allocated to workstations to perform repetitive tasks for the duration of their 
shift with slight variance in activities depending on product customisations. Manu-
facturers who use multiple continuous production lines perform load balancing, by 
delegating and shifting workers between lines depending on product demand and 
faults experienced by each line. 

The challenge to dynamically allocate workers and enable worker context 
switching (i.e. moving between workstations for different tasks) to reduce repeti-
tive strain injuries and boredom, is left unresolved. Therefore, constraining workers 
to repetitive tasks at ‘fixed’ workstations have remained standard practise since it less 
complex to manage, but does not utilise the full potential of the workforce. Workers 
can be left waiting for processes or machine activities to finish before commencing 
with their allocated task again. Therefore, current production processes are not set 
up to realise the full benefit of workers and HSI developments to support workers 
are not fully exploited. 

HSI developments that can coordinate and represent the individual schedule and 
intentions of each worker and integrate such information with the global manufac-
turing execution system, would enable improved worker management. Workers could 
be dynamically scheduled and informed in real-time of new tasks and responsibili-
ties at various stages in the production process. Through integrated digital solutions, 
workers can be dynamically allocated to various workstations depending on produc-
tion demand, fault handling and bottlenecks as showcased in [18] through a worker 
holon architecture which resulted in higher productivity, flexibility and of the worker.
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4.3 Quality Assurance 

HSI can effect quality assurance (QA) because QA includes all the systems and proce-
dures which are implemented to ensure that the product requirements are fulfilled 
during the production stage. Worker’s activities and tasks have a direct impact on the 
quality of the products being manufactured and as such need to fall within the QA 
procedures. Historically, tracking the activities of workers and their supervisors has 
been challenging, and humans have been a cause of major quality issues, partly due 
to a lack of supervision through effective instruction and monitoring. HSI develop-
ments could mitigate, or even overcome, some of these challenges through virtual 
supervision. Such a system would be able to offer real-time instruction depending on 
the product and production stage. Furthermore, the system would be able to receive 
and trace feedback from the worker for detected quality concerns, since humans have 
excellent overall awareness and sensory capabilities. 

4.4 Traceability of Manual Operations 

HSI developments provide a mechanism of maintaining a detailed and (near) real-
time digital thread of worker movement and activities. 

4.4.1 Costing 

Job process methods, seen in small and medium manufacturing enterprises, are typi-
cally costed depending on material usage, equipment usage, consumables, over-
heads and labour to bring the job to completion. Monitoring and tracing manual 
labour for jobs have typically been performed through legacy systems such as manual 
timesheets. Integrating the humans into the manufacturing execution system schedule 
enables accurate job costing for value-added manual labour. A digital thread of 
manual operations will enable transparency between the manufacturing enterprise 
and the customer for related costs. 

4.4.2 Workflow Optimisation 

HSI developments using sensors and wearable devices could provide historic data 
of worker movements and activities which can be used for strategic decision making 
and optimisation of workflows and production layouts. For example, wasted time 
incurred as the worker moves between workstations to perform their various tasks, 
can be quantified through analysis of the historic data.
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4.4.3 Labour Disputes 

The South African Labour Department reported 227,040 lost working days for the 
manufacturing sector in 2018 due to strikes [19], some of which were related to high 
wage demands and undesirable work conditions. Through improving worker produc-
tivity with HSI solutions and effectively monitoring worker performance during 
operations, employers might reward workers with increased wages. 

4.5 Feedback to Control Pyramid 

Valckenaers and Van Brussel [20] promoted the design of systems which reflect 
reality accurately to allow for optimised analysis and decision-making capabilities. 
As an example, navigation systems have real-time feedback of the current traffic 
patterns and data which one can use to make optimised routing decisions for travel. 
Similarly, manufacturing systems require mechanisms for feedback from the physical 
production system. Such feedback is typically from sensors integrated into the typical 
automation pyramid, using PLCs and SCADA systems. 

Workers have exceptional observational capabilities and situational awareness 
which are underutilised in current manufacturing systems in South Africa since most 
have only limited HMI capabilities to receive worker feedback. HSI solutions could 
enhance the feedback workers can provide to the manufacturing execution systems 
of the current production state to ensure systems is optimised in decision making 
and responsiveness to emergent behaviour. 

4.6 Worker Health 

Wearables and personal health monitoring devices are becoming readily available and 
cost-effective. These devices can monitor heart rate, blood pressure and movement. 
Wearables enable HSI solutions that can monitor the health of the worker during 
operations to detect mental fatigue, over-exertion and risk of injury. 

Worker health data can be useful for task delegation. As workers fatigue during 
operations, the delegation systems can use the fatigue data and optimise decision-
making and allow for appropriate breaks or context switching to ensure the worker 
remains vigilant during operations. Furthermore, higher priority or dangerous tasks 
can be delegated to workers who are less fatigued to ensure high quality and safety 
during the operations. Worker health data can also provide a means of ensuring 
appropriate work environment standards and a healthy workforce.



Possibilities and Challenges for Human-System Integration … 309

5 Challenges 

This section discusses challenges that the South African manufacturing industry 
faces to realise the HSI possibilities mentioned. 

5.1 ICT Infrastructure 

The ICT infrastructure encompasses all software, hardware and communication 
networks within a manufacturing enterprise required for people and components 
of the manufacturing systems to interact inside or outside the enterprise. The infras-
tructure could include sensors on the production floor, human–machine interfaces 
and the network connection to the manufacturing execution system. This infrastruc-
ture clearly plays an important role in the production operations. When considering 
HSI, ICT infrastructure is also an essential enabler because ICT devices and commu-
nication networks must be used to integrate humans into the manufacturing systems. 
The ICT infrastructure is essential for robust and low-latency communication on the 
production floor amongst people, devices and software systems. 

Many South African manufacturing enterprises have not implemented substantial 
ICT infrastructure, which will inhibit HSI. The most advanced ICT infrastructure can 
be seen in the automotive and in the food and beverages manufacturing sectors. Even 
these ICT developments have largely not integrated workers on the factory floor. 
Furthermore, many small and medium enterprises (SMEs) do not have the capital 
to support such ICT. SMEs will therefore first have to invest in ICT infrastructure 
before they can embark on HSI. 

5.2 Technology Acceptance 

5.2.1 Organisational Level 

On an organisational and strategic level, managers are often hesitant towards the 
adoption of new technologies and systems due to a lack of cost–benefit evidence. 
Showcasing the cost–benefit of HSI solutions is challenging since these develop-
ments are costly implement for production specific applications. For this reason, and 
because of the lack of successful industrial “role models”, many enterprises are not 
willing to accept the risk. 

Manufacturers in Europe and the Americas have had a greater technology accep-
tance threshold which has led to greater advancements in manufacturing innovation 
leading to improved production performance. This acceptance may be partly due to 
government support in first world countries that allows the development of real-world 
demonstrations.
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5.2.2 Worker Level 

To realise the full benefit, workers’ cooperation will be required for utilising 
HSI developments in manufacturing enterprises. However, workers who perform 
operational activities are often hesitant towards using new HSI technologies due to:

· The unemployment concerns of being replaced by automation systems.
· The steep learning curve to use new technologies and methods.
· The health and safety concerns if required to work in proximity with moving 

machinery.
· The ethical concerns in having movements, actions and performance monitored 

and traced. 

These concerns vary for workers depending on educational background, demog-
raphy, job role and labour protection (union membership). 

5.3 Investment Strategies 

Globally, some first world countries like Germany are known for their aggressive 
investment strategies towards new technologies and manufacturing methods. Conse-
quently, these countries have seen significant growth in production productivity and 
efficiency. 

South African manufacturing enterprises, particularly SMEs, are not aggressive 
due to capital constraints and not having the capacity to take risks in investing in 
new technologies. This has been aggravated by the gradual economic decline in 
manufacturing. Therefore, enterprises strive to keep business at the break-even point, 
even resorting to retrenching employees to decrease labour costs. These factors have 
contributed to a stagnant innovation environment in South African manufacturing. 
Although the South African government is investing in various area of science and 
innovation, HSI is not a priority in these government programmes. 

5.4 Risk and Safety Policies 

Often when human–machine collaboration is implemented in production appli-
cations, these applications require the workers to work near moving machinery 
(e.g. industrial robots and autonomously guided vehicles). This proximity leads to 
hazardous environments if not managed correctly with appropriate safety procedures 
and risk analyses. 

To allow for more collaborative activities, HSI aims to create environments where 
humans and machines can work near one another with fewer safety barriers. For 
example, an HSI realisation could entail a worker working with a collaborative robot, 
where the robot can know the intentions and movements of the workers and vice
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versa to prevent collisions. But such work environments are currently not supported 
by national risk and safety policies and regulations, which typically still require 
barriers to mitigate risks. These policies need to be adapted to allow for innovative 
collaborative workstations and HSI. 

5.5 System Reconfigurability 

ICT systems and HSI must be understandable, user friendly and reconfigurable for 
manufacturing enterprises to adopt such solutions. HSI software solutions which are 
complex and designed for only one production application are typically not attractive 
to managers as they do not have the necessary skilled workforce or capital to change 
the HSI developments as production demands and workflows change. Therefore, HSI 
developments and systems must be reconfigurable with short development times and 
low development costs. 

6 Conclusion 

This paper suggests that the manufacturing sector in SA could benefit from HSI 
developments that enhance the operational roles of manual workers. HSI develop-
ments have the potential to increase worker wellbeing, employment and productivity. 
Though many challenges exist to realise these HSI developments, the possibilities 
summarised in this paper motivate the need for future development and evaluation 
of such HSI applications. 
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Abstract Increasing networking in production and the complexity of new tech-
nologies are presenting companies with ever greater challenges. To survive in this 
dynamic environment, companies can develop into agile, learning organizations by 
implementing suitable Industry 4.0 solutions. Many companies have already devel-
oped an understanding of the fundamental principles of connected adaptive produc-
tion and recognized the added value for maintaining long-term competitiveness. 
However, systematic implementation remains a challenge. Often, there is a lack 
of deeper understanding of the capabilities to be built to unlock the full potential of 
Industry 4.0 solutions. In particular, the required technological capabilities regarding 
resources and information systems in companies reflect a wide range of possible 
applications. For the targeted selection of measures towards the connected adap-
tive production and their successful implementation, companies need a structured 
overview of the required technological capabilities. Therefore, this paper presents a 
model for systematizing the technological capabilities of manufacturing companies 
for the realization of connected adaptive production. 
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1 Introduction 

Especially manufacturing companies are currently facing the challenges of increasing 
complexity due to a variety of endogenous and exogenous drivers. The exogenous, 
market-driven complexity consists in particular of growing requirements to handle 
variant diversity or even individualization of products up to batch size one, increased 
competition in global markets, and required flexibility due to uncertain forecasts 
[1–6]. Against this background, endogenous, company-driven complexity inevitably 
results from historically grown structures, the diversity of IT systems, and the use 
of the latest technologies [1, 7]. The vision of Industry 4.0 represents a fundamental 
transformation of industrial value creation and enables the emergence of flexible, 
highly dynamic, and globally connected value networks [8, 9]. The associated decen-
tralization of autonomous intelligence, decision-making power as well as control of 
processes offers a solution to balance internal with external complexity [1]. 

Many companies have already recognized the added value of Industry 4.0 in the 
context of industrial production. Nevertheless, the comprehensive operational imple-
mentation of connected adaptive production (CAP) is often only hesitant, as particu-
larly the scaling of isolated pilot projects to company scale represents a major hurdle 
[6, 10]. This circumstance is due to a lack of in-depth understanding and actionable 
solutions as well as no uniform standards [7, 11]. Companies lack knowledge of the 
required technological capabilities in terms of technical resources and information 
systems for the systematic design of CAP. However, to cope with the complexity 
described at the beginning, they must realize production in the sense of the Industry 
4.0 vision by implementing suitable infrastructural measures. Thus, there is a need 
for the structuring of the required technological capabilities that can be applied in 
practice for the derivation of specific bundles of measures for the implementation of 
CAP. 

Therefore, this paper aims to answer the following research question: “How to 
describe and systematize required technological capabilities to realize connected 
adaptive production?”. 

2 Research Methodology 

The central research question addresses a problem with high practical relevance and 
thus requires an interdisciplinary approach. Against this background, the present 
work is based on the research process of applied sciences according to Ulrich, shown 
in Fig. 1 [12]. This research process consists of seven steps, of which the first five 
are examined in this paper. Step A has already been discussed in chapter “Identi-
fication of Residual Development Efforts in Agile Ramp-Up Production”. Process 
steps B and C are object to Chapters “Modeling Interactions and Dependencies in 
Production Planning and Control an Approach for a Systematic Description” and
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Fig. 1 Methodology of applied science according to Ulrich [12] 

“ARTI-Based Holonic Manufacturing Execution System Using the BASE Archi-
tecture: A Case Study Implementation”, presenting fundamentals and an analysis 
of relevant literature. Finally, Chapter “Bridging the Gap Between Digital Human 
Simulation to Standard Performance with Human Work Design” aims to develop the 
structure for systemizing the required capabilities for a CAP (steps D and E). The 
paper is concluded by a summarizing discussion of the results in Chapter “Interface 
Holons in the BASE Architecture for Human-System Integration in Cyber-Physical 
Systems”.

3 Theoretical Background 

The goal of this paper is to systematize and describe the technological capabilities 
required for the realization of CAP. To this end, fundamentals from the overarching 
topic of Industry 4.0 are presented first, before CAP is elaborated on as a focused area 
of consideration for the present work. The description of the theoretical background 
is concluded by an examination of technological capabilities. 

3.1 Industry 4.0 

The term “Industrie 4.0” has been coined in Germany in 2011 to promote the 
“informatization” of German industry [6–8]. However, this term is not solely tied 
to German industry. At the international level, further initiatives are dealing with 
the same topic of digitally connected industrial production, such as the Industrial 
Internet Consortium in the USA or the Connected Industries Initiative in Japan. For 
all of them, Industry 4.0 is understood as the fundamental transformation of indus-
trial value creation through the emergence of flexible, highly dynamic, and globally
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connected value networks and digital ecosystems [6, 7, 13, 14]. This is enabled by 
the ability of multimodal ad-hoc networking and communication of cyber-physical 
systems and people in real-time. The intelligent processing of mass data in real-time 
offers the possibility of independent optimization of all workflows and processes in 
industrial production [6, 15]. 

3.2 Connected Adaptive Production 

CAP describes a transformation process result in industrial production and refers to 
the digitization and networking of production processes, machines, and plants [16]. 
It is considered as synonymous to the term smart factory [17, 18]. 

The first aspect of the target state of CAP is interoperability through the networking 
of elements such as machines, plants, software systems, control systems, and sensors. 
The objective is to form an end-to-end cyber-physical production system, which is 
a basic prerequisite for the implementation of Industry 4.0 [19]. Interoperability is 
made possible by holistic networking and horizontal and vertical integration [6, 19]. 

Networking in Industry 4.0 breaks down monolithic structures in companies’ IT 
systems and enables the bidirectional exchange of heterogeneous data [6, 16]. This 
provides the foundation for data-based autonomous adaptation to dynamic changes 
and self-optimization [6, 19]. These capabilities of production systems in the CAP 
are reflected in adaptivity as the second aspect of the target state. In the understanding 
of this paper, adaptivity refers to the holistic data-driven optimization approach of 
CAP. The term adaptivity subsumes all applications of intelligent behavior for the 
targeted processing and use of data to generate knowledge, support decisions, and 
feed optimized parameters back into processes via control or appropriate actuation 
[3, 8]. The highest level of adaptivity is continuous and autonomous self-optimization 
[1, 6]. 

3.3 Technological Capabilities 

In human sciences, the concept of capability is closely related to the concept of 
intelligence. A capability enables a certain form of action or interaction with the 
environment, whereby actions are guided by the standards and norms specified by 
the underlying intelligence [20]. Thus, a capability is understood as a possibility, 
created by certain abilities and properties, to fulfill certain functions and to meet 
certain requirements, and perform them when needed. The term technology is tradi-
tionally understood as the knowledge of the technical and scientific goal-means 
relationships for solving technical problems [21]. From the link between technology 
and capabilities, it can be deduced that technological capabilities are those based on 
mastery of a particular technology [22]. In the context of production, the integration 
of technologies into resources generates technological capabilities which are thus
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made utilizable for production. In the CAP environment, data-based technologies 
are used for a data-driven optimization approach. Therefore, data-based technolog-
ical capabilities play an important role in the development of the present paper’s 
model. 

4 Literature Review 

To identify, whether and to which extent the approaches of other authors support 
the addressed research question, their works are subjected to a structured analysis 
in four topics. All the approaches are regarding their suitability for the context of 
this work in general (object area), as well as regarding their suitability to answer the 
formulated research question. A summary of the discussion will be given in Fig. 2 
in the last section.

4.1 Theory of CAP 

Within the examined approaches of Baum et al., Pennekamp et al., Schuh et al. 
(2017), and Schuh et al. (2020), practical use cases and their technological enablers, 
as well as the measures for implementing a CAP in general, are addressed [16, 
17, 23–25]. It becomes clear that far-reaching concepts and technologies for imple-
menting a CAP already exist, but that linking them to form a comprehensive overall 
solution continues to be a challenge [23]. The target state aspects of interoperability 
and adaptivity are mostly addressed only indirectly in the approaches examined 
and, in particular, no concrete technological capabilities for CAP are yet formulated 
and presented in a structured manner using suitable ordering principles to enable 
measures to be derived [16, 17, 23–25]. 

4.2 Approaches for Describing Capabilities for Industry 4.0 

The presented work of Geisberger et al. and Bauernhansl et al. only partially fulfill the 
criteria of the object area, since central technology fields of CAP, such as the digital 
twin or decision making by assistance systems, are not addressed [1, 18]. Instead, 
the approaches described deal with the potentials and challenges of cyber-physical 
systems in manufacturing companies and demonstrate capabilities at a very generic 
level [1, 18]. Furthermore, a structuring of capabilities in both approaches is based on 
criteria from the application context and not in the context of the target state aspects 
defined in the present work [1, 18]. The generic description of capabilities and lack 
of systematization makes it difficult to derive concrete measures with respect to the 
infrastructure in the production environment [1, 18]. Furthermore, it is not addressed
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which basic prerequisites must be created for a CAP and which capabilities are 
required for a holistic optimization approach [1, 18]. The capabilities presented are 
described at a high level of abstraction and are related in particular to the planning 
and control of processes and therefore only partly contribute to the derivation of 
capabilities for the CAP [1, 18].
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4.3 Approaches for Describing Capabilities Related to Target 
State Aspects of Networked Adaptive Production 

The publications of Bayha et al., Bedenbender et al., and Dietel et al. have high rele-
vance for the object area, as they all deal with the realization of connected, modular 
production as a basic prerequisite for Industry 4.0 [19, 26, 27]. It becomes clear 
that good preliminary work has already been done in the context of standardization 
approaches for generating interoperability. RAMI 4.0 has a high practical relevance 
and is used in many approaches as a model for mapping the Industry 4.0 solution 
space to formulate common standards and requirements. Bedenbender et al. and 
Dietel et al. use the RAMI 4.0 as a framework for describing requirements regarding 
interoperability in a networked production [19, 27]. Nevertheless, the object, as well 
as target domain of the present work, are only partially addressed since the approaches 
do not contain a structuring of technological capabilities with regard to the target 
state aspect of adaptivity and a holistic data-driven optimization approach. 

4.4 Approaches for Systematic Introduction of Industry 4.0 

The publications of Schuh et al. and Anderl et al. deal with the systematic introduction 
of Industry 4.0 in manufacturing companies [6, 11]. The approach of Schuh et al. 
is highly consistent with the object area, as the implementation of Industry 4.0 is 
explained based on a comprehensive description of the topic and the capabilities 
to be built up. The presented structure enables a stepwise implementation along 
maturity levels. Anderl et al. develop a step-by-step guide for the introduction of 
Industry 4.0 with a focus on the methodology rather than the content. The primary 
goal is the development of new business models [11]. Both approaches support the 
systematic introduction of Industry 4.0, however, the target state aspects of CAP 
are only indirectly addressed. Thus, the systematization presented is not suitable for 
the present work. Furthermore, both works describe capabilities on a generic level 
and are therefore not suitable for deriving specific measures. Due to their broad 
scope of consideration in the field of Industry 4.0, the two approaches serve as an 
orientation for the model development. Nevertheless, capabilities must be formulated 
in a significantly higher level of detail with regard to the objective of this paper. 

4.5 Overview on Examination of Existing Approaches 

Existing approaches have been systematically examined regarding the above-defined 
criteria. Figure 2 summarizes the discussion described in Sects. 1–4.
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Based on the examination of approaches shown in section B., it has to be concluded 
that no suitable approach exists to date for systematizing the technological capabil-
ities required to implement a CAP and thus for answering the overarching research 
question [1, 6, 11, 16–19, 23–27]. Existing approaches to CAP or related topics focus 
primarily on single, very specific areas of consideration at a high level of detail or 
illuminate several topic areas at a more abstract level. As a result, either a complete, 
broad consideration of the topic or an appropriate level of detail for deriving rele-
vant and non-trivial measures is missed. In addition, there are isolated approaches 
that make proposals for standardization concerning the target state aspect of inter-
operability. However, there is a lack of embedding this in the overall context of the 
CAP as well as of the standardized description of necessary capabilities for a holistic 
data-driven optimization approach in the sense of adaptivity. In particular, there is 
no approach, which holistically systematizes technological capabilities with a high 
level of practical relevance and thus supports the formulation of specific measures 
for the implementation of a CAP. 

5 Results 

The central area of consideration of the present work is the CAP. Due to the breadth 
and technological complexity of the topic, manufacturing companies often lack a 
deeper understanding and are challenged by the systematic implementation of CAP. 
The elaborated model is therefore intended to support manufacturing companies in 
the practical implementation by systematizing the technological capabilities required 
to realize a CAP. Therefore, those capabilities need to be described in a form that 
can be operationalized on the one hand, and is generic on the other hand, to ensure 
that targeted measures can be derived, and the model can still be applied across 
manufacturing companies. 

5.1 Derivation of Model Structure 

In the understanding of the present work, systematization includes the structure and 
classification of the model contents based on an ordering principle [28]. This ordering 
principle should have a high degree of realism to satisfy the model requirements. 
Therefore, the model formation takes place in analogy to the VDI guideline 2221 
for the solution of complex problems [29]. In this sense, the overall problem is first 
broken down into subproblems and a solution is then elaborated from the rough to 
the detailed according to the theory of systems engineering [30]. 

In Chapter “Modeling Interactions and Dependencies in Production Planning and 
Control an Approach for a Systematic Description”, the target state of CAP has 
already been presented as decomposed into the aspects of interoperability and adap-
tivity. The networking of production system participants to generate interoperability
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Fig. 3 Two-step model structure for systematization of technological capabilities for the connected 
adaptive production 

is a basic prerequisite for a smooth and automated flow of information [17]. Only 
through interoperability, a workable production system can emerge in the sense of 
Industry 4.0 and provide the infrastructure for a holistic data-driven optimization 
approach, which is reflected by the aspect of adaptivity. Thus, interoperability is 
a prerequisite for adaptivity. Against this background, two consecutive descriptive 
models are proposed, which reflect in detail the required data-based technological 
capabilities for realizing the two target state aspects of interoperability (model 1) 
and adaptivity (model 2) of the CAP (cf. Fig. 3).

The generation of an interoperable and modular production system for the 
exchange of data, services, and capabilities in the considered area of production 
is a necessary basic requirement for the realization of adaptivity. Thus, it must be 
carried out in the first step. The interoperability sub-model presents the required 
capabilities. Only if involved products or production units possess those capabili-
ties, the second step of adaptivity can be focused on. Moreover, the interoperability 
capabilities are required for an understanding of the further ones in the adaptivity 
model. 

Building on the infrastructure created in model 1, capabilities for the practical 
implementation of applications in the sense of Industry 4.0 can be derived. This 
happens in the second step with the help of the adaptivity sub-model against the 
background of the individual objectives.
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5.2 Characterization of Sub-Models 

Interoperability is an important basic prerequisite for Industry 4.0, thus the capabili-
ties in the first model form the basis for the explanations in the second model. In the 
following, the two constituting models are presented in further detail. 

5.2.1 Description Model of the Capabilities for Interoperability 

The first description model specifies data-based, technological capabilities for real-
izing the target state aspect of interoperability. The organizing principle of the first 
description model is derived from the vertical axis “layers” of the Reference Archi-
tecture Model 4.0 (RAMI 4.0) to classify the identified technological capabilities 
[31]. The structuring of the capabilities for interoperability, based on the RAMI 
4.0, enables a high degree of realism. In addition, the recognition of the RAMI 4.0 
in practical application contributes significantly to the understanding of the model 
contents [31]. Thus, this model is considered as a well-suited framework for the 
interoperability model. Figure 4 gives an overview of the model structure which will 
suit as a framework for the elaboration of specific capabilities in future work of the 
authors. 

In the understanding of the present work, the CAP represents a network of modular 
participants in the form of intelligent and interconnected production units and prod-
ucts. The technological capabilities listed in the first description model are inherent 
capabilities which all participants must possess to participate in the CAP network. 
The capabilities, therefore, do not refer to a specific use case but reflect in their 
entirety the fundamental capability of the participants in the production network 
to establish the state of interoperability. Exemplary, a capability of a production 
unit on the information layer could be “Industry 4.0 sematic and syntax”. Overall,

Functional Layer 

Information Layer 

Communication Layer 

Integration Layer 

Asset 
Layer 

Business Layer 

RAMI 4.0 Layer 
Capabilities of 

Intelligent 
Products 

Capabilities of 
Intelligent 

Production Units 

Fig. 4 Framework structure for interoperability capabilities [31] 
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the systematic description of data-based, technological capabilities provides a clear 
representation of the required capabilities for interoperability for transfer to corpo-
rate practice. The generic model structure and description of the capabilities also 
allow the model contents to be reused across companies by different users. 

By describing data-based, technological capabilities with a high level of detail, the 
first description model offers a cross-company user group a suitable tool for gener-
ating an interoperable infrastructure in the production system under consideration. 
To this end, users can compare the technical specifications of individual production 
units or products and the associated capabilities with the required capabilities in 
the description model and derive corresponding needs for action. Interoperability 
enables the cross-domain exchange of data and thus provides the basis for the real-
ization of a holistic data-driven optimization approach based on the capabilities in 
the second sub-model. 

5.2.2 Description Model of the Capabilities for Adaptivity 

The second description model describes data-based, technological capabilities for 
realizing the target state aspect of adaptivity. In contrast to interoperability, adap-
tivity is not assigned a specific condition, but it concerns rather differently complex 
applications of intelligent behavior in production for the realization of a holistic 
data-driven optimization approach. The organizing principle of the second descrip-
tion model consists in the derivation of a step-by-step path of data in the CAP from 
raw data to enriched and usable information as well as the further division of the steps 
into topic-specific design fields. In the following, different approaches to defining 
the data flow are introduced. 

According to Brecher et al., the path of data begins with the collection of data in 
the production environment and other data-carrying systems. The data is then made 
available via suitable interfaces and middleware to further processing systems for 
data processing, modeling of the digital twin, and finally targeted output by assis-
tance systems [17]. Kiesel et al. specifically define the seven topic areas of “sensor 
systems & data acquisition”, “interfaces & connectivity”, “data synchronization & 
middleware”, “data modeling & data analysis”, “digital twin in the product lifecycle”, 
“cloud systems & IT architecture”, and “digital business models” for the CAP. Topics 
1–5 are oriented in chronological order to the path of data in the CAP, while the latter 
stand for the use of modern information and communication technology solutions as 
well as the development of data-based business models [32, 33]. Bitsch introduces 
five levels of digital shopfloor management for the efficient processing, management, 
and use of large heterogeneous data volumes in the context of Industry 4.0. These 
include the acquisition, storage (of unstructured data), processing, storage (of struc-
tured data), and presentation of data [34]. The approach of Meinel et al. includes a 
simplified taxonomy of data-based technologies on a so-called smart data platform 
[34]. This taxonomy presents further potential building blocks for the definition of 
data flow steps and the subsequent design fields.
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Overall, based on a comprehensive analysis of the previously listed approaches, 
the definition for the steps of data flow and the underlying design fields is derived [17, 
32, 34, 35]. Due to its high practical relevance, the definition of a uniform data flow 
enables the capabilities to be presented in a comprehensible and structured manner. 
Figure 5 displays the defined data flow, as well as the design fields which allow a 
further classification of the adaptivity-related capabilities.

The capabilities listed in the second description model are not those of individual 
participants in the production system as in the first sub-model but refer to a composite 
of data-based technologies in information systems and technical resources from the 
production environment. An exemplary capability in the design field of Distributed 
Intelligence within the Data Processing (step 5) could be “Decentralized and contin-
uous pre-processing of data with low latency”. The systematic description of the 
required data-based, technological capabilities for the realization of adaptivity is 
intended to provide the user group with a comprehensive solution space of capabili-
ties for transfer to business practice. This should simplify the derivation of individual 
measures for the practical implementation of CAP. 

In contrast to interoperability, adaptivity does not describe a specific state, but 
rather subsumes all applications of intelligent behavior using data-based technologies 
in order to realize the holistic data-driven optimization approach of the CAP. Against 
this background, the second description model offers a structured framework for 
potentially required capabilities to a cross-company user group, which can be used 
to derive situation-specific bundles of measures. The specific capabilities depend
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case-specifically on the objective regarding the optimization goal or the application 
to be implemented in the sense of Industry 4.0. 

6 Conclusion 

The CAP as the central area of consideration of this paper is understood as a 
fundamental transformation of industrial production using Industry 4.0 technolo-
gies. This enables a holistic data-driven optimization approach and fosters cross-
domain collaboration along the order-to-delivery process. Based on this under-
standing, interoperability as a state of connected and modular production systems 
and adaptivity as an umbrella term for applications of intelligent behavior in produc-
tion for the value-creating use of data were defined as the two central target state 
aspects of the CAP. With this subdivision, a model was designed with the help of 
systems engineering, which supports manufacturing companies in deriving specific 
implementation measures by systematizing the capabilities required for a CAP. 

The contents presented in the first sub-model are to be understood as the required 
inherent capabilities of each participant in the network of a CAP and serve to generate 
a workable production system in the sense of Industry 4.0. By building up the capabil-
ities, distributed intelligent production units and products can communicate with each 
other, enabling flexible and dynamic planning as well as control of production. The 
model thus enables a user group to derive action requirements for establishing inter-
operability by comparing the model contents with the already existing technological 
capabilities in the specific consideration of individual production units or products. 
Based on realized interoperability in production, the second sub-model describes the 
technological capabilities for realizing the target state aspect of adaptivity. The model 
contents presented are to be understood as the required capabilities of the infrastruc-
ture in the production environment to enable the holistic data-driven optimization 
approach of a CAP. The model provides a structured solution space to a user commu-
nity as a tool to derive required capabilities when implementing targeted applications 
in production. The structure of the capabilities presented generates an infrastructure 
of data-based technologies and thus enables the practical implementation of the 
vision of Industry 4.0 in the production environment. 

Systematization of the capabilities consists first of all in their differentiation 
regarding the target state aspects of interoperability and adaptivity. The further struc-
turing of the capabilities in the first sub-model based on the vertical levels of RAMI 
4.0 enables a clear differentiation as well as an application-oriented description of 
the individual capabilities at a high level of detail. The structuring of the capabilities 
in the second sub-model based on the steps in the data flow as well as the analytically 
derived design fields within the steps enables a clear thematic structuring. This leads 
to a clear differentiation of the individual capabilities through a high degree of corre-
spondence of the model contents with the observable reality. Altogether, both models 
show a suitable and application-oriented systematization for capabilities and permit
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by the generally valid model structures transferable applicability for an enterprise-
spreading circle of users. The model structure will serve as a basis for further works 
of the authors and provides the framework for the allocation of specific capabilities. 

With the model developed, the initially formulated research question “How to 
describe and systematize required technological capabilities to realize connected 
adaptive production?” can finally be answered. 

Overall, the developed model helps manufacturing companies to systematically 
build a CAP, which creates added value by exploiting data from the production 
environment to support decision-making and the development of data-driven business 
models. In addition, data from the CAP can be made available quickly across domains 
via suitable interfaces, and thus contribute to a holistic optimization of processes 
across different functional areas and an increase in the value-added. 
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Abstract The Covid-19 pandemic has been influencing every aspect of the global-
ized world since its outbreak. Not only is the economic environment changing rapidly, 
but also global Higher Education (HE) is facing a disruptive change. The way students 
are educated and knowledge is transferred and perceived had to be adapted, leading to 
Emergency Remote Teaching (ERT). Along with the challenges of the ever-changing 
demands in HE engineering education as a result of digitalisation and Industry 4.0, a 
new approach to educating future engineers is required. The Covid-19 pandemic has 
put further pressure on the education system and created new obstacles. However, 
did something good come out of this pandemic in regard to engineering education? 
Did students acquire skills which might help them to become better engineers in 
the future? What happened to the teaching skills of university staff? Did the ability 
to manage a crisis and adapt to new circumstances improve teaching? What kinds 
of setbacks were experienced? This paper draws on engineering student and staff 
survey data from Stellenbosch University, South Africa and Düsseldorf University 
of Applied Sciences, Germany. The survey takes a holistic approach and considers 
the incontestable relationship between three key facets of the educator’s mandate: to 
facilitate the development of knowledge, citizenship and skills, by providing cogni-
tive, affective and systemic support aligned to the ‘knowing, being, doing’ dimen-
sions of the curriculum. The survey then sought to determine how ERT has affected 
academics in their professional, personal and practical lives. These responses were 
analysed using the three support dimensions of academic work, cognitive, affective 
and systemic. The generated data was then analysed to reveal key insights into both 
shared and differing challenges and successes across the North–South divide, through 
the lens of Hofstede cultural dimensions.
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1 Introduction 

Educating future engineers has not only been a challenge due to Covid-19 since 2020, 
but also due to the societal, industrial and engineering changes in recent years. There 
is increasing demand to adequately prepare engineering students for digitalisation and 
Industry 4.0, where interdisciplinary knowledge is crucial. This increase is evidenced 
in rising numbers of publications, conferences and funding [1, 2]. The Covid-19 
pandemic offers an ideal opportunity to interrogate to what extent staff and students 
in engineering faculties are equipped to engage in the information communication 
technology (ICT) space, given the rapid move to online and remote teaching, learning 
and assessment. 

Several themes have emerged within literature about higher education responses 
to Emergency Remote Teaching (ERT) [3]. These include the adaptation of online 
learning materials, communication systems and platforms, as well as early lessons 
such as the importance of clear and transparent communication from the university to 
students [4]. Broadly speaking, educators are responsible for the holistic support of 
students in three domains: cognitive, affective and systemic [5]. In other words, they 
are required to support the ‘knowing, being and doing’ of learning by providing access 
to a wide range of knowledge, learning experiences, and systems of engagement. 

ERT saw faculty members responsible for the quick redesign and adjustment of the 
curriculum and learning, while having to adapt to new technologies and platforms. 
The challenge was how to best teach in the new virtual format where students do not 
react or respond in the same way as before. Here, regular feedback from students 
has been extremely helpful [6]. From a systemic perspective, literature suggests 
that the different learning modalities require specific planning, student autonomy 
and flexibility [4]. A popular strategy has been the ‘flipped classroom’ mode, with 
asynchronous and synchronous online sessions. A major systemic constraint in the 
global context has been inequitable access to devices, data and connectivity [7], 
despite state or university interventions [8]. 

Challenges for educators were the development of digital literacy/fluency and 
netiquette, the management of student expectations as well as resolving technical 
difficulties on an ongoing basis [4]. Despite state and university crisis manage-
ment strategies, nobody was completely prepared for the pedagogical challenges 
that resulted from teaching remotely during a crisis. 18 months down the line, we 
have evidence of a greater focus on the affective consequences, such as the impact 
of working from home and increased workload on well-being [9], the need to show 
compassion, a sense of humour [10] and care for students, and designing responsive 
teaching strategies. 

For engineering education specifically, one “of the main issues raised by industry 
… (is) that many university graduates lack skills which complement their technical
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knowledge, such as problem solving, teamwork and the ability to adapt to change” 
[11]. As one possible solution for this lack of skills, Problem-based Learning (PBL) 
and Project-based Learning (PjBL) in Science, Technology, Engineering and Mathe-
matics (STEM) has increasingly been adopted. PBL (and PjBL) means that students 
are given an understanding of the topics by solving “real-world, open-ended problems 
(or projects), mostly in groups”, to give them a feeling for later work experience in 
industry. These strategies are constructive, self-directed, collaborative and contextual 
[11], requiring ‘inductive’ teaching, as opposed to the traditional ‘deductive’ style 
where students merely listen and memorize without having the ability to apply it to 
real world problems [12]. The aim of strategies such as PBL and PjBL is to develop 
the communication, leadership and teamwork skills, and lifelong learning attributes 
necessary for a changing industrial environment [13]. However, staff need support 
and training in implementing inductive teaching methods [14] and practice-oriented 
learning [15], which have been particularly difficult to implement during ERT. 

The Covid-19 pandemic has significant implications for engineering education, 
given the requirements of industry for our graduates to be flexible problem solvers, 
technically equipped and capable of dealing with complexity. The current era marks 
a key moment to reflect on the relationship between engineering education and 
employability. This paper considers three questions:

· What is the core of good engineering education to support the progression of 
smart, sustainable and competitive manufacturing?

· How did the Covid-19 pandemic influence engineering education for students and 
teaching staff in South Africa and Germany in higher education (HE)?

· How did both developments change the design of future engineering education 
curricula and their focus? 

To formulate answers to these research questions, the engineering faculties of the 
University of Stellenbosch (SUN) as well as the Düsseldorf University of Applied 
Sciences (HSD) collaborated in collecting and analysing data for a North–South 
perspective on the future of engineering education. The questionnaires and eval-
uations come from different channels and could therefore unfortunately not be 
standardised. However, the results provide a good basis for a first analysis. 

2 Theory and Methods 

The collaborative project has adopted a mixed-methods, interpretative approach to 
analysing staff and student responses to questions around the shift to ERT in both the 
German and South African institutional contexts. Methodologically, the Cognitive-
Affective-Systemic (CAS) model has been used as a broader analytical framework 
to categorise staff and student survey responses in order to compare the types of 
questions in the two different research sites. 

These data are then interrogated using Hofstede’s cultural dimensions to illumi-
nate contextual and cultural differences.
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2.1 Hofstede’s Cultural Dimensions 

In collaborating on a Global North-South review of the potential for identifying enabling 
Industry 4.0 development factors that have potential implications for technology-driven 
work, such as manufacturing, some models such as Hofstede’s cultural dimensions may be 
useful [16, 17]. Although critiqued for not taking specific contextual factors into account, 
Geert Hofstede’s research on organisational culture, economics and management is an often-
used source for corporate training programs and research and has been used to evaluate 
student—of 69 nationalities—academic performance and social integration at a university 
[18]. His cultural dimensions model is based on data collected in the 1980s from global 
IBM employees, and has been expanded over the past decades to include 76 countries [16]. 
The data has been validated through research to include statistics such as the gross national 
income and its share with poorer nations, saving rates and the sticking to legal obligations 
and will therefore be used for a first phase analysis. However, a critical view on the limitation 
of Hofstede’s research, such as the reliable scale for the culture dimensions at the level of 
individuals or organizations should not be excluded [19]. 

His studies on national and regional differences between societies and organisa-
tions generated a model with six cultural dimensions [16, 17]:

· Power Distance measures the degree to which a society accepts and expects an 
unequal (hierarchical) distribution of power. It illustrates the dependence relation-
ship between less powerful members of institutions and organisations and those 
in positions of authority.

· Under Individualism versus Collectivism, the relationship between the indi-
vidual and the group is analysed as well as the degree of interdependence within 
the society, and how obligation and loyalty are perceived.

· Feminism versus Masculinism relate to how closely society expects traditional 
gender roles to be followed by its members. In a masculine society, men are 
expected to be more assertive and competitive, measuring success by wealth and 
status, while women are expected to be modest, cooperative, and focused on 
quality of life. Feminine societies do not associate such qualities with particular 
genders.

· Uncertainty Avoidance shows how societies deal with uncertainty and ambiguity 
and how they try to manage situations. Are they more control-oriented or are they 
able to just let the future happen?

· Long Term versus Short Term Orientation displays how a society is dealing 
with the past, present and future and if they are stuck with traditions or follow a 
more pragmatic approach in their decisions.

· Indulgence versus Restraint describes the extent a society can control desires 
and impulses based on their socialization. 

The theories will be used to interpret some of the findings of the questionnaires 
from SUN and HSD as well as for future research on that matter.
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3 Germany 

3.1 Teaching Staff Survey 

The questionnaire which was conducted at HSD in January 2021, encompassed 122 
responses from professors, research assistants and lecturers from all faculties. The 
main idea is to obtain a more realistic view on how the first two semester online 
were perceived by the ones overseeing the teaching. Questions were focused at (1) 
Experience in digital teaching, (2) Challenges due to the new teaching environment, 
and (3) Changes in learning objectives and examination methods. 

From a systemic perspective, more than 54% had no experience with digital 
teaching before, but after two semesters 74% felt well trained in digital teaching. 
When being asked how they coped with shift from onsite to online teaching, 76% of 
the teaching staff either handled it OK or good. However, a lack of the right tech-
nical equipment (70%), the redesign of course material and more time necessary 
to communicate with colleagues and students were seen as challenges that led to a 
higher workload (50%). 

Teaching was mainly online live (85%), followed by live exercises online (61%) 
using Microsoft Teams (88%). Further teaching material, such as the script (58%), 
additional text material (69%), audios (23%), videos (31%), podcasts (9%) and links 
to the library (70%) and other internet sources (52%) was offered via an online-
learning platform Moodle (70%). In general, it was said, when combining live online 
teaching together with the mentioned asynchronous tools lead to a successful fulfil-
ment (61%) of the targeted teaching goals. However, group work, laboratory experi-
ments, debating and other practical exercises were named as not possible to perform 
with the available tools. 

Further responses demonstrate a more cognitive focus. Some of the teaching staff 
(36%) partly changed all the learning objectives as well as the examination methods 
(43%) due to the Covid-19 pandemic. The results of the exams have been slightly 
poorer (18%) but mainly did not change at all. 

In the affective domain, staff report that social contact was missing and that 
communication with students was difficult, as they were harder to read, without 
being in personal contact. However, more than 88% of the responses said that there 
was a (strong) interaction, which took place in chats, discussions after and during 
the course, break-out sessions, surveys and direct video calls. The willingness from 
the students to interact was evaluated as good (26%) or very good (13%) from the 
teaching staff. 

However, 61% of students were partly active or not active at all, also showing 
the problem of not being able to reach everybody and leading to teaching staff being 
only partly satisfied with the general interaction. The reasons given were that often 
no camera or microphone was used to interact. This is due to a possible psychological 
barrier, especially when classes have high numbers of participants. Low motivation 
was also named as a possible answer. More than 65% of the teaching staff said, that 
they often tried to motivate the students to study the provided material in advance
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and to use the online lecture for questions etc. The result was rather sobering, with 
only 33% of students recognized to follow that suggestion. 

In general, the teaching staff suggested that there should be further trainings on 
digital competencies in the future including a more enhanced IT support. However, 
the idea of also offering online exam after the pandemic is interesting. 

3.2 Student Survey 

After the first online summer (August) semester 2020 a short student survey on the 
online lecture was conducted in the department of mechanical and process engi-
neering of HSD. 214 students took part in the questionnaire. When being asked if 
only online teaching would be an option, 39% of the students disagreed. Interestingly, 
the majority (43%) thought that a mix of online and onsite teaching could be an idea 
for the future. Only 18% of the participants were satisfied with a fully remote way 
of teaching. In contrast, 39% said that they would not want to have online lectures 
only and 43% were between these two viewpoints, saying they could accept a partly 
remote teaching style, where a few lectures are taught online and the rest on site as 
usual. The second question allowed free-text answers which then could be divided 
into Knowledge transfer; Teaching intake; Social aspects; and Other topics. 

In the first category, the students had concerns regarding the communication 
between them and the teaching staff. Asking a question and receiving an answer 
during lectures seems to be more difficult in an online environment as well. Further-
more, for certain subjects, the practical aspect, such as experiments, is missing. 
Other problems include lack of access to the university laboratories and more suit-
able laptops than the ones students have at home. The second category is dealing 
with the student’s intake of the taught material. Here the students mostly reported that 
their personal discipline and their motivation to study and participate is not as high as 
during normal times with onsite lectures. The second to last category deals with the 
social component and the lack of social contact with teaching staff and other students 
in their field of study. Especially for students starting off their study in these times, 
meeting new people while just having online classes is very difficult. In addition to 
that, not knowing the teaching staff in person can also hinder communication. In the 
last category students mostly criticized the formalities of online teaching, such as 
not having the right equipment or a good internet connection to participate in online 
classes. Further, field trips and an insight into different companies are missing. In 
the end, students also claimed that their orderly daily routine is missing with only 
online lectures. 

However, online lectures can also be beneficial students noted because recorded 
lectures such as videos allow them to re-wind and fast forward to new points and 
topics or listen to information again. A disadvantage was the use of different platforms 
for online teaching; students can easily get confused on how and where to contact the 
lecturer when there is no consistent approach. Differences in the quality of internet 
connection and how teaching staff handled the equipment as well as platform lead
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to problems during the lecture and students missed certain content or had problems 
understanding. 

4 South Africa 

4.1 Teaching Staff Survey 

The South African Society for Engineering Education (SASEE) conducted an anony-
mous, qualitative survey across all national members in September 2020. This 
research formed part of a Stellenbosch University Faculty of Engineering Impact 
Evaluation project. 60 qualitative responses were received from engineering faculty 
management, lecturers and postgraduate students in lecturing or tutoring roles, 
comprising 20,000 words of narrative data. In addition to the survey data, a SWOT 
analysis was conducted in May 2021 of the faculty engineering academic feedback 
via forums and semi-structured interviews. The combined data are used to compare 
results to those in the German study. Both surveys focused on changes in the envi-
ronment due to ERT, adoption of ICT platforms and strategies, as well as perceived 
challenges and successes. 

The key themes that emerge from the staff survey are initially systemic, concerning 
digital fluency, access to equipment, data and devices, and the workload implied 
by the changes to learning material. As can be seen in Fig. 1, although relatively 
equal percentages of positive versus negative perspectives on systemic issues like 
digital fluency and communication systems are reported, it is clear that practical 
access to equipment, data and ICT infrastructure represented a major constraint to 
72% of all respondents. The national survey indicated the vast range of platforms 
and communication systems being used across the different institutions, but most 
lecturers indicated a major concern with student levels of digital fluency [7], poor 
forum engagement, and lack of equitable access to the internet.

The faculty teaching strategy during the first phase of lockdown was standardised 
as the asynchronous provision of recorded lectures via the Moodle-based Learner 
Management System (LMS), with synchronous MS Teams tutorial sessions and peer 
learning engagement via forums. 

From a cognitive support perspective, all practical-dependent subject areas 
required significant redesign, primarily as more theory-focused, conceptual projects. 
All staff respondents report a significant increase in workload. The relaxation of 
lockdown regulations saw a shift to an Augmented Remote Teaching, Learning and 
Assessment (ARTLA) model. From 2021, students were able to attend one contact-
based session in smaller groups per subject per week. These sessions were generally 
a replacement for the synchronous online tutorials or practical, equipment-based, 
laboratory sessions.
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Fig. 1 SA staff perception of ERT impact

By May 2021, staff feedback as part of the faculty SWOT analysis indicates a 
shift to affective concerns around well-being, mental health and burnout, in relation 
to serious concerns around systemic and affective student engagement. 

4.2 Student Survey 

After the first full year of ERT and ARTLA, an anonymous faculty-wide survey of 
all Undergraduate (UG) and Postgraduate (PG) students (n = 4000) was conducted, 
primarily to determine how students are coping with academic stress. 733 responses 
were received, and data from questions on ‘what do you find most stressful?’ and 
‘recommendations for the faculty’ have been used in this paper. 

Across the board, the majority of the UG and PG students report systemic 
challenges such as ‘information overload’ and the navigation of multiple, non-
standardised forms of communication: LMS announcements, group emails, subject 
forums and individual lecturer-student emails. In the South African context, large 
classes are the norm, so class sizes range from 100 to 1000, with staff generally 
responsible for up to 350 students. As in the German study, it is evident that students 
find it difficult to ask questions in the online spaces. For those students with sufficient 
access, the ability to stop and rewind lectures has been indicated as positive. 

One area of particular focus in the faculty case study is the affective impact of 
tertiary education under ERT/ARTLA conditions. Students report feelings of depres-
sion, lack of motivation, lack of support and being overwhelmed. What is particularly 
evident is the second-year students’ lack of the traditional network they would have 
established in their 1st year.
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Equally problematic across the national landscape is the level of digital fluency 
of staff. Student feedback in the faculty case indicates that different staff have been 
using different platforms or approaches, and that the quality of presentation differs. 

5 Discussion 

The German and South African results show commonalities with respect to the 
systemic, cognitive and affective implications for both students and staff in response 
to ERT. 

Systemic Significance of infrastructure in context: Availability of stable and fast 
network services, as well as equipment that can support online learning is critical in 
supporting learners and teaching staff. Furthermore, staff would benefit from training 
and technical support for the online learning environment. 

Cognitive The longer-term impact on cognitive growth and learning has yet to be 
determined. Early indications from the SA PG data do suggest that students with 
adequate systems and affective support are demonstrating improved independent 
and peer learning, as well as responsive and innovative approaches to their research. 

Affective Lack of social interaction, in and outside of the classroom, led to feelings of 
isolation and lack of motivation, presenting significant challenges to learning. Inno-
vative approaches to promoting engagement in the online space had some success, 
but cannot replace the in-person experience. 

When considering Hofstede’s cultural dimensions for a first analysis, differences 
between South Africa and Germany can be found under the Long-Term Orientation, 
Indulgence and Uncertainty Avoidance dimensions, as well as a smaller difference 
under the Power Distance dimension [17]. 

Reflecting on these differences, the following points have been noted (Fig. 2):

Power Distance (PD) South Africans are more hierarchically accepting than 
Germans. This can be explained by considering that Germany has a strong and estab-
lished middle-class that expects to be consulted and participate in decision-making, 
while South Africa has one of the highest Gini inequality indexes in the world [20]. 

Long-Term Orientation (LO) Germans have a more pragmatic orientation, which 
often proves to facilitate the adaptation to new situations. Whereas South Africa is 
seen to be more normative, respecting and following tradition. 

Indulgence (I) South Africans tend to be more optimistic, have a positive attitude 
and are more impulsive. 

Uncertainty Avoidance (UA) Germans have a higher tendency to avoid uncertain-
ties and they prefer to compensate for higher uncertainty by creating a structured and 
regulated environment. South Africans are less expecting of a regulated environment 
and prefer to be left to their own devices.
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Fig. 2 Hofstede’s cultural dimensions on South Africa and Germany [17]

These dimensions have been translated into the potential implications for 
engineering education, based on the results of this study. 

Students’ reliance on systemic structure for learning has implications for the 
long-term development of necessary innovation and adaptability competencies. In 
Germany, there was a strong drive from the teaching staff for the institution to create a 
set of rules and regulations (high UA) in order to structure the learning environment. 
In South Africa, students expected to be instructed by their lecturers on what to 
do (high PD). There were differences in how UG and PG students responded to the 
change in learning environment, both in South Africa and Germany. Less experienced 
UG learners struggled to structure their own time and learning (I) when there was a 
lack of structure in their environment (low UA), whereas PG students enjoyed the 
freedom of being able to structure their own time and learning (low PD). 

Both in Germany and South Africa, staff reported an increased workload asso-
ciated with a steep learning curve in becoming familiar with and competent using 
online learning platforms and approaches. Both environments benefitted as standard-
ised procedures for online engagement and platforms were established institutionally 
(low UA, high PD). South Africa and Germany both have slightly higher individ-
ualism indices and societies that align more with masculine characteristics. There 
was a balanced approach to meeting the needs of the group (students and staff) with 
a drive to provide the tools required for success.
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6 Concluding Comments 

The research team is fully aware of the fact that the design of experiments used for this 
paper does not lead to a fully representative study due to the already mentioned points 
of criticism. However, the team from South Africa and Germany plans to set up a 
common research project in the future. This shall include some questionnaires, more 
students and more researchers involved. With regard to the teaching staff as well as the 
student skills and whether the challenges posed by the Covid-19 pandemic improved 
the skills on both sites, a long-term analysis including the time after the pandemic 
is needed. Further, the assumption made by Hofstede on cultural dimensions and 
the evaluation of South Africa and Germany shall be extended to further studies 
(Schwartz, Trompenaars, Globe, Lewis, etc.) and compared to the contemporary 
experience and further evaluated. This will provide structure for further research in 
this regard. 

When considering the conference topic “Competitive Manufacturing” it is essen-
tial to note that successful engineering education is the foundation to meeting the 
needs of our future. The ongoing changes due to Industry 4.0 as well as the rapid 
adaptations made because of the Covid-19 pandemic showed that engineers need 
more than only technical expertise. Technological knowledge is critical, but also 
the ‘broader’ competencies, the so-called “Soft-Skills” are essential for educating 
prosperous engineers for the twenty-first century and handling challenges. 
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Typology and Implications 
of Equipment-as-a-Service Business 
Models in the Manufacturing Industry 

L. Holst and V. Stich 

Abstract In the manufacturing industry, technological developments around cyber-
physical systems create completely new possibilities for generating value for 
customers. An essential part of these developments are Equipment-as-a-Service 
(EaaS) business models, which promise growth with existing customers even in 
saturated markets and in which the interests of manufacturers and providers are 
aligned. However, different types of EaaS business models must be differentiated in 
manufacturing industry, especially with regard to the risk transfer from the customer 
to the provider. In this paper, a typology for different EaaS types is developed based 
on grounded research. Furthermore, practical implications are derived that should 
help with the necessary EaaS transformation, that has been previously outlined by 
the EaaS typology. 

Keywords Equipment-as-a-Service · Industrial subscription ·Manufacturing 
industry · Typology 

1 Introduction 

The Covid 19 crisis once again showed the world its natural limits. For individ-
uals and companies alike, the ability to adapt to radically changing environmental 
conditions became a decisive survival criterion [1]. Covid-19 thus accelerated two 
global industrial trends to an unexpected extent: on the one hand, the need for consis-
tent digitization of existing value creation activities [2], and on the other hand, the 
paradigm shift in industry caused by the increased scarcity of resources, from the 
“throwaway economy” to a circular economy geared to the conservation of resources.
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The manufacturing industry has also been dealing with the digitalization of existing 
value creation activities in the course of Industry 4.0 for several years [3]. 

However, despite the in some cases considerable investments in the development 
of digital infrastructures and forecast annual revenue increases of 2.5 percent on 
average as a result of digitization or Industry 4.0 in 2014 in Germany [4], no break-
through in business with digital solutions is yet discernible across the board in 2020 
[3]. According to Schuh et al. the lack of monetarization of digitization in mechanical 
and plant engineering is primarily due to the focus on product innovations while at the 
same time adhering to the existing, transactional business model based on the prin-
ciple of “money for products” or “money for service hours” [3]. However, differenti-
ation in the competitive environment of the manufacturing industry is increasingly no 
longer taking place solely through innovations in products and their functionalities [5] 
but rather through the ability to monetize the usage phase of smart, connected prod-
ucts via Equipment-as-a-Service (EaaS) business models or synonymous Industrial 
Subscription business models [6, 7]. 

EaaS business models consist of four main fundamentals [7]: 

1. Recurring revenue mechanisms such as pay-per-use or pay-per-outcome. 
2. A value proposition geared to individual customer success (e.g. increasing 

productivity). 
3. Digital performance systems networked via the Internet of Things, consisting of 

integrated bundles of products, services and software. 
4. Long-term customer relationship based on a trustworthy partnership. 

In an EaaS business model a customer pays constantly for the solution provided, 
not for the machine itself. Thus, the provider has to bear the financial risks by interim 
financing high-valued physical assets. Through a contractual link and recurring 
payment flows (e.g., pay-per-use, pay-per-outcome, etc.), the providers’ interest in 
enabling the customer to use the resources more efficiently and effectively increases 
due to the assumption of various risks. 

The technical requirements for EaaS are digital, continuously improving product-
service-systems consisting of products, financial and industrial services, software 
and, where applicable, consumables, which are provided to ensure and enhance 
customer performance [7–9]. EaaS are beneficial in certain financial, performance 
and risk criteria for the provider as well as for the customer but come along with 
certain disadvantages. 

Table 1 shows important advantages and disadvantages of EaaS business models 
for manufacturing companies from a provider and a customer perspective [6, 7].

However, there are various types (implying various combinations of advantages 
and disadvantages) of EaaS in the industry that have not yet been fully differentiated 
[3]. A typology is supposed to help better understand the complexity of EaaS in the 
manufacturing industry to shorten the design of a company specific EaaS business 
models. Therefore, the first research objective is to characterize the most impor-
tant types of EaaS. Furthermore, EaaS completely change the way companies must 
operate to generate revenues. Therefore, the second research objective is to derive 
overarching implications for purposeful EaaS transformation.
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Table 1 Advantages and disadvantages of EaaS business models in the manufacturing industry 
based on [6, 7] 

+ − 
Provider • Growth with existing customers

• Differentation, no price competition
• Risk transfer from customer
• Transformation necessity in almost all 
areas 

Customer • Opex instead of Capex
• Risk transfer to provider
• Performance-increase over time

• Lock-in-effect
• Know-how loss/data transfer

2 Methodology 

Since the EaaS business model is a new business concept in the manufacturing 
industry and since the results of this research are intended to provide implications 
for practitioners, an applied research approach is chosen for data collection and 
analysis. Therefore, we use the grounded theory according to Glaser a. Strauss to 
collect data as a theoretical sample, identify recurring structures and derive practical 
implications [10]. In this approach, different research methods for collecting and 
analyzing primary data are combined: expert interviews, observations, and focus 
groups. 

Table 2 provides an overview of the applied research that took place between the 
years 2019 and 2021. 

Table 2 Applied research methodology 

Company Interview partner role Applied research methods 

Machine tool 
manufacturer 

Head of subscription 
Head of process management 

3 interviews, 1 company visit, 2 
joint workshops between 2019 
and 2020 

Printing press 
manufacturer 

Head of customer success 
management 
Operative CS manager 

4 interviews, 1 observation of a 
customer success meeting with 
customers between 2019 and 
2021 

Machine tool 
manufacturer 

Operative CS manager 1 interview in 2020 

Software-as-a-service Director marketing campaigns 
and channels 

3 interviews, 1 joint workshop in 
2020 

Software-as-a-service Success management lead 2 interviews in 2019 

Various manufacturing 
companies 

Various roles Focus group in the context of a 
joint remote workshop in 2020
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3 Typology of Eaas 

Based on the applied research in the manufacturing industry four types of EaaS 
business models could be derived. The various types differ primarily in terms of 
the assumption of specific customer risks, pricing mechanisms, and the scope of the 
service offering [11, 12] (Fig. 1). 

3.1 Type 1: Availability-Based EaaS 

In the availability-based EaaS business model the guaranteed availability of the equip-
ment is sold to the customer usually for a fixed monthly price. The provider ensures 
uptime and guarantees a specific service-level. The value proposition consists of the 
sharing or assumption of the “investment risk” and the “performance risk” by the 
provider [7, 11].

Fig. 1 Types of EaaS business models within the manufacturing industry based on [12] 
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3.2 Type 2: Usage-Based EaaS 

In the usage-based EaaS business model, e.g., implemented via the pay-per-use 
revenue mechanisms, the customer pays a usage fee for a defined unit of measure-
ment, such as the active time of spindle operation of a milling machine, depending 
on the individual intensity of usage. In practice, the revenue mechanism of usage 
is often combined with the revenue mechanism of availability, i.e., a monthly fixed 
base price. In addition to the base charge, the variable usage charge is levied when 
the machine or system is in operation. The provider assumes part of the customer’s 
“process risks”, e.g., in order to achieve a high usage intensity through efficient work 
processes at the customer’s site. In addition, the “market risk” is shared, i.e., if the 
customer does not achieve his sales targets, machines and equipment are used less 
intensively and thus do not generate any income for the supplier [11, 12]. 

3.3 Type 3: Output-Based EaaS 

In the output-based EaaS business model, e.g., realized via the pay-per-outcome 
mechanism, the customer pays depending on the actual production result, such as a 
printed, defect-free sheet of paper or a cut dimensionally accurate sheet. In this way, 
the supplier also assumes the “quality risk” and tries to minimize the customer’s 
scrap. This type of yield mechanism is therefore often accompanied by far-reaching 
integration of the supplier into the customer’s value creation, e.g., by providing 
consumables or logistics solutions for material supply or removal. Whereas in the 
usage-oriented EaaS business model, the aim is to achieve a high intensity of usage, 
the goal is now to increase output while minimizing input resources, so that the 
supplier assumes part of the “productivity risk” [7, 11]. 

3.4 Type 4: Success-Based EaaS 

In the success-based EaaS business model, e.g., realized via the revenue mechanism 
pay-per-cost-savings, the customer pays depending on the realized economic success, 
such as e.g., saved costs of the customer. Thus, the provider takes over parts of the 
“cost or price risk” of the customer. For this yield mechanism, there must be potential 
for economic success both on the customer side, e.g., by reducing operating costs 
in the areas of energy, materials or personnel, and on the supplier side, e.g., through 
product innovations for lower energy consumption of the machines operated. The 
saved costs can serve as a basis for this yield mechanism. Thus, in practice, this 
characteristic is only suitable for special performance systems with high saving or 
profit potential. To ensure economic success, the supplier integrates itself intensively
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into the customer’s value creation processes, sometimes far beyond its own original 
performance system [11]. 

4 Implications of EaaS 

As the complexity of the EaaS types increases from type 1–4, due to the more exten-
sive risk and performance transfer from the customer to the supplier, so does the 
need for digital and organizational transformation in companies in the manufac-
turing industry [5, 7]. For this reason, the most important findings on overarching 
implications for a successful EaaS transformation are discussed below [13, 14] (Table 
3). 

A: Service Offering 
In EaaS business models, the provider’s generation of value for the customer changes. 
Whereas previously in a transactional business model only a value proposition could 
be formulated, in EaaS the monetary- or performance-based linkage occurs with the 
customer’s successful usage phase. Due to the often shorter-cycle contract structures, 
the provider must deliver value on an ongoing basis, as the customer could withdraw 
from the contract if performance is poor. 

B: Engineering 
In the transactional business, planned obsolescence (e.g. rapid wear) often dominates 
in order to generate money in the after-sales business. The EaaS business model 
therefore places new demands on the design and engineering for the development of 
EaaS specific products that allow easy maintenance and further improvements during 
the usage phase. Furthermore, engineering or design in the transactional model are 
often dominated by the provision of many functions for the possibility of usage. 
In EaaS business models, where there is a continuous, data-based connection to 
the customer, further customer-specific differentiation can take place primarily via 
software releases or sometimes even with hardware upgrades.

Table 3 Implications of 
EaaS 

Transactional 
business model 

EaaS business 
model 

A: Service 
offering 

Value proposition (a 
priori) 

Value delivery (a 
posteriori) 

B: Engineering (Planned) 
Obsolescence 

Design for EaaS 

C: Pricing Cost-, 
competitive-based 

Value-based 

D: Industrial 
services 

Profit center Cost center 

E: Sales Provider success Customer success 
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C: Pricing 
Whereas in the transaction business, services are primarily priced based on cost-based 
or competition-based procedures, in EaaS, pricing must be more value-based. For 
this purpose, providers must transfer the specific risks that are assumed in addition 
to the reference case of the transaction business into a value-based pricing system 
that is understood by the customer. In addition, new pricing models that are linked 
to usage are necessary to create continuous incentives for performance increases as 
well as opportunities for monetary growth. In most cases, base fees are charged to 
hedge the increasing risks that are transferred to the suppliers [14]. 

D: Industrial Services 
In today’s transactional business, industrial service business is often organized as 
a profit centre. Spare parts and maintenance services often generate a significant 
share of revenue and profit. In EaaS business models, the logic of service provision 
is reversed, so that providers themselves become customers of their own services. 
In EaaS business models, industrial services are no longer directly remunerated, so 
the provider strives for efficient service provision and the targeted use of digital 
technologies, such as predictive maintenance, to increase efficiency [3]. 

E: Sales 
In the transactional business, sales departments are primarily incentivized to increase 
the sales of physical goods or individual services or service contracts. The success 
of the provider is at the centre of the sales approach. In EaaS business models, on the 
other hand, a complete reorientation of the classic sales approach must take place, 
since the success of the provider is directly dependent on the success of the customer, 
as the four EaaS types showed. Thus, there is a need for the development of a so-
called Customer Success Management in addition to the classic sales approach in 
order to create a unit that is completely incentivized on the realization, monitoring 
and continuous increase of the individual customer success [15–17]. 

5 Summary and Limitations 

EaaS models offer a wide range of potentials for customers and providers in the 
manufacturing industry. However, the various EaaS types make a systematic trans-
formation of manufacturing companies difficult, as they differ specifically in terms 
of revenue mechanics and risk transfer. With the EaaS typology derived in this work, 
it was possible to describe a first practicable model for EaaS types based on previous 
research results [12] and put them into the current context of challenges in the manu-
facturing industry. Furthermore, five specific implications for a EaaS transformation 
could be described. These become more pronounced as the complexity of the EaaS 
types increases. The aim is to provide an aid for theory and practice to enable EaaS to 
be implemented more quickly and systematically. This paper naturally faces certain 
limitations. For example, the research method is based on a small number of practical
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use cases, which would have to be expanded in the future to include an empirical 
study. Furthermore, the findings must be continuously supplemented or adapted to 
current developments. 
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Investigating the Shattering Index 
of Coal Fines Briquettes Produced 
with Natural Binders 

R. Nemukula and D. M. Madyira 

Abstract Coal is the primary source of energy in South Africa today. In the extrac-
tion and processing of coal, significant amounts of coal fines waste are generated. 
Currently, waste coal fines have no economic value. As a result, they are disposed of 
in landfills or underground. Furthermore, if coal fines are not properly managed, they 
have a negative environmental impact including spontaneous combustion, ground-
water contamination, acid mine drainage, and wind-driven air pollution. When 
inhaled, coal fines, can cause lung disease (black lung disease) and other health 
problems. However, coal fines have the potential to be used as a source of energy. 
The aim of this work was to produce coal fines briquettes using varying ratios of 
natural binders such as cactus. The integrity of the briquettes was assessed using 
shattering index. The briquettes produced using 10% cactus paste by mass exhibited 
the best shattering index of 86%, which is sufficient for good storage and handling 
of the briquettes. Further work will be required to assess the combustion behaviour 
of the briquettes for domestic and industrial energy applications. 

Keywords Shattering index · Compressive strength ·Moisture content · Coal 
fines · Compaction pressure · Binder · Cactus · Briquette 

1 Introduction 

Coal is a highly abundant natural resource with a wide range of applications such 
as electricity generation, steel production, cement production, liquid fuel production 
etc. Approximately 6.9 billion tons of coal is extracted worldwide annually [1]. The 
geology of the coal deposit and its distance from the surface determine the mining 
method. In South Africa alone, during the extraction process of coal, over 10 million 
tons of waste in the form of coal fines is generated per annum [2]. These coal fines are
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a low-to no-value by-product of coal mining operations that is unavoidable. Further-
more, coal fines can cause significant environmental pollution and health risks if not 
properly managed [3]. To control coal fines, dust suppression systems are commonly 
employed in coal-fired thermal power plants [4]. Moreover, despite the fact that coal 
fines have no monetary value, they must be monitored to avoid spontaneous combus-
tion. These coal residues are usually dumped in slurry impoundments, which has a 
negative impact on the land and the ground water [5]. 

South Africa is currently experiencing electricity shortages characterised by 
frequent load shedding and reduction. The South African power utility, is therefore 
failing to meet demand leading to a negative impact on the economy. This is partly 
driven by population increase and industrialization growth in different sectors. The 
growing demand for energy has necessitated the need for more efficient use of both 
renewable and non-renewable resources. Non-renewable resources, such as coal can 
potentially deplete at a faster rate if not properly managed. Strategies are therefore 
needed to more efficiently utilize these available natural resources. 

Additionally, coal fines can have serious environmental consequences if they are 
not properly managed. If inhaled, coal fines have the potential to cause lung diseases 
(black lung disease) and other health issues [6]. Furthermore, coal fines contain 
sulphur, which can contaminate groundwater as it can be washed to water streams 
[7]. Wind-driven dust pollution and spontaneous combustion explosions may affect 
residents living near coal mines [8]. The utilization of coal fines for energy can 
decrease the amount of coal mining waste produced by 10% [9]. The goal is to 
reduce the risks of coal fines disposal to the environment and human health. 

One way to extract value from the coal fines is to convert them into briquettes 
that can be used for domestic cooking and other industrial applications. Due to the 
nature of coal particles, which cannot easily agglomerate, stand-alone briquettes 
made from coal fines alone have been reported to have low shattering index [10]. 
The addition of biomass and binders to coal fines during briquetting process has 
resulted in briquettes with improved shattering index and compressive strength [11]. 
This improves briquette handling and storage. Previous research has shown that waste 
biomass and binders can be included in the briquette composition to improve combus-
tion behaviour [12]. Binders such as starch, cassava pulp, sawdust, soybean residue, 
and coal tar have been used to improve the briquettes properties [10]. Manyuchi 
et al. [1] established the co-briquetting of coal fines of particle size of less than or 
equal to 2 mm with sawdust and molasses as binder. They found that increasing the 
sawdust and molasses concentrations increased compressive strength by 8% while 
the shattering index decreased by 146% [1]. Taulbee et al. [13] investigated the 
co-briquetting of coal fines with biomass and reported that a shattering index less 
than 0.80 is considered poor, 0.80–0.85 marginally acceptable, 0.85–0.90 acceptable, 
0.90–0.95 good, and greater than 0.95 excellent. Therefore, coal fines briquettes with 
a minimum shattering index of at least 85% to endure everyday handling and storage. 
It is also important to use a binder with fairly low impact on environmental pollution. 
Shuma et al. [14] report that cactus bonded biomass briquettes have low emissions of 
CO2, CO, NOx and SO2. However, the briquettes were found to have low shattering



Investigating the Shattering Index of Coal Fines Briquettes … 359

index. However, the methodology demonstrated the possibility to use natural binders 
(cactus) in the production of briquettes using loose biomass. 

This study therefore proposed to use cactus as a binder in the production of 
briquettes with coal fines targeted at domestic cooking and other industrial appli-
cations. The success of this effort will be determined by measuring the shattering 
index and compressive strength of the produced briquettes. The use of coal fines 
and cactus binder will also aid in the alleviation of energy issues in underprivileged 
communities by providing them with briquettes for domestic cooking. Furthermore, 
significant reduction of deforestation in rural areas where people rely on wood for 
energy is anticipated. 

2 Research Methodology 

2.1 Aim of the Investigation 

The aim of this work was to investigate the effectiveness of using cactus as a binder 
in the production of coal fines briquettes with shattering index above 85% to enable 
handling and storage. 

2.2 Material Description 

Coal fines with particle sizes less than 2.36 mm derived from anthracite coal with 
carbon content greater than 87% were used. The coal fines were collected from a 
coal mine located in the Mpumalanga Province of South Africa. The cactus used as 
the binder was collected from an open garden in a suburb of Johannesburg, South 
Africa. 

2.3 Sample Preparation 

For briquetting, the coal fines were pulverized and sieved to particle sizes ranging 
from 0 to 2.36 mm. Thereafter, they were sun-dried for 48 h to ensure they are 
completely dry. The cactus leaves were then de-thorned and cut down to 4 mm sized 
pieces before blending. Dried coal fines were then mixed with cactus at varying 
concentrations. Binder concentrations of 10, 15, 20, 25, 30, 35, and 40% weight 
fractions were applied. The coal/binder mixture was then briquetted using a 55-ton 
hydraulic piston press into donut type briquettes with an outside diameter of 95 mm 
and an inside diameter of 50 mm. The briquettes were allowed to homogenise at 
room temperature for 48 h. The briquettes were then dried in a convection oven at
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100 °C for 3 h using a Barnstead Thermolyne 6000 furnace prior to shattering index 
drop test and compression testing. 

2.4 Experiment Procedure 

2.4.1 Briquetting Procedure 

A sample size of 0.350 kg (350 g) was used for each briquette to ensure that all the 
briquettes have the same mass. The briquettes were formed at compaction pressure 
ranging from 1.6 to 8 MPa. 

2.4.2 Determination of the Shattering Index 

A briquette sample with a known mass was dropped three times onto a concrete 
surface from a height of 2 m. The mass of the briquette before and after the drop 
test was used to determine the shattering index. The shattering index was determined 
according to the methodology used by Richards [15]. Figure 1 shows the test rig for 
shattering index measurement. 

Fig. 1 Shattering index test 
rig



Investigating the Shattering Index of Coal Fines Briquettes … 361

Fig. 2 Crush testing of prepared briquettes 

2.4.3 Determination of the Compressive Strength 

The briquette samples had an average thickness of 35 mm, and a diameter of 95 mm. 
Compression testing was conducted on an Instron testing machine with a load cell of 
100 kN capacity. Figure 2 shows the configuration of the applied test. The compres-
sion strength for such a test is defined as a load per unit length (briquette thickness) 
of the load line. The crosshead speed (strain rate) in this test was set to 3 mm/min. 

3 Results 

Table 1 shows the variation of moisture content with varying concentration of cactus 
binder in briquette at a constant compaction pressure of 8 MPa. As shown in Table 1, 
an increase in binder fraction led to an corresponding increase in moisture content. 
This indicates the importance of drying the briquettes after manufacture to achieve 
good handling and combustion behaviour. It is important to note the low moisture 
content of 2.5% in the coal fines only sample.

These results are presented in graphical form in Fig. 3 depicting the relationship 
between binder concentration and moisture content. It is worth noting that when no 
binder is used, the briquette sample has the lowest moisture content of 2.5%. Further-
more, the lowest cactus percentage of 10% used in this investigation corresponds to 
the lowest moisture content of 4% by weight while the maximum moisture content 
of 8% was recorded for 40% cactus fraction. These results also confirm the need for 
drying to achieve good combustion behaviour.

The durability rating of the briquettes was expressed using the percentage of the 
oven dried mass and of the material remaining after the drop test. The percentage 
weight loss is calculated using the Eq. 1.
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Table 1 Moisture content for varying cactus ratio 

Briquette type Mass (After compaction) 
(kg) 

Mass (Oven dried) (kg) Moisture content (%MC) 

40% cactus 0.295 0.220 7.50 

35% cactus 0.275 0.195 8.00 

30% cactus 0.320 0.265 5.50 

25% cactus 0.315 0.260 5.50 

20% cactus 0.315 0.265 5.00 

15% cactus 0.310 0.265 4.50 

10% cactus 0.290 0.250 4.00 

0% cactus 0.190 0.165 2.50

Fig. 3 Moisture content as a function of cactus ratio

%WL  = W1 − W2 

W1 
× 100 (1) 

where %WL  is the percentage weight loss, W1 is the mass of the oven dried sample 
and W2 is the mass of the sample after the drop test. 

The shattering index was then determined using Eq. 2. 

Shattering  I  ndex  = 100 − %WL (2) 

The shattering index constantly increased as the weight percent of the binder 
concentration was decreased, and the weight percent of the coal fines was increased 
as can be seen in Table 2.

Figure 4 shows the variation of shattering index of coal fines briquettes with cactus 
as a binder at varying binder concentration and constant compaction pressure. The
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Table 2 Shattering index for varying cactus ratio 

Briquette type Mass (Oven dried) 
(kg) 

Mass (After drop 
test) (kg) 

Percentage weight 
loss % 

Shattering index 
(%) 

40% cactus 0.220 0.095 56.818 43.18 

35% cactus 0.195 0.1175 39.744 60.26 

30% cactus 0.265 0.1275 33.772 66.23 

25% cactus 0.260 0.1625 17.756 82.24 

20% cactus 0.265 0.1725 18.798 81.20 

15% cactus 0.265 0.160 19.071 80.93 

10% cactus 0.250 0.160 13.5135 86.48 

0% cactus 0.165 0.105 40.000 60.00

results show a decrease of shattering index with increasing binder concentration. The 
highest shattering index of 86.48% was recorded for cactus ratio of 10%. However, 
this result seems to suggest an optimum cactus fraction between 0 and 10%. The 
0% cactus fraction (100% coal fines) briquetted recorded a shattering index of 60%. 
According to literature [13], for briquettes to endure everyday handling a minimum 
durability of 85% is required. Therefore, it is important to keep the binder concen-
tration at relatively low percentage of 10% to ensure that the coal fines briquettes 
have a high durability so that they can be easily handled and transported. 

The compressive strength was measured for constant compaction pressure and 
varying binder weight percent. For each briquette sample, the maximum load at

Fig. 4 Shattering index versus cactus fraction 
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which the briquette breaks was recorded and used to compute the strength of the 
briquette as shown in Table 3. 

Figure 5 shows the variation of the compressive strength of the briquettes with 
cactus ratio. The briquette with 0% cactus recorded a strength of 4.6 N/mm. An 
increase in cactus fraction led to an increase of strength to 5.53 N/mm at 10% cactus 
fraction. This represents 16.8% improvement in strength compared with coals fines 
only sample. Further increase of cactus ratio resulted in a reduction of compressive 
strength to even below the binderless briquette. At 40% cactus fraction, the briquette 
strength was 2.29 N/mm. In terms of strength, the 10% cactus fraction also appears 
to be the optimum. This is in agreement with the results of the shattering index tests 
as well. 

Table 3 Compressive strength as a function of cactus ratio 

Briquette type Width of Briquette 
(mm) 

Extension (mm) Load (N) Compressive strength 
(N/mm) 

40% cactus 33 31.754 75.629 2.292 

35% cactus 33 31.554 88.880 2.693 

30% cactus 33 31.254 100.109 3.033 

25% cactus 33 31.154 135.332 4.101 

20% cactus 33 31.053 137.957 4.181 

15% cactus 33 31.004 164.255 4.977 

10% cactus 33 30.903 182.630 5.534 

0% cactus 33 30.754 155.085 4.610 

Fig. 5 Compressive strength as a function of cactus ratio
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The compaction pressure was also varied to study its effect on briquette properties. 
Table 4 presents the results obtained for a cactus fraction of 10%. 

The results are also presented graphically in Fig. 6. The shattering index is seen to 
significantly depend on the compaction pressure used to produce the briquettes. As 
the compaction pressure increases, the shattering index also increases. The maximum 
shattering index of 85.86% was reported for a compaction pressure of 8 MPa. The 
maximum pressure in this investigation was limited by the capacity of the hydraulic 
press used and the dimensions of the briquette selected for the test. Further tests 
would be required to determine whether there is an existing limiting pressure on the 
compaction of coals fines using cactus as a binder. 

Furthermore, the compressive strength of the briquettes with the lowest porosity 
were tested at varying compaction pressure. These were deemed to be suitable 
for transportation and they meet the required durability for daily handling and 
transportation. Table 5 tabulate the results obtained.

Table 4 Shattering index at varying compaction pressure 

Compaction 
pressure (MPa) 

Mass (Oven 
dried) (kg) 

Mass (After drop 
test) (kg) 

Percentage 
weight loss % 

Shattering index % 

1.6 0.235 0.070 70.212 29.790 

3.2 0.220 0.055 75.000 25.000 

4.8 0.225 0.150 33.333 66.670 

6.4 0.225 0.165 26.667 73.330 

8 0.198 0.170 14.141 85.859 

Fig. 6 Shattering index (%) versus compaction pressure 
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Table 5 Compressive strength of briquettes at varying compaction pressure 

Compaction pressure (MPa) Extension (mm) Load (N) Compressive strength (N/mm) 

1.6 30.617 69.492 2.106 

3.2 28.956 85.633 2.595 

4.8 30.971 97.608 2.958 

6.4 30.442 147.926 4.859 

8 30.261 152.640 5.044 

Fig. 7 Compressive strength as a function compaction pressure 

The optimum compaction pressure based on the compressive strength of the 
briquettes was found to be 8 MPa with a compressive strength of 5.04 N/mm. Figure 7 
shows a graphical representation of the results of the compressive strength as a 
function of briquette compaction pressure. 

4 Conclusion 

This work investigated the feasibility of producing coal fines briquettes using cactus 
as a binder. Mass ratios of cactus ranging from 0 to 40% were experimented on for 
compaction pressures ranging from 1.6 to 8 MPa. Shattering index and compressive 
strength was used to characterize the structural integrity of the briquettes produced. 
The results obtained led to the conclusion that the optimum cactus fraction to achieve 
the highest shattering index is 10% which led to a 17% improvement in shattering
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index compared with the coal fines only briquettes. The maximum achievable shat-
tering index was 86.48% corresponding to a cactus fraction of 10%. The recom-
mended compaction was found to be 8 MPa. However, there is room to improve on 
this using higher capacity compaction machines. There is further need to investigate 
the possibility of optimum ratios between 0 and 10% cactus fraction. Additionally, 
the sensitivity of the compaction to moisture content need should be investigated. It 
is also important to conduct combustion and emissions tests to burning behaviour 
and check for any toxic elements. 
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Kanban in Software Development—The 
Role of Leadership and Metrics 

C. Fagarasan, C. Cristea, C. Mihele, O. Popa, D. Ciceo, and A. Pisla 

Abstract Traditional software development organizations have rigid processes that 
can be difficult to change. One of the most critical challenges is the management 
processes that can ensure the customer’s desired level of quality and optimize the 
organization’s resources. Kanban represents one of the most well-known approaches 
that bring Lean principles, philosophies, and tools into software organizations. 
This study analyses the leadership behind the Lean methodology, based on which 
the Kanban software implementation method has been created, by doing a litera-
ture review focusing on lean leadership principles that can optimize the software 
delivery and implementation. Lean practices can be applied in almost any domain 
like accounting, services industry, product services, and even software development. 
Two basic concepts stay at the core of the Lean model that can be employed at any 
organization level. The first focuses on eliminating waste by optimizing processes 
and systems, and the second focuses on maximized customer value. Consequently, it 
can be affirmed that Lean is focused on maximizing customer value with a minimum 
amount of waste. Furthermore, a case study is presented that shows the Kanban imple-
mentation at a software development company. The practical case of the Kanban 
adoption is analyzed, highlighting the link between the leadership principles and 
the process development flow. Finally, key performance indicators are identified 
and instituted to guarantee the continuous improvement of the software delivery
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model. The software development projects driven by the Kanban project management 
approach reported essential improvements such as waste reduction, team communi-
cation, and collaboration enhancement, work in progress diminishment, productivity-
boosting, better delivery predictability, and project visibility. Therefore, the type of 
leadership influences the software development projects’ performance. The findings 
suggest that Kanban effectively enhances the software development delivery model 
and team performance. 

Keywords Leadership · Kanban · Lean practices · Software development ·
Software implementation · Agile transformation 

1 Introduction 

It is widely accepted the adoption of a new way of working, regardless of the domain, 
can take years, and there is a possibility that the management commitment will be 
lost in time [1]. The leadership principles in the Lean methodology are designed 
to sustain and improve employee performance by eliminating any activities from 
the production process that do not add value for the customer. Even if this sounds 
simple, it is proven that identifying wasteful activities can be challenging [2]. During 
the last decade, Lean has become more popular, being tied with Agile practices, and 
introduced in many industries. Lean has its origins in manufacturing, and the concept 
was introduced around the 1980s when the Toyota Production System was rebranded 
[3]. The main challenges that Toyota faced were overproduction, a large inventory 
of car parts that were not used, and the lack of visualization of the manufacturing 
process. The change was possible because one of Toyota’s manufacturing principles 
was the continuous quest for excellence. The heart of the lean manufacturing system 
is eliminating waste, or Muda, as it is known in Japan [4]. However, even if the Lean 
methodology is widely known and understood, experts and various practitioners still 
analyze the factors contributing to a successful Lean transformation. Salonitis and 
Tsinopoulos [5] mention in their findings that “organizational culture and owner-
ship” and “management commitment and capability” play a significant role in Lean 
adoption. In a similar study, it was determined that “Leadership and Management” 
is one of the essential parts of the Lean transformation [6]. 

A survey made by Alefari and Salonitis [1] presents the critical factors of Lean 
adoption, and in Fig. 1, the study’s overall results can be observed. In their studies, 
Jones and Womack [7] presented all the lean foundations by building the House 
of Lean, highlighting that the lean transformation is about the organization, not 
only specific departments. The senior management is responsible for coordinating 
and optimize all individual activities and operations present in Fig. 2, being highly 
involved in the organizational change. Software development organizations are 
achieving success by implementing processes that leverage principles of the Lean 
methodology.
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Fig. 1 Lean adoption—critical factors [1] 

Fig. 2 House of lean [7] 

In 2004, David J. Anderson introduced the Kanban method to software devel-
opment by applying its principles within Microsoft’s Information Technology (IT) 
team. His objectives were to improve the team’s workflow, create explicit policies, 
enhance collaboration, and introduce a continuous improvement mindset by imple-
menting feedback loops [8]. This paper analyses the main leadership principles that 
contributed to the Lean methodology popularity by conducting a literature review
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and presenting the key findings. In the second part of the paper, the presented case 
study shows how the Lean methodology is now applied in the software development 
industry by leveraging the Kanban implementation method. 

2 The Role of Leadership in the Lean Methodology 

Lean leadership can be considered a more servant type of leadership. The emphasis 
is not on a strong personality or aggressive decision-making skills, as it may be seen 
by traditional management. The mission of the Lean leader is to guide the people to 
find the most efficient way of doing the work by creating conditions that promote 
teamwork and collaboration. Leaders must communicate the organization’s vision 
so that teams understand the high-level objectives of the company and offer support 
when required to ensure continuous and efficient transposal of the vision into reality. 
Dombrowski and Mielke analyzed different Lean leadership approaches [9] and 
concluded that there are five fundamental principles of Lean leadership, presented 
in Fig. 3. 

The role of leadership in the Lean transformation process was described by Mann 
[10], one of the first authors to analyze this topic. His studies state that implementing 
the Lean tools and techniques represents only 20% out of the entire effort required 
to complete a Lean transformation. The rest of the 80% is the effort invested in 
changing mindsets, behaviors, and ways of working. Lean leaders must establish 
the long-term vision of the organization and value-supporting processes to deliver 
that vision. The lean transformation cannot occur without the senior management’s 
direct involvement through regular intervals to check on commitments. The link 
between culture and change is also analyzed by Mann in a different study [11],

Fig. 3 Five principles of lean leadership [9] 



Kanban in Software Development—The Role of Leadership … 373

and the results show that the culture change results from the management system 
change. The leadership efforts should be focused on changing how the organization 
operates by focusing on visual work processes, routines, and specific expectations. 
The culture shift is critical, but it is the last step in the transformation process. The 
usage of the Kanban method empowers the team to identify what can be improved, 
recognize the efficiency, and implement the continuous improvement mindset. This 
is a prerequisite in a Lean transformation process, and this is the core principle that 
drives organizational change. It is leaders’ responsibility to instill this mindset in all 
employees. A strategy to implementing the continuous improvement process (CIP) 
is empowering employees to suggest improvements daily and put them into practice. 
In time, daily improvement will become a natural behavior of all employees, which 
should be driven by personal wishes for personal development [12]. In one of the 
early studies about the Toyota Production System, Imai [13] describes the difference 
between innovation and continuous improvement process (CIP) by presenting twelve 
attributes that show the changes necessary for continuous improvement. These can 
be seen in Fig. 4. Employees need to be given more space to experiment with their 
ideas about process improvement, and leaders need to support their implementation 
in the long term. In conclusion, the continuous improvement process affects the 
organizations’ daily work and enhances the communication between leadership and 
employees. 

The role of leadership within the lean methodology is to ensure continuity of the 
organization’s continuous improvement culture and behavior. Leaders must start with 
improving themselves personally and professionally and promote the same trend for 
all the organization members. Leaders have to serve as examples and pass the master 
on the company’s problem-solving activities to their employees through coaching. An

Fig. 4 Attributes of continuous improvement process [13] 
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example is an improvement through failure, assessing mistakes, eliminating the root 
cause, and impacting final products delivered to customers. Lean leadership always 
must prioritize long-term objectives versus short-term goals when in conflict. Cote 
[14] stated that it is preferred to use short-term goals to achieve ultimate objectives. 
Moreover, to ensure the Kanban implementation method’s success, leaders need to 
offer continuous training to all employees, transparency, and persevere in using all 
communication channels to update the organization about the Kanban principles, 
constantly refreshing the perception about the change objective. 

3 Lean and Kanban—Applying Lean Principles 
in the Development of Software Products 

The development teams which practice Kanban can visualize the workflow, set limits 
for the work in progress, and measure their performance to shorten the cycle time. 
Principles of the Kanban software development method are similar to the Lean ones. 

As part of Fig. 5, a visual board can be observed where a simplified software 
development process is presented. In the “To do” status, all the activities that need 
to be addressed by the team are listed. Usually, these are ordered from top to bottom 
by priority. Each team member can assign themselves items from the list and start 
working on them. According to the “limit work in progress” principle, every column 
from the board should have a limited number of items that can be dragged into 
the queue at a particular time, proportional to the team capacity. This enables the 
continuous delivery of customer value as the team is focusing on a limited number 
of activities at a time [15]. There can be identified three main parts of the Kanban 
implementation that need to be considered:

• The software development team who is doing the project work.
• The process used to deliver the project work.
• The product that is being delivered through the project. 

Within these significant parts, the principles of Kanban must be incorporated 
through introducing routines, practices, and team events that nurture a performance-
based team structure. 

4 Case Study: A Practical Implementation of the Kanban 
Framework 

There are several motivating factors that can lead to the decision of adopting the 
Kanban implementation method and these can be to improve team communication, to 
reduce the cycle time and time-to-market, to reduce costs by identifying and removing 
waste, to create transparency on the work in progress, and finally, to introduce a
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Fig. 5 Kanban principles and framework [15]

customer focused mindset. However, this is not an easy task, and a change leader is 
needed to support the Kanban implementation. There are several basic steps that can 
be used as a guideline by software development teams to adopt the Kanban method:

• Provide training for teams who are about to implement the Kanban implemen-
tation, to promote a change in mindset, by clearly exposing the benefits of 
the change. Additionally, basic training should be provided to the executive 
management team.

• Map the steps of the current development process.
• Allow the teams to experiment the new implementation method, by promoting a 

learn by doing way of working.
• As aground rule, set continuous improvement as a team goal.
• Respect the current team organization.
• Ensure that senior leadership is aware of the change, and they are committed to 

support the Kanban adoption. 

For this case study, a software development team of nine members was chosen 
with the following configuration: four software engineers, two quality assurance



376 C. Fagarasan et al.

engineers, one business analyst, one designer, and one project manager. The team 
is cross-functional; it has all the required skills to deliver working software to the 
customer. The steps taken for the Kanban adoption are presented in the sub-chapters 
below. This team should be working as one unit, by setting a common vision and 
mission, and having clear goals for all their activities. 

4.1 Provide Training and Clearly Explain the Benefits 
of Adopting Kanban 

One of the biggest challenges of the teams’ adopting Kanban is the lack of experience 
with the new implementation method [16]. Therefore, it is important to prepare the 
change of mindset by organizing training sessions for team members and senior 
leadership, to avoid falling back to the old ways of working. If the leadership team 
supports and promotes the Kanban adoption, then the resistance to change will be 
significantly smaller. 

4.2 Identify the Current Development Process 

For this activity, the project manager should take the initiative and facilitate a brain-
storming session where the entire team participates in mapping out all the stages of 
the current development process. The session’s objective is to iron out the current 
process and not to come with ideas on how to improve it. An example of a develop-
ment workflow can have the following stages: Backlog, Analyze, Design, Review, 
Build, Integrate and Test, Done. This workflow can be implemented in one of the 
issue management systems available on the market and in this way, every require-
ment will go through these stages and the time spent in each phase can be measured. 
When passing from a phase to another, usually there are some informal handoffs 
happening between team members. This can be avoided by involving the whole 
team early in the development process and will ensure awareness with all the team 
members. Introducing a regular release cycle and regular timeboxed ceremonies like 
release refinement, planning, review and inspect and adapt sessions to support the 
identified workflow is key to ensure predictability and sustainability. The end client 
should be invited to these sessions to enhance the customer-team collaboration which 
is an essential factor in delivering software products in short cycles.
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4.3 Allow the Teams to Experiment with the New 
Implementation Method 

The first cycles should be experimental ones, so team have no pressure and the new 
way of working can be learned by doing. After the first release, the team can regroup 
in an inspect and adapt session where it is discussed what can be improved in the 
next one. Shorter cycle times are preferred. 

4.4 Visualize the Workflow 

When all the process stages are listed, the next step is to make them visible on a board. 
The workflow can be displayed on a physical or a virtual board. Usually, software 
development teams use tools like Jira, an Issue Management System produced by 
Atlassian, where virtual boards can be built. All the work items that are currently in 
progress should be added to the new board to be visible to all team members. 

4.5 Set Ground Rules 

A kick-off meeting should be organized where all the team members participate. 
The way of working is discussed, so all sub-processes are explicit. There might be 
sign-offs needed for work items to pass from a stage to another. All these details 
need to be very clear and defined in a place accessible by everyone, with clear roles 
and responsibilities. During this phase, team ceremonies need to be planned in terms 
of cadence and recurrency. The type and cadence of meetings need to be scoped, 
depending on the project needs. 

4.6 Ensure There is a Professional Kanban Leader Within 
the Team 

If there is a lack of guidance, the purpose and theory behind the Kanban method 
can be misunderstood. Communication between team members, with the end client 
or within the organization can be an issue at the beginning of the adoption so the 
coach is there to promote over communication instead of under communication. 
The adoption of Lean can be seen as a significant change within the organization. 
The lessons learned within the change management literature can be applied when 
implementing lean. As part of his studies, Kotter [17] identified the leading causes 
of change failures that future leaders can use as a checklist to ensure the success of 
any change process. Some of the leadership errors that can lead to failures can be:
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• Lack of a sufficient sense of urgency or creating too much complacency.
• Lack of a powerful guiding coalition.
• Lack of a vision or understanding the power of a vision.
• Grossly under-communicating the vision.
• Failure to remove obstacles to the new vision.
• Failure to create short-term wins.
• Declaring victory/success too soon.
• Neglecting to anchor changes firmly in the corporate culture. 

For the adoption to be successful, the team should set continuous improvement 
and delivery as their goals, and these principles should be applied to daily activi-
ties. This is a mindset change, which is one significant factor of the Kanban adop-
tion. The training provided may not enough, so the leader should work individually 
with the team members to motivate and change people mindsets, which is not an 
easy endeavor, and it usually is time consuming. This happens thorough education 
and by clearly communicating the benefits of adopting Kanban. On the other hand, 
the transformation needs to be understood by the leadership team and the Kanban 
transformation leader needs to have their full support. 

4.7 Manage the Flow of Work Items 

For each stage of the workflow, limits should be set according to the team size. All 
the team members should discuss and decide the maximum amount of work items 
that can be in parallel in the same stage. This supports the continuous delivery of 
business value to the customer. Figure 6 show an example of a Kanban board with 
work in progress limits. 

Fig. 6 A team Kanban board [19]
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4.8 Implement Key Performance Indicators 

Metrics can offer support in tracking the team’s progress and productivity and setting 
KPIs can help the team to determine if their performance is increasing or decreasing. 
The implementation of the metrics is mandatory as it serves as a personal assistant for 
the transformation leader and the team that helps is identifying bottlenecks and pain 
points in the development process. The main conventional metrics used in Kanban are 
described in the next chapter of the current paper. In a study presented by Kirovska 
and Koceski [18], there are presented some unconventional metrics that show, among 
others, a 23% decrease of the difference between the estimated and real time of 
working tasks. This can suggest that by implementing Kanban, the efficiency of the 
team can be improved together with their predictability and reliability. 

5 Key Performance Indicators Used in Kanban 
for Measuring the Delivery of Software Products 

Traditional software development methods rely on precise requirements and defined 
scope. That leads to a baselined scope, cost, and time, which makes monitoring and 
controlling a project straightforward. On the other hand, when developing software 
in an Agile way, the project’s scope is continually evolving, making progress tracking 
difficult. Agile teams focus on delivering business value through working software, 
which is the primary measure of success [20]. However, in Kanban, several metrics 
can help with reporting on project progress. These are usually tracked automatically 
as part of the project management system used for issue management. 

5.1 Cycle Time 

In a workflow, there are multiple stages through which a work item will pass, and these 
are usually captured as statuses in a Kanban board. The cycle time is represented 
by the number of days a work item spends in a workflow stage. This can help a 
software development team to identify the bottlenecks and find a solution to optimize 
the development workflow. Queues can appear in the workflow, for example tasks 
waiting in the Review column. This can impact the overall team performance. 

5.2 Lead Time 

In connection to the cycle time, the lead time is represented by the number of days it 
takes for a work item to reach from start to finish. The metric can be calculated with
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an emphasis on the customer and can be defined as the interval between the time the 
customer requested a feature and the time it was delivered. The first two presented 
metrics are the most important ones because they reveal the speed through which 
features are delivered to the end customers. 

5.3 Throughput 

The throughput measures the team efficiency and productivity, and it is defined as 
the number of work items delivered during a time unit. This metric offers a better 
understanding of a software development team capacity and its velocity. 

5.4 Work in Progress (WIP) 

The WIP metric is defined by the total number of work items that are currently 
in progress in all workflow stages. In combination with other metrics, WIP can 
provide valuable insights. For example, the Little’s Law can be applied to calculate 
the Average Cycle Time by using the following formula: 

Average Cycle T ime = W I  P/ Average T hroughput (1) 

5.5 Tact Time 

The tact time metric is a key performance indicator that measures the frequency of 
work items delivered. The tact time can be calculated by using the following formula: 

Tact  t ime  = Average Cycle T ime/ W I  P (2) 

This metric can reflect the team’s velocity and can assist the development team 
in their future planning efforts. 

5.6 Monte Carlo Simulations 

Work estimation is a challenge that every software development team experiences. 
Monte Carlo simulations are valuable for obtaining probabilistic forecasts regarding 
KPIs, such as throughput or cycle time, by using historical data of the workflow.



Kanban in Software Development—The Role of Leadership … 381

Fig. 7 Cumulative flow diagram [20] 

5.7 Cumulative Flow Diagram (CFD) 

Concerning WIP, the diagram presented in Fig. 7 can help visualize the work items 
in each workflow status. Each color from the graph below represents a status from 
the software development process. 

These are the most important Kanban metrics that can be used to increase the 
productivity of a software team and the efficiency of the development workflow. 

6 Conclusions 

A significant factor in the Kanban adoption is played by the senior leadership team 
of the organization. The Kanban transformation leader needs to lay down all benefits 
and disadvantages of the Kanban adoption to the senior management, and their buy-in 
needs to be assured. Moreover, the leader needs to inspire the team members to adopt 
the new continuous improvement mindset, leading by example. The responsibility 
of the team maturity falls on the Kanban transformation leader as well. The needs 
of training and coaching need to be continually assessed and acted upon, as this is 
one of the main challenges that the teams face. The primary motivating factors for 
implementing Kanban discussed throughout the paper are:

• Team communication and collaboration improvements.
• An increase in team efficiency and productivity, by improving the software 

development workflow.
• Reducing development cycle times and time-to-market by implementing the 

Kanban metrics.
• Transparency withing the organization.
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The steps presented in the case study can serve as a practical guideline for any soft-
ware development team that would like to adopt the Kanban implementation method 
while underlying the importance of the transformation leader role and the need for 
continuous support from the senior management team. Additionally, the importance 
of the Kanban metrics was underlined in relation to the relentless improvement 
mindset that Kanban promotes. The transformation leader and the metrics imple-
mented as part of the Kanban transformation are key factors and have proven to be 
a must in any Kanban adoption. 
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Extended Reality



Application of Augmented Reality 
for the Training in the Field 
of Refrigeration and Air-Conditioning 

F. Bellalouna and R. Langebach 

Abstract Augmented Reality (AR) technology is one of the key technologies in the 
digital transformation area. AR is the technology that enables the overlaying of phys-
ical objects with computer-generated virtual perceptible data in real time to provide 
an interactive user experience in the real environment. This technology is currently 
used in many business fields such as engineering, education, medicine, logistics and 
transport either for experimentation or productivity. Due to the rapid development of 
display hardware and mobile devices in terms of performance, as well as the rapid 
development of the range of functions, the implementation of powerful augmented 
reality applications for industrial applications has become easier. This paper presents 
a use case of an AR training application for an ammonia screw compressor asset 
using the Video-See-Through AR method. The intention of this use case is to show 
the benefits and potential of AR technology for teaching and training complex tech-
nical systems in terms of increasing learning efficiency. The paper discusses the 
gathered experiences in the course of the use case and during the use of the AR 
training application in the university and in the industry. 

Keywords Enter extended reality (XR) · Augmented reality (AR) · Video 
see-through AR · Screw compressor 

1 Introduction 

Progress in information and communication technologies (ICT) largely eliminates 
economic restrictions and creates completely new possibilities for action. This leads 
to innovations that were previously simply unimaginable [1]. This process is referred 
to as “digital transformation” and is defined by the MIT Center of Digital Busi-
ness as “using new digital technologies (e.g. social media, mobile communication 
devices, integrated sensors, cloud computing) to significantly improve and increase 
the performance of business processes (e.g. improving the customer experience,
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rationalizing operations or creating new business models) [2]. Augmented Reality 
(AR) is one of the key technologies of digital transformation in the industrial and 
non-industrial environment. AR is the technology that extends the physical world 
through computer-generated, perceptible digital objects to enable an interactive user 
experience in the real world. Due to the rapid development of display hardware, new 
interaction devices and tracking systems, virtual and augmented reality applications 
are being developed now, which could only have been created in large research labo-
ratories a few years ago [3]. AR has meanwhile found its way into many industries 
and business processes such as trade, sales, e-commerce, tourism, production, logis-
tics, and training. The main advantages of AR applications are that users can be 
fully integrated in the processes and systems through high-performance display, user 
tracking and UI functions and that users feel part of an experience. The use of AR 
helps to improve the spatial perception of complex technical and scientific systems 
in comparison to a simple 2D desktop presentation and thus, helps to depict complex 
behaviours in a more tangible and understandable manner. Several scientific studies 
have shown that AR enhances human sensory skills and reduces the cognitive effort 
required to imagine complex systems and products [4]. Scientists from the István 
Széchenyi University in Hungary have examined the increase in learning efficiency 
through AR in higher education and have come to the following results: 30% more 
student activities and teamwork in the classroom and 50% better understanding of 
the lesson content [5]. The potential of AR technology to increase the efficiency of 
business processes and to generate new business models has already been recognized 
by companies from both the IT and industrial sectors. The great interest of companies 
in AR is reflected in the market figures. The market research experts all agree on 
the enormous growth potential for the AR market. Forecasts speak of a global AR 
market turnover of 70–75 billion dollars in 2023. Up to 2.5 billion AR devices are 
to be sold worldwide by 2023, which creates enormous opportunities for the devel-
opment of innovative AR applications [6]. Despite this trend, AR applications are 
currently often in the experimental stage in the industrial environment and in many 
cases, they have not yet been transferred to actual business processes. According to a 
study by the Capgemini Research Institute from 2018, 55% of the approximately 600 
companies surveyed worldwide that deal with AR technology described themselves 
as experimenters and 45% as implementers, in Germany the figure is 62% and 38%, 
respectively [7]. 

This article describes an application for the implementation of an AR application 
to visualise the structure and function of an ammonia screw compressor for air-
conditioning application in the field of education and training. The application was 
implemented as a cooperation between the University of Applied Sciences Karlsruhe 
and the company BITZER Kühlmaschinenbau GmbH. During the implementation 
of the use case, the following questions were in the foreground:

• Required implementation effort of the AR application.
• Performance and usability of the implemented AR application.
• Added value and benefits for the own business processes and the future viability 

of AR technology.
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This presented work has an experimental character and rather than a fundamental 
research. The developed AR applications were implemented as a prototype by the 
students of the University of Applied Silences Karlsruhe during the AR laboratory. 
The gained knowledge in this work can be considered as suggestions for further 
research works. 

2 Extended Reality—XR 

The rapid technological development in the field of computer graphics has led to 
the emergence of a number of applications in recent years that combine reality with 
virtuality through simulation techniques. The result is the creation of an artificial 
environment, in which the distinction between reality and virtuality is not possible 
through deliberate illusion. Depending on the reality and virtuality content, these 
applications are classified into Virtual Reality (VR), Augmented Virtuality (AV) or 
Augmented Reality (AR). The umbrella term eXtended Reality (XR) was introduced 
to denote the various application forms. The “X” is also used in the literature as a 
placeholder for “A” (augmented) or for “V” (virtual). The transition between reality 
and virtuality was mapped by Paul Milgrim’s reality-virtuality continuum [8] (Fig. 1). 
At the left end of the continuum, the environment to be viewed is only displayed in real 
life, while one at the right end is only displayed virtually. Applied to the example with 
the screw compressor (Fig. 1), the real exhibited compressor is located on the far left 
in the “Real Environment” area (Fig. 1a) and the virtual 3D graphic model on the far 
right in the “Virtual Environment” (VR)” (Fig. 1d) of the continuum. Mixed Reality 
(MR) is a continuum that stretches between reality and virtuality. The proportion of 
reality decreases continuously, while that of virtuality increases accordingly or vice 
versa [3]. As far as the real environment is in the focus of the consideration and is 
expanded by virtual content, this is an augmented reality environment (AR). The 
virtual visualization of the refrigerant flow through the real screw compressor is an 
AR application in the attached example (Fig. 1b). If, on the other hand, the focus is on 
the virtual environment and is enhanced by real content, the term augmented virtuality 
is used (AV). In relation to the illustrated example (Fig. 1c), the consideration and 
positioning of the graphic model for the screw compressor and the flanged electric 
motor in the real space on the frame is an augmented virtuality application (AV).

Figure 2 shows the basic structure of an eXtended Reality system [9]. The focus 
of an XR system is the XR hardware, which has XR-capable graphics and computing 
processors. The XR application and rendering are carried out on the XR hardware. 
The XR application is the core application for performing a certain process task with 
the help of XR (VR, AR, AV). Rendering realistically reproduces the XR environment 
depending on the viewing position and the user interaction data. For this purpose, 
viewing angles, 3D sound and object movements, for example, are rendered in real 
time. For user interaction with the XR application, input components are required 
that record the interaction data. The interaction data can be visual, auditory, tactile 
or haptic. The data acquisition can take place by means of sensors such as cameras,
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Fig. 1 Reality-virtuality continuum

Fig. 2 Structure of the eXtended reality sytem 

microphones, as well as acceleration and position sensors. The XR environment is 
rendered with the help of output components. These are output devices for audio 
or visual information such as glasses, screens, screens or loudspeakers. There can 
also be haptic feedback by means of force feedback or proprioception via a motion 
platform. 

3 Augmented Reality (AR) 

According to Dörner et al. [3], AR is a direct, interactive and real-time capable 
extension of the perception of the real environment by virtual content for any senses 
which is based on reality as much as possible in its expression and appearance, so 
that, in extreme cases, a distinction between real and virtual (sensory) impressions are 
no longer possible. AR expands the perception of the real environment with virtual 
elements by combining spatially defined digital content with the real world in real 
time. This leads to a merging of reality with virtuality [3]. A common example of an 
application of AR is the insertion of additional information during the live broadcast 
of a soccer game. Offside lines or goal distances during a free kick are displayed
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digitally on television [10]. In theory, however, AR can be combined with every 
sense that humans can perceive, e.g. visual AR for the perception of virtual objects, 
auditory AR for the perception of noises, tactile AR for the haptic perception of 
virtual objects and vestibular AR for the perception of movements and accelerations 
[3]. The following common methods are currently used in practice to implement AR 
applications:

• Video-See-Through AR: with Video-See-Through AR, the virtual content is 
superimposed on a video recording of the real environment in real time.

• Optical-See-Through AR: In the context of Optical-See-Through AR, the virtual 
content is displayed on a transparent projection surface.

• Projection-based AR: For Projection-based AR, the surfaces of real objects are 
used as a projection surface for displaying virtual content with different colour 
lighting. 

4 Review of Related Works 

In this section an overview about the relevant related research works focusing on 
the use of the AR methods in the engineering field will be given without claim of 
completeness. Danielsson et al. [11] give in their paper an overview of the current 
knowledge and future challenges of augmented reality smart glasses (ARSG) for 
use by industrial operators especially during the assembly processes. This paper has 
investigated ARSG from an operator perspective and has come up to the following 
conclusions: lack of standards for the use of ARSG for the assembly instruction; 
ARSG can cause efficiency losses; limited sensors and visual recognition of the 
ARSG. In the paper by Lotsaris et al. [12] an augmented-reality-based framework 
for supporting human workers in human–robot collaboration manufacturing envi-
ronment is presented. The developed AR application provides the user with handy 
tools to interact with the mobile robot platform, gives direct instructions to it and 
receives information about the robot through an OHMD AR device. According to 
the author, the testing of the AR tools within an automotive industry use case has 
shown a significant reduction of the process lead time. Mourtzis et al. present in 
their paper [13] an AR-based proposal, to handle and display production scheduling 
and machining data. The AR application can be fed with real production data (e.g. 
machines data) and digital production data and visualize these data to the production 
managers in interactive and intuitive way using OHMD AR devices. In the paper by 
Vorraber et al. [14] a study to evaluate AR-based maintenance processes supported by 
OHMD AR device is discussed. A total of 12 test runs conducted with 6 maintenance 
engineers from the automotive industry were analyzed based on video recordings and 
interviews. According to the author, the engineers could complete their tasks approx. 
20% faster than without the AR application.
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5 Significance of AR Technology for Scientific Partner 
Bitzer Kühlmaschinenbau GMBH 

The refrigeration and air conditioning technology, for which BITZER develops, 
produces and sells essential components such as refrigerant compressors, heat 
exchangers and pressure vessels, is unknown to many people due to their work 
in the background. In 2009, BITZER began communicating about its product and 
application topics using AR to highlight its products that are not immediately visible 
to the public. BITZER is considered to be the forerunner of the current AR projects 
in refrigeration and air conditioning technology. In 2014, BITZER gave the first AR 
product presentations on its stand at the world’s leading trade fair for refrigeration 
technology, Chillventa. Since 2019, the new BITZER headquarters in Sindelfingen 
have a showroom, in which, for the most part, traditional, physical cut-away models 
of products are deliberately avoided and focuses much more on digital solutions. 
Some AR projects are currently running in cooperation with the authors with the 
aim of expanding the SCHAUFLER Academy’s range of training courses to digital 
teaching content. The SCHAUFLER Academy is the company’s own international 
training centre at their location in Rottenburg-Ergenzingen. Future AR projects are 
planned to focus on training, service and commissioning of these complex refrig-
eration and air conditioning systems, offering an increasing and supportive role for 
BITZER on trade fairs and other events, whether virtual or in person. 

6 Use Case: AR App as a Tool for Visualization 
of the Structure and Functions of a Screw Compressor 
in Training 

6.1 Motivation 

The components used in refrigeration and air conditioning systems have inner work-
ings that do not necessarily reveal themselves. Small subtleties and optimizations of 
the machines and corresponding refrigeration cycles make the difference between 
achieving climate policy goals such as increasing energy efficiency and reducing the 
carbon footprint or not. In order to explain these quite complex machines, elabo-
rately built sectional models allow a look into the inner structure. The SCHAUFLER 
Academy use those so-called cut-away models for training purposes. They are very 
popular and always generate a lot of interest from visitors—for BITZER products, in 
particular, and for the refrigeration and air conditioning industry, in general. The big 
advantage of real cut-away models is that they make technology physically tangible. 
There are disadvantages, such as the costs of creating those models, as well as the 
time to be invested to keep adapting them to the current state of development. In 
addition, there is a trend towards higher power, for example for district cooling and
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Fig. 3 Ammonia open 
screw compressor (Courtesy 
of BITZER) 

heating, and thus, larger machines. Resulting in models that are becoming increas-
ingly unwieldy to handle. Furthermore, the BITZER compressors used on trade fairs 
in some cases do not have the actual inner workings and just embody the outer 
shell, due to weight. A now obsolete exhibition model of an ammonia open screw 
compressor (Fig. 3) was donated to the University of Applied Sciences Karlsruhe in 
order to carry out an AR project in cooperation with BITZER. The aim is to digitally 
recreate the entire inner workings and structure of the compressor using AR. 

6.2 AR Application for the Visualization of the Structure 
and Functions of a Screw Compressor in Education 
and Training 

As part of the cooperation between the University of Applied Sciences Karlsruhe and 
the SCHAUFLER Academy, an AR application was developed which demonstrates 
the benefits and potential of AR technology for teaching and knowledge transfer 
of complex technical systems in the field of refrigeration and air-conditioning. The 
ammonia screw compressor offers a suitable application example for this, as 2D 
documents, such as books, training documents or videos, cannot make its complex 
functions visible in a simple and accessible way. Screw compressors are typically 
used in refrigeration technology for large displacement volumes at low to medium 
pressure ratios. The name is derived from its working principle that employs typically 
two rotors—male and female part—that rotate against each other similar to a screw 
(Fig. 4). The helically designed rotors form the working chambers within the tooth 
flanks, which reduce in size by continuous rotation towards the pressure side. Due to 
their design, these screw compressors have a built-in volume ratio that is influenced by 
the geometric design of the outlet on the pressure side. Another speciality of screw 
compressor is the so-called bleeding hole which occurs in commonly used screw 
profiles at the tooth base while rotating against the second rotor. This undesirable 
geometric opening allows the compressed refrigerant to flow back to the suction
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side and built leakage. Hence, screw compressors are operated with a high quantity 
of oil in the refrigerant flow, in order to minimize the associated loss of efficiency 
due to internal leakage. The continuously forming working chambers as well as the 
location and nature of the bleeding hole are very difficult to explain, even with the 
help of a non-moving cut-away model. An AR application, which superimposes and 
visualizes the computer-generated assembly structure and functionality of the screw 
compressor via a 2D image (e.g. product catalogue, product flyer) or a physical 
closed model (e.g. the real screw compressor 3D print model) should significantly 
reduce this effort. Furthermore, the application should offer an AR experience that 
improves learning efficiency in terms of increasing of the motivation through greater 
involvement of the training participants and thus, activation of long-term memory 
of the audience. The AR application was developed as a Video-See-Through AR 
application and can be used via a mobile iOS and Android device. In order to be able 
to explore the functionalities of the screw compressor interactively and intuitively, 
the AR application offer six main functions: 

Function for Show/Hide components of virtual data of the screw compressor’s 
selected components. In addition, the housing can be displayed transparent, in order 
to make the internal components of the screw compressor visible. 

Function for sectional views for visualization of movable cutting planes in order 
to virtually display the screw compressor’s internal assembly structure (Fig. 4). The 
sections can either be selected statically in commonly used half-section view or 
dynamically and thus, individually movable towards all coordinate axes. 

Animation function for displaying, in a tangible and understandable way, the 
complex main functions of the screw compressor such as refrigerant flow, rotation 
and interaction of the rotors, compression process, and capacity control (Fig. 5). 
Some of the animations can be interactively controlled.

The Views function allows special views, such as the exploded view (Fig. 6) 
or the view of the compression workspace, to be selected and partially influenced 
interactively. The function for the context-dependent presentation of information

Fig. 4 AR function for the 
section view 
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Fig. 5 AR function for the animation of the refrigerant flow (AR app based on the flyer of the 
compressor)

extends the displayed virtual 3D models of the selected components with additional 
information from literature or user manual such as text descriptions or operational 
diagrams, some of which are animated (Fig. 7). The context-dependent information 
is presented depending on the view selected in the application depending on the 
context. The purpose of this function is to offer a better understanding of the content 
displayed in the AR application.

With the help of the knowledge function, the teaching progress can be reviewed 
via an interactive multiple-choice test. Knowledge gaps can be identified, it is possible 
to repeat the course as often as necessary. 

6.3 Evaluation of the AR Application in Education 
and Training at BITZER 

The generated app was provided for interested users via QR code on flyers and 
displays at the SCHAUFLER Academy. This enables the user during the testing 
period to discover the compressor and to explore its components as described 
before. With different levels of details, depending on interest and previous knowl-
edge different target groups can be addressed. The short knowledge questionnaire 
motivates users to improve individual learning progress regarding the individual 
components, the fluid (refrigerant) flow and machine-related diagrams. Overall, the 
digital cutaway model offers much more information and explanations than real
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Fig. 6 AR function for the exploded view 

Fig. 7 AR function for animation of the refrigerant flow and for context-dependent information 
display

cutaway models can cover. A great advantage is that the model is available virtu-
ally everywhere and can be integrated into online seminars, presentations, customer 
and supplier meetings at any time. There is also a decisive advantage with regard to 
the weight of real models. The AR app also works in targeting with smaller, much 
more manageable plastic models—for example from the 3-D printer, opening up new 
ways, especially in marketing.
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The models and contents are customizable, so that the platform may also offer 
future developments and customization options. A future replacement of today’s 
operating instructions is conceivable. The flexibility and the application possibilities 
are diverse and can provide interested schools, universities, institutions and parties 
with models without great efforts. Knowledge tests and gamification are possible, as 
well as simple explanations. Overall, AR cutaway models can be seen as a success and 
as a worthy replacement of classic cutaway models. As shown here, AR applications 
offer great added value and substantially improve motivation and further interest in 
refrigeration and air conditioning technology of all target groups—especially young 
people. 

7 Experience Report 

7.1 Experience Report at BITZER Company 

The AR project carried out so far, positively and it outreaches all expectations in terms 
of its outcomes will certainly offer undreamt-of potential in the future, especially 
if the processes are further standardized and automated. Ongoing AR projects are 
well received in BITZER branches around the world thanks to German and English 
language capability. The content can be expanded and optimized at any time through 
the use of standardized software. Digital cutaway models can definitely be created 
much faster and more cost-effectively. AR offers enormous potential to convey tech-
nically complex or potentially dangerous and invisible teaching content for the user 
in a playful but realistic way. Similar to the additional training of pilots in aviation, 
simulation and AR offer great opportunities in technical and industrial environments. 
In the future, these digital applications will certainly become even more important 
in education, training and other forms of knowledge transfer. 

7.2 Experience Report Within Refrigeration and Compressor 
Lectures at the University of Applied Sciences Karlsruhe 

The lectures on the basics of refrigeration and compressor technology at the Univer-
sity of Applied Sciences Karlsruhe use the AR app for visualizing the structure and 
function of a screw compressor as well as the videos that can be easily extracted from 
the app. The feedback from students on these new formats is extremely positive and 
underpins the approach of modern, digitally supported teaching. As a pleasant side 
effect, the image of outdated (unfortunately often dusty) cut-away models is dramat-
ically improved and acceptance from the students’ point of view is significantly 
increased. Difficult-to-understand content can be explained in a more accessible way 
to the students. Interest and attention are increased perceptible just by offering the
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use of personal electronic devices during the class—for example their own mobile 
phone. 
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Augmented Reality for Operators 
in Smart Manufacturing Environments: 
A Case Study Implementation 

T. Gramberg, K. Kruger, and J. Niemann 

Abstract The fourth industrial revolution, or Industry 4.0, is gaining momentum 
globally and in various sectors. Promising smart and highly-connected digital and 
physical systems, the vision of Industry 4.0 relies on the effective integration of 
some key enabling technologies—amongst which is Augmented Reality (AR). AR 
is a digital medium that involves virtual objects and computer-generates elements 
that appear in one or more layers over the real-world environment. The integration of 
production data with customized AR experiences promises great benefits for oper-
ators in the manufacturing sector and beyond. This paper describes the case study 
implementation of an integrated AR experience for operators in a smart manufac-
turing environment. The case study uses a Microsoft Hololens II AR device, with 
Vuforia Studio software, to integrate an operator with the operation and control of 
a Fischertechnik Learning Factory 4.0 miniature manufacturing system. Within the 
case study, the implementation demonstrates an integrated AR experience capable of 
identifying components of the real manufacturing system using marker recognition 
and shape screening as well as visualizing multi-media data objects. Furthermore, an 
outlook of visualizing real-time IoT production data and sending operator commands 
via the AR system to affect the manufacturing system operation is given. In light of 
the case study results, the paper also discusses the possibilities and challenges for 
the deployment of AR in real manufacturing environments. 
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1 Introduction 

In the past decade, the fourth industrial revolution and the accompanying digital 
transformation have been strongly focused on in research and by companies across 
industries. With the presentation of the results of Kagermann’s working group in [1] 
in 2013, the term “Industry 4.0” has found wide acceptance in this context for Europe, 
and beyond. From the northern American area rather the term “Smart Manufacturing” 
was coined as the fourth industrial revolution [2, 3], therefore both terms are used 
synonymously in the context of this work. 

The focus of Industry 4.0 is the networking and communication capability of indi-
vidual entities into a common cyber-physical system. In this context, it is also referred 
to as Internet-of-things (IoT) capable objects that are interconnected, exchange data 
and can be controlled in a decentralized manner. The overall goal is to enable an 
automated, intelligent manufacturing concept that should lead to a paradigm shift 
with new technology and opportunities to increase efficiency in the production 
environment [3]. 

One of these key technologies is Augmented Reality (AR), which is a digital 
medium that involves virtual objects and computer-generated elements that appear 
in one or more layers over the real-world environment [4]. Compared to virtual reality 
(VR), AR allows the user to perceive the environment and merely provides additional 
superimposed information in the form of digital objects, whereas the use of a VR 
environment is fully immersive. Milgram’s Reality-Virtuality Continuum [5], which 
is shown in Fig. 1, serves to classify these terms. Mixed reality serves as an umbrella 
term that covers the spectrum within real and virtual reality. 

By overlapping virtual and real reality, users are provided with new opportunities 
to increase efficiency and transfer knowledge in different environments. In [6], the 
expansion of human–machine learning opportunities through the combination of 
AR and learning factories is described, based on the increased flexibility and rapid 
adaptability of the digital content. In [7], a process model is supplementary presented 
on how knowledge transfer in the context of AR can act in the form of digital 
assistance and thus lead to fewer errors in maintenance cases. 

In the industrial environment, AR offers various application scenarios that can 
have a positive impact on all stages of the value chain. For example, product visual-
izations in marketing and sales achieve competitive advantages [8]; faster develop-
ment times and planning phases can be realized by evaluating 3D prototypes in a real

Fig. 1 Reality-virtuality 
continuum (based on [5]) 
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environment [9]; process flows in logistics and manufacturing can be made less error-
prone through visual instructions [10]; on-boarding processes can be accelerated by 
learning from digital objects [11]; and maintenance services can be implemented 
more efficiently not only with preprogramed digital assistance but also through the 
possibility of remote assistance and the display of real-time data [12]. In a study by 
Microsoft and Hypothesis [4] on versatile application examples for AR in the manu-
facturing sector, especially with the head-mounted device (HMD) of Microsoft’s 
HoloLens, impressive process optimizations and efficiency increases were found. 
Hincapié et al. [13] also describes that AR is gaining momentum due to advancing 
hardware and can better reconcile the real and virtual worlds as well as better handle 
complex environments. 

It remains partly unclear, however, how an overall approach and a feasible imple-
mentation recommendation for AR applications might look like. This paper describes 
a practical case study in a smart manufacturing environment. Several functional possi-
bilities are tested across two research sites and then evaluated for a recommended 
course of action. 

The paper concludes with a SWOT analysis summarizing the insights gained from 
the case study, combined with general strengths and challenges, as well as the current 
market situation for AR. This is intended to serve as a basis for decision-making and 
orientation for operators for the implementation of AR applications in real smart 
manufacturing environments. 

2 Case Study Description 

For the description of the basic technical function of the case study, the diagram 
presented by Porter and Heppelmann [14] in Fig.  2 is illustrated. It represents how 
to merge the real and the digital world using AR.

In this diagram the AR experience is described in six essential steps. First, the 
object, in this example an industrial robot, is recognized by the AR system and then 
connects to an external program that simulates a digital replica of the object, called 
digital twin (DT). In parallel, the physical robot sends sensor data to this digital 
replica. Once the industrial robot is detected, digital content can be provided to the 
display device for visualization or instruction and superimposed on the real world. 

If the operator interacts with the AR content, this information can be given to the 
decentralized replica and then on to the physical robot, enabling control [14]. 

Derived from that overview and various application examples from industry on 
AR, three focal points were defined for the paper, which were to be practically 
implemented in the form of a case study:

• Identifying components of the real manufacturing system
• Visualizing multi-media objects
• Integrating and interacting with real-time data from IoT capable devices.
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Fig. 2 Merging real and digital worlds (based on [14])

For the implementation, the application is to be considered cross-locational for the 
two participating research institutes in Stellenbosch (South Africa) and Düsseldorf 
(Germany). The hardware available to both locations is the HoloLens II as an AR 
device and the Fischertechnik learning factory for simulating a smart manufacturing 
environment. 

3 Developing An Augmented Reality Experience 

The third chapter describes the applied resources for creating the AR content and 
illustrates the three central focal points that were implemented as part of the case 
study. In the process, essential functional possibilities for operators in a smart 
manufacturing environment were tested. 

3.1 Applied Resources for Creating the AR Content 

To create the AR content within the case study a test version of the PTC’s Vuforia 
Studio software is mainly used, as it is considered a low-code development platform,
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promises fast implementation results, and is designed for different operating systems 
and thus also for the HoloLens. To display the created AR content, the corresponding 
Vuforia View program must be installed on the AR system. Both programs access a 
common cloud-based experience server [15]. 

With reference to Fig. 2, the connectivity, visualization and instruction, as well as 
the interactions are enabled by the two Vuforia programs in the case study. For the 
collection of sensor data, the IoT platform Thingworx also from the company PTC 
is needed. To represent the integrated real-time data as AR content, it can usually 
be dragged and dropped from Thingworx to Vuforia Studio [15]. Since the factory 
model communicates by MQTT protocol, an MQTT extension kit is also required 
as a bridge to Thingworx, which can be implemented by the program Faircom Edge 
[16]. 

The integration of the different components within the AR environment in this 
case study is illustrated in Fig. 3.

It involves applying the basic technical function of an AR environment from Fig. 2 
to the actual situation of the case study with the resources deployed and demonstrates 
how the six essential steps are implemented. The integration and control of the real-
time data from the sensors of the factory model at steps (3) and (6) are implemented by 
the IoT platform Thingworx and Faircom Edge as MQTT bridge. The remaining four 
steps are enabled by the interaction of the two programs Vuforia View and Studio. 
Through this interaction, some functions can be tested and reproduced digitally in 
separate instances. However, a full digital replica and simulation of the physical 
object cannot be represented by a concrete digital copy. For this reason, the case 
study does not refer to a DT, but only to digital analytics. According to Kruger et al. 
[17] a DT “ideally creates a highly accurate digital model of the physical system 
in cyberspace [… and] can accurately replicate and simulate the behavior of the 
physical system”. 

3.2 Recognizing the Factory Model With the AR System 

One of the key requirements in the execution of AR is the recognition of the physical 
object by the AR device. To enable this, markers or the surface can be scanned, 
among other things, which then initiate the AR experience [18]. 

In the context of the case study, scanning the markers proved to be an effective 
way to initiate the AR application. Figure 4 shows the physical factory model with 
a unique marker in (a) which can be detected from the AR system and initiate the 
pre-developed AR content in (b). Further methods were also tested, such as image 
screening of the Fischertechnik logo and screening of surface contours, either of 
the entire factory model or of individual components of the factory. However, these 
approaches were less effective and are therefore not explained further.
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Fig. 3 Architecture of the AR environment from the case study (based on [14])

3.3 Visualizing Digital Multi-media Objects in the Real World 

With the visualization of additional information in the field of view, the actual added 
value is created by simplifying the user’s processing. With AR, a mental bridge 
between the digital and the physical world is built. Information no longer must be read 
from a separate document or screen and then applied to the situational environment, 
but is inserted directly as digital objects. This reduces the cognitive distance and 
cognitive load of the operator described in [19]. 

As partially shown in Fig. 5, various multi-media digital objects were superim-
posed on the physical factory model in the case study. In addition to a digital control 
dashboard to show and hide individual content, a scalable factory component and 
an assembly video were also inserted. Furthermore, the entire factory model can be
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(a) 

(b) 

unique marker 
(„Thingmark“) 

Fig. 4 a Marker scanning for initiating the AR experience in (b)

over-laid onto the real factory, as already illustrated in the previous Fig. 4b. An oper-
ating manual has also been added, which can be superimposed using the dashboard 
as well as accessed by voice command [20].

The digital objects are intended to simulate assistance for an operator of the 
factory, who can exemplarily view additional information of the learning factory 
and thus ensure an easier handling. To reduce the cognitive load, printed documents 
or a separate screen are no longer required here. Ideally, the disassembly of the 
component would also be illustrated directly on the 3D model instead of in a separate
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Fig. 5 Superimposed digital objects

video. However, due to compatibility issues this is only possible with the PTC’s Creo 
Illustrate software [21]. An additional advancement for the control of multi-media 
objects, besides gesture and voice control, would be the integration of eye-tracking. In 
the industrial environment, this offers further additional advantages for the operator, 
such as simplified use and optimized data representation [22]. 

3.4 Real-Time Data Exchange and Interaction 

In the learning factory, as a simulated smart manufacturing environment, the indi-
vidual controllers communicate via MQTT protocol. This also includes the measure-
ment data collected by the integrated environmental sensor. This data can be 
addressed individually via defined topics, and both receive information and send 
commands in the form of payloads [23]. One goal for the case study was defined as 
the visualization of the environmental sensor data and the initiation of an ordering 
process in the factory model. For the implementation, the MQTT data was transferred 
by the Faircom Edge program [16] as an MQTT extension kit to the IoT platform 
Thingworx. Here, the data can be stored as so-called Things and then transferred 
to the sister program Vuforia Studio. In Vuforia Studio, this data is then added, 
for example, as properties of a 3D gauge widget, enabling the display of real-time 
data such as temperature. In addition, the data from Thingworx can also be inte-
grated as events that allow interaction with the physical model, sending payloads to
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a subscriber [24]. However, due to the use of the test version of the software, the 
transfer of the custom created Things is not possible, thus only simulated data can 
be used [25]. 

An alternative possibility for the integration of MQTT data was also explored—by 
directly connecting the Fischertechnik factory via the JavaScript interface at Vuforia 
Studio. For this purpose, a Web socket server was configured, since Vuforia Studio is 
web browser-based. The desired control could indeed be applied within the preview 
mode at Vuforia Studio, but not in the operational mode with the HoloLens—this 
option will thus not be discussed further in this paper. 

4 Evaluation of the Augmented Reality Application 

Through the processing of the case study, the general research work on the theoretical 
foundations and the market situation of industrial AR (IAR), it is possible to identify 
possibilities, but also challenges. In order to evaluate these, the characteristics are 
collected in the four-field matrix of a SWOT analysis (Fig. 6).

The foundation of the SWOT analysis is based on linking the internal perspec-
tive as strengths and weaknesses with the influences resulting from environmental 
developments in order to serve as a basis for decision-making [26]. By superim-
posing digital content, IAR enables the rapidly increasing amount of IoT data to be 
visualized in an operational manner [27]. One of the main strengths of IAR is that it 
reduces the cognitive load by eliminating the mental translation of information into 
the environment [19]. Based on the application examples from industry, it is demon-
strated that competitive advantages can be achieved with IAR, e.g. in sales [8] or  
through shorter development times [9]. This is contrasted by a potentially high effort 
and competence required to create the IAR application [28]. With regard to surveys 
[28, 29] and during the creation of the case study, immature functional features and 
dependencies on other programs have also become clear in some cases, so that the 
technology is considered not ready for wide adoption. 

According to market statistics on the predicted market volume [30] and cross-
industry investment levels [8], IAR is considered to have high potential. Some 
application examples already show impressive efficiency increases [4]. However, the 
industry-wide adoption has not yet occurred and, contrary to expectations, is a long 
time coming, as described in [31]. In addition, there are concerns about data privacy 
in IAR applications tracking the employees [32], as well as a potential shortage of 
skilled workers with the know-how to successfully implement IAR [28]. 

5 Conclusion 

Due to the dynamic and complex nature of smart manufacturing, it must be indi-
vidually examined which type of visualization can be useful. There is no blanket
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SWOT 

Strengths Weaknesses 

Opportunities Threats

• Possibility to display high 
increase of collected IoT 
data for improved 
processing

• Lower cognitive load while 
operating with IAR 
instructions

• Accelerating planning and 
development phases

• Offers new visualization 
options and thus 
differentiates from 
competitors

• Actual technology 
acceptance unclear

• General skills shortage 
forecasted 

• Potential issues of data 
security

• Progress in the fourth 
industrial revolution 
intensifies

• Incremental growth of 
market size for IAR

• High investments of 
companies in different 
industries are forecasted

• Proven increase of 
efficiency & productivity in 
different application 
scenarios

• Skepticism about maturity 
of technology

• Lack of competence for 
integration of IAR

• Necessity for using PTC 
software packages

• High expenditure with 
uncertain impact 

Fig. 6 SWOT analysis for evaluation the AR experience for operators

or “one-system-fits-all-solution” for the integration of IAR [3]. Nevertheless, the 
findings from the case study and the SWOT analysis can serve as orientation in the 
strategy process for the use of IAR. For the challenges identified in the context of this 
analysis, there are also approaches, e.g., from the Boston Consulting Group [27], for 
managing the risks in implementing IAR-IoT applications. 

The case study was limited to using a trial version, so that especially the integration 
of real-time data and the bidirectional interaction with the physical factory could not 
be fully tested. However, with the planned use of a full version, these functions should 
be enabled so that further research can build on and extend the findings of this paper. 

In summary, the realized functional possibilities with a reliable connection to the 
real-time data of the factory model show that AR can play a significant role in Industry 
4.0. Even if integration cannot be recommended across the board, enterprises should
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at least investigate the possibilities of IAR more intensively, as also specified in detail 
in [19] and [27]. 
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Augmented Reality Combined 
with Machine Learning to Increase 
Productivity in Fruit Packing 

M. van der Westhuizen, K. H. von Leipzig, and V. Hummel 

Abstract This paper studies the benefits of using Augmented Reality and Machine 
Learning in the agricultural industry for the purpose of fruit classification. During 
fruit classification colour plays a vital role in determining fruit quality and attrac-
tiveness. It is for this reason that technology in agriculture is being adopted that 
can visually grade produce. Currently, the study of Augmented Reality and Machine 
learning technologies in the Agricultural sector is limited, specifically cornering 
productivity improvement resulting from the implementation of these technologies. 
Therefore, technology which offers collaboration between employees and visual 
technology, in the form of Augmented Reality using the HoloLens 1, was studied. 
Augmented Reality requires strong data analytical support because the effective-
ness of Augmented Reality is directly proportional to the quality of the information 
utilised. To ensure accurate data analytics Machine Learning was used. To analyse the 
use of Augmented Reality and Machine Learning in agriculture these two technolo-
gies were used to classify avocados in terms of both fruit grade and size. Machine 
Learning was implemented using Microsoft Azure which was used to grade the 
fruit. This was done by providing 1053 photos of avocados to Microsoft Azure from 
which the Machine Learning algorithm could learn how the fruit was to be graded. 
To determine the size of the avocado the number of pixels and the distance of the 
avocado from the HoloLens was used. An Augmented Reality and Machine Learning 
prototype was implemented, and the time taken to pack an avocado box was taken. 
It was found that there was a packing speed increase of 29.87% and a decrease in 
the variation of this speed by 96.2% when the prototype was implemented. Doing 
a t-test it was quantified that the increase in packing speed was statistically signifi-
cant. Therefore, it can be concluded that the use of Augmented Reality and Machine 
Learning can be used to aid employees to improve tasks in the agricultural industry.
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1 Introduction 

In agricultural industries, especially those focused on the cultivation of fresh fruit, 
produce is judged based upon visual parameters [1, 2]. This is because the colour 
of fruit is an important factor in determining fruit quality [1, 2]. Also, the visual 
attractiveness of fruit significantly impacts sales [1]. To classify fruit, employees’ 
judge the fruit based on various parameters such as size, colour, blemishes on the 
fruit skin, etc. [3]. Currently, fruit classification is done manually resulting in there 
being a significant human component in this part of the industry [3]. This is however 
changing with the development and adoption of expensive automated classification 
equipment [4]. This new classification technology is becoming increasingly adopted 
for use in this industry as there are significant productivity and quality benefits for 
those with capital to adopt new visual equipment [5]. The downside, however, is that 
10% of the employees working in the agricultural sector in South Africa could be 
lost [6]. It is not only South Africa that will be affected, as it is estimated that 50% 
of the global workforce is involved in the agricultural sector [7, 8]. These employees 
are especially vulnerable because they perform routine manual work which could be 
automated with smart machines with advanced visual technological capabilities [9]. 

Advances in automation are not the only new technological developments, 
fortunately. Technologies like Augmented Reality (AR) can assist employees by 
improving their judgment, decision-making, efficiency, and effectiveness [9]. In 
doing so the employees are more valuable, and thus there is a greater incentive for 
organizations to retain labour. The use of AR to aid employees can add a significant 
amount of value to an industry like the avocado industry for fruit classification. This 
is because the avocado industry has potential for significant quality improvements 
with 50% of all avocados harvested being discarded, and of those sold at outlets 
40% of avocados have a significant portion of flesh bruised or damaged [10]. These 
quality issues lead to both significant levels of waste and a reduction in consumer 
confidence. Also, the avocado industry is still a predominantly manual industry with 
only a moderate amount of automation being used in practice [11]. However, the 
industry is evolving and therefore it can be tested whether manual processes can be 
improved with AR to provide an alternative to automation globally. 

2 Literature 

Industry 4.0 technologies are advancing quickly, and in doing so provide an oppor-
tunity for constructive change in almost all sectors and industries globally [12]. 
Before implementation however, it is imperative that one understands not only these
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technologies, but also the implications of using them. Two technologies of partic-
ular concern for this project are AR and Machine Learning. Research studying the 
effects of implanting AR and ML in agriculture are limited [13]. Also the research 
that has been done on AR specifically in the agricultural sector did not focus on the 
productivity improvement resulting from the implementation of AR technologies [7, 
13–15]. Therefore, this paper explores the use of AR and ML in the agricultural sector 
with a focus on the productivity improvement that these technologies can provide. 

2.1 Augmented Reality 

Augmented Reality is a technology used to alter the user’s perspective of the real 
world by layering atop it images, sounds, or vibrations [6]. To ensure that Augmented 
Reality is not limited to specific technologies, it should conform to the following 
criteria: combining real and virtual experiences, no delay in interaction, and must be 
able to process and project 3D imagery [16]. The information presented to the user 
enables more informed decision making due to the value offering of AR [5]. 

The three main value offerings, as can be seen in Fig. 1, are real time monitoring 
and feedback (RTMF), the contextualisation of relevant information, and being a 
visual aid during task execution [6, 14, 17–20]. AR enables RTMF by taking data 
from the environment and giving relevant information back to the user in real time 
[14]. Contextualisation is enabled by providing the user with the right information at 
the right time and in the right context. In doing so information is framed in a way that 
is logical, easy to understand, and relevant to the user in their current environment 
[20]. AR is a visual aid by using real time contextualised information and presenting 
it to the user to guide or provide aid during task execution [19]. 

The value offered by AR enables proper and timely decision making using real 
time data. This results in an increase in the quality and productivity of task execution 
and improved resource management [18, 20, 21]. During the avocado packing process 
AR empowers employees who pack avocados by guiding them during the packing 
process. Avocados are packed based on fruit size and quality as outlined by various 
regulatory bodies [22, 23]. The benefits of AR will enable avocado packing quality

Fig. 1 Augmented reality value offering [6, 14, 17–21] 
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and productivity to be improved as packers will be aided to make more accurate and 
faster decisions. 

The AR device captures the image where after the image needs to be processed 
and analysed. The analysis of the image data is important because the value of the 
insights and conclusions drawn, are directly correlated to the degree that the image 
data is analysed, and key insights are extracted [24]. Machine Learning is valuable in 
an AR system because it aims to find patterns or key insights from the data captured 
[24]. It is for the purpose of analysis, that Machine Learning forms an integral part 
of vision systems that are being deployed in the real world [25]. 

2.2 Machine Learning 

Machine Learning (ML) is focused on creating computer systems that can improve 
on their own using historical data without changing core processes, as well as the 
focus on the body of knowledge surrounding the laws that govern learning systems 
[25, 26]. A critical aspect of ML and why it is so valuable, is the ability of ML 
algorithms to uncover hidden or unconventional relationships [27]. ML can do this 
because the algorithms will use all the variables available to determine relationships 
without being told what those relationships are. It is also this ability of ML to find 
relationships by itself that it has become easier to implement ML than to manu-
ally code algorithms [25]. It is now easier to develop a system where algorithms 
develop based on training, from inputs received, then to manually develop software, 
based off anticipated expectations [25]. Thus, these algorithms can identify patterns 
without preconceived biases as to what patterns exist and how these patterns relate 
to each other. If correctly trained, pattern recognition is valuable in a fruit classi-
fication system because the fruit can be classified objectively. ML will recognise 
patterns of correctly classified fruit based off calculated patterns allowing for consis-
tent classification of fruit. This, connected with AR, will create a system where ML 
analytical skills can be conveyed to the user of AR to enable increased efficiency and 
effectiveness in the packing of fruit. 

3 Methods and Materials 

To quantify the increase in the quality and productivity of avocado packing a proto-
type was developed. The prototype, as discussed in the introductory section, consists 
of two primary components, namely AR and ML. These two technologies were used 
to classify avocado fruit according to grade, referred to simply as class, and size 
category. The avocado class and size are determined based off guidelines provided 
by the South African government [22]. Quality factors determine if the fruit is graded 
as a class 1, class 2, or unclassified (usually referred to as a class 3). Avocado weights 
determine the size category which are even numbers from 4 to 32. These numbers
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represent the number of avocados packed into a standard avocado box. To classify 
avocados into size and class categories a prototype was developed in three phases. The 
first phase was the experimental set-up, the second phase was the AR development, 
and the third phase was the integration of the ML component. 

3.1 Augmented Reality Device 

To select an appropriate pilot device the three most popular and sophisticated 
AR devices available were compared [28]. The three devices, namely HoloLens 
1, HoloLens 2, and Magic Leap 1 were compared using different factors which 
were used as selection criteria. The factors were chosen based on the capabilities of 
each device as well as the support provided. The following factors were selected: 
development support, cost, ergonomics, display area, and resolution. 

The three were compared using the analytic hierarchy process (AHP) method, 
which assigns relative weights to the different factors used as selection criteria [29]. 
The product of the AHP weights, the scores given, and the reasoning behind the 
scores can be seen in Table 1. It was determined that the HoloLens 1 would the best 
device for the prototype. It should however be noted that were cost not a factor or 
the HoloLens 1 not already available, the HoloLens 2 would have been considered 
the best device. Therefore, for the purpose of this paper which is to test the benefit 
of AR with ML the HoloLens 1 was selected.

3.1.1 Marker 

On the sorting table a marker was also present. The reason for the marker was that 
the distance measured by the HoloLens 1 (HoloLens) was not always accurate [30]. 
This means that there may be noise present, with 1 m being read as 1.2 or 0.8 m. 
This variability was tested by taking 30 sample measurements, and the results were 
as follows: 10 measurements had more than a 5% deviation; 4 had more than 10%; 
and 1 had over 20%. These results indicated that there is significant noise in the 
prototype system. 

By introducing another object of known size, the size of the avocado could be 
determined relative to this object. The size calculation now being a relative measure, 
and not an absolute measure, made the calculation more accurate. This was confirmed 
when a linear regression was used to test the accuracy of predicting the weight of 
avocados with and without a marker present. With a marker the R-squared (R2) value 
improved from 55.22% to 65.27%. The R2 was determined by comparing the actual 
weight of the avocados to the estimated weights. The estimated weights were derived 
from using the avocado’s distance and the number pixels that make up the avocado 
as well as the marker’s distance and pixel number if it was present. More information 
regarding regression and R-squared can be found in the next sub section.
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Table 1 A table showing the AHP weighting per factor, score per factor for each device, and the 
total scores [28, 29, 31–33] 

Factor AHP 
weight 

HoloLens 1 HoloLens 2 HoloLens 3 

Reason Score Reason Score Reason Score 

Development 
support 

0.37 Microsoft 
released well 
documented 
tutorials; 
community 
documentation 
is lack luster 

0.70 Microsoft 
released well 
documented 
tutorials; fair 
amount of 
community 
documentation 

0.80 Tutorials 
available but 
not as 
thorough as 
those by 
Microsoft; 
community 
documentation 
is lack luster 

0.50 

Cost 0.27 HoloLens 1 is 
available so 
protoy0e 
development 
cost would be 
R0 

1.00 HoloLens 2 
currently costs 
~ R56 000 

0.30 Magic Leap 
One currently 
costs ~ R37 
000 

0.54 

Ergonomics 0.15 Heavy device 
with fragile 
frame that can 
cause 
discomfort 
when worn for 
extended 
periods of 
time 

0.50 Weighty device 
with knobs to 
increase 
comfort that 
can cause some 
discomfort 
when worn for 
extended 
periods of time 

0.70 Well balance 
with pads to 
increase 
comfort that 
can cause 
some 
discomfort 
when worn for 
extended 
periods of 
time; has a 
cable which 
may be in 
users way 

0.80 

Display area 
(degrees) 

0.12 34° display 
vision versus 
60° human 
vision 

0.57 52° display 
vision versus 
60° human 
vision 

0.87 50° display 
vision versus 
60° human 
vision 

0.83 

Resolution 0.09 1280 × 720 0.42 2048 × 1080 1 1300 × 1300 0.76 

total 1.00 Most 
appropriate 

0.71 Second best 0.68 Third 0.62

3.1.2 System Logic 

The HoloLens was programmed in such a way that it would identify all the avocados 
in its field of vision that were of a predetermined size and class. By packing for a set 
size and class boxes of avocados, with uniform characteristics, could be packed. To 
achieve this, the operational facilities of the HoloLens needed to be understood. The 
way the HoloLens perceives a point in its environment can be seen in Fig. 2. This



Augmented Reality Combined with Machine Learning … 421

Fig. 2 Figure showing how x, y, and z co-ordinates are utilised using the HoloLens 1 [34] 

figure only explains how the HoloLens perceives the surrounding environment. In 
the figure a point can be represented by point P, as seen from the HoloLens, which is 
located at point Oc, which has an x, y, and z co-ordinate, representing height, width, 
and depth parameter as seen from the HoloLens. 

The HoloLens simply sees a rough 3D canvas with protrusion, such as point P in 
Fig. 2, at various depths. The HoloLens cannot know what those protrusions are as 
it can only know 3D holograms that have been placed by the HoloLens. 

Some parts of the rough canvas can be labelled however, so that when a human 
operator views their environment through the HoloLens, they will have more detail 
about their surroundings. This will occur when an image of the environment is taken 
by the HoloLens, analysed and information is projected onto the environment. That 
image will be analysed using ML software. The analysis identifies the avocados, 
classes them, and provides x and y co-ordinates of the avocados in the image. The 
x and y co-ordinates of the avocado in the image were used to get the x and y 
co-ordinates of the placement of the label of the avocado. 

To translate the x and y co-ordinates of the avocado in the image to x and y co-
ordinates from the HoloLens perspective, it is first necessary to “remember” which 
area of the environment was photographed. To “remember” a curser was always 
present when viewing the environment through the HoloLens. This curser was the 
middle point of that which was currently being viewed through the HoloLens. The 
curser was important because its co-ordinates were stored when an image was taken, 
as can be seen by the critical point in Fig. 2. The image that was taken is represented 
by the plane A in Fig. 2 and the image A in Fig. 3. After the image is taken, it is 
analysed using ML, and in doing so became an information rich image.

The information rich image contains the placement of the relevant objects in 
that image and information about each object. When the information rich image 
was projected back onto the original image it was scaled differently. Therefore, the 
information rich image is represented by the plane B in Fig. 2 and the image B in
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Fig. 3 Figure showing of 
the original image A and data 
rich image B, captured using 
the HoloLens, are scaled

A 
B 

Fig. 3. It was found through experimentation that the information rich image tended 
to be smaller than the original image. So, although the middle point of the image 
matches the middle point of the environment, where the image was taken, the rest of 
the image is scaled differently. 

To counter this, the information rich image needed to be scaled so that it overlays 
the original image perfectly. This was another reason why the marker of a known 
size was introduced. If the markers size is known, the information rich image of 
the environment could be scaled so that the image of the marker is the same size in 
the actual marker. Once this was done both images observed through the HoloLens 
should also be the same size. In practice the whole image was not scaled but the 
co-ordinates of labels that needed to be placed on real world objects were to get 
the correct x and y co-ordinates. Once this was done the labels were then pushed 
back untill they collided with the canvas seen by the HoloLens. This canvas had 
protrusions which indicated objects, such as avocados, seen by the HoloLens. The 
location of the z-coordinate of the label, after being pushed back untill it collided 
with the avocado, was used to get the z- value of the avocado. 

The information rich image also contains the parameters of a bounding box around 
the avocados that have been identified. Using only the pixels in the bounding box the 
green pixels were grouped together to determine the number of pixels in the avocado. 
The way a computer interprets colour is in terms of a RGB scale in the form of a 
3-dimensional vector (r, g, b). Each of the variables can have a variable value from 0 
to 255 as can be seen in Fig. 4. Each unique configuration of the RGB vector indicates 
a new colour is represented, with white being (255, 255, 255) and black being (0, 0, 
0). It was calculated that in the RGB vector that, if the g component is bigger than the 
r component, then it would be a pixel in the avocado. 4 samples were taken, as seen 
in Fig. 4, to show that g needed to be greater than r to be considered a pixel on the 
avocado. The first sample is off the avocado, so the r component was larger than the 
g component. The other three samples were taken from pixels on the avocado and 
each time the g component was found to be larger than the r component. Therefore, 
all the pixels with a g variable larger than the r variable was counted in the bounding 
box to get the number of pixels in the avocado. The same was done with the marker 
except the b variable had to be larger than the r variable.



Augmented Reality Combined with Machine Learning … 423

Fig. 4 Figure showing 4-pixel samples taken and the RGB value of each pixel 

3.2 Machine Learning Component 

Computer vision and ML algorithms are already complex, and this complexity is 
expected to increase in the future [35]. Software platforms provide computer vision 
and ML software solutions to developers who do not have the knowledge, skills, or 
time to program the required algorithms [36]. The platforms provided are more than 
just software as a service (SaaS) because hardware is also used to run and manage 
some ML computations [36]. Therefore, the services provided are referred to as 
platform as a service (PaaS). 

PaaS can be defined as the provision of technology, hardware and software, as a 
service for the purpose of enabling developers and independent software vendors to 
host software or software as a service (SaaS) solution [36]. So, to develop a prototype 
to test AR with ML without the risk of not having the skills nor time to finish the 
project PaaS was used. The purpose of this project is to determine the feasibility of 
using visual technology for fruit. Once this has been established future work may be 
what machine algorithms will be bested suited for fruit classification. 

The three PaaS industry leaders are Amazon, Google, and Microsoft who provide 
Amazon Web Service Recognition, Google Cloud Vision, and MS Azure Computer 
Vision (MS Azure) [37]. Of these three services the only one that does not have 
significant drawbacks is MS Azure, as can be seen in Table 2. Azure also has a 
significant number of resources available online which ensures that the knowledge 
that is required to finish the prototype on time is available. The response time and 
the accuracy of classification of avocados are important both of which will be best 
accomplished by MS Azure. It is for these reasons that MS Azure was selected 
platform as the platform of choice.

The computer vision platform offered by Azure is called Custom Vision (CV). The 
CV platform offered by Azure was used which utilizes ML for object recognition. 
The disadvantage of using a PaaS is that the ML algorithm that is utilised is unknown 
so the accuracy of the prototype cannot be pinned to a specific ML algorithm [37]. 
Avocados were pre-sorted carefully and then images of the pre-sorted avocados were
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Table 2 A table comparing the three most popular PaaS solutions [35–39] 

Characteristics PaaS contenders 

Amazon web service 
recognition 

Google cloud vision Microsoft azure 

User interface User friendly User friendly Complex (resources 
available) 

Cost Cost effective Pay-as-you-go (only pay 
for what is used) 

Vague  with  a free trial  
and $100 available 

Online resources Little (existing are 
complex with little 
useful information) 

Available (but limited) Significant amounts 
available 

HoloLens 1 
integration 

Complex (almost no 
resources to assist 
development) 

Possible Facilitated (Azure + 
HoloLens Microsoft 
products so built-in 
compatibility) 

Response Time Medium Medium Fast (comparatively) 

Other significant 
disadvantages 

Limited image size 
(may result in poor 
computer vision 
capabilities) 

Low “noise” tolerance 
(may result in poor 
computer vision 
capabilities) 

None

taken with the HoloLens and sent to Azure’s Custom Vision platform. These images 
were used to train the system so that it could, using ML, classify the avocados into 
class 1, 2, and 3. 1053 images of avocados were used to train the system. 

The prototype developed parameters that needed to be evaluated to determine 
if the prototype build is sufficient for drawing conclusions. The accuracy of class 
classification is determined from precision and recall. Precision is the percentage 
of predicted positives which are true positive [40]. Recall is the percentage of true 
positives that are predicted as positive [40]. Using 1053 images of avocados the 
precision and recall scores were determined. The precision score was 85% and the 
recall score was 81%. The f1 score, the accuracy using both precision and recall, 
seen in Eq. 1 is calculated to be 83%. The time taken from when an image was taken 
untill an information rich image was sent back to the HoloLens was approximately 
13 s. 

f1 = 2 × Precision  × Recall 
Precision  + Recall 

= 2 × 85% × 82% 

85% + 82% 
= 83% (1)
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3.3 Prototype System 

The 13 s delay by the MS Azure platform as a service means the prototype does 
not classify avocados on a continual basis, but that there is a discontinuity during 
each classification event. This is different to how the avocados are currently being 
packed, as shown by Fig. 5. Currently the employees pack an avocado box untill 
it is fully packed with an even number of the same class. However, the current 
HoloLens prototype takes 13 s to classify the avocados and only the avocados in 
the field of vision when the photo is taken are classified. Therefore, fewer avocados 
will be classified then necessary to fill a box, and there will be a 13 s delay between 
iterations. To solve this problem and test the functionality of the prototype the times 
when an avocado box was being packed were isolated. This was done so that only 
packing times were examined. In this way the current system and the HoloLens 
system behave similarly, and a comparison can be made. By stitching the times 
together to pack different iterations till a box is packed, the time taken using the 
HoloLens could be determined. 

Fig. 5 Figure showing how the avocados packing times were measured both with and without the 
HoloLens
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4 Results and Discussion 

The current packing system which does not utilise the HoloLens classifies 73% of 
avocados according to class, as explained in sub Section “Machine Learning Compo-
nent” and 59% according to size, as explained in sub Section “System Logic”. The 
size and class was determined using guidelines provided by the South African govern-
ment as explained in Section “Introduction”. With the utilization of the HoloLens 
these figures improve to 83% and 73% respectively. Showing that, with a more data 
centric approach, the quality of the of task of packing avocados can be improved. 
Given that the quality of avocado packing could be improved using the HoloLens it 
was then necessary to test the productivity using the HoloLens. Using the method 
discussed in the previous section, the HoloLens was used to pack 30 boxes of 
avocados. Two other samples were also taken. The first was simply the time taken 
to pack 30 different boxes without the use of the HoloLens, or other external aids. 
The second sample was the time taken to pack 30 boxes of avocados that had already 
been sized and classed correctly, and the avocados that needed to be packed had a 
sticker placed on the avocado. The results generated can be seen in Fig. 6. 

The utilisation of stickers represented a saturation that was more ideal than that 
of the current HoloLens. The reasons being that the class and size classifications 
can be expected to both be above 90% accuracy. This is because the avocados were 
studied and weighted before a sticker was placed on the avocado. Another reason 
why stickers may currently be better than the HoloLens is because the stickers are 
not as cumbersome as the HoloLens. The HoloLens is a heavy device with a limited 
field of view. The stickers do not have these drawbacks. A system with stickers also 
does not have the problem of having to stitch different pack times together till a box 
is filled. So, a system with stickers could potentially represent the HoloLens system 
after it has improved to a more ideal state. 

Figure 6 shows the 30 individual values of the three samples taken. The averages 
were used to compare how the speeds of the different packing times of the three

Fig. 6 A graph depicting the time taken by a trained packer to pack 30 boxes of avocados using: 
no assistance, a HoloLens with the help of Microsoft Azure, or stickers 
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different samples differ. The average packing times are 23.69 s, 27.31 s, and 38.94 s 
when stickers, HoloLens, and no assistance are used respectively. Using these aver-
ages we can determine that when stickers are used the packing times are 13.26% and 
39.17% faster compared to when the HoloLens and no assistance is used respectively. 
The HoloLens was 29.87% faster than when no assistance is used. 

When the avocados were packed with no assistance the times taken to pack a box 
fluctuated significantly. This can be seen by the fact that 2 data points captured took 
longer than 60 s while 4 others were below 30 s. The variance was also calculated 
and found to be 93.97 s. The reason for the large deviation was observed to be due 
to uncertainties while packing. It was observed that while packing occurred these 
long packing times were caused when a box needed to be repacked or avocados had 
to be searched for to be packed. The repacking of boxes occurred when a full box 
was packed but there were either significant gaps between some of the avocados or a 
box contained an odd and not an even number of avocados. During repacking some 
avocados needed to be taken out of the packed box and replaced till both the gaps 
had been reduced significantly and the box contained an even number of avocados. 
Long packing times are also caused when the right avocados need to be searched for. 
The problem, as mentioned in the introduction, is that avocados appear very similar 
so it is often difficult to judge which avocados should be packed. Thus, when most 
of the avocados of a similar size have been packed that were near the packer, other 
avocados further away had to be looked for. But, with avocados looking so similar it 
is often difficult to find the avocado of the right size. 

The two above mentioned difficulties were not present when the HoloLens or 
stickers were used. This is because the packer is directed towards avocados that 
are of a similar size. This leads to the elimination of repacking and a significantly 
reduced search time. The variation was calculated to be 1.41 s2 and 3.57 s2 when 
packing occurred with the aid of stickers and the HoloLens respectively. The varia-
tion is significantly less than 93.97 sec2 which is the variance when avocados were 
packed with no assistance. With the stickers not having a reduced field of vision, the 
identification of avocados are more seamless which could explain why the packing 
time with stickers is faster and has less variation compared to when packing occurred 
with the HoloLens. 

A t-test was constructed to test if there is a statistically significant difference 
(SSD) between the packing times when the HoloLens and stickers were used to pack 
avocados. The t-test showed that there is a SSD between the two samples and thus 
the packing times of when stickers is used compared to when the HoloLens is used 
is meaningfully faster. However, the packing time difference is only 13.26% which 
is a small difference when comparing the packing time to when no assistance was 
used. This means that although the utilisation of stickers is meaningfully faster, the 
HoloLens is only 13.26% away from an ideal state.
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5 Conclusion and Recommendations 

In conclusion, the use of AR and ML to classify and pack avocados lead to a significant 
increase in both packing quality and packing speed, and a decrease in packing speed 
variation. This means that if the technology is applied it could benefit the user by 
having more uniformly packed boxes packed at a faster rate. This should increase the 
sales price of boxes of avocados sold and reduce the labour cost per box. The reduced 
variation in packing speed could potentially facilitate increased levels of monitoring 
and control of the supply chain. This could reduce supply chain waste. Ultimately, this 
prototype thus shows that by applying AR and ML to fruit classification and packing 
would not only affect the user but potentially the whole industry in a positive way. 
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Measuring the Impact of Sustainability 
of Product-Service-Systems 

D. Kretschmar, J. Niemann, C. Deckert, and A. Pisla 

Abstract Sustainability will be one of the most important influences on corporate 
activities. As a result, and due to the technological innovations product-service-
systems can be seen as a sustainable opportunity. They enable the effective and 
efficient use of products and thus the saving of resources as well as their decou-
pling of value generation. Regarding this, the research question which should be 
answered in this essay is “How can an impact model be designed that shows the 
sustainable impact of product-service-systems?” For this purpose, the most important 
sustainability indicators are identified in the automotive sector, and a business model 
approach is developed that brings together sustainability aspects and product-service-
system requirements. Subsequently, a first attempt is made to transfer sustainability 
indicators to the business model approach via an impact model. 

Keywords Product-service-system · Business model · Corporate sustainability ·
Sustainable indicators · Impact model 

1 Introduction 

Sustainable thinking in a business context will play an increasingly important role 
and will be one of the most important trends in the upcoming years. Besides social
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and political impacts, market logics and customer needs and thus entrepreneurial 
thinking will be influenced [1, 2]. 

The need for a sustainable approach to our economy is highlighted in the excessive 
use of resources. One indicator is the “Earth Overshoot Day”. It is computed by 
dividing the planet’s biocapacity by humanity’s ecological footprint. The overshoot 
day 2021 of Germany was the 5th of May and South Africa reached it at the 4th of 
July [3]. Taking a closer look into the sustainable development goals, both still have 
problems in responsible consumption and production [4]. 

The solution to this problems can be found not only in technological innovation, 
but also in innovative business models (BM) [5, 6]. The trend towards servitization 
can be seen as an indicator here. In this context, previously purely physical products 
have become product service bundles [7]. The added service varies purposefully over 
the different phases of the product life cycle [8]. These are also called product-service-
systems (PSS), an aggregation of products and services to deliver value propositions 
to customers [9]. This PSSs are enabler to reach new markets and customers. This 
is also shown by the fact that service has played an increasingly important role in 
the value creation of companies, for years [10]. Not at least due to digitization and 
the related technologies, the scope of services offered by companies were pushed 
strongly forward [11, 12]. 

Regarding this, the design of PSSs have already been extensively studied [13, 14], 
as have their BM [15]. The same applies to sustainable BM [16, 17], also with regard 
to Industry 4.0 [18], of which PSSs can be seen as a sub-area. The sustainable impact 
of PSSs is mentioned many times, but only in few cases all sustainable dimensions 
are considered integratively and dynamically [19, 20], and both the PSS reference 
or the BM approach is missing. 

This leads to the research question: “How can an impact model be designed in 
such a way that shows the sustainable impact of product service systems?”. 

2 Research Approach 

With regard to the research question, the research approach is divided into three main 
blocks: 

1. Identification of a suitable framework for corporate sustainability and of the most 
important indicators. 

2. Design of a suitable BM approach with focus on the inclusion of the sustainability 
indicators and the PSS-requirements 

3. Combining them in a first theoretic try via an impact model. 

Finally, the results are critically reviewed, and further research directions are 
presented. 

For a common understanding, the most important definitions will be given first, 
and then a rough overview of network/system theory and system modelling is given.
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2.1 Basic Definition and Holistic View 

Sustainability is based on the concept of three pillars: ecology, economy and social 
[21]. Many definitions are derived from this. For example, Ladrum says in [22] that 
in the business environment, all current and future stakeholders act in such a way, 
that the long-term existence of the company and the associated social, economic, 
and ecological systems are ensured. So do Sander and Woods who talk about a 
triple bottom line of people, planet, and profit [23]. Brandstotter even includes the 
sustainability in his definition of PSS, with the addition of “PSS ties to reach the goals 
of a sustainable development, which means improved economic, environmental and 
social aspects” [24]. Thus, PSS can serve as an approach to decouple value creation 
from increased resource consumption [25, 26], to combining economic growth and 
sustainability [15, 27]. 

Business models have a large variety of characteristics [28–30] and thus their 
visualisation. For the purpose of this paper, the definition, of an abstracted view 
of all aspects of a company, which are necessary to do business, is sufficient (cf. 
[29, 31–33]). The most widely used BM visualisation tool is the “Business Model 
Canvas” [31]. If BMs are considered as a strategic tool with a future perspective, 
scenarios can also play an important role [34]. 

Network and system concepts have been discussed many times in relation to BM. 
For example as a value network and active system [35] or as an value constella-
tion [28]. Sustainability should also be seen as a system, at least due to the three 
dimensions [21] as well as PSS is considered to be one of them. 

2.2 Methods for System Modeling 

System theory allows us to focus on the dynamics of business organizational systems 
and enable us to quickly adapt the organization to changing environmental condi-
tions [36]. System Dynamics is a simulation method for analysing complex, nonlinear 
systems in a business context [37]. The benefits of the System Dynamics approach, 
to methodologically support the modelling and analysis of business systems, have 
been widely demonstrated [38–40]. Especially in systems, characterized by dynamic 
complexity and unpredictability, they are used to model and test strategies for sustain-
able development and change. For this purpose, dependencies are determined in 
feedback loops and are visualized by objects. This causal loop diagrams are the most 
important step in building a system dynamics model [41, 42]. This usually results in 
complex systems for which software tools are used. 

There are many other mathematical methods [43] such as the cross-impact analysis 
[44], however, the explanation and consideration would go beyond the scope of this 
work.
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3 Corporate Sustainability Indicators 

In many countries there is a corporate social responsibility (CSR) directive, for 
example the European CSR Reporting Directive 2014/95/EU, but there are no regu-
lations or standards on how companies must report about their CSR. Nevertheless, 
there is an increasing number of frameworks to standardize and make it comparable, 
due to the increasing importance of corporate sustainability. 

3.1 Corporate Sustainability Frameworks 

A comparison among the most common frameworks shows that the Global Reporting 
Initiative (GRI) framework is the most comprehensive one to measure the corpo-
rate sustainability [45]. 92% of the world’s 250 largest companies report on their 
sustainability performance and 74% of these use the GRI standards to do so [46]. 
In addition, 35 countries already apply the GRI standards in their own sustainability 
policies. Thus, the GRI standard and the indicators they contain are seen as most 
appropriate. 

3.2 Identification of the Most Important Sustainability 
Indicators 

The most important sustainability indicators are determined on the basis of the topic-
specific standards GRI 200—economic [48], GRI 300—ecological [49] and GRI 
400—social [50] (see lowest level of Fig. 1). The lower-level topics are clustered, 
and each identified by the last digit of the hundreds (e.g., 201, 202 …). The indicator 
can be clearly identified by the individual digits after the crossbar (e.g., 201–1, 201– 
2 …). To ensure a homogeneous group, the selection of companies was based on a 
single industry. Due to the importance for the German market [51, 52], the 12 largest 
OEMs and 11 tier one suppliers [53] of the automotive industry are analyzed [54]. To 
maintain a global perspective, attention has been paid to include the most important 
global companies, too.

The indicators were determined by a document analysis [55, 56] of the respective 
CSR report with the following attributes related to the GRI requirements: If an indi-
cator is given or is referred to in another report, this is displayed with “1” (available). 
A “0.5” is displayed, if the report is only partially complete, not correctly structured 
or the requirement is not fully met but a valid conclusion is possible. If this is not 
possible or if no information is provided, it is displayed with “0” (missing) (cf. Also 
[47]). The average of all reports indicates its relevance. Based on the Net Promoter 
Score, all indicators reported on more than 70% are considered important (see Table 
1).
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Fig. 1 Structural design of 
the GRI standard [47]

Table 1 The most reported sustainability indicators in the automotive industry 

GRI-NR GRI Standard Overall ranking (%) 

201–1 Direct economic value generated and distributed 96 

201–3 Defined benefit plan obligations and other retirement plans 74 

205–2 Communication and training about anti-corruption policies 
and procedures 

73 

201–2 Financial implications and other risks and opportunities due 
to climate change 

73 

203–1 Infrastructure investments and services supported 72 

302–1 Energy consumption within the organization 94 

305–1 Direct (Scope 1) GHG emissions 89 

305–2 Energy indirect (Scope 2) GHG emissions 89 

305–7 Nitrogen oxides (NOX), sulfur oxides (SOX), and other 
significant air emissions 

78 

302–4 Reduction of energy consumption 76 

306–2 Waste by type and disposal method 74 

308–1 New suppliers that were screened using environmental 
criteria 

74 

403–1 Occupational health and safety management system 93 

416–1 Assessment of the health and safety impacts of product and 
service categories 

86 

404–2 Programs for upgrading employee skills and transition 
assistance programs 

83 

403–4 Worker participation, consultation, and communication on 
occupational health and safety 

76 

403–6 Promotion of worker health 76 

403–5 Worker training on occupational health and safety 72
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The information should be critically questioned, as the lack of directives in CSR 
reporting means that information can be provided or omitted for marketing reasons. 

4 Applicability to PSS-BM 

To apply the identified indicators to a PSS, the Business Model Canvas is chosen as 
approach for visualization [31]. Based on the criticism in which only the economic 
perspective is considered, the sustainability dimension was supplemented in the triple 
layered Business Model Canvas [57]. 

Next to this, various efforts have been made to include the sustainability dimen-
sions in a BM [16, 17] also with a dynamic approach [19]. On the other hand, there 
is a PSS-specific [14] BM approach [58] but without sustainability dimensions. 

This led to difficulties in using existing BM approaches and made a new design 
necessary. 

4.1 Sustainable Business Model for PSS 

The Business Model Canvas [31], the Value Proposition Canvas [59] and the Smart 
Service Canvas [58] were combined and supplemented by the three sustainability 
dimensions and a multistakeholder perspective (see Fig. 2). 

Fig. 2 Sustainable business model for PSS
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In the adapted sustainable BM for PSS, equal weight is given to the service and 
the product as a ‘value proposition’ and linked through the data and its analysis 
capabilities. 

On the right side of Fig. 2, the stakeholders are integrated through the revenue 
model and the service agreements. The customer is emphasized here as the most 
important stakeholder. This fulfilled multistakeholder perspective and sustainability 
dimensions are also integrated. The economic dimension is covered by the customer 
perspective. On the left side, the external partners and internal partners are integrated 
via the activities and resources. The three sustainability dimensions are covered. 

4.2 Demonstration of the Impact Model 

To demonstrate that an impact model can be set up with the identified indicators and 
the adapted BM. 

A generic causal loop diagram for PSS was adopted [60], supplemented with the 
identified indicators and mapped on the sustainable business model for PSS, with the 
focus on the value proposition. To maintain clarity, the indicators are limited on those 
which are reported on more than 90%. The diagram does not claim to be complete 
and serves only as a first demonstration that the indicators can be integrated into a 
PSS-BM via an impact model. 

The sustainable indicators are highlighted in green. Positive impacts are indicated 
by green arrows and negative impacts by red arrows (Fig. 3). 

The economic indicator “direct economic value generated and distributed” were 
placed in the revenue model and is positively influenced by the “sales of PSS”, “sales 
of service in PSS”, “sales of product in PSS” and “sales of existing product”.

Fig. 3 Impact model (based on [60]) for a sustainable business model for PSS 
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The environmental indicator “energy consumption within the organization” is 
positively influenced by the “production cost of service”, “manufacturing cost of 
product for PSS” and the “manufacturing cost of existing product”. 

The social indicator “assessment of the health and safety impacts of product 
and service categories” is positively influenced by “acquired value using existing 
product” and “acquired value using PSS”. It has a positive impact on “”satisfaction 
of customer adopting PSS”. 

5 Conclusions 

Due to the increasing importance of sustainability for companies, the measurement 
of the impact on sustainability is becoming more and more important. Therefore, a 
system method could be seen as holistic approach. For its development and due to 
the CSR reporting directive, the most important indicators were identified based on 
the GRI framework and by reviewing the CSR reports from the automotive industry. 

Next to this, a business model could be designed that matches the aspects of 
sustainability by integrating the ecological, economic, and social dimension as well 
as the multistakeholder perspective, with the specific requirements of a PSS, through 
the integration of product, data, analytical capabilities, and service. This has not been 
practically validated at this point. 

The challenge was to combine the sustainability indicators and the sustainable 
business model for PSS via an impact model and keep it manageable and clear. The 
impact model shows that this is generally possible, without claiming to be complete 
and without practical validation at this stage. 

Thus, it can be stated that a theoretical answer to the research question is given, but 
a practical validation of this still must be given by further research. The same applies 
to the designed business model. In addition, the identified sustainability indicators 
should be compared with monitoring systems in industry and other sectors. 
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1 Introduction 

Rising requirements for quality and growing cost pressure in increasingly complex 
value-creation networks pose a challenge to production enterprises. As a remedy, 
small and large companies increasingly adopt digitization principles and technolo-
gies, as revealed in a study by McKinsey in 2018 [1]. According to their survey, 9 
out of 10 have named digitization as a key topic on their strategy roadmaps. Addi-
tionally, the Gartner institute has very recently published a survey conducted among 
board members and CEOs, of which 80% see data analytics as a top priority for 
2021 [2]. In manufacturing settings, data representations of shop floor parts, assets, 
processes and transactions are expected to deliver information and insights. These 
digital representations, commonly referred to as digital shadows or digital twins, 
provide two significant benefits: The digital shadows deliver a detailed description 
of actual shop floor transactions, allowing for drill-down, aggregation and inferences. 
They also imply the idea of decoupling investigation from analysis, enabling contin-
uous monitoring and removing ambiguities from measurements. These two aspects, 
in return, drive efficiency, value-add or process stability, according to Kagermann 
et al. [3] 

To achieve this broad range of targets and enablers, digitization systems need to 
be implemented. This not only refers to the installation of a system, but to the funda-
mental redesign of the setup of shop floor transactions. Though digitized processes 
may not fundamentally change the way value is created in the factory in view of manu-
facturing processes, they offer inherently different advantages over what is possible 
with paper-based transactioning and execution of shop floor orders, as well as the 
associated information collection and analysis. Hence, assets, parts, processes and 
shop floor transactions all require scrutiny and a detailed concept for their transition 
to the digital factory. 

Independent of their size or sector, manufacturing companies experience difficul-
ties with the setup and implementation of connected data streams in their value chain 
operations [4, 5]. As a result, a large majority tends to pursue digitization ambitions 
with pilot or lighthouse project. These project types, aimed at gaining experience 
or proving a concept, often do not achieve implementation maturity. McKinsey has 
conducted a survey in 2018, showing that the vast majority of organizations conduct 
pilot projects, whereas the rollout and integration of fully-fledged solutions lags far 
behind [1]. Pilot projects have a crucial drawback: They tend to result in isolated 
applications or satellite systems, given their nature of pursuing low-hanging fruit and 
requiring little depth of integration. This makes their working mechanism funda-
mentally opposing to that of the digital transformation, resulting in only small or 
non-existing benefits with regard to quality and delivery [6]. Overall, pilot projects 
and their slim success probability significantly reduce the likelihood of a vast digital 
transformation in industry. Additionally, large transformation projects come with 
large Capital Expenditure (CAPEX), block a significant amount of internal resources, 
demand skills and know-how often foreign to firms, and require many departments to 
involve and fundamentally change some of their day-to-day working mechanisms.
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The interdisciplinarity and the concatenation of processes across multiple depart-
ments create a strong failure risk potential. Therefore, the trade-off between pilot 
projects and large transformation initiatives is mostly decided in favour of pilot 
projects, despite their low benefits and impact. Consequently, there is a need for 
operational frameworks, combining experience with formalization to support the 
large-scale digital transformation of value chains in manufacturing enterprises. 

This manuscript describes a data-centric engineering approach to the implemen-
tation and integration of manufacturing management systems. It focuses specifi-
cally on transactional data generated on the shop floor allowing to realize trans-
parency and data analytics benefits, as well as master data used to describe, detail 
and manage shop floor operations. It emphasizes the interplay between stakeholders, 
the actual processes, their meta-descriptions and finally the technology employed to 
unite these factors. This study represents the essence of experiences and outcomes of 
multiple digital transformation projects in Switzerland-based global manufacturing 
enterprises. 

2 Theoretical Background 

To build up the required background knowledge the following chapter gives an 
overview of the digital transformation of manufacturing companies and the data 
related to shop floor processes. 

2.1 Manufacturing Management Systems 

Manufacturing management support through digital systems has known its advent in 
the 80s of the previous century, where the idea and concept of Computer-integrated 
Manufacturing (CIM) emerged. Whereas CIM was mostly based on the idea of 
dedicated and isolated solutions to fulfil a sole, precisely-defined task, Manufacturing 
Management Systems (MMS) follow the principle of integration and consolidation 
of functions. This concept is deep-seated in the directive 5600 of the Association 
of German Engineers (VDI) [7]. It describes a specific type of MMS, the so-called 
Manufacturing Execution System (MES). The definition and creation of MES had 
begun in the context of CIM, and was predominantly coined by Kletti [8]. Today, 
MMS come in many different shapes and sizes. In general, they fulfil a set of shop 
floor functions or transactions, including data acquisition, information management, 
material management, quality management and performance analysis. Concurrent 
expressions and definitions are Manufacturing Operations Management (MOM), 
Manufacturing Intelligence Platform (MIP), dedicated Industrial Internet of Things 
(IIoT) platforms, and cloud-based Manufacturing Integration and Intelligence (MII) 
platforms or applications.
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The incentives for the digital transformation of factories lie in the increased trans-
parency of operations, allowing to precisely pinpoint deficiencies and efficiently 
manage shop floor processes. MMS promise to deliver accordingly. However, it 
would be a severe underestimation to limit their introduction to merely technolog-
ical aspects. Besides their technological complexity, interfaces with adjacent systems 
and entanglements with shop floor processes call for an intricate reengineering of 
organizational processes to comply with digitization boundary conditions. 

2.2 Data and Data Types 

Data is a crucial factor for digitalization and digital transformation activities. The 
increasingly harnessed potentials of statistical modelling fundamentally change the 
types and structures of recorded data in manufacturing systems. But not only data 
records of events and transactions, but also process descriptions and definitions rely 
on data objects, containers and relations. These form the basics and backbone of 
digital transformation projects, resulting in a significant and direct impact on cost 
and benefits. Changes in data format, type, frequency and volume specifications are 
comparable to hardware changes in product development: Change efforts and cost 
increase exponentially with development progress. 

Following the definition by Legner and Otto [9], one may distinguish between 
two main types of data in manufacturing companies: master data and movement 
data. Master data is the most important basic data in manufacturing companies on 
different business levels of a company. They are used to describe assets, entities, 
objects, process plans, instructions and recipes. These mainly static data sets remain 
unchanged by operative processes. While the digitization of a company is strongly 
connected with the build-up of appropriate master data, every digitalized manufac-
turing process creates traces in the form of movement data. In some literature, this 
is also referred to as transaction data. In contrast to master data, movement data is 
created and changed dynamically during business processes. 

2.3 Shop Floor Process Reengineering 

In the context of enterprise transformations, the term business process reengineering 
is an important factor. The digital transformation of manufacturing environments 
makes no exception, in that shop floor processes are subject to changes or improve-
ments [10]. In the context of this manuscript, one should distinguish the notions of 
manufacturing processes and shop floor processes (Fig. 1). Manufacturing processes 
describe the actual mechanical machining or assembly processes that cause a value-
add to a specific part, e.g. milling, grinding or gluing. Shop floor processes are the 
transactions to execute a fabrication order, such as factory logistics, information
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Fig. 1 Distinction of manufacturing process and shop floor process scopes 

handling, material routing, or quality management. In simplified terms, the distinc-
tion between manufacturing and shop floor processes is the comparison of parts vs. 
production. 

There are different levels of process reengineering, depending on the depth of 
changes or transformations. The very basic level comprises a thorough process defi-
nition, allowing to pinpoint where deficiencies and waste prohibit productivity and 
efficiency. It in return allows to take counteractive measures, which are commonly 
referred to as value capture [11]. The next higher level describes any change, add-
on or improvement within the process boundaries, and is termed as value exten-
sion. They are at the intersection of function-specific and core-business projects, 
and often leverage best-practices from similar or adjacent industries. On the next 
step-up, refinements and enhancements go beyond the process scope, and deal with 
value-chain redesign [12]. They usually pursue the expansion of existing systems or 
programs to effectively optimize the primary value chain across multiple processes 
and departments. The highest form of shop floor process reengineering is the digital 
value-chain transformation. It may not only optimize the value chain, but redefine 
value and its creation. 

2.4 Data Centric Engineering 

Mark Girolami of the Alan Turing Institute recently described data-centric engi-
neering as the transformation of […] manufacturing […] disciplines by the growing 
intersection of engineering science and data science [13]. Despite data-centric engi-
neering not being a fundamentally new concept, it nonetheless merits to obtain the 
appropriate, scientific research frame to foster emergences in new mathematics, 
computational methods and models for engineering companies across all sectors. 

Data-centric engineering describes the convergence and combination of funda-
mental physical laws with data-derived, empirical evidence. While the combina-
tion of physical laws and data from experiments is as established as science itself,
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the formalization of specifically data-centric engineering is comparably new. Its 
importance stems from the tendency of systems becoming increasingly complex. 
A figurative example is the process capability index Cpk commonly used in quality 
management. Measuring, calculating and accessing a process capability is a rear-
view mirror on past occurrences, in which trends or tendencies are interpolated to 
derive potential scenarios for the near future. Data-centric engineering in manufac-
turing environments considers not only the feedback loop between process and its 
data representation, but also the engineering of a system that delivers an appropriate 
data representation of its underlying process. 

3 Methodology 

The methodology presented hereafter can be considered a sequel to the data-driven 
requirements collection process introduced by Lorenz et al. in 2018 [14] and subse-
quently extended by Gittler et al. [15]. It highlights the pitfalls and high-effort areas 
which are all too often overlooked and puts them into the overall context of digital 
manufacturing excellence. 

3.1 Implementation Framework 

In MMS integration projects, a major issue is that the acquired data does not contain 
the information required to deliver the promised benefits. To consider the aspect 
of data accordingly, there are two central factors: the movement data harvested 
from processes, assets, parts and people, and the master data which describes how 
processes, assets, parts and people should interact in order to deliver the desired 
material and data output. Due to the fact that the master data are closely related to 
the shop floor process, the following framework suggests extending the paradigm 
to people, process, master data, technology. This means a specific set of human 
resources is required on different enterprise levels, a well-defined and controlled 
process, and master data reflecting a precise blueprint of an ideal process. Only if all 
those preconditions are fulfilled the last step, the technological implementation can 
be performed. Taking a critical look at shop floor organization, it is straightforward 
to detect a coexistence and concurrence between (Fig. 2):

(1) What is defined as or would be the optimal organization (“As-Should factory”), 
(2) what is described in master data and process organizations (“As-Defined 

factory”), and 
(3) what actually happens on the shop floor (“As-Is factory”). 

The divergence between these three hidden factories is compensated by the human 
factor in the loop. In the As-Is factory, human shop floor workers are able to cope
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Fig. 2 A major challenge in the digital transformation: divergence of the three “hidden” factories: 
as-should, as-defined and as-is
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even with loosely or undefined problems or issues. The description of process, routing 
and quality plans not always includes all necessary instructions, and may not even 
follow an ideal process. Technological restraints, boundary conditions imposed by 
systems, or generally accepted fuzziness in master and meta data create a divergence 
between the optimal and the defined process. In a conventional factory organization, 
these divergences explain an important part of the difference between productivity, 
quality, time and cost targets and the corresponding, actual factory output. 

Digitally transformed value chains merge these three factories, as process defini-
tions need to be followed closely. With a focus shift to precise workflow definitions, 
the departments creating master data need clear instructions or a blueprint on the 
ideal process—and in return, need to provide unambiguous process descriptions for 
their shop floor colleagues. These preconceptions pave the way for a digital repre-
sentation of all transactions and processes of the shop floor, directly translating into 
digital productivity, production and product transparency. Based on this fundamental 
prework, the appropriate technological platform, solution or system can be selected, 
adapted and implemented. 

3.1.1 People 

People are the starting point, not only from a project settings point of view. The 
digital transformation of traditional manufacturing companies leads to the challenge 
that projects require qualified personnel not only in manufacturing-related, but also 
IT and data topics. Besides the traditional areas of factory processes and quality 
assurance, specific understanding of manufacturing IT systems, data processing and 
advanced analytics is necessary. Starting with the project team, it needs to be assured 
that the right skills, capabilities and enterprise-specific knowledge are present. This 
also includes external expertise that may provide support in any project stage. While 
a project team can include or even consist of external partners with deep knowl-
edge of the general principles of manufacturing and digitalization, it is beneficial 
to have the advisory and support of experienced shop floor specialists within the 
company. This is fundamental to ensure that the hidden “As-Is” factory is effectively 
and efficiently discovered and assessed. With a project team covering the appro-
priate know-how, set up and prepared for the endeavor, the focus should be directed 
towards the people in the factory. An assessment of the required cognition of shop 
floor workers for standard and exception processes needs to be conducted. The shop 
floor colleagues’ use of their cognition allows for interpretation of fuzzy, imprecise 
or missing instructions, and perform operations that are in the best interest of the 
organization—even if they do not comply with working plans. Erroneous or missing 
instructions are countered by communication between workers, team leaders and 
experts. For the digital transformation, this is a challenge of large magnitude, and 
needs to be assessed and tackled at first hand. It is important to distinguish between a 
standard process, free of deviations or ambiguity, in which the process and role of the 
worker is clearly defined and followed—and the exception management, in which 
unforeseen circumstances (e.g. asset or resource breakdown, quality issues) require
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the intervention of the operator. The standard process needs to be free of cognitive 
loads, unless specifically formalized for value-adding tasks. 

3.1.2 Process 

With the “As-Should” factory defined, two parallel tasks in view of processes ensue. 
The movement data engineering relates to the task definition of which data is needed 
to digitally represent the relevant aspects of today’s and future shop floor transactions, 
whereas the shop floor process reengineering is a direct consequence of the cognition 
assessment, allowing to reduce cognitive loads in standard processes. Their tasks and 
duties need to be integrated into process reengineering such that the required data is 
created without putting any creating effort or additional load for the operators. 

The motivation for movement data engineering stems from the issue that data 
created and acquired in shop floor processes is either cumbersome to aggregate and 
analyze, and also often not fully understood. Lagging and lacking synchronization 
due to incoherent or incompatible data formats, descriptions and types are the natural 
enemy of straightforward analytics, and in return hinder the thorough extraction 
of informational content. Potential decision taking processes need to be supported 
by the available data and the corresponding information flow. Often, as much data 
as possible is collected without any regard for defined data formats, descriptions 
and types. This leads to unsynchronized data streams, containing ambiguous labels 
and meta data, leading to misinterpretation and fuzziness, and additionally creating 
considerable efforts for the processing and usage of the data. To prevent this from 
happen the project team engineers the movement data. This means implementing 
tailor made data streams that fit to the desired purpose with regard to their amount, 
consistency, accuracy and time-granularity, ultimately delivering the desired benefits 
for managing, analyzing and optimizing the factory. Only after a successful move-
ment data engineering and process reengineering the full potential of data-driven 
manufacturing processes can be realized. 

The justification and importance of data-centric engineering lie in the increasing 
complexity of processes and systems. Their design, engineering and operations 
requires knowledge beyond the scope of current theory. Moreover, process variances 
are introduced by intrinsic factors (process flaws, people and erroneous data), as well 
as extrinsic factors (stochastic environmental influences, variance and fuzziness of 
constants and parameters). Data-centric engineering delivers the means to under-
stand where fundamental laws of physics and factory organization remain valid—and 
where data analytics advance the understanding of manufacturing management. 

3.1.3 Master Data 

The reengineering of shop floor processes as well as the definition of type, struc-
ture and quality of movement data as a process output imply an important follow-up 
process: The structuring of type, layout and quality of master data as the process input,
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in order to obtain the appropriate product and data output. This is an inverse approach 
to the actual shop floor transaction, where master data is the actual process input. 
Based on the designed and desired movement data, master data must be thoroughly 
conceived to produce data that is useful for further analyses and adoptions to opti-
mize the manufacturing process. High quality master data, the “As-Defined” factory, 
represents the optimal process, the “As-Should” Factory, as closely as possible and 
serves as the foundation for the shop floor operations, the “As-Is” factory. 

This reconciliation and matching of the three hidden factories can be achieved 
using the following master data management framework: As a first step the initial 
state including different data sources and systems is analyzed and then extended 
with expert knowledge about the desired process to assess the general integration 
of the “As-Should” factory in master data. This may refer to the business targets 
prioritization (e.g. quality, cost, on-time delivery), the level of detail, the automa-
tion rate targets, or the product and process variance, especially with configurable 
and customizable material and assemblies. Here, manufacturing companies face the 
challenge that master data, as the input of the processes, must fulfill not only the 
previously outlined quality criteria for master data. Data must be present in finer 
granularity: “Tighten housing bolts” becomes “tighten all 16 casing M8×22 bolts 
of strength class 10.8 with 32 Nm in crosswise order, starting at 12 o’clock”. This 
ensures that the precise task definition is not left to the responsibility and effort 
of the operator, who has to engage in information procurement, interpretation and 
validation. 

As a next step, the data structures for the “As-Defined” factory are constructed to 
represent and respect the shop floor reality, the “As-Is” factory, and at the same time 
conventions and standards for the data that fulfil all required criteria are set. Lastly, 
all existing data are transferred into the new data structure and missing information 
due to the required higher level of detail is added. This level of detail, correct-
ness and accuracy enables the straightforward integration of tools and systems that 
support the operator to make the standard process effortless. Besides this digital 
representation of operations and workflows on the instruction side, the processing 
and analysis is both a challenge and a value driver. The emergence of advanced 
analytics and modeling solutions and tools provide support and ease-of-use for the 
recognition of reoccurring patterns and activities on the shop floor. These patterns 
can be as simple as the comparison of planned times and actual times for operations 
and manipulations. However, they can also go as far as parameter inference of high-
variance products and processes, and their impact on quality or productivity. This of 
course requires the acquisition of process data in conjunction with the appropriate 
meta data. However, it is the very foundation for feedback loops that continuously 
compare planned and performed processes, and suggest adjustments for optimiza-
tion purposes. These statistical tools, paired with advanced analytics and artificial 
intelligence, have started and will continue to provide cognitive abilities of manufac-
turing systems, further minimizing variance and divergence of processes. The hereby 
growing requirements for master data and their administration, also globally referred 
to as Master Data Management (MDM), especially in the context of optimizing and 
future self-optimizing systems need to be integrated before moving any further.
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3.1.4 Technology 

Despite digital technology being often considered to be at the center of the digital 
transformation, it is the enabling layer that should be targeted as the potentially last 
step of digital transformation projects. Whereas the internal resources necessary to 
perform the analysis of people, process and master data are often undervalued by 
organizations, the necessary CAPEX for digital technologies is often times over-
valued. Expenditures related to the acquisition of software, systems and customiza-
tion are an important factor in the return and amortization assessment. However, 
their magnitude in comparison with the required internal resources should be put 
into perspective: As a generalized rule of thumb, software and systems, consulting 
and training, as well as customization each represent a third of the overall CAPEX 
allocation for a profound digital transformation of a manufacturing system. The often 
overlooked, but nonetheless important factor, is the necessary internal resources, 
which amount roughly to the equivalent of the allocated CAPEX. To ensure an effec-
tive project with an efficient resource usage, it is paramount to start internally with 
people, process and master data, before effectively engaging in cash-out for systems 
and solution procurement. 

For the functional assessment of the appropriate technology or system, besides 
the industry-specific boundary conditions, two main factors follow the proposed 
framework: the accommodation of the defined data architecture stemming from the 
master data step, and the system’s ability to execute on the defined processes and 
the resulting data structure. The data architecture needs to accommodate or integrate 
relevant data transfer from Enterprise Resource Planning (ERP), asset and resource 
management, quality management and other satellite systems. The notion of interface 
not only refers to the purely technological data exchange, but also concerns logical 
structures and working mechanisms, allowing systems to effectively collaborate. 
This logical reconciliation especially includes the ingestion, storage and accessibility 
of inserted master data and recorded movement data. The replication of logic in 
multiple systems needs to be avoided imperatively, as it drives complexity, cost and 
inefficiency—and it may ultimately lead to ineffectiveness. The ability to execute is 
the shop floor-facing factors that allow for the interfacing and integration of assets, 
and the intuitive, efficient information handling to and from workplaces in the factory. 
Moreover, solutions need to be able to grow in multiple dimensions: Scale-up of 
systems, future integration of emerging technologies, and robustness. Considering 
technology as the very last step is paramount. Many requirements heavily impacting 
the appropriate technology choice arise from the process and master data step. For 
instance, if detail levels of working or routing plans need a finer granularity, work 
order steps to be planned, transferred and processed can rapidly multiply. Movement 
data design can also imply the connectivity of assets which currently operate stand-
alone or in digitally isolated systems. The variance of interfaces, data types and 
format, transmission protocols and functionalities or features can only be constituted 
conclusively with the closing of the shop floor process, movement data and master 
data engineering, as well as the definition of the data migration target format.
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4 Discussion 

The proposed framework was developed for and applied in a digital transformation 
project of manufacturing activities of a Swiss machinery enterprise with multiple 
plants in global locations. The project, initially planned and designed to be a pure 
systems project, gradually reached a setup in which the adjacent notions of people, 
process and master data became pivotal. In the absence of an established best-
practice, and considering the substantial shortcomings of the people, process, tech-
nology paradigm, an appropriate structure and framework was designed. The frame-
work was applied in projects of different length and magnitude with more than five 
Swiss manufacturing companies. The people have proven to be the initial and crucial 
point. Equal focus and effort on digitalization and shop floor processes in view of 
team composition and skills represented is critical. With fluctuation and demand-
dependent resource allocation, it has become clear that understaffing the digital staff 
members results in shortcomings of the data-centric engineering aspects, whereas 
expert shortage for shop floor processes causes a lack of problem–solution-fit. With 
flaws or gaps in the people or process parts of the framework, the following tasks 
suffer from disorientation, ambiguity and ultimately purposelessness. In view of the 
master data aspect, the result from people and process heavily impacts the resulting 
quality, and especially the necessary rework. Comparable to production engineering, 
rework effort and cost increase tenfold with every major progress step. Especially 
in the high-variance environment with configurable material, the migration logic of 
legacy satellite systems to uniform, standardized process plans in the ERP system 
have highlighted this consideration. On the technology side, a lack of structure to 
accommodate all details of the engineered master data, as well as a failure to deliver 
the desired movement data can challenge the feasibility of an entire project, even 
when close to completion. For instance, a missing synchronization between work 
order steps and an automated production cell recipe demands complex logic to be 
integrated between MMS and the production cell control system. Hence, it is of 
utmost importance to have clear, concise and correct results of process and master 
data before specifying solution and system factors. 

5 Conclusions 

The framework proposed in this study is intended to serve as a contribution to prac-
titioners in the field, supporting the formalization and synthetization of digital trans-
formation endeavors in manufacturing enterprises. It has its roots and its target audi-
ence in high variance, high value-add production systems, given its development and 
application context with Swiss manufacturers as a high-cost production ground. With 
high-variance manufacturers, the volume and divergence of master data is naturally 
higher than for manufacturers of uniform and standardized goods.
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In the future, the separate steps presented will be detailed and tailored to specific 
industries, in order to provide further and thorough guidance, especially to those 
inexperienced with either the process or IT side of manufacturing systems. A strong 
influencing factor also stems from the degree of maturity exhibited by the respective 
firm, especially in view of master data quality and the current systems’ ability to 
execute. For the technology aspect, it is therefore a crucial follow-up question how 
to decide on systems integration versus systems replacement in the presence of legacy 
solutions and platforms. 
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Derivation of Requirements 
for the Formation of Collective Target 
Systems for Technology-Based 
Cooperation Between Manufacturing 
Corporates and Startups 

G. Schuh and B. Studerus 

Abstract Disruptive innovations are putting incumbent manufacturing companies 
under increasing pressure to defend their competitive position in globalized markets. 
To withstand this pressure, they can form cooperation agreements with startups 
aiming for the creation of technical innovations and, thus, ensuring access to tech-
nologies and growth. Due to organizational differences and an insufficient explication 
of cooperation objectives, these cooperation pose a major challenge for both partners. 
In this paper, the authors discuss the status-quo in the formation of entrepreneurial 
target systems and, thereby, systematically derive corporate as well as startup-specific 
cooperation deficits. Based on the analysis of creating individual target systems, a 
first attempt is taken to elaborate requirements for the development of a model to 
form collective target system for the cooperation between corporates and startups. 
Subsequently, model characteristics for the derivation of joint targets and require-
ments are discussed to enable a comparison between corporates and startups. The 
development of a concept for a requirements comparison based on a collective coop-
eration target system supports corporates and startups to ensure the fulfilling of the 
competitive advantage. 

Keywords Cooperation · Collaboration · Requirements · Target · Corporate ·
Startup · Target system 

1 Introduction 

Emerging competitors, changing customer needs and disruptive technological devel-
opments have radically changed the market environment of established companies
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in recent years [1–3]. In order to survive in highly dynamic markets and intensified 
competitive environments in the long term, established manufacturing companies 
are therefore faced with the challenge of further expanding their existing business 
while at the same time opening up new areas of business [4–6]. Cost reductions and 
efficiency improvements alone are no longer enough to ensure the company’s market 
competitiveness [2, 3, 7]. Instead, novel strategies and approaches for adapting to 
market changes need to be developed to ensure the company’s ability to innovate, 
compete and thrive in the future [8–10]. However, rigid organizational structures 
[11, 12], long decision-making paths, little freedom to make a decision and a poor 
culture of error impede the renewal of the company [13, 14]. Thus, external stimuli 
are required, which is why manufacturing corporates are increasingly often entering 
into cooperative ventures with young companies, so-called startups, in order to cope 
with the speed and radical nature of innovations and to drive organizational change 
[2, 6, 15–18]. 

Established companies expect to gain access to innovations, new business models 
and ways of working through cooperation and thereby improve their competitive-
ness [1, 16, 19–21]. Startups with product innovations in the manufacturing environ-
ment, on the other hand, are faced with the challenge of surviving in technologically 
demanding environments due to a lack of available resources [2, 22, 23]. In addi-
tion to the general scarcity of resources, lack of market access, industry experience 
and industry knowledge are often causes of failure for young ventures [20, 24]. In 
order to ensure access to valuable tangible and intangible resources and, thus, to 
meet the growth ambitions, startups are increasingly often entering into cooperation 
with corporates [6, 12]. Established corporates not only provide startups with a suffi-
cient capital base and access to resources, but also with valuable sector and industry 
knowledge [2, 25]. 

In practice, however, cooperation represents a major challenge for both companies 
due to the differences between the partners [25–27]. As a result, a majority of all coop-
eration between corporates and startups fail [28, 29]. Reasons for this are the unclear, 
yet insufficient target definition of the individual cooperation partners, the deriva-
tion of corresponding requirements as well as the significant efforts to coordinate the 
individual targets within the organizations [6, 10, 21, 29, 30]. Often incompatibilities 
or contradictions between the individual targets only become apparent in the course 
of the cooperation and then lead to its failure [31, 32]. Transparent requirements and 
target-oriented cooperation are seen as a necessary prerequisite for the success of 
cooperation [10]. 

Therefore, this paper aims to investigate the previously motivated issue of deriving 
requirements to form target systems for technology-based cooperation of corporates 
and startups, subsequently addressing the following research question: 

What are the requirements for the design of cooperation between corporates and startups 
based on the formation of a collective target system? 

Within the scope of the present paper, the requirements for the formation of collec-
tive target systems and the present required sub-models shall be derived. The starting 
point of this work is the presentation of the practical background for the contextual
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classification in Section “Introduction”. Section “Research Methodology” presents 
the chosen research methodology, which was used to derive the identified deficits 
and requirements. Section “Theoretical Background” focuses on the theoretical back-
ground aiming to outline the theoretical basics and contextual understanding. This 
is followed by a literature review in Section “Literature Review”, which gives a 
brief examination of existing approaches for startup cooperation as well as for the 
development of target systems. The reviewed approaches are investigated to identify 
deficits in the creation of collective target systems and to derive textual requirements 
for the intended model. Based on this, the requirements are derived, subsequently 
discussed, and presented in Section “Results”. The final section presents an overall 
conclusion and gives an outlook on future research. 

2 Research Methodology 

As the paper at hand focuses on an issue with practical significance, the research 
methodology follows the process of applied science by Ulrich [33]. Figure 1 shows 
that the structural approach aims for the development of models, shaping the future 
through description, explanation as well as configuration of selected areas of appli-
cation [33]. Hence, the methodology by Ulrich comprises seven successive steps, 
five of which are covered in this paper, as depicted in see Fig. 1 [33]. Testing and 
verification, steps 6 and 7, in the industrial practice are by means of research focus 
not part of this paper. 

By framing the practical problem from past and recent industrial practice, the first 
chapter of this paper covers step A. Step B is covered through Sections “Research 
Methodology” and “Theoretical Background”, wherein fundamental theories and

Identification and standardization of problems with practical relevanceA 
Identification and interpretation of problem-specific theories in the field 
of fundamental sciencesB 
Identification and specification of problem-specific methods in the field 
of formal sciencesC 
Identification and specification of the relevant context of applicationD 
Derivation of assessment criterions, design rules and theoretical 
modelsE 
Practical testing of the derived criterions,rules and models in the 
context of applicationF 
Verification in industrial practiceG 
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Fig. 1 Process of applied science [33] 
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hypotheses are presented to form the theoretical background. Building on this, 
Section “Literature Review” investigates and reviews existing approaches for the 
creation of target systems and an according derivation of deficits for the creation 
of target systems—process step C. Subsequently, requirements based on the deficits 
are being identified and discussed. The discussion of the requirements in Section 
“Results” enables a derivation of recommended courses of action for the development 
of a practical applicable solution, covering the process steps D and E. 

This paper concludes with a brief summary and the discussion of directions for 
future research as an outline for steps F and G in Section “Conclusion and Future 
Research”. 

3 Theoretical Background 

Based on the clarified problem and objective, this section shall give an overview of 
the theoretical principles and relevant definitions. First of all, the fundamentals of 
the organization theory of startups and corporates are presented, and their context-
specific characteristics are described (see Section “Fundamentals of Organization 
Theory”). Following, the fundamentals of entrepreneurial target systems will be 
described in Section “Target System”. Finally, the fundamentals of targets as well as 
the description of a strategic cooperation target space concludes the theoretical basis 
in Section “Characteristics of Entrepreneurial Targets”. 

3.1 Fundamentals of Organization Theory 

The cooperation of two enterprises follows the fundamentals of organization theory. 
Thus, both cooperation partners are characterized to form a uniform understanding 
within this work: 

3.1.1 Startup 

Startups are per definition [10, 34, 35] newly founded enterprises. With regards to 
their brevity of existence, startups are defined by specific characteristics. Firstly, 
startups rely on a liability of newness, which describes the short age of existence and 
the pronounced degree of novelty [36]. Second, startups are characterized by an owner 
centricity that determines the potential of success to a high degree, whilst relying on 
the specific skills and the knowledge of the owner and founder [36, 37]. Furthermore, 
startups are operating in a highly uncertain environment [24, 38]. Decisions are 
being made under high uncertainty and hence, are accompanied by a high risk [39]. 
Because of its small size, a startup is forced to operate with limited financial and 
human resources [36, 37]. The liability of size makes it unlikely for a startup to
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Fig. 2 Cooperation targets of startups in respective life cycle phases [35, 41–45] 

survive a longer period of economically less successful business, but the small size 
also allows short communication channels and fast response times [40]. Yet another 
characteristic of a startup is the liability of adolescence, which describes outstanding 
scaling as well as growth ambitions [36, 46]. Due to the strong growth in sales and 
employees, structures and processes must be continuously adapted to the state of 
development and therefore pose a great challenge [46]. 

Startups are described in their development using life cycle models. In addition to 
differentiating between established corporations and startups, these life cycle models 
serve to identify strategic goals, tasks and risks that ensure the survival and growth 
of the company under consideration in various development phases [36]. In general, 
a distinction is made between four development phases, each of which is followed 
by financing phases. For the purposes of this paper, the development phases of a 
startup are divided into Seed, Start-up, Emerging Growth and Bridging [35, 41–43, 
45]. The phases and the associated targets for cooperation are displayed in Fig. 2. 
Within these phases, startups pursue distinct targets to meet the overarching ambi-
tion of establishing a corporation. The Seed phase is characterized by technical and 
economic feasibility targets [41], whereas a market development strategy is elab-
orated in the Start-up phase [45]. During the Emerging Growth phase, the startup 
pursues an aggressive expansion strategy with the aim of establishing itself in the 
market and expanding its market position [45, 47]. Lastly, the Bridging phase is char-
acterized by sustainable growth [43] and is intended to prepare the transition from 
startup to corporate. Derived from the main targets, tangible sub-targets are pursued 
in each phase, which are also pursued by startups within cooperation (see Fig. 2). 

3.1.2 Corporate 

The term “corporate” initially relates to large companies [48, 49]. In the literature, 
there are several definitions for corporates described as public companies [50–52]. 
Besides the description based on the economic key figures, corporates in the context 
of this paper are defined as enterprises operating on renowned markets with estab-
lished products and well-known business models [17, 53, 54]. Thereby, corporates are
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Fig. 3 Cooperation targets of corporates [57–59] 

well-established market players, focusing on the increase of efficiencies, the improve-
ment of quality and the reduction of costs for existing processes [54]. Pursuing the 
goal of long-term business success, corporates strive to combine established busi-
ness areas with emerging ones and, thereby, foster dynamic technology developments 
[55]. 

Whereas the targets of startups are highly dependent on the corresponding life 
cycle phase, corporates enter cooperation pursuing strategic corporate targets, which 
can be distinguished in primary and secondary targets. As Fig. 3 shows, the primary 
targets are priority cooperation targets and can be assigned to market expansion, 
diversification, market penetration and product differentiation following Ansoff [56– 
58]. Secondary targets are accompanying targets such as marketing targets, personnel 
targets or financial targets and are pursued in parallel with the primary targets [57]. 
Furthermore, they have less strategic relevance than primary targets [57] and, thus, 
are not sufficient as the sole component of a cooperation. 

3.2 Target System 

The development of targets and corresponding target systems must comply with 
specific requirements in order to ensure that the targets are achievable [60]. Hence, the 
formulation of targets needs to be specific, measurable, timed, realistic, but yet ambi-
tious [60, 61]. Moreover, target systems of enterprises need to meet the requirements 
of integrity [62], freedom of redundancy [63], independence [62] as well as simplicity 
[62]. Primary target of every enterprise is the preservation and successful develop-
ment of the company [64]. This defines the overarching target and thus implies that 
all further business targets must focus on the development of comparative compet-
itive advantages [57]. In their relationship to each other, individual targets form a 
target system [65]. A target system summarizes the total sum of all targets, which 
are relevant in a certain decision situation [63]. According to Friese, the individual 
cooperation targets of a company, corporate as well as startup, can be structured
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and sorted by main target, strategic sub-targets and operational sub-targets [66]. 
Further, a collective target system describes the aggregation of multiple individual 
target systems in order to form a unique and cross-partner target system for coop-
eration [67, 68]. Target relations and the order of individual targets in a collective 
target system are influenced by the power structures, the economic environment, the 
legal framework and social as well as cultural norms [68]. Based on this, Eisenführ 
and Nitzsch derive five requirements of a target system [62, 63]: Integrity, freedom 
of redundancy, measurability, independence, and simplicity. The relation of single 
targets in a target system is widely discussed in the literature. 

3.3 Characteristics of Entrepreneurial Targets 

In general, the relation of individual targets can be classified in three segments [57, 
69, 70]: Indifferent, complementary, or competing. In their nature as individual or 
collective targets, indifferent targets do not affect each other’s degree of fulfilment 
[57]. Two targets are complementary if the fulfilment of one target simultaneously 
increases the fulfilment of another target [68]. Whereas competing targets describe 
targets where the fulfilment of one target leads to a deterioration of the degree of 
fulfilment of the other target [68]. 

3.4 Strategic Cooperation Target Space 

Aside from a target system, corporates and startups in collaborations usually also 
have a strategic focus [71, 72]. This focus can be interpreted as a target space and 
enables the comparability of target systems of different organizations. The previous 
explanations have shown that both startups and corporates develop target systems for 
cooperation, which need to be compared and then also elaborated in the context of 
a cooperation. For the purpose of achieving holistic comparability, the target space 
for cooperation comprises five different fields for organizations. These fields can be 
understood as strategic dimensions and include targets from product development 
[70], technology development [64], business model development [73, 74], market 
development [75] as well as organizational development [76, 77]. 

3.5 Technology-Based Cooperation 

Cooperation is a possibility of obtaining access to new technologies [64]. Therefore, 
technology-based cooperation is characterized by an overarching ambition of the 
corporate to get access to a technology outside of the mastery scope and an overar-
ching ambition of the startup to develop and scale the technology nucleus. Brodbeck
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classifies strategic targets as a effectiveness-oriented selection of technology in coop-
eration and sees especially technologies with a high importance for the achievement 
of competitive advantage as attractive [78]. Strategically, cooperation can be seen as 
a tool for core competence-oriented corporate management with the target to build up 
(technology) competencies [79]. Corporates profit from technology-based coopera-
tion through a rapid reduction of a technological backlog [80]. In parallels, startups 
can realize technological economies of scale [72, 81]. 

4 Literature Review 

Based on the research methodology by Ulrich, the following chapter analyses and 
critically reflects relevant approaches for the design of target systems and the identi-
fication of requirements [33]. The goal of this comprehensive literature analysis is to 
create the foundation for the discussion of the formation of target systems and corre-
sponding requirements for cooperation between corporates and startups. Within this 
scope of consideration, 13 relevant approaches are initially identified. Following, 
these identified approaches are analyzed regarding their objective handling of the 
research question within the object area as well as target area. Concluding, the major 
deficits of the analysis are elaborated. The overview represents a comprehensive 
literature review and systematic derivation of deficits for the further discussion. 

Following, a short summary of the literature review is given, whereas Fig. 4 
provides an overview for the evaluation of the identified approaches. Generally, the 
identified approaches can be divided into two categories: Approaches for the defini-
tion of cooperation requirements and approaches for the modelling of entrepreneurial 
target systems. Within these two categories, the relevant literature is analyzed 
regarding seven focus evaluation areas. The first area covers cooperation in innova-
tion and corresponding target systems for successful innovation. The second and third 
focus area take the consideration of corporates and startups, respectively, regarding 
the formulation of cooperation targets into account. Following, the fourth target area 
analyses the individual targets and requirements of both cooperation partner, corpo-
rates and startups equally. Moreover, the focus of the analysis in fourth place lies on 
an equivalent consideration of both cooperation partners. This is especially relevant 
since startups are smaller, less powerful, and often not established in the markets 
like corporates are. Within focus area 5, the analysis evaluates the recording and 
structuring of requirements and targets within a cooperation between corporates and 
startups. Focus area six primarily examines the creation of collective target systems in 
cooperation, while focus area seven and eight analyze the evaluation and comparison 
of requirements for structured cooperation.
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Fig. 4 Literature review of relevant approaches 

4.1 Approaches for the Definition of Requirements 

There are several approaches for the definition of requirements in cooperation 
existing. Reviewing existing approaches, it can be found that most approaches for 
the definition of requirements in cooperation are taking innovation or cooperation for 
the purpose of innovation into account [21, 25, 82–85]. It is remarkable that within 
the second focus area, all reviewed approaches are considering the requirements for 
corporates, whereas only Kurpjuweit and Wagner are also focusing on cooperation 
requirements of startups [82]. The approach of Kurpjuweit and Wagner describes 
individual milestones of the startup as a prerequisite for a cooperation project, but 
neglects a comprehensive investigation of the link between life cycle phases and the 
requirements for the cooperation design [82]. 

As a result of the one-sided contemplation, all reviewed approaches only insuf-
ficiently represent an equivalent consideration of the two cooperation partners. 
Hence, the creation of collective target systems and derivation of collective require-
ments is not adequately elaborated. Regardless of the preceding formation of a 
collective system of requirements, some of the approaches considered compare the 
requirements for establishing structured cooperation. Here, especially Lau formu-
lates requirements based on different dimensions of cooperation and assigns these to



472 G. Schuh and B. Studerus

specific cooperation targets [85]. Hogenhuis, van den Henden et al. [25], Kurpjuweit 
and Wagner [82] as well as Slowinski and Sagal [83] define requirements as deci-
sion rules for entering cooperation and formulate them using the stage-gate process. 
In summary, the analysis of existing approaches indicates that there is no uniform 
understanding of the formulation and generation of requirements. 

4.2 Approaches for the Modelling of Target Systems 

As target systems describe the totality of all targets that are relevant in a specific 
decision-making situation [60], the review of existing approaches shows that the 
modelling of target systems is a major focus of research. Of the reviewed approaches 
for the modelling of target systems only Hagenhoff [86] takes cooperation for inno-
vation into account. However, all of the investigated approaches focus on the cooper-
ation targets of corporates and describe tangible targets that an established corporate 
pursues within the framework of a cooperation. The targets and corresponding target 
systems of startups are considered by only two of the reviewed approaches. Hilse and 
Susemihl are evaluating the targets of startups against the background of successful 
establishment of cooperative relationships, while Hora et al. investigate specific coop-
eration targets of startups and their potential effects on cooperation design [16, 20]. 
Moreover, Hora et al. investigate the specifics of both startups and corporates and 
thereby consider both cooperation partners equivalently. All other approaches for 
the modelling of target systems do not consider two asymmetric cooperation part-
ners equivalently. However, several approaches are enabling a structured description 
of cooperation targets [65, 66, 85, 87], whereas others are defining requirements 
as deciding factors for cooperation [25, 82, 83]. There was no approach identi-
fied deriving requirements for cooperation from cooperation targets. The formation 
of collective target systems for the uniform design of collaborations is supported 
by two of the reviewed approaches: While Schwarz differentiates target constella-
tions between enterprise and cooperation level, Hagenhoff considers individual and 
collective targets separately [65, 86]. Concluding, none of the analyzed approaches 
to modelling entrepreneurial target systems considers the derivation or preparation 
of requirements for corporates and startups. 

The evaluation of the reviewed approaches supports the identified problem of this 
paper, which serves as a starting point for the development of requirements for the 
cooperation design between corporates and startups. It has to be noted that there 
is no systematic identification of requirements for the design of cooperation taking 
company-specific target systems into account. Previous research clearly shows the 
importance of startup’s development phases for cooperation design. Furthermore, 
collaborations are usually viewed from a corporate perspective and evaluated in terms 
of how established companies ensure their ability to innovate. The evaluation of the 
compatibility of individual targets and the transformation into collaborative targets 
is only partially done. In the literature reviewed, the influence of company-specific
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targets on cooperation design is predominantly investigated and described empiri-
cally. Lastly, none of the identified approaches presents a systematic procedure for 
deriving requirements from collective target systems and evaluates the significance 
of the requirements for cooperation design. 

4.3 Derivation of Theoretical Deficits 

In the previous section, existing approaches for the description of relevant require-
ments for the design of cooperation between corporates and startups were analyzed 
and evaluated. Based on the motivation for this research (see Section “Introduction”), 
the review indicates that there is no universal solution to the research question in 
current research. However, theoretical deficits emerge, which will be discussed in 
more detail below. 

The review shows that cooperation between corporates and startups are predom-
inantly observed and evaluated from the corporate perspective. There is no equiva-
lent consideration of corporate targets and startup targets described. However, 
to ensure a fair exchange relationship and to avoid opportunistic behavior, it is imper-
ative that targets and requirements for the design of cooperation be formulated from 
a mutual perspective. (Deficit 1). 

As previously discussed, targets and corresponding requirements form the basis 
for cooperation between corporates and startups. However, among the reviewed 
approaches there is no systematic differentiation of targets and requirements. 
Thus, no requirements for the cooperation can be delineated from the collective 
targets and both partners, corporates as well as startups, tend to behave opportunistic. 
(Deficit 2). 

Emerging from the perspective of observation, it can be noted, that there is no anal-
ysis of partner-individual target systems in order to form a collective cooperation 
target system conducted. This shows that the assessment of the compatibility of 
individual targets and the transformation into collaborative targets is only performed 
partially. Nevertheless, the definition of a common vision is mentioned in almost all 
described approaches as a prerequisite for successful cooperation. (Deficit 3). 

Finally, none of the approaches considered enables a comparison of the targets 
and a systematic evaluation of derived requirements for the structured design of 
a collective cooperation target system. (Deficit 4). 

4.4 Interim Summary 

In the previous chapter, existing approaches for the development of collective target 
and requirement systems for technology-based cooperation between corporates and 
startups were analyzed and evaluated. As a result, it can be concluded that there is 
no approach for systematic derivation of requirements for the formation of collective
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cooperation target systems taking corporates and startups equally into considera-
tion. The reviewed literature can be categorized in approaches that focus on the 
definition of cooperation requirements and approaches that focus on the modeling 
of entrepreneurial target systems. However, these approaches revealed theoretical 
deficits which address major challenges in the formation of collective target systems 
to enable the cooperation of corporates and startups. It is particularly important to 
note that neither the targets of startups are considered equivalently in their life cycle 
phases, nor is there a systematic procedure for developing a collective target system. 

5 Results 

Building upon the literature review and the derivation of theoretical deficits in 
Sections “Literature Review”, “Results” aims to derive the requirements. Thereby, 
the authors differentiate between formal requirements for the operationalization and 
textual requirements for the formation of collective target systems. Formal require-
ments enable the derivation of requirements for the formation of collective target 
systems. These findings enable a further handling of the requirements and set the 
foundation for a consecutive conception of a solution model for the design of collec-
tive target systems in cooperation between corporates and startups. The results are 
further explained and represent step E in the process of applied science by Ulrich 
[33]. 

The requirements derived in this paper fall into two categories. On the one 
hand, formal requirements and, on the other, textual requirements. According to 
the research methodology of applied science, there is a need for standardization of 
the identified problem. This can be achieved with the help of model theory, serving 
to simplify complex correlations in realty [88]. The formal requirements follow the 
model theory and determine the focus of the elaboration. Following an adaptation 
of Patzak, the formal requirements for an applicable theoretical model are empirical 
and formal accurate, usable as well as the suitable for a specific purpose [88]. 

Textual requirements for the formation of collective target systems emerge from 
the practical motivation of this research (Section “Introduction”), the object and target 
area (Sections “Approaches for the Definition of Requirements” and “Approaches 
for the Modelling of Target Systems”) as well as from the identified theoretical 
deficits (Section “Derivation of Theoretical Deficits”). Against this background, the 
derivation of textual requirements presents a prerequisite for a further discussion and 
marks the result of this paper. As the previous analysis shows, the derived textual 
requirements outline the linkage of the practical problem and the theoretical deficits, 
simultaneously spanning the object and target space for developing a solution model. 
Following, the textual requirements for the formation of a collective target systems 
as a prerequisite for the successful establishment of cooperation between corporates 
and startups are introduced.
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5.1 Systematic Description and Structured Delineation 
of Cooperation Requirements and Targets 

Within the framework of a cooperation, every company can pursue several targets 
at the same time, between which various relations exist. The knowledge of these 
relations is the prerequisite for a meaningful order of the target contents and the 
structure of an entrepreneurial target system. Due to the inconsistent understanding 
of target systems [65, 86] of corporates and startups in the literature (see Fig. 4), 
there is a need for a uniform recording and structured delineation of requirements and 
targets for a cooperation. In addition, there is a need for a generally valid description 
of partner-specific cooperation targets based on the derived target system to provide 
the user with a manageable orientation for target formulation. 

5.2 Systematic Analysis of Individual Target Systems 
to Create a Collective Target System 

As described in detail, there is a need for comprehensive comparison of individual 
target systems of the cooperation partners both in business practice and in the scien-
tific literature. Cooperation between corporates and startups can only be successful 
in the long run if individual target systems are highly compatible [65, 66] and a 
collective target system [10] has been formulated for the cooperation project. There-
fore, there is a requirement to transparently compare individual target systems and 
to identify target conflicts in order to define a collective target system. 

5.3 Formulation of the Startup Target System Depending 
on the Life Cycle Phases 

The environment in which startups operate is characterized by a high degree of 
uncertainty. The targets and needs of a startup change continuously depending on 
the respective development and financing phase [35, 36, 41, 43, 45]. In order to take 
this dynamic into account when designing the cooperation, the influence of the life 
cycle phases on the respective targets and requirements of a startup must be recorded. 
The startup target system depending on the respective life cycle phase should serve 
the user as an orientation aid for the formulation of the collective target system for 
cooperation. Hereby, it can be ensured that the collective target system focuses on 
the essential targets of the partner with the weaker negotiating position.
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5.4 Determination of the Effective Relationships Between 
Requirements and Targets in the Cooperation 

In order to determine relevant requirements for the design of collective target systems 
for cooperation design, it is necessary to analyze the effective relationships between 
requirements and targets [85]. In general, there is a lack of a systematic concept in 
the literature so far (see Fig. 4), which examines the importance of the requirement 
for the target achievement and evaluates the relevance of the requirements. For this 
reason, solutions need to determine the cause-effect relationships between require-
ments and targets and finally determine the relevance of individual requirements for 
the collective target system. 

5.5 Evaluation of the Requirements Compatibility 
and Importance for the Cooperation Design 

The practical problem outlined in Section “Introduction” shows that different expec-
tations of the cooperation partners are often the reason for the failure of a coopera-
tion. The requirements of the individual cooperation partners are not communicated 
transparently and, thus, lead to conflicts and disputes within the framework of the 
cooperation [10]. The solution to be developed shall therefore not only examine the 
relevance of the requirements, but also evaluate the compatibility of the require-
ments in a target system among each other. This will enable the user to identify 
competing requirements and to derive recommendations for action for the design 
of cooperation based on collective targets. For this purpose, the requirement for the 
formation of collective target systems is to identify competing requirements and to 
derive recommendations for action for the design of cooperation. 

5.6 Equivalent Consideration of Cooperation Targets 
from Both the Corporate and Startup Perspectives 

Unequal dependency structures during the initiation and implementation of coop-
eration as well as information asymmetries are the cause of opportunistic behavior. 
As a result, mostly established companies exploit their dominant position [89] and 
common targets are not achieved. In order to ensure a fair exchange relationship 
as well as the equality of the cooperation partners in the design of collective target 
systems and consequently to increase the chances of success of the cooperation, 
the equivalent consideration of the cooperation partners is a necessary requirement. 
Requirements and goals for the cooperation project should be formulated from both 
the corporate and the startup perspective and considered equally in the analyses.
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This ensures a fair exchange relationship as well as the equality of both coopera-
tion partners and increases the prospects for success by reducing the information 
asymmetries. 

6 Conclusion and Future Research 

The preceding discussion shows that the formation of collective target systems for 
technology-based cooperation between corporates and startups can only be done by 
considering explicit requirements. To enable the further development of a model for 
the formation of collective target systems, the conclusion and the need for future 
research summarize the result of the derivation and give an outlook. 

6.1 Conclusion 

Cooperation between startups and corporates offer numerous advantages for both 
partners. Startups can meet their scaling aspirations through access to valuable 
knowledge and resources, while corporates can ensure their innovative capabili-
ties through access to new products and markets. Section “Section “Introduction” 
shows that cooperation is entered to achieve these targets. However, there is a lack 
of a collective target system, which is why individual and opportune target pursuit 
impedes cooperation success. To elaborate a solution, it is initially necessary to 
develop an understanding of the problem. In accordance with the research method 
by Ulrich, the theoretical foundations are therefore first outlined in Section “Theo-
retical Background”. Thus, these basics allow for a comprehensive literature review 
in Section “Literature Review”. The review concludes that current approaches inad-
equately address the problem raised and do not provide a solution for the design of 
a cooperation target system from a mutual perspective. This highlights the need to 
derive requirements for a design of a collective target system for cooperation between 
corporates and startups based on the deficits. The derivation of textual requirements 
enables the identification of recommendations for action that outline the potential 
and focus of the solution development. This paper points out that the requirements 
for the design of a collective target system for technology-based cooperation do not 
only address an analysis of individual targets, but above all open up the identification 
of compatible targets and requirements derived from them as a solution space. 

6.2 Future Research 

The paper at hand provides a profound basis on which further research can be built. 
According the process of applied science by Ulrich, the developed model needs to be
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further improved and tested within a practical context. The elaboration of the require-
ments has shown that the formulation of targets and requirements for a cooperation 
in particular is highly dependent on the cooperation partners and their respective 
capabilities. Therefore, a process for defining cooperation targets and requirements 
should be developed in further research work to facilitate the formulation of context-
specific targets and requirements. The topic presented in this paper is currently in 
the focus of a doctoral thesis at Fraunhofer Institute for Production Technology IPT. 
In the context of this thesis, the requirements set the foundation for the development 
of a solution model, which is applied in bilateral projects to ensure the feasibility in 
industrial practice. 

References 

1. Becker, W., Ulrich, P., Botzkowski, T., Fibitz, A., Stradtmann, M.: Kooperationen zwischen 
Mittelstand und Start-up-Unternehmen, p. 280. Springer Fachmedien Wiesbaden, Wiesbaden 
(2018) 

2. Steiber, A., Alänge, S.: Corporate-startup collaboration: effects on large firms’ business 
transformation. EJIM ahead-of-print, 1 (2020) 

3. Goeke, C.: Unternehmenskooperation und Branchentransformation, p. 261. Springer Fachme-
dien, Wiesbaden (2009) 

4. Ohlhausen, P., Warschat, J.: Kooperation—Zusammenarbeit zwischen Unternehmen. In: 
Bullinger, H.-J., Warschat, J. (eds.) Forschungs- und Entwicklungsmanagement, pp. 29–46. 
Vieweg+ Teubner Verlag, Wiesbaden (1997) 

5. Benner, M.J., Tushman, M.L.: Exploitation, exploration, and process management: the 
productivity dilemma revisited. AMR 28(2), 238–256 (2003) 

6. Löher, J., Paschke, M., Schröder, C.: Kooperationen zwischen etabliertem Mittelstand und 
Start-ups (2017) 

7. Hajizadeh-Alamdary, D., Kuckertz, A.: Corporate Entrepreneurship als neues 
Unternehmertum? Warum große Unternehmen externe Innovationsimpulse suchen und 
sich mit kleinen Start-ups vernetzen. In: Keuper, F., Schomann, M. (Eds.), Entrepreneurship 
heute. Unternehmerisches Denken Angesichts Der Herausforderungen Einer Vernetzten 
Wirtschaft, pp. 4–25. Logos Verlag, Berlin (2015) 

8. Lee, S.M., Olson, D.L., Trimi, S.: Co-innovation: convergenomics, collaboration, and co-
creation for organizational values. Manag. Decis. 50(5), 817–831 (2012) 

9. Steiber, A.: Technology management: corporate-startup co-location and how to measure the 
effects. J. Technol. Manag. Innov. 15(2), 11–22 (2020) 

10. Wrobel, M., Preiß, K., Schildhauer, T.: Kooperationen zwischen Startups und Mittelstand. 
Alexander von Humboldt Institute for Internet and Society, Berlin, Online-Ressource, Learn. 
Match. Partner (2017) 

11. Freeman, J., Engel, J.S.: Models of Innovation: startups and Mature Corporations. Calif. 
Manage. Rev. 50(1), 94–119 (2007) 

12. Katila, R., Rosenberger, J.D., Eisenhardt, K.M.: Swimming with sharks: technology ventures, 
defense mechanisms and corporate relationships. Adm. Sci. Q. 53(2), 295–332 (2008) 

13. Wessel, M.: Why big companies can’t innovate. Harvard Bus Rev 09 (2012) 
14. O’Reilly, C.A., Tushman, M.L.: Organizational ambidexterity: past, present, and future. AMP 

27(4), 324–338 (2013) 
15. de Faria, P., Lima, F., Santos, R.: Cooperation in innovation activities: the importance of 

partners. Res. Policy 39(8), 1082–1092 (2010)



Derivation of Requirements for the Formation of Collective Target Systems … 479

16. von der Oelsnitz, D.: Kooperation: Entwicklung und Verknüpfung von Kern-kompetenzen. 
In: Zentes, J., Swoboda, B., Morschett, D. (eds.) Kooperationen, Allianzen und Netzwerke, 
pp. 183–210. Gabler Verlag, Wiesbaden (2003) 

17. Hilse, H., Susemihl, I.: Erfolgreiche kooperationen von corporates und start-ups: wie david 
und goliath gemeinsam die geschäfte von morgen entwickeln. Organisations-entwicklung: 
Zeitschrift für Unternehmens-entwicklung und Change Management 37 (1), 18–24 (2018) 

18. Peter, L.: Gestaltungsbereiche für Grossunternehmen zur Kollaboration mit Startups: das 
startup- collaboration-model. Die Unternehmung—Swiss J. Bus. Res. Practice 73(3), 193–212 
(2019) 

19. Minshall, T., Mortara, L., Valli, R., Probert, D.: Making “Asymmetric” partnerships work. Res. 
Technol. Manag. 53(3), 53–63 (2010) 

20. Hora, W., Gast, J., Kailer, N., Rey-Marti, A., Mas-Tur, A.: David and Goliath: causes and effects 
of coopetition between start-ups and corporates. Rev. Manag. Sci. 12(2), 411–439 (2018) 

21. Ermisch, R.: Management Strategischer Kooperationen im Bereich Forschung und Entwick-
lung, p. 293. Springer Fachmedien, Wiesbaden (2009) 

22. Dowling, M., Helm, R.: Product development success through cooperation: a study of 
entrepreneurial firms. Technovation 26(4), 483–488 (2006) 

23. Brettel, M., Engelen, A., Heinemann, F., Kessell, A.: Marktorientierte Unternehmenskultur als 
Erfolgsfaktor in jungen Wachstums-unternehmen. Z. Betriebswirth 78(11), 1197–1220 (2008) 

24. Giardino, C., Unterkalmsteiner, M., Paternoster, N., Gorschek, T., Abrahamsson, P.: What Do 
We Know about Software Development in Startups? IEEE Softw. 31(5), 28–32 (2014) 

25. Hogenhuis, B.N., van den Hende, E.A., Hultink, E.J.: When should large firms collaborate with 
young ventures? Res. Technol. Manag. 59(1), 39–47 (2016) 

26. Ojaghi, H., Mohammadi, M., Yazdani, H.R.: A synthesized framework for the formation of 
startups’ innovation ecosystem. JSTPM 10(5), 1063–1097 (2019) 

27. Spender, J.-C., Corvello, V., Grimaldi, M., Rippa, P.: Startups and open innovation: a review 
of the literature. EJIM 20(1), 4–30 (2017) 

28. Liesebach, J.N.: Innovationsmanagement in Unternehmenskooperationen Erfolgsfaktoren 
für ressourcenintensive Start-Ups in Ko-operationen mit Großunternehmen. Dissertation, 
Wuppertal (2017) 

29. Bode, C., Bogaschewsky, R., Eßig, M., Lasch, R., Stölzle, W.: Supply Management Research. 
Springer Fachmedien Wiesbaden, Wiesbaden (2019) 

30. Friedli, T., Schuh, G.: Die operative Allianz. In: Zentes, J., Swoboda, B., Morschett, D. (eds.) 
Kooperationen, Allianzen und Netzwerke, pp. 487–514. Gabler Verlag, Wiesbaden (2003) 

31. Scherle, N., Boven, C., Stangel-Meseke, M.: Scheitern in internationalen Unter-
nehmenskooperationen. In: Kunert, S. (ed.) Failure Management. Springer, vol. 10, pp. 249– 
270. Berlin Heidelberg, Berlin, Heidelberg (2016) 

32. Bronner, R., Mellewigt, T.: Entstehen und Scheitern Strategischer Allianzen in der Telekom-
munikationsbranche. Schmalenbachs Z betriebswirtsch Forsch 53(7), 728–751 (2001) 

33. Ulrich, H., Dyllick, T., Probst, G.J.B.: Management: Hrsg. von T. Dyllick u. G. J. B. Probst, 
p. 364. Haupt, Bern and Stuttgart (1984) 

34. Achleitner, A.-K., Braun, R.: Entrepreneurial Finance. In: Faltin, G. (ed.) Handbuch 
Entrepreneurship, vol. 57, pp. 1–20. Springer Fachmedien Wiesbaden, Wiesbaden (2014) 

35. Ripsas, S., Tröger, S., Nöll, F.: Deutscher Startup Monitor. KPMG, Berlin (2015) 
36. Engelen, A.: Marktorientierung junger Unternehmen. Gabler, Wiesbaden (2008) 
37. Brettel, M., Heinemann, F., Sander, T., Spieker, M., Strigel, M., Weiß, K.: Erfolgreiche 

Unternehmerteams: Teamstruktur—Zusammen-arbeit—Praxisbeispiele, 1, Aufl Gabler Verlag 
/ GWV Fachverlage GmbH Wiesbaden, Wiesbaden (2009) 

38. Ries, E.: Lean Startup: Schnell, risikolos und erfolgreich Unternehmen gründen, 5, Auflage, 
p. 256. Redline Verlag, München (2017) 

39. Bruderl, J., Schussler, R.: Organizational mortality: the liabilities of newness and adolescence. 
Adm. Sci. Q. 35(3), 530 (1990) 

40. Blank, S.C.: Why the lean start-up changes everything. Harvard Bus. Rev.: HBR 91(5), 64–72 
(2013)



480 G. Schuh and B. Studerus

41. Hahn, C.: Finanzierung und Besteuerung von Start-up-Unternehmen: Praxisbuch für erfolgre-
iche Gründer, p. 274. Springer Gabler, Wiesbaden (2014) 

42. Zinke, G., Ferdinand, J.-P., Groß, W., Möring, J., Nögel, L., Petzolt, S., Richter, S., Robeck, M., 
Wessels, J.: Trends in der Unterstützungslandschaft von Start-ups—Inkubatoren. Akzeleratoren 
und andere, Berlin (2018) 

43. Reichle, H.: Finanzierungsentscheidung bei Existenzgründung unter Berücksichtigung der 
Besteuerung: Eine betriebswirtschaftliche Vorteilhaftigkeitsanalyse. Zugl.: Hagen, FernUniv., 
Diss., 2010. Gabler Verlag/Springer Fachmedien Wiesbaden GmbH Wiesbaden, Wiesbaden 
(2010) 

44. Bogott, N., Rippler, S., Woischwill, B. (eds.): Im Startup die Welt gestalten. Springer 
Fachmedien Wiesbaden, Wiesbaden (2017) 

45. Bogott, N., Rippler, S., Woischwill, B.: Phasen von Startups. In: Bogott, N., Rippler, S., Wois-
chwill, B. (eds.) Im Startup die Welt gestalten, pp. 111–119. Springer Fachmedien Wiesbaden, 
Wiesbaden (2017) 

46. Olson, P.D.: Entrepreneurship and management. J. Small Bus. Manage. 25(3), 7 (1987) 
47. Jäger, C.C., Heupel, T.: Management Basics: Grundlagen der Betriebswirtschaftslehre— 

dargestellt im Unternehmenslebenszyklus, p. 403. Springer Gabler, Wiesbaden (2020) 
48. Hirst, S.: The Case for Investor Ordering. The Harvard Law School Program on Corporate 

Governance Discussion Paper 2017–13 (227) (2018) 
49. Güttler, K.: Formale Organisations-strukturen in wachstumsorientierten kleinen und mittleren 

Unternehmen. Zugl.: Aachen, Univ., Diss., 2008, 1. Aufl. ed. Gabler Verlag/GWV Fachverlage 
GmbH Wiesbaden, Wiesbaden (2009) 

50. Bundesministerium der Justiz und für Verbraucherschutz, 2015. §267 Umschreibung der 
Größenklassen 

51. Europäische Kommission: Definition der Kleinstunternehmen sowie der kleinen und mittleren 
Unternehmen (2003) 

52. Günterberg, B.: Unternehmens-größenstatistik: Unternehmen, Umsatz und sozialver-
sicherungspflichtig Beschäftigte 2004 bis 2009 in Deutschland, Ergebnisse des Unternehmen-
sregisters (URS 95) (2012) 

53. Blank, S.G., Dorf, B.: The startup owner’s manual: The step-by-step guide for building a great 
company. K & S Ranch, Pescadero, Calif (2012) 

54. Mercandetti, F., Larbig, C., Tuozzo, V., Steiner, T.: Innovation by collaboration between startups 
and SMEs in Switzerland. TIM Rev. 7(12), 23–31 (2017) 

55. Bleicher, K.: Das Konzept Integriertes Management: Visionen—Missionen—Programme, 9. 
aktualisierte und erweiterte, Auflage, p. 714. Campus Verlag, Frankfurt, New York (2017) 

56. Meldrum, M., McDonald, M.: The Ansoff Matrix. In: Meldrum, M., McDonald, M. (eds.) Key 
Marketing Concepts, pp. 121–126. Macmillan Education UK, London (1995) 

57. Heinen, E.: Das Zielsystem der Unternehmung: Grundlagen betriebs-wirtschaftlicher Entschei-
dungen, p. 281. Gabler Verlag, Wiesbaden, s.l. (1966) 

58. Eckert, R.: Business Model Prototyping: Geschäftsmodellentwicklung im Hyperwettb-ewerb. 
Strategische Überlegenheit als Ziel. Springer Science and Business Media. 

59. Thommen, J.-P., Achleitner, A.-K., Gilbert, D.U., Hachmeister, D., Kaiser, G.: Allgemeine 
Betriebswirtschaftslehre, 8, vollständig überarb, Auflage, p. 586. Springer Gabler, Wiesbaden 
(2017) 

60. Edvardsson, K., Hansson, S.O.: When is a goal rational? Soc Choice Welfare 24(2), 343–361 
(2005) 

61. Schuh, G., Stich, V.: Konzeptentwicklung in der Produktionsplanung und -steuerung. In: Schuh, 
G., Stich, V. (eds.) Produktionsplanung und -steuerung 2. Springer, vol. 3, pp. 149–415. Berlin 
Heidelberg, Berlin, Heidelberg (2012) 

62. von Nitzsch, R.: Entscheidung bei Zielkonflikten. Gabler Verlag, Wiesbaden (1992) 
63. Eisenführ, F., Weber, M.: Rationales Entscheiden, Vierte, neu bearbeitete, Auflage, p. 417. 

Springer, Berlin Heidelberg, Berlin, Heidelberg, s.l. (2003) 
64. Schuh, G., Klappert, S.: Technologie-management. Springer, Berlin Heidelberg, Berlin, 

Heidelberg (2011)



Derivation of Requirements for the Formation of Collective Target Systems … 481

65. Schwarz, D.: Zielsysteme und Erfolgs-faktoren von Kooperationen im Destinations-
management. Ein Beitrag zum effektiven Kooperationsmanagement von Tourismus-
organisationen durch theorie- und empirie-geleitete Exploration. Universität Trier, Trier, 
Online-Ressource (2015) 

66. Friese, M.: Kooperation als Wettbewerbs-strategie für Dienstleistungsunternehmen, Gabler 
Edition Wissenschaft ed. Deutscher Universitätsverlag, Wiesbaden, s.l (1998) 

67. Marz, O., Baum, M., Schimitzek, P., Kramer, E.: Organisationspsychologie—die Ressource 
Mensch im Fokus. In: Marz, O., Baum, M., Schimitzek, P., Kramer, E. (eds.) IT-Investitionen 
verstehen und bewerten. Springer, vol. 84, pp. 63–80. Berlin Heidelberg, Berlin, Heidelberg 
(2019) 

68. Laux, H., Gillenkirch, R.M., Schenk-Mathes, H.Y.: Entscheidungstheorie, 9., vollst. überarb. 
Aufl. (ed.), p. 594. Springer Gabler, Berlin (2014) 

69. Heinen, H.: Ziele multinationaler Unter-nehmen: Der Zwang zu Investitionen im Ausland. 
Gabler Verlag, Wiesbaden (1982) 

70. Pahl, G., Beitz, W., Feldhusen, J., Grote, K.-H.: Konstruktionslehre: Grundlagen erfolg-reicher 
Produktentwicklung; Methoden und Anwendung, 7, Aufl Springer, Berlin, Heidelberg (2007) 

71. Dyer, J.H., Singh, H.: The relational view: cooperative strategy and sources of interorganiza-
tional competitive advantage. AMR 23(4), 660–679 (1998) 

72. Albers, S., Gassmann, O.: Handbuch Technologie- und Innovationsmanagement. Gabler 
Verlag, Wiesbaden (2005) 

73. Osterwalder, A., Pigneur, Y.: Business Model Generation: Ein Handbuch für Visionäre, 
Spielveränderer und Herausforderer, 1, Auflage, p. 286. Campus Verlag, Frankfurt, New York 
(2011) 

74. Wirtz, B.W.: Business Model Management: Design—Process—Instruments, 2nd ed. 2020 ed., 
p. 317. Springer International Publishing; Imprint: Springer, Cham (2020) 

75. Porter, M.E.: Wettbewerbsvorteile: Spitzenleistungen erreichen und behaupten = (Competitive 
Advantage), 8, durchges, Aufl, p. 688. Campus-Verlag, Frankfurt am Main (2014) 

76. Despres, C.: Clients, consultants and the social cognition of organizational change. Strat. 
Change 3(1), 29–44 (1994) 

77. Bowman, C., Asch, D.: Strategic Management. Macmillan Education UK, London (1987) 
78. Brodbeck, H.: Strategische Entschei-dungen im Technologie-Management: Relevanz und 

Ausgestaltung in der unternehmerischen Praxis. Verl. Industrielle Organisation, Zürich, V, 
167 S (1999) 

79. Strautmann, K.-P.: Ein Ansatz zur strategischen Kooperationsplanung. Zugl.: München, Univ., 
Diss., 1993, München (1993) 

80. Wolfrum, B.: Strategisches Technologie-management, p. 450. Gabler Verlag, Wiesbaden (1991) 
81. Abele, T.: Verfahren für das Technologie-Roadmapping zur Unterstützung des strategischen 

Technologiemanagements. Stuttgart, Univ., Diss, Heimsheim, Zugl. (2006) 
82. Kurpjuweit, S., Wagner, S.M.: Startup Supplier programs: a new model for managing corporate-

startup partnerships. Calif. Manage. Rev. 62(3), 64–85 (2020) 
83. Slowinski, G., Sagal, M.W.: Good practices in open innovation. Res. Technol. Manag. 53(5), 

38–45 (2010) 
84. Weiblen, T., Chesbrough, H.W.: Engaging with startups to enhance corporate innovation. Calif. 

Manage. Rev. 57(2), 66–90 (2015) 
85. Lau, F.: Modell zur typenbasierten Gestaltung von firmeninternen Inkubatoren. Dissertation, 

1. Auflage ed., Aachen (2019) 
86. Hagenhoff, S.: Innovationsmanagement für Kooperationen. Göttingen University Press, 

Göttingen (2008) 
87. Hagenhoff, S.: Kooperationen: Grundtypen und spezielle Ausprägungsformen (2004) 
88. Patzak, G.: Systemtechnik—Planung komplexer innovativer Systeme. Springer, Berlin Heidel-

berg (1982) 
89. Dyerson, R., Pilkington, A.: Gales of creative destruction and the opportunistic incumbent: the 

case of electric vehicles in California. Technol. Anal. Strategic Manag. 17(4), 391–408 (2005)



482 G. Schuh and B. Studerus

Prof. Dr.-Ing. Dipl.-Wirt. Ing. Günther Schuh
(*1958) holds the chair for Production Systematics at RWTH 

Aachen University. Furthermore, he is director of the FIR e. V., 
member of the board of directors of the WZL of the RWTH 
Aachen University and the Fraunhofer Institute for Production 
Technology (IPT). 

Bastian Studerus
(*1991) holds a M.Sc. degree in Business Administra-

tion and Mechanical Engineering from the RWTH Aachen 
University and Linköpings Universitet. Since 2018, he is a 
research fellow (Dr.-Ing.) in the department Strategic Tech-
nology Management at the Fraunhofer Institute for Production 
Technology (IPT).



Resources Collaboration 
and Optimization in Industry 4.0 
Environments 

Elif Ocakci, Anca Draghici, and Jörg Niemann 

Abstract In order to act competitively, efficiently and economically on the market, 
it is of great importance for companies to continuously optimize their capacity plan-
ning. In this context, developments in the field of Industry 4.0 have steadily gained in 
importance in recent years. Many companies are increasingly investing their human 
and machine resources towards Industry 4.0 readiness to increase the performance 
of their entire value creation process. Production systems can, for example, re-order 
materials themselves or request repairs. The operational planning processes are there-
fore subject towards these technological changes. The paper examines these changes 
with focus on capacity planning processes under Industry 4.0 and how this affects 
the ability to forecast future production resources requirements. The paper will eval-
uate the economic added value resulting from investments in Industry 4.0-based 
capacity planning and what the technological developments mean for the capacity 
optimization of human resources and machines in such production environments. 

Keywords Industry 4.0 · Capacity planning · Production resources 

1 Introduction and Motivation I4.0 

Industrial companies are currently facing challenging times due to international-
ization, growing competitiveness, changes in supplier and customer markets and 
innovation in technology [1]. The so-called digital transformation is progressing
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rapidly and uninterruptedly. The attack on what already exists has begun [2]. Since 
Konrad Zuse in 1941 took significant steps into the computer age and in 1950 around 
8000 worldwide Computer systems existed, today all areas of life are permeated with 
information and communication technology. The development of the mass market 
for broadband internet and the introduction of smartphones, tablets and wearables 
caused the number of networked objects to explode. Digitization not only enables 
new intelligent products and new forms of internet-based services (so-called smart 
services), it also changes industrial production. The term Industry 4.0 (i4.0) stands 
for a new level of organization and Control of complex value creation structures. 
Obviously, the industry is undergoing a profound change known as the fourth indus-
trial revolution. Intelligent technology forms the basis for Industry 4.0 systems that 
are networked with one another via the “Internet of Things”. Of importance will 
be the intelligence of the systems, the adaptive, robust, predictive and will enable 
particularly user-friendly systems. Fascinating, unmanageable possibilities open for 
designing new business models and innovative value creation structures as part of 
future-oriented corporate management in the age of digitization. In sum, this shows 
that there is a great need for productivity-enhancing, but also flexibility-promoting 
measures and approaches in the industry. Industry 4.0 is seen as one of the answers 
to these megatrends and the associated challenges. Therefore, it is not surprising, 
that according to a study the following key statements are made [3]:

• Industry 4.0 leads to a higher production and resource efficiency of −18%.
• Industry 4.0 enables new, often disruptive digital business models.
• Digitized production and services generate an additional e30 billion per year for 

the German economy.
• Digitization of the product and service portfolio is the key to sustainable Corporate 

success.
• Horizontal cooperation enables better fulfilment of customer requirements.
• Industry 4.0 transforms the entire company.
• The integrated analysis and use of data is the core capability within Industry 4.0 

[3, 4]. 

2 Production Capacity and Operational Optimization 

2.1 Production Systems 

Production systems focus on the management of production environments in order 
to achieve the business objectives. Therefore, the entire value chain will be consid-
ered, from supplier to the customer. The input (e.g. knowledge, materials, financial 
resources and more) will be transformed during the value creation process (i.e. manu-
facturing) to an intermediate or end product. Associated processes such as transport 
or quality measures assist and sustain the manufacturing process. The propulsions
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Fig. 1 Improvement opportunities by categories (modified according to 17]) 

for that are humans and technical resources like machines or IT-systems. The rela-
tion between the several elements of the production system is determined by the 
use of adequate methods and therefore impinge on the process and structural orga-
nization [5]. The production system defines what guidelines to follow when devel-
oping, implementing and maintaining processes in the coherence of production. As a 
holistic system it will unfold its full effected when all elements and processes corre-
late. Future production systems will focus more on performance measurement by 
means of precise data and their connection. Sensors will observe the entire produc-
tion process, from incoming goods through manufacturing to shipping. The sensor 
data will be connected and stored with additional relevant data from other sources in 
a single data warehouse. Thanks to that connectivity, fact-based, target-oriented deci-
sions will be enabled and guesswork will be eliminated. Through the access to the 
comprehensive and topical information, reporting can be automatized and employees 
as well as managers will be enabled to identify optimisation potentials and/or to take 
precise actions [6, 7]. Figure 1 shows different categories and leverages in production 
systems induced by the implementation of Industry 4.0. 

Smart factories are going to be capable of profitably producing custom specific 
items in an agile way, and smart assistance systems will help workers to focus on 
really value-added activities rather than routine tasks. 

2.2 Flexibility and Transformability 

Above all, companies in general are challenged by the need to steadily adjust the 
many elements of manufacturing environments and production systems [8]. Due to 
the influence of dynamic and volatile markets in the automotive industry, this can
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only be achieved by the development and utilization of specific methods, technolo-
gies, resources and organizational structures. The production environment must be 
able to react immediately, economically and situationally on influencing factors. The 
key factor to this is the enabling of the production system and thus the production 
environment to more changeability. So far there is no consistent use of terms in 
the literature. Elkins, Huang and Alden, for instance, use the term “agile”, but refer 
also to the overall issue of changeability [9]. For convenience, this paper will follow 
the methodology of Nyhuis et al. [10]. In the context of quality, changeability can 
refer to the ability of a production environment to adapt to new quality influencing 
circumstances such as an increase in production volume. Since Nyhuis focused on 
the production level, he distinguished additionally five different degrees of change-
ability. Two of them are flexibility and transformability. Because the distinction of the 
three other terms has only a minor impact on this work, solely flexibility and trans-
formability will be discussed subsequently. Transformability, however, should not 
be confused with flexibility. Flexibility enables a production environment to react 
on changes by using predefined measures which have predefined capacities and 
limits [10]. For instance the capability to react on a supplier failure with predefined 
measures. Whereas, transformability enables a production environment to counter 
divergencies with measures beyond the predefined set of measurements [11]. The 
divergencies can be bridged without defining the solution in advance [12]. Hence, 
transformability leads to the condition that solutions arise from the circumstances 
and the borders of capacities become flexible. This leads to an efficient utilization of 
existing resources. 

Flexibility and transformability are independent from each other. If a production 
environment defined to bridge divergencies flexibly and to a large extent, then— 
despite its inefficiency—the attribute of transformability becomes dispensable [5]. 
Production environments nowadays contain the component of flexibility but show 
a lack of transformability. Considering the automotive industry, suppliers are often 
contractually forced to have a leeway to increase their output, in case another supplier 
of the same part/component failures to deliver timely. The use of new technologies, 
such as additive manufacturing or business analytics, would establish a transformable 
production environment which enable the anticipation of supplier failures and other 
divergencies. This is just one example of many. The literature offers a wide range of 
examples for projects in the automotive industry [1, 4, 13]. 

2.3 Transformation Enablers 

In order to encounter the challenges in automotive industry, it becomes necessary 
to enable optimal response capacity of the production environment. In the literature 
there exists a larger number of transformation enablers [13–15]. Focusing on the 
production environment level, five main transformation enablers can be listed [9]. 
The production environment is characterized by the methods and organizational 
structure, which are arranged by the production system. Input factors like manpower
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or machines will be transformed to output factors, such as products and services. 
That transformation process is impacted by internal and external factors. In order to 
encounter and react to these challenges, the transformation enablers are needed [16]. 
Universality describes the design and dimensioning of objects. The object thereby, 
fulfils from the beginning various requirements and can undertake different tasks 
without hinging on anything [9]. A common example is a machine which can process 
several different product variants or even whole units without being set up. Mobility 
is important to reconfigure (add/remove) objects. An object with this attribute has 
no spatial constraints. It can be moved without great effort, such as a machine with 
wheels [5]. Scalability is the ability to scale something up or down. This can be 
related to technologies, humans, space and many other things [9]. A non-physical 
example is the extending of the working time in order to use open capacities. An 
object or system which consist of several elements or functions which are independent 
from each other fulfils the requirement of modularity [5]. For instance, a removable 
robotic arm which is replaced by another one that fulfils the same technical standards. 
Compatibility enables objects internally and externally to network with other objects 
regarding materials, information, energy and many other things [9]. A software with 
many standardized interfaces fulfils exactly that attribute. The difference between 
modularity and compatibility is that the former focuses on the exchange of modules 
while the latter enables the networking between two objects. Additionally, these 
transformation enablers have different degrees. A machine that can process a high 
number of different elements has a higher extent of universality than a machine with 
a low number of processable elements. Also, not every enabler can be used in every 
case. In the context of real estate, mobility is hardly not realizable. Furthermore, 
the enablers correlate. Often modular objects need also to fulfil the requirement 
of compatibility, so that the replacing module fits into the interface. Nowadays, 
many objects in the production environment fulfil these attributes partially. With the 
activities in the framework of Industry 4.0, available prerequisites will be used to 
develop the production environments with a holistic approach. This will contribute 
to hedging and enhancing the competitiveness of producing companies [8]. 

3 Industrial Changes in I4.0 

3.1 Humans and Machines 

Humans will continue to be an essential component of the Industry 4.0. In the earlier 
beginnings of industrialization mainly muscle power that was required to operate 
machines. In contrast, today it is the “mental power” [17, 18]. This can be justi-
fied by the fact that humans are now relieved of heavy activities by the machines 
and robots. The production workers in smart factories are thus increasingly taking 
over tasks of monitoring, maintaining and controlling the machines used (so called 
“assisting operators.”). As a result of the increasing interactions between operators



488 E. Ocakci et al.

and machines the time spent on secondary tasks can be significantly reduced. The 
smart data is no longer transmitted manually, but directly via the communication 
channels. In addition, errors such as manual typing errors will be avoided. As a 
result a significantly accelerated production process is being established. Additional 
advantages are the associated reduction in errors when transferring data as well 
as the simpler control of the processing status. Additionally, smart factories also 
offer support for employees through so-called assistance systems. A wide range of 
variants are currently available. Such systems include “augmented reality” glasses, 
smartwatches or tablets. “Augmented reality” refers to computer-assisted perception 
or representation that expands the real world with virtual objects. With the help of 
this, employees can obtain information, employees can intervene much faster and 
better in the production process. However, these systems can be used not only in the 
event of machine malfunctions, for example but also as a support for an employee 
in order to visualize the next step with the help of video. Thus, the productivity of 
the employees can be increased, which leads to a significantly better productivity 
rate. Furthermore, assistance systems can also improve the health of employees. 
For example, workbenches that can be automatically adjusted in height can help to 
ensure the back does not have to be subjected to additional strain due to the correct 
working position. The consequence of this is indirect cost savings, as the sickness 
rate of the employees is thus much lower [18]. The assistance systems even offer 
another advantage, which relates to the demographic change and the need/demand 
to work up to a later retirement age. Workplaces can be adapted more individually 
and more flexibly in line with the age of the workforce. This turns out to be an 
advantage because the average age in companies is also rising. One hurdle, however, 
is mastering these technical tools and assistance systems. 

3.2 Means of Production 

With the help of the networked machines, efficiency is increased on various levels and 
costs are reduced. Thanks to constant communication between machines and tools, 
relevant data can be called up and checked at any time without having to be directly 
present at the machine. This also enables remote diagnostics by specialist personnel, 
who can check the machine from any location. In case that assistance systems are 
included information can be instantly sent to other machines or processes to already 
start set-up processes and preparation processes. This accelerates the production 
process by shortening the throughput time by reducing waiting time. Further on, 
machines might be even able to take over these processes independently to a certain 
extent as a “self-configuration, self-calibration, and self-monitoring” function [18]. 
The efficiency of a machine is also increased by the tools used, since the current tool 
wear is always monitored. This helps to ensure that the tools can be used precisely 
and optimally until the end of their useful life. In addition, the tools are set up more 
accurately as the machine continuously checks the settings and readjusts the machine 
coordinates according to the tool data.
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3.3 Capacity Planning 

As the previous sections have already shown, Industry 4.0 can significantly increase 
the efficiency and productivity of companies. An important factor is capacity plan-
ning. The application of extensive analyses by software programs enables a more 
accurate planning of capacities in terms of times, volume and parts needed. On the 
one hand, this is due to the large amount of data collected throughout the produc-
tion process. This data reflect the real capacity utilization of a machine in a given 
period. Production planning systems (PPS) usually use a top-down approach. This 
means that in the case of a change in the purchase order at short notice, a complete 
reschedule of the material requirements planning is necessary. Production scheduling 
and capacity planning must also start again from the beginning. Industry 4.0 tech-
nologies enable a quick and autonomous system adaption by processing the data 
directly and adapting all system parameters and resources instantly. If complications 
arise in the new capacity planning, various measures must be checked. In the back-
ground a direct check is possible due to the communication between the machines. 
By a glance of the responsible employee on a monitor, for example, on which all 
machines are displayed with their current availability, production status and main-
tenance, a decision can be made directly. For planning, however, the capacities of 
linked AGVs (autonomous guided vehicles) must also be taken into account. 

4 Financial Models and Savings Potentials 

An important aspect for companies tackling the topic of Industry 4.0 is the financing. 
For entrepreneurs, the question arises as to how the technology can be financed and 
whether this is economically viable at all. The challenge is that new programs or 
systems have such fast innovation cycles that a long-term commitment to a partic-
ular technology is usually not profitable. This is due to the continuous progress of 
technology. For this reason, smart financing solutions are also required. One of the 
most important solutions is leasing. The contracts can vary and range from pure hard-
ware and/or software leasing up to full service concepts. Modern business models 
allow to pay for machine utilization on “pay per use” basis. This business models 
include the advantage for the user to limit expenditures in case of lower product 
demand from the market side. Another advantage is that the capital commitment 
costs are kept low. If, for example, ten lathes are leased, they are directly available, 
but do not have to be paid directly according to their value. Figure 2 summarizes the 
range of different financial options and business models available in many branches 
of mechanical engineering.

Industry 4.0 offers therefore large potentials for additional services. These so calls 
smart services base on data retrieved from processes and various other production 
resources. Added value for additional services is created by the merge of these 
different data sources. The combination of different (electronic) data sources (from
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Fig. 2 Business models enabled by Industry 4.0 (modified according to 17)

different production resources) paves the way for the increase in productivity. Figure 3 
shows three basic different forms how the value-added is created. 

Industry 4.0 technologies enable services with a clear technical focus. Such 
services are characterized by ensuring a (more) reliable machine operation by 
expanded functionalities concerning their surveillance. A second group of services 
addresses a savings potential that lies in the processes itself. The enhanced technolo-
gies and data sources allow deeper process insights and by this open opportunities 
for process optimisations. The third approach is to analyse the user behaviour and the
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optimisid machine 

configuration 
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Fig. 3 Saving potentials and business models 
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Table 1 Estimated benefits of industry 4.0 (enhanced according to Edh Mirzaei et al. [1]) 

Cost type Effects Potentials (%) 

Inventory • Reduction of safety stocks 
• Avoidance of bullwhip and burbridge effects 

−30 to −40 

Production • Increase in overall equipment effectiveness (OEE) 
• Process control loops 
• Improvement in vertical and horizontal labor flexibility 

−10 to −20 

Logistics • Higher degree of automation (milk run, picking,…) −10 to 20 

Complexity • Enhanced span of control 
• Reduced trouble shooting 

−60 to −70 

Quality • Real-time quality control loops −10 to −20 

Maintenance • Optimization of spare part inventories 
• Condition-based maintenance (process data, measurement data) 
• Dynamic prioritization 

−20 to −30 

modes of machine utilization. By this the entire supply chain around the production 
resources can be addressed and optimised (e.g. material supply). The implementa-
tion of Industry 4.0 technology needs high investments by companies, but will also 
enable savings in various areas of production. Table 1 shows the potential savings 
according to Edh Mirzaei et al. [1]. 

Inventory costs can therefore be reduced by up to 40%, as the permanent mapping 
of inventory, stock movements and safety stock levels can be reduced as well as 
optimize the ordering cycles. Furthermore, 10–20% of costs can be saved within 
production. These result from the flexibility within the production process. The key 
factors here are the employees and machines, which can now be deployed more flex-
ibly according to their workload. Through the use of automation within the logistics 
process, for example by means of AGVs, for example, can save around 10–20% 
here. The greatest savings potential is offered first and foremost by complexity costs. 
However, these costs are not directly tangible in practice, however, but only arise 
indirectly. Among these indirect areas include, for example, data processing, which 
has been improved by Industry 4.0, or packaging and customer service. Through 
Industry 4.0 these processes are automated. For customer service, for example, there 
are already systems that can answer customers’ most frequently asked questions in 
an automated manner. Within quality, costs can be reduced in particular through end-
to-end testing of the products can be reduced. Real-time information on the quality 
status of workpieces and of the workpieces and the tools, it is possible to intervene in 
the process much faster and more and the proportion of defective parts can be reduced. 
Last but not least, the table shows a cost savings potential of 20–30% in maintenance. 
This value can be achieved through improved stockkeeping of spare parts and tools. 
This makes it easier to prioritize machine maintenance and more targeted. At best, 
the machines to be serviced report in advance so that they can be serviced at the 
right time and do not hold up the production process. It should be noted that many 
of the above cost factors are correlated with each other. For example, manufacturing 
costs cannot be reduced if the machines do not communicate with each other and
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with the systems in real time. This communication serves as the basis for servicing 
the machines in good time or for providing machine tools or making them available 
right in time for replacement. If this is not possible, maintenance costs cannot be 
reduced. 

5 Conclusion and Outlook 

In addition to the fundamentals of Industry 4.0, this paper focuses on cost opti-
mizations that are possible under Industry 4.0. In particular flexibility and capacity 
planning. Based on the examples, it can be determined that an investment of the 
companies in digitization is certainly economically worthwhile for both large and 
small companies. As a result, the organization is generally no longer controlled 
centrally, but decentrally via cloud-based systems. These allow real-time access to 
the production from anywhere. Lengthy processes in capacity planning as well as 
in lead times can be significantly shortened by making them more flexible. The 
onset of digitization will also enable companies to respond more agilely to current 
market events. Especially with the background of the corona pandemic, the market’s 
ever-increasing desire for individuality, this agility must be ensured in order to keep 
up with the competition. As a rule, the cost savings cannot be attributed precisely 
to a single factor. This is because changes affect several factors at the same time. 
However, it has been shown that even changes in sub-processes can reduce costs can 
be reduced across the entire company. Ultimately, intelligent systems and the masses 
of data can be used to improve forecasting capabilities in both the short and long 
term. The direction of Industry 4.0 can therefore be described as positive at this point 
in time, provided that the people continue to play an important role in this process. 
Meanwhile, the future of further industrial revolutions is still uncertain. Since a large 
of companies have neither started nor fully completed the implementation of Industry 
4.0. A look in the direction of Industry 5.0 should only be taken in the very distant 
future. 
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Investigation of Predictive Maintenance 
Algorithms for Rotating Shafts Under 
Various Bending Loads 

C. I. Basson, G. Bright, J. Padayachee, and S. Adali 

Abstract Condition monitoring plays an important role with regard to forecasting 
structural failure of shafts in Advanced Manufacturing Systems (AMS). Repairs 
affect the downtime of machines considerably due to scheduled maintenance. The 
waste product of scheduled maintenance are parts that are treated as exhausted 
components for disposal. The disposed parts contain Residual Useful Life (RUL). 
Operational costs due to scheduled maintenance can be reduced through Condition 
Monitoring (CM) parameters that are utilized in Predictive Maintenance (PdM). The 
study utilizes logistic regression Machine Learning (ML) algorithm to predicting 
specific classification markers as a relevant step to monitor the health of a bright-
steel shaft under various bending loading. Various loading conditions were moni-
tored and compared, employing Principal Component Analysis (PCA). Predictions 
were tested by utilizing K-Means and DBSCAN clustering techniques. The Logistic 
Regression (LR) machine learning algorithm was employed to determine the predic-
tion accuracy under various loads. A shaft was rotated under various bending loads 
which followed the experimental methodology of the R.R. Moore fatigue test. The 
goal of the experiment was to determine the prediction accuracy under various loads. 
Prediction scores for K-means clustering showed a overall decrease in accuracy in 
the increase of cluster numbers and the prediction accuracy showed increases and 
decreases for DBSCAN clustering with the increase of loading for various cluster 
selection. 
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1 Introduction 

1.1 Technical Monitoring for Rotating Machines in AMS 

Rotating machines experience vibrations and stress loading during continuous oper-
ation. Shafts are susceptible to material failure with regard to resonance frequency, 
fatigue loading, centrifugal forces, residual stresses and material defect distribution. 
Faults in machinery have a significant effect on component health. Machine faults 
include cracked shafts, unbalance rotating eccentricities, bends and misalignments 
[1]. Applied forces and bending moments affect the overall dynamic efficiency of 
a rotating machine. The increase of bending loads influence an ascending trend in 
terms of higher vibrational response [2]. 

Current PdM systems typically focus on fixed structures and do not provide diag-
nostic tools for interchangeability and reconfigurability in AMS. Dynamic and real-
time prognostic forecasts of component health according to reconfigurable structures 
and components are of key interest to allow for rapidly updating failure predictions 
[3]. Data driven technical monitoring provides the most accurate information to 
derive statistical and physical properties for failure conditions when compared to 
classical failure prediction methods [4]. 

Symptoms before component failure for rotating machines are identified in terms 
of high amplitude vibration, excessive noise, the rise of operational temperature and 
the presence of smoke, in order of occurrence. Acoustic emissions and the presence 
of fluctuating vibrations are predominantly the first indicators of health deterioration 
of machinery. 

Condition monitoring is primarily focused on vibration and acoustic health 
diagnostics [5]. 

1.2 Research Contribution 

The paper focused on the PCA characteristics of the vibration response of a stain-
less steel shaft under various bending load conditions to develop a b. K-Means and 
DBSCAN clustering was utilized to determine the data cluster characteristics as basis 
for PdM. The shaft was stressed by means of a pure bending load employing R.R. 
Moore fatigue test conditions. The cluster characteristics were compared to illustrate 
vibration variation under loading conditions. The main contribution of the research 
is summarized as follows:

• Investigating the validity of vibration response employing R.R Moore fatigue test 
loading conditions to determine health prognosis characteristics.

• Analyzing PCA data clustering characteristics utilizing K-Means and DBSCAN 
clustering for R.R Moore fatigue test conditions.
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• Experimental feasibility of proposed investigational method for PdM strategies 
for R.R Moore fatigue testing conditions. 

2 Literature Review 

2.1 PdM Strategies 

PdM possesses some advantages when compared to other maintenance strategies 
specifically corrective and preventive maintenance. The advantages of PdM are: 
replacement of equipment close to imminent failure; minimization of component 
waste; optimization of cumulative operation time; reduction in maintenance cost and 
time due to catastrophic failure. Although PdM possesses capabilities to optimize 
production, drawbacks must be taken into consideration when designing for a PdM 
system. The following drawbacks of PdM were identified: the prediction of failure 
and RUL possesses statistical inaccuracies and may result in unnecessary repairs and 
maintenance; PdM algorithms demand data access, quality data and data integration 
between different operational components, and the requirement for processing infras-
tructure to utilize PdM is directly proportional to the quantity of big data especially 
in large production environments [6]. 

PdM strategies consists of two categories namely: statistical based and condition 
based maintenance [7]. Condition based maintenance is defined as the process of 
monitoring a system in terms of the health of the current machine or its components 
inherent failure mechanisms to optimize and determine the needs of maintenance and 
operating costs [8]. Statistical based maintenance takes into consideration the histor-
ical operational data and does not require a strong knowledge about the characteristic 
failure mechanisms [9]. 

2.2 Current CM and PdM Systems that Have the Potential 
for Implementation 

Rotating shafts are susceptible to fatigue failure. Fatigue is caused by continuous 
cyclic application of variable loads. Typical fatigue failure is caused by micro-crack 
propagation that leads to structural failure. The R.R Moore fatigue test provides 
a testing procedure to determine the fatigue limit of rotating shafts under pure 
bending loads [10]. The disadvantage of standard dead-load rotating-bending fatigue 
machines is that these test benches can only deal with a constant amplitude fatigue 
tests. A test bench was proposed by [11] that utilizes a servo-control system in 
conjunction with a load cell to manipulate the loading cycle. 

ML is employed to solve association, clustering and classifications for determining 
fault characteristics in rotating machinery. ML is a vital tool utilized in PdM to
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compute big data and improve on the accuracy of failure predictions. Artificial Neural 
Network (ANN) is a sub-division of ML and employs three basic layers: an input 
layer, a hidden layer and an output layer. The neural network layers provide rapid 
associations and pattern recognition [12]. A Genetic Algorithm (GA) in conjunction 
with ANNs was employed by [13], using the sensory data from accelerometers and 
acoustic sensors in the diagnostic of mechanical bearings. An ANN was utilized 
by [14] to predict and compensate for the backlash error in machine centers. While 
there are many different ML methods to approach PdM problems, LR was used in 
the study incorporating K-means and DBSCAN clustering. 

Machine faults through vibration signals are also detected by means of PCA. 
PCA possesses the capability of reducing multiple Degrees of Freedom (DOF). The 
PCA method is advantageous when dealing with multiple sensory systems with 
various data that requires simultaneous processing. The reduction of DOF into fewer 
components allows for rapid data integration into other processing algorithms for e.g. 
ML and Fourier Transforms for signal recognition and classification [15]. K-means 
clustering is frequently used as a data clustering algorithm in executing unsupervised 
ML tasks [16]. 

3 Experimental Layout 

3.1 Problem Definition/Formulation 

The PCA vibration characteristics were unknown for a shaft with various bending 
loads under R.R Moore test conditions. Vibration data was required for multiple 
experiment repeatable sequences. Different loading conditions were to be defined 
and monitored. Data characteristics were generated through PCA incorporating K-
Means and DBSCAN clustering algorithms. Bending loads were identified through 
clustering attributes. Correlation between logistic regression prediction results and 
clustering attributes were unknown. 

The test bench was designed to replicate the R.R Moore fatigue test whereby the 
shaft is loaded under various pure bending conditions as shown in Fig. 1. The design 
incorporated 3-axis accelerometers directly attached to the shaft bearings and the 
structural layout was adapted from a design describe by [17]. A fault detection and 
prognosis system incorporating a vibrational sensory system was developed by [18] 
and adopted in the study. An experimental setup was built as shown in Fig. 1.

3.2 Method of Analysis 

The experimental procedure utilized acceleration data from accelerometers to detect 
changes under bending loading conditions of a rotating shaft as shown in Fig. 2.
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Fig. 1 Experimental setup

The process was initialized through a data retrieval algorithm. A signal was sent 
from a Python code to Arduino to read data at 100 Hz from the accelerometers. The 
value was sent to an Arduino Mega 2560 microcontroller, and was stored in a Pandas 
database. The retrieval algorithm was repeated until 300 readings were recorded for 
further processing. The data file was processed through a 2 dimensional PCA using 
Python to reduce the DOF. K-Means and DBSCAN clustering were employed to 
determine component characteristics of the reduced data [19, 20]. Cluster categories 
were allocated to the raw data and processed through a LR algorithm. A confusion 
matrix was generated as an output, which represents the predictions made. Seven 
variations of loading were applied using a bending loading range of 0–590 g as 
shown in Table 1. The experiment was run for 30 s at 100 Hz.

4 Results and Discussion 

4.1 Vibration Response 

Raw data was received from accelerometers for variations 1–7. Figure 3 illustrates the 
noisy sample data from variation 1 with zero added weights for two accelerometers in 
the x, y and z direction for accelerometer 1 only. The data preparation used a standard 
scalar algorithm to smooth out the noisy signal as shown Eq. (1). The computation of 
applicable statistics of the sample set is generated through Python. The scaling and 
centering of data occurs independently. The smoothing of data was only employed 
to determine the principal components. A 2-dimensional PCA was performed on the 
smoothed data as shown in Fig. 4. The noisy data were used as testing and training 
samples.
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Fig. 2 Pseudocode for monitoring system 

Table 1 Experimental operation parameters 

Var 1 Var 2 Var 3 Var 4 Var 5 Var 6 Var 7 

Mass 0 g 120 g 200 g 275 g 320 g 475 g 590 g 

PC1 (%) 33 36 29 28 35 25 32 

PC2 (%) 24 21 27 24 20 22 25

z = x − u 

s 
(1)

The above equation has the following variables with z being the standard score, x 
is the sample, u is the mean and s is the standard deviation.
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Fig. 3 Vibration response for no added weights for accelerometer 1 for X, Y and Z axis
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Fig. 4 Two dimensional PCA for 590 g weights

4.2 K-Means Clustering Prediction Score 

PCA reduced the dimensionality of the data to 2 Principal Components (PC1 and 
PC2). Proportion of variance for PC1 and PC2 was determined across all 6 experi-
mental variants. The variance describes the shape and the shape of data is different 
for all of the variants. The variation in varience for PC1 and PC2 is shown in 
Table 1. 

The reduced dimensional data from the PCA was generated and plotted in conjunc-
tion with K-Means clustering outputs. Two, three, four, five and six clusters were 
computed with the 2-dimensional PCA results as shown in Fig. 5. The clusters param-
eters were processed using a logistic regression ML mode of which 75% of the data 
was used as training and 25% was used as testing. The results are tabulated in Table 
2. The results posses an increasing prediction trend with fewer clusters as well as an 
improved prediction with higher loads. Good predictions scores are above 80%.

Further testing with respect to fault conditions is required to identify abnormal 
vibration symptoms that is caused by faults scenarios to rotating components. Fault 
clusters can be identified and cluster centroids can be compared for further analysis 
to predict life expectancy. 

4.3 DBSCAN Clustering Prediction Score 

The condensed data computed through the PCA was generated and plotted with 
DBSCAN clustering outputs. DBSCAN employs epsilon and sample thresholds for 
computing clusters. Epsilon characterizes neighbour data points with a minimum 
distance and minimum samples indicate the amount of data points in the epsilon
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Fig. 5 K-Means clustering (6 clusters) for 590 g weights 

Table 2 Prediction scores for all 7 experiments and K-Means clusters (2–6 clusters) 

Prediction score 

Variant 2 Clusters (%) 3 Clusters (%) 4 Clusters (%) 5 Clusters (%) 6 Clusters (%) 

1 99 96.87 96 94.6 95.2 

2 98.5 95.5 91.2 91 91 

3 99.4 91.8 90.8 84.7 83.7 

4 98.4 90.1 86.1 86.7 85.3 

5 99 91 89.3 82.1 78.7 

6 98.9 90.1 86.1 83.2 78 

7 98.8 95.3 94.3 92.9 91.1

length radius required to be classified as a core point. Data sets can be uniquely 
identified through an Epsilon threshold characteristic graph as seen in Fig. 6.

Epsilon and minimum sample values were chosen as seen in Table 3. Two, three, 
four, five and six clusters were computed with the 2-dimensional PCA results as 
shown in Fig. 7. The same clusters parameters were processed as with the K-means 
clustering algorithm using a logistic regression ML mode. The results for DBSCAN 
clustering are shown in Table 4.

Primarily DBSCAN generates two distinct visual “data zones”. Data zone 1 as 
indicated by the colour green, represents the vibrational data close to normal oper-
ation. Data zone 2 as indicated by the colour blue represents the vibrational data 
outside of normal operation. Further experimentation with respect to failure condi-
tions is required to identify abnormal vibration symptoms that causes damage to
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Fig. 6 Epsilon thresholds for DBSCAN

Table 3 DBSCAN parameters 

Prediction score for 000 g 

Variant 2 Clusters 3 Clusters 4 Clusters 5 Clusters 6 Clusters 

Epsilon 0.28 0.26 0.255 0.25 0.215 

Min samples 20 20 20 20 20 

Fig. 7 DBSCAN clustering (6 clusters) for 590 g weights
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Table 4 Prediction scores for all 7 experiments and DBSCAN clusters (2–6 clusters) 

Prediction score 

Variant 2 Clusters (%) 3 Clusters (%) 4 Clusters (%) 5 Clusters (%) 6 Clusters (%) 

1 89.4 86 83.4 83.7 77.5 

2 87.7 83.6 83.1 82.5 68.8 

3 93.3 90.7 90.4 89.5 71.66 

4 89.6 87 86.2 84.3 79 

5 91.9 86.1 86.2 81 85 

6 90.4 87.3 83.7 78.7 76.3 

7 91.5 86.8 83.1 76.5 74.4

rotating components. When failure conditions are known a failure distribution curve 
can be generated and component life expectancy can be examined further. 

5 Conclusions and Recommendations 

The study described a conceptual development of a condition monitoring system to 
observe the vibration response from R.R Moore loading conditions of a stainless 
steel shaft. Results illustrated that predicable features were achieved by increasing 
the bending load. A decrease in accuracy for K-means clusters was determined. 
The DBSCAN clustering experiements showed an overall increase of accuracy for 2 
clusters and 5 clusters and an overall decrease of accuracy for 6 clusters. There was 
no overall accuracy change for 3 clusters and 4 clusters with respect to DBSCAN. 
Identifiable parameters were accurately classified through clustering and accurate 
classification comparisons were verified by means of a logistic regression ML algo-
rithm. The variation in accuracy of the number of clusters for DBSCAN is the result 
of the variation of the shape of data during montioring for different variants. 

Further studies can include higher frequency ranges for the classification of 
predominant identifiable parameters. The study indicated that higher loadings could 
improve on prediction outputs, therefore higher loading forces could be used to 
improve identifiable parameters. Further study is required for multiple attempts 
until failure to be conclusive. Other materials and shaft geometry are also potential 
variables that can be tested for further investigation. 
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Analysis and Modelling of the Track 
Quality Index of Railways 

Stefan Laubscher and Johannes L. Jooste 

Abstract Public transportation is vital to the sustainability of urban areas. The bene-
fits associated with rail transportation make it an attractive public transport option for 
commuters. Efficient maintenance and asset management is required to ensure the 
condition of railway infrastructure remains at a sufficient level for railway operations 
to continue without delays or disruptions. A known cause of deteriorating railway 
tracks is ineffective or absence of maintenance practices. Technological advance-
ments cause an increase in available data in various industries. The railway industry 
is no exception to this, with geometry measurements such as track quality index (TQI) 
of permanent way being an example of high volumes of generated data in the railway 
industry. TQI is an indicator of track condition based on five rail geometric irregular-
ities. Changes in track geometry cause track irregularities, which reduce the quality 
of railway tracks. TQI data pose challenges during the analysis thereof due to the 
large number of data entries. This paper investigates the track geometry parameters 
that are measured as part of the TQI. A quantitative approach is followed to propose a 
method for analysing TQI data. A case study is conducted on segments of the railway 
network in Cape Town, South Africa to evaluate the application of the proposed anal-
ysis method. The proposed method makes use of data mining techniques along with 
ArcGIS software and network spatial analysis that takes the network characteristics 
of a railway network into account. The proposed method of analysis aims to assist 
railway technicians with their maintenance decision-making to ultimately improve 
the predictive maintenance and asset management strategies currently in place. 
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1 Introduction 

The importance of reliable public transport in urban areas are well-known. An effec-
tive public transport system provides the population with access to most parts of a 
city [1]. Rail transportation is seen as a dependable method of commuting since it is 
not affected by weather factors or traffic [2]. The incorporation of efficient railway 
transportation systems into populated areas increases the mobility of commuters 
and lowers individual traffic in urban and suburban areas [3]. Rail transportation also 
contributes to a country’s economy, as economic opportunities are closely associated 
with the ability of people to move around [4]. 

Maintenance of the railway is required to ensure that the track condition does 
not deteriorate to a level where derailment or other problems become likely [5]. 
Incorrect or delayed maintenance activities might cause railway tracks to degrade 
to the extent where preventive maintenance cannot be applied and repairs would be 
required [6]. Railway maintenance activities include rail grinding, rail replacement, 
track stabilisation, tamping, ballast injection, and sleeper replacement to correct 
effects such as deformation, geometry changes, and abrasion [7]. 

A variety of track quality evaluation indicators are currently used globally. None 
of these indicators is universally standardised upon [8, 9]. 

Furthermore, various approaches exist for analysing the indicator data. Studies 
by [10] and [11] are examples of initial mechanistic analysis models where railway 
track degradation predictions are made by means of observation and historical data. 
Scholars have also applied a variety of statistical models for analysing track degra-
dation. Examples of deterministic linear-, exponential-, multistage- and multivariate 
regression models are provided by [12–15], respectively. Stochastic modelling tech-
niques that have also been explored include a bivariate Gamma process [16], auto-
regressive moving average modelling [17] and Petrie Nets [18]. Artificial intelli-
gence (AI) techniques, such as artificial neural networks [19], adaptive neuro-fuzzy 
inference systems [20] have also been used, while [21] explored the application of 
principle component analysis (PCA) and [22] used survival modelling and analysis. 
Disadvantages of these techniques include; the inability to cater for uncertainty (e.g., 
mechanistic models), the combination of different evaluation indicators into one (e.g., 
statistical models), loss of information (e.g., PCA), identical track assumptions (e.g., 
survival analysis) and high cost of computing power (e.g., AI). 

Track quality index (TQI) is one of the indicators which is widely used as a 
measure of the condition of railway infrastructure, including in South Africa. TQI is 
a statistical summary of five track geometry parameters that indicate the condition 
of a railway track [23]. TQI parameters are measured by a track geometry inspection 
vehicle that can provide real-time measurement data on-board and post-processed 
reports afterwards. TQI is used as a health index that is used to evaluate the quality 
of railway tracks. This it typically done by comparing the TQI value to standards 
and limits to determine the quality of the track and identify areas which should be 
prioritised.
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South Africa has around 22,000 km of railway track in total [24]. Taking into 
consideration that TQI data measurements are taken over sections of 50, 100, and 
200 m, that results in 110,000–440,000 measurements, each providing information in 
the form of several parameters. This amounts to countless data points that pose chal-
lenges when analysis and interpretation is performed. Current methods of analysing 
and interpreting TQI data are time-consuming and unstructured, which creates an 
opportunity to improve the methods and utilise TQI data to its full potential. 

In this paper, a framework for analysing TQI data is proposed that would assist 
railway technicians in effectively using track geometry parameter measurements. 
This framework incorporates network spatial analysis and includes visual repre-
sentation for improved interpretation. The objective of this framework is to assist 
railway technicians in improving maintenance decision-making. A further objective 
is to facilitate a shift from corrective and reactive maintenance to more preventive 
maintenance practices that would ultimately improve the reliability and sustainability 
of railway tracks. 

2 Background 

In this section an overview is provided about the parameters that form part of the TQI 
and about network spatial analysis. This serves as basis for the reader to comprehend 
the novel analysis approach to TQI data. 

2.1 Track Quality Index 

The track quality index, which is seen as a health index to determine the condition of 
railway tracks, consist of five geometry parameters. Equation 1 provides the function 
for calculating the overall TQI of a railway: 

T Q  I  = 
5∑

i=1 

σi (1) 

The five underlying track geometry parameters which TQI consists of are: vertical 
alignment, horizontal alignment, gauge, superelevation, and twist [23]. Geometry 
parameter exceedances are measured and recorded for each track segment and are 
categorised as priority 1, priority 2, or priority 3 exceedances according to their 
urgency. Priority 1 exceedances are urgent and require immediate attention, while 
priority 2 and priority 3 exceedances are less urgent.
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2.1.1 Vertical Alignment 

Vertical alignment, also known as longitudinal level, measures the vertical relation-
ship between three points on one rail. Any irregularities are determined by measuring 
the distance between the running surface and a reference line that remains constant. 
Vertical alignment issues generally occur in areas where the surface below the rails 
cannot support the load distributed by the rails or sleepers, which means one spot on 
the rail carries a larger load than the rest [25]. 

2.1.2 Horizontal Alignment 

Horizontal alignment is a measure of the degree to which the rails are aligned in the 
intended direction. Deviations are measured from a reference line to a point on the 
inside of the left- and right-hand railway tracks. The measured difference between 
the actual alignment and what it is supposed to be, constitutes a horizontal alignment 
deviation and is caused by faulty sleepers, base plates, fastenings, or excessive rail 
stress [25, 26]. 

2.1.3 Gauge 

Gauge is defined as the distance between two rails measured at a right angle at 
a location 14 mm below the running surface of the rail [25, 27]. Locations with 
excessive side wear, incorrect or missing fastenings, or wide gauges on sharp turns 
are prone to gauge issues, which lead to increased dynamic loads [25, 28]. 

2.1.4 Superelevation 

Superelevation describes the distance in vertical elevation between a point on one 
rail and a point on the opposing rail, with the elevation difference being measured 
along a line that runs perpendicular to the centre line of the track. Superelevation 
is important in curves, as it is required that the inside rail of the track has a lower 
elevation than the outside rail to compensate for centrifugal forces [29]. 

2.1.5 Twist 

Twist constitutes the algebraic difference between two superelevation measurements 
taken at a fixed distance from one another and is usually expressed in mm/m as a 
ratio between the two measurement points [27, 30]. A vehicle with a rigid body that 
runs on a track with one wheel not making contact with the track is usually indicative 
of a twist issue [25].
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2.2 Network Spatial Analysis 

Spatial analysis is used to identify and describe the tendencies of a data set with rela-
tion to geometry and is performed with mathematical expressions and relations [31]. 
While conventional spatial analysis assumes a Euclidian distance and continuous 
plane between points, network spatial analysis assumes space that is constrained to 
a network. Therefore, network spatial analysis provides more accurate results than 
conventional spatial analysis when analysing network phenomena [32]. Overesti-
mation of clusters or densities is usually a consequence of applying conventional 
spatial analysis to network phenomena [33]. In the remainder of this paper network 
spatial analysis is applied to TQI data which is shown to provide a more accurate 
representation of exceedance clusters to assist with the implementation of preventive 
maintenance practices. 

3 Methodology 

The aim of applying network spatial analysis is to analyse and visualise TQI 
exceedances to identify problem areas, or so-called hotspots, along the railway 
network. Spatial analysis along networks (SANET) is used in combination with 
the ArcGIS software to perform the analysis and visualisation. 

3.1 Spatial Analysis Along Networks (SANET) 

SANET is defined as a toolbox containing various methods that can be used to 
analyse events along networks. Events which occur directly on a network, known as 
on-network events, and events which occur next to a network, known as alongside-
network events, are grouped together under along-network events. Network spatial 
analysis can be applied to any network system, which includes streets and pedestrian 
ways, rivers and canals, gas and oil pipelines, and electrical and telephone wires to 
name a few. It also has the ability to analyse locational events that are influenced by 
shortest-path distances. A third feature of this method is the ease with which it can 
be applied to a three-dimensional network, since a three-dimensional space has the 
same topological data structure as a two-dimensional space. Another advantage of 
network spatial analysis is the ease with which analytical derivation can be controlled 
when implemented on a network compared to when it is implemented on a planar 
space [34]. 

The SANET toolbox contains various network spatial analysis methods, of which 
the network kernel density estimation (KDE) method is selected for this analysis. 
Previous research was performed in which the application of conventional and 
network spatial analysis to traffic accidents was compared to determine which method
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Fig. 1 Kernel density estimation: a small hills with points as their centres, b density function 
produced by heaped hills 

is better suited to a network application. The authors concluded that network KDE 
is more reliable due to lower levels of bias [35]. Planar KDE does not consider the 
density of the road network into account and tends to overdetect clusters on a network 
[35, 36]. 

Network KDE is used to identify clusters with a high density of points along a 
network. It produces a density function by placing a point at the location of a certain 
event, and a curved line (like a small hill) is produced with the black point as its 
centre. Figure 1 is an illustration of how the network KDE function is created. 

3.2 ArcGIS 

Geographic information systems (GIS) are able to capture, store, inspect and visualise 
data entries that are referenced to a specific geographic position. It is a system 
operated on a computer that can establish and investigate spatial relationships, trends 
and patterns between data points [37]. ArcGIS is a geospatial processing program 
used to create maps with geographic data and analyse any data with a locational 
component. Two components of ArcGIS, ArcMap and ArcScene, are used in this 
study. ArcMap is the main component of ArcGIS used for displaying and editing 
maps and allows the user to manipulate and analyse spatial data. ArcScene enables 
the user to visualise data and analysis outputs in three dimensions by extracting 
height information from feature geometry, attributes or layer properties, and also 
includes analysis tools. ArcMap is used in this study to create, edit and prepare the 
locational data prior to the analysis process, while ArcScene is used to visualise the 
outputs generated by the SANET analysis. 

3.3 Track Quality Index Data Analysis Framework 

The Track Quality Index Data Analysis Framework (TQI-DAF) is developed to guide 
technicians when analysing track geometry information. The framework is a formal
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Fig. 2 TQI-DAF 

representation of the proposed methodology that provides the steps that must be 
followed when analysing track geometry information. The TQI-DAF consists of 
three stages, each stage containing three substages. Figure 2 is an illustration of the 
TQI-DAF that shows the sequence of the different stages. 

Stage 1 covers the collection and preparation of data. Stage 1.1. covers the iden-
tification of railway components for analysis. Railway track infrastructure consists 
of several components, which includes ballast, clearance, geometry, overhead track 
equipment, and wear information. Measurements and reports are generated for each 
of these elements of railway infrastructure. The objective of the analysis determines 
what data is needed and the railway components should be selected in accordance 
with the objective. In Stage 1.2 the collection, sorting and storing of the data for the 
identified components are done. A data collection strategy is developed detailing the 
process of collection sorting and storing. Key elements of the strategy should include 
the source of the data, mode of collection, duration and resources required and ethical 
and confidentiality considerations concerning the data. Stage 1.3 follows with the 
process of data wrangling to ensure the data is in a reliable format for analysis. This 
process includes steps to combine data sources, removing empty fields or duplicates 
and publishing the data in a suitable format for analysis.
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Stage 2 covers the data analysis. In Stage 2.1 the data importation and projection 
are performed. This is done by using the ArcGIS software as described in Section 
“ArcGIS”. An important aspect of this stage is to ensure the format and coordinate 
projection of input data is compatible with the analysis to be performed. In Stage 2.2 
data conversion and augmentation is performed. This allows for alterations of the 
data set after the initial importation in Stage 2.1 and screening of the data in ArcGIS. 
The network spatial analysis follows in Stage 2.3. During this stage the SANET 
toolbox is used in combination with ArcGIS. The kernel density estimation method 
of SANET, as described in Section “Spatial Analysis Along Networks (SANET)”, 
is used to perform the analysis. The result of this stage is the actual network kernel 
density estimation. 

Stage 3 covers the visualisation and interpretation of the results. In Stage 3.1 the 
density estimation data files are imported into the ArcMAP software, as described in 
Section “ArcGIS”, and configured for visualisation. In Stage 3.2 the density estima-
tions are visualised. The process to achieve this is to extrude the results to visualise the 
point densities along the network. The extrusion is then exported through an attribute 
selection process and imported in the ArcScene software (Section “ArcGIS”) to illus-
trate the densities on a map. The result of this stage is three visual representations: 
the three-dimensional extrusion, the densities on a basemap and a hotspot map. The 
final Stage 3.3 consists of the interpretation of the results. 

4 Case Study 

The TQI-DAF is applied in a case study to the southern line of the City of Cape Town’s 
railway network, which runs from Cape Town Station to the end of the line at Simon’s 
Town. For the case study the TQI exceedance data of several segments with different 
surroundings are investigated as proof of the applicability of the TQI-DAF. The 
TQI-DAF Stages 1.1–3.1 were performed as described in Section “Spatial Analysis 
Along Networks (SANET)”. The results and interpretaion—Stages 3.3 and 3.4—are 
presented in the next sections to demonstrate the outputs of the TQI-DAF and its 
value towards decision making. Outputs are interpreted individually or combined 
with each other to gain insights on the track condition. Combining the outputs of 
the proposed framework with existing reports and practices would provide further 
valuable knowledge about the condition of the railway track. 

4.1 Three-Dimensional Extrusion 

The first output of the framework is a three-dimensional extrusion, which shows 
the exceedance density profile of each parameter on a segment. This visualisation 
is created from the network KDE analysis results in ArcScene. The density clusters 
are extruded to clearly indicate areas with more detected exceedances. This visual
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Fig. 3 Three-dimensional extrusion 

representation enables the user to identify high-density areas with ease. Figure 3 is 
an example of a three-dimensional extrusion of horizontal alignment exceedances 
on a track segment. 

From Fig. 3, it is evident that there are areas along the segment where exceedances 
occur in clusters. 

4.2 Exceedance Density Points on Basemap 

Another output of the methodology is a visualisation of the density points combined 
with a basemap. This visualisation is created from the three-dimensional extrusion 
visualisations by selecting the attribute of interest and exporting it to ArcMap. In this 
case, the selected attribute is the average value of each kernel density point, which 
represents the height of the kernel density function. In ArcMap, these average values 
are visualised according to size, with green indicating a low-density value and red 
indicating a high density value. Combining the density points with a basemap of the 
area enables the user to pinpoint the exact location of the exceedance clusters, while 
identifying possible causes of these exceedances in the surroundings of the clusters. 
Figure 4 illustrates the combination of density points with a basemap, which shows 
the exact location of exceedance clusters. The most prominent exceedance clusters 
are circled.

With the use of ArcMap, further investigation might reveal external factors 
responsible for these exceedance clusters.
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Fig. 4 Exceedance densities on a basemap

4.3 Interpretation of Methodology Outputs 

In this case study, each track geometry parameter is analysed individually for each 
segment. This is done so one can determine which, if any, geometry parameter(s) 
is the main cause(s) of detected exceedances. It provides a detailed view of the 
track condition and prevents the user from drawing any misleading conclusions from 
combined data outputs. During the interpretation of the outputs, it is often seen that 
exceedance clusters of different geometry parameters occur in the same locations. 
The outputs of different geometry parameters are then combined to confirm this 
observation, which leads to the identification of truly problematic areas. 

Exceedances are also analysed separately according to urgency, i.e. priority 1, 
priority 2 and priority 3 exceedances are initially analysed individually. The priority 
exceedances are also combined on occasion should the user require to do so. Priority 
1 exceedance outputs are used to identify areas that require urgent corrective work. 
Ideally, priority 2 and priority 3 exceedance outputs should be used for planning the 
preventive maintenance strategy since they do not require urgent attention.
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5 Conclusions 

An investigation into the current use of TQI data revealed that it is not used to its 
full potential. TQI data contain valuable information about the condition of a railway 
track and, if used effectively, could assist railway authorities in their efforts to ensure 
that railway tracks operate at improved levels of reliability. 

In this study, a methodology to analyse TQI data is proposed. The methodology 
is developed based on the nature of network data to ensure it produces accurate and 
reliable outputs. Network spatial analysis is applied to railway geometry data since 
it assumes space that is constrained to a network, along with geospatial processing 
programs that are used to visualise the analysis outputs. 

The proposed methodology is applied to real data in a case study to determine 
its feasibility. The generated outputs enable the user to identify areas along the 
rail network that are problematic, and plan accordingly. Maintenance technicians 
are assisted in their decision-making, as the maintenance strategy and schedule 
can be produced based on the methodology outputs. Better maintenance planning, 
with the use of the proposed methodology, will improve the overall condition of a 
railway network. This would result in a shift from corrective maintenance work to a 
maintenance strategy that is more focused on predictive work. 

Although the framework provides new insights into the condition of railway tracks, 
only one network spatial analysis method is applied. Future research should focus 
on expanding the framework with additional network spatial analysis methods, and 
the SANET toolbox in particular. Further work should focus on applying the TQI-
DAF for more rail track segments to gain more insight from its practical use into the 
results and the interpretation thereof. This would allow for identifying opportunities 
to transition to more predictive maintenance. Analysis of priority 2 and priority 3 
(less severe) exceedances with the TQI-DAF should also be explored to provide 
improved decision support for maintenance planning and scheduling. 
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A Project Management Framework 
for the Modernisation of Passenger 
Railway Depots in Developing Countries 

Adquate L. Masikati, Johannes L. Jooste, and Cornelius Fourie 

Abstract Passenger railway organisations in developing countries have been oper-
ating old rolling stock for decades. With the advancement and complexity of modern 
technology, these organisations are required to renew their fleet. However, there are 
no guidelines that can help these organisations to implement a disruptive technolog-
ical transition from old, dilapidated depots to the desired state that can support new 
technology in new rolling stock fleets. In this paper a project management frame-
work is developed for modernising passenger railway depots to support the new 
rolling stock fleet and realise efficiency gains. To realise efficiency gains, the railway 
depots are viewed as large technical systems. Data was collected by conducting a 
systematic literature review and interviews with subject matter experts from industry. 
The project environment for railway depots is multidisciplinary hence the frame-
work is developed to be robust for accommodating different project landscapes. 
Due to the complexity of railway systems, the framework offers the necessary flex-
ibility to accommodate different project dynamics. The feedback mechanism in the 
framework ensures project flexibility without compromising on control. The goal of 
modernisation is to achieve sustainability through several objectives, namely support-
ability, interoperability, systems performance improvement, maintenance optimisa-
tion and productivity improvement. These objectives are integrated in a customised 
work breakdown structure which forms part of the framework and which facilitates 
concurrent execution of projects by different teams in a closely coordinated decen-
tralised framework. With the developed project management framework, the process 
of modernisation becomes integrated, the delivery performance is improved and lean 
methodologies are easily implemented thereby improving the competitiveness of the 
modernisation plan. 
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1 Introduction 

The establishment of passenger railway depots was determined by economic condi-
tions of individual countries. As time progressed, new technologies were invented 
rendering existing technologies obsolete, operational costs increased, technical stan-
dards and asset management principles and practices were introduced resulting in 
a need to modernise these depots [1]. Modernisation was done by additions and 
changes on an ad hoc basis without stopping depot operations. The modernisation 
of passenger railway depots did not change the kind of work, but did change the 
resources and methods of performing the work. The advent of disruptive technolo-
gies in the transport sector such as automobiles in the 1920s marked the end of 
railway monopoly in passenger transport and was followed by the great depression 
in the 1930s [2]. However there has been a renaissance of railway transport that is 
motivated by the need to address climate change, population growth and the need to 
exploit inherent competitive strengths in railway genetic technologies. 

The first railway in Africa was established in 1853 and in South Africa in 1860 
[3]. Passenger railway business in Africa was marred by unsubsidised operating 
costs for passenger transport, high maintenance costs, high costs of renewal, lack 
of skills, lack of strategic planning and political instability. The idea of concessions 
tried to resuscitate the railway business in some countries but it was not an outright 
success because of poor commercial structures, unsupportive institutional frame-
works, poor decision-making and assessments at the stages of project identification 
and preparation [3]. 

Africa is still trying to establish itself in modern rail transport and there is a gap 
between the current status and the regional vision. The railway industry is being 
transformed by high-speed rail resulting in inertia within developmental activities in 
conventional rail [4]. 

After years of poor maintenance and low investment, many railways in devel-
oping countries are underutilised and require renewal. The Passenger Railway 
Agency of South Africa (PRASA) among other organisations are mandated with 
providing passenger railway transport but have been challenged over the years with 
outdated rolling stock technology in their fleet. With the advancement and complexity 
of modern technology, these organisations are required to renew their fleets for 
passenger rail but there are no guidelines that can assist them to transform from 
the old railway depots to modernised ones that offer efficient technical support to 
accommodate new rolling stock technologies. 

Railway depots in these countries are often characterised by dilapidated infras-
tructure, technological incompatibilities and incapacitation, hence they require 
modernisation. 

Modernisation is driven by both the internal and external environment which influ-
ence how organisations respond to change. Since the way an organisation performs 
is influenced by its technical resourcefulness, organisations modernise to align capa-
bilities with their vision for sustainability [5]. In order to meet the required levels of
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productivity and operational performance in terms of reliability, availability, main-
tainability and safety (RAMS), organisations change by adopting new technology to 
bridge technological gaps in a disruptive transition. 

Railway organisations are not only consumers but also producers of some of 
their replacement parts. Hence, they must choose a way of manufacturing them. 
Tailored replacement parts are manufactured to meet the demand for which they are 
produced [6]. With the advancement of manufacturing methods, information and 
communication technologies, there is a need to shift from traditional processes to 
more advanced technology-based processes. Rolling stock of railway organisations 
consist of different generations of technology and designs. In order to mass-produce 
customised replacement parts with different specifications, the production system 
must respond in real-time by adopting Smart Manufacturing Systems principles. 
Implementation of Smart Manufacturing Systems require interoperability between 
systems for communication and information sharing. Consequently, modernisation 
of machine shops in railway depots must be adaptable and responsive which are 
important metrics of Smart Manufacturing. The goal of Smart Manufacturing is to 
increase the productivity of a production firm using a technology-driven approach to 
optimise production processes [7]. 

Railway depots are further asset intensive environments which require an asset-
centric approach in the identification, design, construction, operation and mainte-
nance of assets for organisations to remain competitive. Asset management is impor-
tant to organisations with assets such as rolling stock, maintenance and production 
equipment. Modernisation is a strategic asset management activity that consists of 
different life cycle stages of an asset to ensure that the asset meets its service require-
ments according to modern ways of doing work [8]. Asset management plays a 
systematic and coordinated role in ensuring organisations remain competitive in 
their operations. According to [9], modernisation is a branch of asset management 
that seek to achieve a targeted level of sustainability. However, there is a lack of 
guidelines that can be used by passenger railway organisations to modernise their 
depots taking advantage of technological advancement to bridge technological gaps 
in a disruptive transition for sustainability. 

To address a lack of guidelines for technological transformation of passenger 
railway depots in developing countries, this paper presents results of research 
conducted to conceptualise and develop a railway depots’ modernisation framework. 
The conceptualisation is based on a systematic literature review of 42 papers and data 
collection through subject matter expert interviews. The development of a framework 
followed, where an iterative process was used to confirm that the developed frame-
work had all the required specifications to meet the goals of modernisation and fill 
the gap in literature. 

The developed framework was presented to four industry practitioners to confirm 
its validity and to gain feedback regarding its usefulness and support for decision-
making.
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2 Development of a Modernisation Framework 
for Passenger Railway Depots 

The modernisation of passenger railway depots is carried out within the framework 
of large technical systems in a projectised environment. The contexulisation phase 
of the research produced a modernisation transitional framework which provides a 
holistic overview of modernisation. This framework serves as guide for moderni-
sation concerning passenger railway depots. This framework is based on insights 
and themes collected during the systematic literature review which was confirmed 
and expanded on with semi-structured interviews with subject matter experts. These 
included a senior project manager, an asset care manager, a rolling stock manager 
and depot supervisors from PRASA. The modernisation transitional framework is 
shown in Fig. 1 and further expanded on in the next sections. 

2.1 Modernisation Transitional Framework 

The modernisation transitional framework systematically maps all dimensions of 
passenger railway depots modernisation into a coherent structure as shown in Fig. 1. 
The migration from the old system to the desired system require the analysis of the 
two systems’ relationships. This migration can be carried out in cycles, iterations, 
stages or linearly depending on relationships, complexity, fragility and number of 
system interfaces. The modernisation transitional framework is a roadmap composed

Fig. 1 Modernisation transitional framework 
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Fig. 2 Top-level requirements WBS 

of push factors from the old state of depots, goals for modernisation, systems migra-
tion and integration to facilitate modernisation of railway depots in a project envi-
ronment through a number of objectives, namely; supportability, system perfor-
mance improvement, interoperability, maintenance optimisation and productivity 
improvement to achieve sustainability. 

The objectives are the top-level requirements of modernisation which constitute 
the top static level of an integrated work breakdown structure (WBS) as shown in 
Fig. 2. The WBS facilitate a holistic approach to modernisation in a multidisciplinary 
project environment so that the project deliverables contribute to a common goal. 
The integrated WBS allow different project teams to operate independently but in a 
closely coordinated framework. 

2.1.1 Supportability of New Rolling Stock 

Railway organisations rely on their depots to sustainably maintain their rolling stock. 
Investment in maintenance ensures smooth operation, improved quality of work and 
enhanced performance and safety of rolling stock. The technical resourcefulness of 
a firm determines the quality of maintenance work. To ensure that there is effective 
and efficient maintenance, the support resources are designed according to the design 
attributes of the maintained systems. The demand for support resources is determined 
by the failure patterns of the maintained systems. 

Maintenance demands can only be met when there are adequate support resources 
in terms of tooling and equipment to carry out the work. Businesses such as the 
transport industry thrives on reliability hence maintenance must evolve around 
reliability. 

To achieve the required levels of reliability, a reliability centred maintenance 
strategy is adopted to exploit different maintenance strategies and customise them 
for different components depending on criticality and reliability thresholds. The 
support equipment to carry out different maintenance tasks must then be provided. 

2.1.2 Interoperability 

Interoperability facilitates the integration of systems to enhance overall performance. 
Operational and strategic objectives such as smart manufacturing require systems
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to be interoperable to facilitate communication. Interoperability is a systems prop-
erty and means by which autonomous systems are composed to provide a service. 
Autonomy is a key characteristic of interoperable systems whereby a system can 
function independently but can cooperate interoperably with other systems to provide 
complex services. Interoperable systems facilitate integration and offer flexibility that 
make businesses agile in a large technical system environment. The addition of new 
systems or software to existing systems or components must ensure that these systems 
can communicate during run time so that operations are not obstructed by technical 
barriers. Interoperability exploits opportunities for synergies between systems by 
abandoning the traditional silo or monolithic systems which operate in isolation. 
Service-oriented systems can be loosely coupled to achieve interoperability from a 
holistic and systematic perspective at the business and application levels. 

The internet provides an efficient interface for net-centric systems but rate of 
evolution of these systems poses obsolescence challenges. Technical standards 
facilitate technical harmonisation to ensure interoperability. 

2.1.3 Maintenance Optimisation 

Maintenance optimisation is carried out to improve the availability of a system. 
Maintenance is important for organisations that operate complex assets whose failure 
can be devastating. 

Organisations are incorporating a performance-centric approach which adopts 
the principles of a risk-based maintenance philosophy. The performance-centric 
approach uses condition monitoring to report on the condition and performance of 
an asset according to predefined business protocols. This approach to maintenance 
help to improve the productivity of an asset by reducing the time it takes to restore its 
functionality. Decisions regarding repairing or replacing faulty components are made 
based on a number of factors such as obsolescence, availability of spare parts, cost and 
repair effectiveness. Trade-off decisions are also made depending on the criticality 
of the equipment or component whether to maintain preventively or correctively for 
availability maximisation or cost minimisation. 

2.1.4 System Performance Improvement 

Performance assessment of an asset against benchmarks is key to performance 
improvement decision-making. The perfomance of an asset can be measured by 
incoporating technological intelligence in physical assets for the measurement and 
analysis of asset data. Smart manufacturing systems help organisations attain high 
levels of perfomance with respect to quality, agility and productivity. Production 
equipment have mandatory performance targets. However, perfomance improvement 
can be implemented at the design and construction stage according to standards such 
as EN50126 which faciltate implementation of RAMS for railway systems.
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Perfomance is measured from a machine level and aggregates to the overall perfor-
mance of a whole production system. Performance of large systems such as railway 
depots are determined by technical aspects such as interoperability, interconnections 
and standardisation which facilitate systems integration for communication and data 
exchange in real time. 

2.1.5 Productivity Improvement 

Productivity improvement seeks to achieve optimum output from a machine by 
eliminating waste. Waste (such as breakdowns, bottlenecks, idleness, defects, acci-
dents and motion) lowers the capacity utilisation of machinery resulting in reduced 
productivity. Modernisation of the machine shops brings the latest technology for 
sustainable operation. Controlled processes such as machining have feedback loops 
to facilitate data driven decision-making which is an objective of smart manufacturing 
technology. 

Machine productivity (local optimisation) can be enhanced through automation 
whereas section level productivity can be optimised by reducing work in progress and 
lead times through optimising machine layout. The increase in productivity borrows 
Lean methodologies in the identifcation and elimination of waste. 

2.1.6 Systems Integration 

The autonomy of individual systems and their interdependence forms a coherent 
system that identifies the organisation beyond individual system identities. To realise 
efficient gains in the operation and use of a product or system, there is a need to incor-
porate many functions into a product or system to meet operational requirements. 
Integration of subsystems seeks to achieve a holistic and coherent system that delivers 
high levels of performance in terms of capacity, safety, timeliness and resource usage 
optimisation. 

Integration takes place at different levels; physical system integration (for commu-
nication) and application integration (for cooperation). The integration of technolo-
gies in a manufacturing environment increases performance with the objective of 
achieving Smart Manufacturing. Systems that are developed in an agile environment 
are integrated and tested at the sprint or product increment level during development. 
Aspects like functional integration are drawn from the WBS. Functional integration 
takes note of functional definitions hence there is a need to observe standards. An 
integrated WBS facilitate successful and timely integration of a complex system. 

2.1.7 Systems Migration 

Different systems migration strategies are used in a project environment using 
different project management life cycle models to deliver the intended product.
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The most used approaches are cycles, iterations, stages and linear. Different project 
management lifecycle models are applied for the required migration approach. The 
most used project management life cycle models are the traditional project manage-
ment life cycle model, the agile project management life cycle model and the 
progressive elaboration life cycle model together with their variants. 

The integrated WBS which is formed by project objectives is deliverable-oriented. 
From the interviews conducted, it was evident that the project planning and ideation 
phase is the most important phase to project success. Since the WBS is the backbone 
for project planning and control, its importance is emphasised. The framework was 
consequently developed to meet the requirements of the WBS to facilitate depot 
transformation by implementing appropriate migration strategies. 

2.2 Developed Multidisciplinary Project Management 
Framework (MPMF) 

The developed MPMF framework follows a logical sequence of process steps that are 
classified into phases to facilitate an evolutionary transformation of railway depots 
by reshaping the operational system and activities that support goal realisation. 

The feedback loop is for planning, improvement and aligning the project manage-
ment life cycle model with the project scope and landscape to enhance the quality 
of the deliverable. Due to the uniqueness of different projects, the framework facil-
itate tailoring to suit different project requirements. The framework has a value-
centric approach that delivers according to project objectives and goals according 
to quality requirements. Finally, the MPMF framework exhibits robustness because 
the multidisciplinary nature of the project environment does not require a single 
approach to managing the project but different approaches can be applied depending 
on various projects’ level of complexity and tailored to suit project characteristics. 
The developed framework is shown in Fig. 3.

The project is formulated in the project ideation and definition phase. Ideas to 
solve a problem or exploit an opportunity are evaluated. Decisions made in this 
phase concerns the inclusion or exclusion criteria for different options. The business 
case is produced to justify the project idea and that idea is broken down into a 
hierarchical framework—the WBS. The project is then described in non-technical 
terms in a project overview statement and a project proposal is written. Once the 
proposal is approved, the project manager starts organising and preparing for the 
project in the subsequent phase. 

The scope of the project is defined to have a systematic overview of the work 
to be done. The level of complexity of the work to be done determines the project 
landscape. A suitable project management life cycle model is selected based on the 
landscape. The project characteristics are assessed to tailor the selected life cycle 
model to suit the unique requirements of the project. Once the tailoring aligns the 
life cycle model with the project requirements, execution work commences.
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Fig. 3 MPMF framework

Since the project is deliverable-oriented, the scope is confirmed before producing 
the deliverables. The deliverables are examined for quality to check if they meet the 
need for which the project was undertaken. If the quality is below the acceptable 
level, the deliverable is reproduced as indicated in the execution phase in Fig. 3. If  
the quality is acceptable, the project is closed for projects with one delivery cycle. For 
projects with more than one delivery cycle, the project manager selects the life cycle 
model for the subsequent cycle and repeat the process until the project is complete. 
Once the project is complete, the contracts are closed. The performance measurement 
result from the project phases is used to audit the project and close administrative 
work. The deliverable, depending on its nature, is then commissioned and handed 
over to operations. 

The framework was validated by means of face validation with four subject 
matter experts from industry, among them was the permanent way specialist, a 
senior project and contracts manager, a senior depot manager and an engineering 
manager for a rolling stock department. Feedback from the validation interviews 
provided evidence in support of the framework and its usefulness in decision-making 
concerning modernisation of passenger railway depots.
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3 Conclusion 

The development of the MPMF takes into consideration the project environment with 
respect to project complexity and characteristics. To have an in-depth understanding 
of the project environment, a project management transitional framework was devel-
oped which highlight the current state of railway depots and how the desired future 
state is achieved through corresponding objectives. Different systems’ migration 
approaches would then be applied depending on system (both current and desired) 
characteristics. The four main migration approaches used in a project environment are 
linear, iterative, cycle and staged. The selected approach then influence the selection 
of the project management life cycle model to facilitate the transition in a project 
environment. However, the selected life cycle model must be tailored to suit the 
project characteristics. 

The validation feedback highlighted that the MPMF has generic project manage-
ment principles and can be applied to most complex project management environ-
ments which create an opportunity for future research into methods for customising 
the MPMF for specific applications. More research is also required to establish and 
refine the relationship between objectives of modernisation based on the objectives’ 
interconnectedness. 
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A Gamified Learning Approach Using 
Systems Modelling for Understanding 
the Effects of Asset Management 
Decision-Making 
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Abstract Engineering asset management is a broad and multidisciplinary field with 
a variety of interconnected facets. Asset management (AM) encompasses a larger 
spectrum of risk, finance, and maintenance factors that make managing assets a 
complex and integrated multidisciplinary process. An industrial and educational 
challenge is to provide holistic training and insight in a comprehensible way for 
developing learner understanding and knowledge about the larger system’s effect 
and practical implications of decision-making across the multidisciplinary facets of 
AM. In this paper, it is argued that gamification may present a suitable alternative for 
addressing this challenge. Arguments are presented in support of gamification, based 
on the success of existing games within industrial environments and the respective 
state of the art. The paper presents the design and development of a simulation-
based game of AM using an architecture for bidirectional learning for serious game 
development. The game model is developed using system dynamics (SD). The paper 
further explores the applicability of SD methods to model an AM game. Two soft-
ware modelling tools (Vensim and AnyLogic) are used to explore the benefits and 
limitations of SD methods to simulate the dynamics being considered. The strength 
of the SD method resides in its ability to enhance and simplify learning in complex 
systems. The paper concludes with an outlook of progress with the development of 
an AM simulation-based game. 
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1 Introduction 

‘Literature related to AM clarifies that modern forms of AM go beyond the manage-
ment of physical assets and consider any item, thing, or entity that has potential 
or actual value to an organisation as an asset to the organisation [1]. AM is not a 
new idea. For a long time, people from all industries have been managing assets 
and advancing the discipline. At the centre of AM is decision-making. While some 
managers are willing to concede that their organisations are complex networks of 
interrelated systems, their thought patterns and behaviour usually give little weight 
to this notion [2]. Instead of understanding the larger system of operations and inci-
dents that may have contributed to the original problem, some managers frequently 
fall into the single problem mentality by splitting a problem into smaller parts [3]. 
The reality might be that the root cause and collective solution may altogether be in 
another part of the system. This also highlights one of the main challenges in AM, 
which is to determine the long-term decision effects taken at a prior point in time in 
the asset lifecycle on other functions in the organisation [4]. 

Invariably, simulation studies demonstrate how powerful systems are and how 
important it is for managers to understand the complexity and interdependent 
nature of these systems. Two practical examples within industrial environments 
that demonstrate the complexity and interdependent nature of systems, be it supply 
chain management or AM, are discussed later in the paper. These examples also 
highlight the benefits of combining simulation with serious gaming to create an 
interactive learning experience. This paper firstly explores the theoretical back-
ground surrounding AM, simulation, and gamification, and secondly reports on the 
development of a serious game for AM using both simulation and system’s modelling. 

2 Theoretical Literature Overview 

The following section provides an overview of the literature about AM, simulation, 
and gamification in education. 

2.1 Asset Management 

AM is defined as the coordinated activity of an organisation to realise value from 
its assets [1]. AM, a broad and multidisciplinary field, has seen a significant rise 
in popularity among researchers and organisations aiming to improve their asset 
performance and operations [5, 6]. One of the most significant developments in 
the field of AM was the paradigm change that AM is more than an extension of 
maintenance [7] but rather an entirely separate activity [8] requiring active lifecycle 
management [4].
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Today, AM is accepted as a holistic and collaborative asset lifecycle approach that 
encompasses various interconnected and multidisciplinary facets [7]. However, most 
organisations still find themselves making asset-related decisions reactively and in 
isolation. These decisions are taken based on the limited information that is available 
locally. Each function in an organisation has its own staff, speciality, leadership, and 
way of operating [7], and this has caused silo perspectives to develop wherein no one 
seems to be able to translate local decisions effects to the larger system of operations. 
The reality in many organisations, is that managers who make strategic decisions are 
far removed from the operating assets and the reality of everyday operations in each 
individual function. 

Literature highlights the integrative nature of AM and draws on the knowledge 
of multiple disciplines from risk analysts to safety personnel. Due to the integra-
tive, multidisciplinary nature of AM, training employees in a manner that is both 
comprehensible and promotes their understanding and knowledge of the practical 
implications of their AM decisions on the larger system of operations remain a 
challenge. 

Although the concepts of systems thinking are intuitively appealing in the context 
of AM, they are often difficult to illustrate or teach [3]. With traditional teaching 
and training methods showing limited skills improvement [9] and the industry now 
demanding interdisciplinary training [10], the need for new innovative teaching and 
training approaches that easily translate knowledge into skills within realistic work 
environments are important. It is essential that AM planning and training extend 
beyond theoretical knowledge to real-world contexts and skills development [11]. 

One of the main challenges in the AM domain is determining the implications 
of AM decisions prior to their implementation on other interconnected functions in 
the organisation. For example, a cost-reduction effort may cause more damage if the 
decision-maker cannot balance the associated cost, risks, and performance outcomes. 
AM decision-making plays a significant role in improving asset performance, and 
decreasing risks and expenditures such as maintenance costs. 

Determining the prior implications of decisions on production, long-term plan-
ning, and the associated risks, for example, might help avoid decisions being taken 
based only on limited, locally available information. Therefore, knowing and having 
the ability to identify the causal relationships between functions could help improve 
AM decision-making, promote interdisciplinary collaboration, and boost employees’ 
problem-solving and system thinking capabilities. 

2.2 Gamification in Education and Training 

Educational systems of today face significant challenges around student motivation 
and engagement [12, 13]. From tertiary level education to industry training work-
shops, modern educational methods and requirements have evolved to suit the needs 
of today’s technologically inclined generation also referred to by Marc [13] as digital 
natives. It is via new technological developments enabling more digitised learning
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environments that gamification has become one of the most notable technological 
developments to create immersive and engaging learning experiences for human 
engagement [14]. 

Gamification, is defined as the use of game design elements in non-gaming 
contexts [15]. Gamification and its potential applications are gaining significant trac-
tion within industrial settings and has become the interest of various researchers [15, 
16]. Gamification originated because researchers saw an opportunity to utilise game 
design elements for purposes beyond that of entertainment. Innovative digital forms 
of simulation such as serious games have proven to be a valuable education and 
training method (e.g., aviation training simulations). 

Ritterfeld [17] defines serious games as any form of interactive computer-based 
game software for one or multiple players to be used on any platform, which has 
been developed with the intention to be more than entertainment. Gamification and 
serious games are often used interchangeably but differ based on the intention for 
which they are built. Both, however, are similarly based using gaming strategies and 
game elements in non-game contexts [15]. 

2.3 Simulation in Education and Training 

According to [18], simulation is the imitation of the operation of a real-world process 
or system over time. Simulation makes it possible to study, experiment, analyse and 
manipulate different system scenarios that would otherwise be impossible to carry 
out practically in the real world [18]. Simulation-based training is gaining momentum 
in other fields (supply chain management, operations management, AM, etc.) thanks 
to advances in technology and increased computing power [19]. 

Simulation-based training would enable employees to visualise the overall impact 
a decision made at a prior point in the AM lifecycle, and the effect it would have 
in the future. In doing so, strategic planning between the respective departments 
and disciplines impacted through the decision can be done before the decision is 
actualised. This, in turn, would encourage future interdisciplinary communication 
and teamwork. Despite the benefits of game-based training simulations, didactic 
teaching methods are still the dominating training and teaching approach used in 
industries, although these teaching methods are proven to be inefficient and viewed 
by many as a way of merely transmitting factual information to a large audience with 
no guarantee that effective learning will result [20]. 

Game-based training simulations are primarily used for educational purposes 
[21]. They are designed to help end-users gain a better understanding and insight 
into the system under review because of its ability to simulate and visually illustrate 
quantitative effects of user-defined input parameters throughout the simulated system 
in real-time. Simulation, like computer games, use graphics such as 2D and 3D 
animation to simplify the model and captivate the audience. Simulation analysts 
require a fundamental understanding and knowledge of the system to effectively
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simulate it [22], further emphasising the educational value and improved training 
alternative that game-based training simulations offer. 

Different modelling alternatives exist that can be used to develop a graphical 
interactive game-based simulation of AM. These alternatives are Discrete Event 
Simulation (DES), System Dynamics (SD) and Agent-Based Simulation (ABS) [23]. 
DES is used when simulating a real-world system where changes occur at discrete 
points in time [24], whereas ABS models simulate systems as individual interacting 
agents. SD, on the other hand, is an effective simulation-based modelling technique 
that was initially meant to invoke systems thinking by endogenising relevant variables 
and mathematically connecting causally linked variables [25]. 

There is precedence in applying SD to AM, as systems thinking and causal loop 
diagramming allows researchers to move from conceptual understanding of unidi-
mensional problems to a completed systems model containing equations, each with 
their appropriate numerical inputs. Once computerised, these models offer ways of 
systematically testing policies. Stock and flow diagrams are adopted to help develop 
an AM simulation-based game later in the paper. Firstly, the following section applies 
theory to practice, by using the concepts discussed in this section to formulate the 
conceptual model of an AM simulation-based game. 

3 Conceptual Model 

The following section provides an overview of the conceptual game design and the 
processes used during the game design. Figure 1 illustrates the SD simulation process 
followed in this paper. 

Firstly, the main strategic variables that form the foundation of AM were deter-
mined. There exists an abundance of fragmented AM information, data and research

Determine 
Strategic 
Variables 

Causal 
Loop 

Diagramm
-ing 

Stock and 
Flow 

Diagramm
-ing 

Simulation 
Validation 
& Model 
Testing 

Fig. 1 System dynamics simulation modelling process, adapted from [17] 
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Fig. 2 CLD of strategic variables, adapted from [17] 

in the AM scholarship. Various AM sources were identified and consolidated to 
formulate a collective overview of the interdependencies found in AM. 

Four key strategic variables found in the AM scholarship include unit condition, 
unit deterioration, renewal action and level of service. These four key strategic vari-
ables form the basis of the CLD of the primary model, which is developed as part 
of the conceptual game design. Secondly, the identified strategic variables are trans-
lated, expanded, and formulated into the main CLD. An example of a CLD adapted 
from [17] is shown in Fig. 2. 

A unit condition is positively influenced by an increased level of service and vice 
versa. Renewal action increases as the level of service declines, and the unit condition 
improves as a result of the renewal action. For example, the quicker maintenance staff 
responds to a unit breakdown, the faster the condition of the unit improves. The more 
units are utilised and overused, on the other hand, the faster their state deteriorates, 
and the unit condition degrades with time. The main CLD was then translated into 
stock and flow diagrams using simulation modelling software. 

The conceptual game design was also guided in partial by an architecture devel-
oped by [26] for bidirectional learning games in laboratory performance improve-
ment. The architecture aims to support game designers in the creation of serious 
games for specific scenarios in a faster, more effective, and efficient manner. The 
architecture enables the development of flexible games that can be configured, 
adjusted, tailored, and improved as needed. Therefore, the architecture was adapted 
and used for the design of the game to provide a more structured approach to the 
development. 

Designing an educational game capable of providing motivated engagement is 
a challenging task because learner engagement and active participation are key to 
the success of any educational game. Targetted game motivators for the simulation-
based game chosen from the taxonomy by [13] include challenge, feedback, control 
and roleplaying. It is essential to provide participants with different achievable game 
objectives that function as challenges and create extrinsic motivation in participants 
and encourage active participation in the game. Feedback provides extrinsic moti-
vation in the game and indicates the distance to the desired state or goal. Control is 
incorporated through the player’s granted ability to make decisions in the game; and
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Fig. 3 AM gameplay 
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the input mechanisms through which the player interacts with the game. A combi-
nation of an intrinsic or extrinsic design is followed in the design to ensure a holistic 
game experience whilst the primary focus is placed on the learning content and 
knowledge to skills transfer. 

Two software modelling tools (Vensim and AnyLogic) are used to explore the 
benefits and limitations of SD methods to simulate the dynamics being considered. 
Vensim is an industrial-strength simulation software for improving the performance 
of real systems. Vensim is used for developing, analysing, and packaging dynamic 
feedback models. Vensim is used to create the numerous CLD’s used in the game 
development. 

AnyLogic, a simulation software package, was chosen as a suitable platform for 
designing and developing a simulation-based game because of its numerous func-
tional capabilities. Several AnyLogic components are used in the model to create and 
illustrate the relationships and interdependencies found in AM through stock and 
flow diagrams. Figure 3 illustrates a development framework showing the various 
components and software used in the game development. 

4 Model Construction 

This section covers the development and construction of the simulation-based game 
and game environment. 

4.1 Simulation-Based Game Model 

To improve the holistic understanding of AM and assist decision-makers in under-
standing the effect (or implications) of AM decision-making across the entire AM 
lifecycle, a higher abstraction level design is appropriate. AM is a system’s process
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that encompasses a larger spectrum of functions such as risk, finance, and mainte-
nance that make managing assets a complex and integrated multidisciplinary process. 
Therefore, due to the complexity of AM and its multiple integrated functions, the 
simulation-based game is consequently constructed as a minimal viable product 
(MVP) representation of AM. Therefore, the simulation-based game is never consid-
ered an exhaustive or complete and accurate representation of AM, but rather as an 
MVP or first version of the simulation-based game that can be published, altered, 
and improved upon. While the game is simplified compared to real-world AM opera-
tions, it still aims to realistically capture the time delays, costs, and other parameters 
characterising AM. 

The model requires a basic theoretical understanding of AM and its operations. 
Although the model does not provide the theoretical basis for understanding AM, it 
builds upon existing knowledge and is more suitable for participants who have basic 
pre-existing knowledge in the field of AM. Therefore, the model is developed on the 
assumption that the players or future players have had some exposure or introduction 
to AM. Further, a common theme from the AM scholarship is that the primary focus 
in AM is on constantly maintaining a balance between the conflicting drivers: cost, 
risk and performance. The simulation-based game, therefore, incorporates elements 
representing these drivers. 

Based on the design principles and motivators discussed in the previous section, 
a design is followed in which the game consists of multiple roleplayers, requiring 
teamwork and collaboration between the players to reach the overall game objective. 
Each player is given a role that has its own unique function and sub-objectives. 
The game concept is based on each player taking on a managerial role of an AM-
related organisational function. The four roles are operations manager, maintenance 
manager, risk manager and finance manager. The four players, each in one of these 
roles, address key areas found in AM. However, the collaboration between roleplayers 
is essential towards achieving the primary game objective. The challenge design 
motivator is incorporated through this collaboration aspect. 

Subsequently, players of the game become the roleplayers and need to make 
decisions relating to their function whilst considering the potential implications of 
their decisions on the larger system of operations. The interdependent and interdis-
ciplinary nature of the model is what makes it challenging. Challenges and difficulty 
are incorporated into the model not as game levels that increase systematically as 
the player progresses but through the interdependent nature of the role players deci-
sion inputs. Each roleplayer’s decision carries different consequences for the others, 
and the main goal is to maintain a balance between cost, risk and performance. 
Participants are provided with the simulation game along with roleplayer briefing 
documents describing the four roleplayer functions. Each role player has required 
decision inputs that are automatically set to a default value that the participants can 
alter. 

Key performance indicators (KPI) are defined for each role player to determine 
the AM performance in each function. These KPIs revolve around cost, risk and 
performance, which are at the centre of AM. KPIs for the role of the maintenance 
manager, for example, include the basic failure, replacement and repair rate.
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4.2 Game Environment 

The game environment consists of three interactive pages. One includes a tutorial 
page providing players with an introduction to the game, its purpose, the game setup, 
general playing procedure, settings and the goal. 

The purpose of the simulation-based game is to experience systematic decision-
effects and to introduce the need for interdisciplinary collaboration across various 
AM functions. The game setup consists of the four role player functions who need 
to make decision inputs at the start of the game. The goal is to minimise the overall 
cost and to maintain a target level of working units at a time. 

The game behaviour is determined by the underlying stock and flow diagrams, 
parameters, variables, collections, functions, events and options lists of the under-
lying simulation-based model. 

The second page illustrates and animates the constructed stock and flow diagram 
of the game. The game time unit is in days. Figures 4, 5, 6 and 7 illustrate the results, 
wherein players are prompted to insert their decision inputs. 

Fig. 4 Partial screenshot of maintenance role player output 

Fig. 5 Partial screenshot of operations role player output
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Fig. 6 Partial screenshot of risk role player output 

Fig. 7 Partial screenshot of finance role player output 

Decision inputs for the role of the maintenance manager include the basic failure, 
replacement and repair rate. Decision inputs for the role of the operations manager 
include decisions regarding the number of units maintained, repaired and replaced 
service crew operators. Decision inputs regarding the risk manager’s role include 
decisions regarding the level of risk to the operations, for example, the probability 
of system failures. Lastly, the finance manager’s decision inputs include the daily 
revenue generated from working units. The results of their decisions inputs are simu-
lated over a certain period of days and illustrated through a graph (Figs. 4, 5, 6 and 
7). 

The visualisation aspect of the simulation provides participants with a visual graph 
representation of the system and progression of each KPI. Similarly to the real-world 
operations wherein the decisions that need to be made by a maintenance manager 
differs from that of a risk manager, the game requires different decision input param-
eters from each of the four roleplayers. The game can be paused at any given time, 
providing players with the opportunity to visually observe and investigate the results 
of their decision inputs across the different organisational functions. On the second 
page of the game interface, players can observe and explore the interdependencies 
of variables and discuss the results after each game round is completed.



A Gamified Learning Approach Using Systems Modelling … 547

The interaction between players and the consequences of their decisions combined 
with the dynamic effects of the game environment help facilitate the improved under-
standing of the consequences of AM decision-making. Input decisions are dynamic 
and the output results continiously change over time. The change of each decision 
input changes the results of each metric. This illustrates the interdependant nature of 
decisions in AM. The output of each graph is the result not only of the individual role 
player decision inputs but of the collective decisions made by all four role players. 
The following section provides future work recommendations. 

5 Future Work 

A simulation-based game was developed using system dynamics and simula-
tion to address the AM training need against the background of other successful 
gamification-based approaches. The development followed the four-stage gamifica-
tion process introduced by [27]. Verification and validation of the developed game 
still need to be conducted using focus group discussions consisting of subject matter 
experts in the field of AM and gamification. 

Finally, the resulting effectiveness of the application will be determined and imple-
mented into a real-world setting for validation. A future work recommendation that 
falls outside the current scope of the model development is to incorporate bidirec-
tional learning functionalities within the game. The game was developed as an MVP 
representation of AM. Subsequently the mathematical formulations and equations 
are simplified, but could be improved upon. 

6 Conclusions 

A rich AM scholarship and practitioner best practices are available in support of a 
gamification approach whereby AM principles and decision-making can be explained 
and illustrated through simulation-based game. A simulation-based game was devel-
oped using system dynamics and simulation to address the AM training need against 
the background of other successful gamification-based approaches. Systems thinking 
methods such as causal loop and stock-and-flow diagrams were used to construct a 
game of causal relationships governing AM activities and build a holistic and general 
representation of AM and its various interdependent functions. These diagrams were 
used to facilitate the development of simulation-based game for AM. The paper 
presented the game outline, the game development’s current state, and future work 
recommendations.
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Opportunities for Visualising Complex 
Data by Integrating Virtual Reality 
and Digital Twins 

G. S. da Silva, K. Kruger, and A. H. Basson 

Abstract A digital twin is a digital representation of a physical system and reflects 
selected aspects of the reality of the physical system in a digital environment. Digital 
twins are typically used to support data led decision-making. The digital twins of 
complex systems collect a large amount and variety of data from the physical system, 
which presents the challenge of integrating and visualising the data to understand 
the physical twin’s own actions and its interactions with its environment. Virtual 
reality (VR) is visualisation technology that has become more easily available over 
the past few years. VR places the user in a 3-D visual environment which, using the 
proper equipment, they can interact with and manipulate items. This paper shows that 
the integration of digital twins with VR offers opportunities such as improved data 
navigation, data interpretation, collaboration during data interpretation and, thereby, 
decision making. The paper also explores the challenges that integration brings, 
including avoiding potentially overwhelming the user with data, navigating through 
the data, lack of industry experience and potential negative effects on users’ well-
being. The paper concludes with suggestions for further research into the integration 
of virtual reality and digital twins. 
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1 Introduction 

The fourth industrial revolution (Industry 4.0) has seen the introduction of new 
concepts such as cyber physical systems (CPSs) and the Internet of Things (IoTs) 
[1]. The concept of a digital twin (DT) is used in this context and, in essence, a DT 
is a digital representation of a physical system that reflects selected aspects of the 
reality of the physical system in a digital environment. The DT is an entity on its 
own, but is linked to the physical system [2]. A DT is expected to support predictions 
about and operation of the physical model throughout its lifecycle [3]. DTs are being 
implemented in various contexts, including manufacturing and production. 

The implementation of DTs typically results in the recording of a vast amount of 
data from the physical system, both historical and real time. A key ability of DTs is 
to provide data in a consistent format [4]. The data is collected with the intention of 
converting the data into information that can be used to make decisions related to 
the physical system. Conveying such information to a user is the focus in this paper. 

Conventional data visualisation methods traditionally use computer monitors to 
view 2-D and 3-D graphics. The latter requires that users visualise 3-D graphics from 
a 2-D medium, which makes it more challenging to visualise aspects such as scale 
and depth. The user’s ability to interact with the data is also typically based on 2-D 
devices like a computer mouse. 

Recent developments have increased the accessibility of visualisation tools like 
virtual reality (VR) [5]. VR is a digital artificial environment that creates an expe-
rience that human-senses will perceive to be real [3]. VR is also able to provide an 
interactive simulation that understands a user’s prompts and responds accordingly to 
the behaviour of the user [6]. With developments in VR, users are now able to enter 
immersive environments and interact with these virtual environments. 

Although VR has typically been associated with the entertainment and gaming 
industry, it is beginning to grow in use within other industries [7]. The information 
obtained through integrated communication channels can be visualised using VR 
[8]. Previous studies recorded that 93% of decision-makers indicated that the use 
of an immersive scenario using VR is more effective than using conventional 2-D 
visualisation methods [9]. 

This paper considers the opportunities and challenges associated with the inte-
gration of VR and DTs to visualise complex DT data. The combination of VR and 
DTs is, at this stage, relatively unexplored. 

The paper is structured as follows: Section “Related Work” summarises related 
work that considered DTs, using VR to visualise data, and integrating VR and DTs. 
Section “Opportunities in Using Virtual Reality for Digital Twins” presents opportu-
nities for using VR and DT technologies together and Section “Challenges of Virtual 
Reality for Digital Twins” highlights some of the challenges associated with the inte-
gration of DTs and VR. Section “Conclusion and Future Work” briefly considers the 
effectiveness of VR with DTs and provides conclusions and plans for future work.
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2 Related Work 

The DT concept has seen much development over the past few years. There are 
several studies that explore the definition of the DT concept, while others apply the 
concept, for example to create an implementation of DTs in a real-world context for 
data collection, monitoring and system design. A few typical implementations are 
given below, but a more complete review is not possible here. 

An architecture was developed for DTs that represent building facilities at the 
University of Cambridge. The facilities were used as a case study to evaluate this 
architecture [10, 11]. The purpose of this DT was to obtain information of the physical 
facilities on the campus, using virtual models of the facilities. The DT interfaced 
with a service layer, where various functions were provided, such as pump anomaly 
detection, ambient environment monitoring and maintenance optimisation. 

Tronrud Engineering, with the help of Siemens, developed a DT of a packaging 
machine. This DT allowed designers, engineers and programmers to collaborate on 
the same project simultaneously. The machine was designed virtually, and the use of 
a DT of the machine allowed the developers to run simulations of the machine and its 
behaviour. The use of the DT dramatically reduced the development and assembly 
time of the machine [12]. 

In another study, a DT was developed for energy optimisation of an assembly 
line. The assembly line was fitted with many sensors that were used for measuring 
machine activity and energy consumption. The energy consumption was 2.7 times 
less after the DT implementation without significantly affecting the throughput [13]. 

The concept of using VR for data visualisation is a new concept, still in its infancy, 
but has been developing recently. However, some studies have investigated the use 
of VR to visualise some types of data, for example factory processes or 3D models. 

An experiment was conducted to investigate how users reacted to using VR 
compared to a conventional PC display [14]. The study considered three scenarios 
where participants were asked to navigate data and complete tasks. The first scenario 
was using a desktop display with a gaming console controller, the second was using a 
VR headset with a gaming console controller, and the third was using the VR headset 
with the gesture interface, Leap Motion. The study showed that participants ranked 
the use of VR with gestures and a controller higher than the conventional desktop 
setup. The study concluded that the use of a VR environment could aid with the 
visualising of large datasets [14]. 

There are several studies that consider the use of VR in other industries. One 
study reviews the implementation of VR with a digital factory [6]. Another mentions 
previous studies with VR use in application areas such as medicine, learning, training, 
assembly, maintenance and safety [15]. 

Another study considered how VR can be used to aid in faster and better designs of 
human–robot collaboration (HRC) workspaces [3]. The study indicated that the use 
of VR is beneficial in the analysis of a complex system, including that 3D interactive 
and immersive VR aids with identifying useful information more effectively than 
using a two-dimensional computer screen. The use of a DT and VR was studied by
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[5]. Much like the previously mentioned study, this study focused on a co-simulation 
and communication architecture that was implemented in a HRC workspace. The 
engineers made use of VR to visualise the robot’s DT. The robot’s DT in VR behaved 
realistically which aided the engineers during the design phase. 

3 Opportunities in Using Virtual Reality for Digital Twins 

This section first considers the opportunities offered by VR for data visualisation and 
decision making. Thereafter, the integration of DTs and VR is considered as a means 
to enhance the DT data visualisation and the associated decision-making process. 

3.1 Data Visualisation and Decision Making 

The use of three dimensions for visualising data is more beneficial than only using 
two dimensions [16]. These benefits are enhanced when using VR. 

Humans have an effective natural pattern recognition process [17]. The use of 
VR allows users to move around more freely within the data. They are, thus, able to 
navigate the data more intuitively which aids this pattern recognition process [18, 19]. 
Better pattern recognition allows a user to gain more useful insight when analysing 
data and thereby make better decisions compared to using conventional visualisation 
methods. 

The main purpose of VR is to provide the user with an experience that is close 
to reality. VR’s benefits are most evident when considering dynamic and immersive 
visualisation [6]. With the current developments in VR technology, a user is able to 
visualise data in a high level of detail. Users are able to get close to the data and also 
view the data in its entirety if desired. This allows users to view the “bigger picture” 
of the data, and also view each data point individually. This rage of perspectives 
greatly contribute to the data driven decision making process. 

In a VR environment, data is represented more accurately and realistically with 
regards to the distances and relations between points, which brings the perception of 
users closer to reality [16] than with the use of conventional methods. 

VR introduces the opportunity for collaborative data visualisation, where multiple 
users interact with and visualise data together. Users are able to communicate more 
effectively with one another and information can be presented to the relevant stake-
holders in a manner where different stakeholders can visualise the same data and 
create more effective solutions together [9]. 

From being in an immersive VR environment, users are able to complete data 
visualisation tasks, and draw conclusions quicker than using conventional methods 
[20]. VR has been shown to reduce the time taken for verification and validation 
processes [9]. While completing these tasks, there is also less error by the user [21].
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Fewer errors in the data visualisation process should result in fewer errors during the 
decision-making process. 

The above show that VR holds significant opportunities to aid in the data driven 
decision making process, by enabling faster and better decisions. 

3.2 Digital Twin Integration 

As mentioned previously, a central role of a DT is to record data, convert this data to 
useful information and make the information available to a user. The integration of 
VR and DTs holds promise in better converting data to information by providing more 
context to data. VR also holds promise in making the information “more available” 
to users, as indicated by the previous section. Some of the advantages of VR can be 
achieved with DT data in off-line approaches, where the data is transferred in an “as 
and when needed” method. This section, however, considers going beyond that and 
establishing a near real time interface between DTs and a VR environment. 

DTs can update the virtual models in near real time and, therefore, integration 
with VR will allow users to monitor changes with the enhanced perception provided 
by VR. This ability will be useful, inter alia, during operation. Multidimensional 
views can be annotated and changed in near real time, as the sensed data changes. 
Integration adds in these views a real time temporal dimension to the spatial, colour, 
texture and opacity dimensions employed in VR. 

DTs often include a virtual spatial model of the physical system. The immersive 
environment of VR will provide users with a more accurate and complete spatial 
representation of the physical system. VR will allow users to view and move around 
in these virtual models to better sense the spatial mapping of the physical system. 
Integrating VR and DTs will allow for near real time updating of the virtual model as 
the physical model changes. The visualisation of physical changes can also be used 
during the design phase if a DT is developed in parallel (or even before) the physical 
system. Integrating VR with the DT offers the opportunity to aid the design process 
by rapidly visualising the intended physical system, reducing design time and costs 
[5, 6, 8]. 

A particular opportunity offered by integrating DTs and VR is the enhanced 
ability to contextualise non-spatial information by overlaying information (e.g. text 
or graphs) over the physical representation. This will allow the user to view non-
spatial information (e.g. the temperature of a motor driving a conveyer belt) in the 
context where it was recorded. For example, the colour of a motor that is exceeding 
a predetermined temperature threshold, can even by changed to draw the user’s 
attention to it. 

The use of VR also facilitates a virtual hands-on interaction with the DT. Users 
can interact more intuitively with DT data in 3-D through VR, as outlined in the 
previous section. 

Standardising the integration of DTs and VR will allow for synergy between the 
developers of DTs and VR developers. The DT developers can specialise in collecting
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and organising the data, while the VR developers can focus on communicating the 
information to users. The two teams will have to collaborate in the (dynamic) transfer 
of data from the DT to the VR environment (and possibly the reverse). 

4 Challenges of Virtual Reality for Digital Twins 

The previous section showed that integrating DTs with VR provides significant 
opportunities to enhance the data driven decision making process. This section 
considers some of the challenges that have to be overcome to realise the above 
opportunities. These challenges include the data visualising process itself, as well as 
some challenges that result from the integration of VR and DTs. 

4.1 Data Visualisation and Decision Making 

A concern with data visualisation in general, and more specifically with VR, is the 
possibility of information overloading [18]. Previous studies have indicated that a 
large amount of information being presented at once to a user could have a negative 
impact on the user’s ability to visualise the data and make decisions [6]. With VR, 
a user will be immersed into the data and can easily become overwhelmed by the 
amount of data that is presented to them. 

Navigating through the presented data in a VR virtual space is another challenge 
[16, 20]. This difficulty in navigating the data could be due to the learning curve 
associated with VR. It is a new technology and not many people have been exposed 
to it, resulting in not many knowing how to use it effectively. Another reason for these 
navigation difficulties could be that there is no consensus on how VR data visualisa-
tion scenes should be navigated, in contrast to navigating 2D monitor representations 
[19]. 

VR is a new technology that is still developing and there is limited experience in 
the developer community. Therefore, the development of VR environments could be 
more time consuming than using conventional methods [9]. This challenge, however, 
might be resolved with further development of VR technology, simplifying the 
interfaces and users becoming more familiar with the technology. 

Lack of experience with VR also leads to the challenge of deciding how to repre-
sent the different types of information so that users are best able to visualise and 
interpret it effectively. Therefore, a thorough design and testing process must be 
followed to develop the VR environment and also how the information is to be 
displayed in the environment. 

Perspective distortion is another challenge associated with using VR for data 
visualisation [16, 20]. When users visualise data in VR, it is possible that their 
perception is distorted in some areas of their field of view. A reason for this in a 
typical VR headset could be due to the fisheye lenses used in the headsets. Such
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lenses distort the pixels that are on the outer edge of the lens, compared to the pixels 
closer to the centre. 

Occlusion can also be seen as a challenge [16, 20]. Occlusion occurs when one 
object in a 3-D environment obscures another object behind it. This could affect the 
data visualisation process, as the user might not be able to see all the desired data 
points in an environment. This challenge can be partially negated by allowing easy 
navigation of VR scenes. 

Other challenges include the safety and comfort of a user that is using VR equip-
ment [22]. Users might experience a multitude of symptoms when using VR equip-
ment for extended periods, such as motion sickness, disorientation, nausea, sweating 
and headaches. When using VR, a person’s brain is receiving signals from their eyes 
saying that they are moving, but their inner ear is not detecting any movement. This 
discrepancy in movement detection can result in the abovementioned symptoms [15]. 

The cost of a VR system can also be a challenge associated with the technology. 
VR is only recently becoming more easily available, with the result that VR systems 
(including headsets and computers with high-power graphics capabilities) are rela-
tively expensive. However, it is reasonable to expect the more widespread use of VR 
to lead to reduced equipment costs. 

4.2 Digital Twin Integration 

As DTs record a vast amount of data, it is challenging to decide what DT information 
is to be displayed in the VR environment. This challenge arises from the variety of 
data, the risk of overloading the user and the lack of industry experience of using 
VR in this role. This leads to the challenge of allowing the user to decide what 
information they would want to visualise and how to achieve the functionality of 
allowing the user to decide. 

DTs and VR are fairly new technologies that are both constantly developing. These 
“moving targets” exacerbate the challenge of developing a stable interface between 
the two technologies. To realise the opportunity for bidirectional communication by 
the integration of the two technologies, effective and logical process that facilitate 
timely information transfer between VR and a DT must be found. 

Another challenge is with regards to the computational power requirements for 
VR, which has to render two different, stereoscopic scenes for the eyes in a VR 
headset [19]. In addition, data is to constantly be imported into the scene. Substantial 
computational capacity is therefore required, especially for visualising complex, 
voluminous and real time DT data.
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5 Conclusion and Future Work 

DTs are emerging in Industry 4.0 where large quantities of complex data are being 
recorded. Current data visualisation techniques are limited in providing the means 
to interpret this data effectively and make subsequent decisions. It is evident that 
the use of VR to visualise complex DT data has opportunities and challenges. These 
opportunities and challenges affect various aspects related to DTs. 

With the use of VR, users are able to visualise and navigate represented DT data 
in more accurate and intuitive ways. They are also able to draw conclusions and 
complete data visualisation tasks quicker and with fewer errors. VR also allows 
for multiple users to collaborate when visualising data, allowing better levels of 
communication to be achieved. The opportunities for the integration of DTs and 
VR mentioned will have benefits for both technologies as they can now be used to 
complement one another. These are a few of the opportunities associated with the 
use of VR. 

The challenges with using VR include the amount of computational power 
required for VR systems, the novelty of the technology and the lack of industry 
experience. The user’s wellbeing when using VR is also a challenge, and measures 
are required to aid in reducing any possibility of users experiencing unpleasant symp-
toms when using VR for extended periods. The information transfer between VR 
and a DT does pose a significant challenge for effectively using the two technologies 
together. 

Although there are challenges associated with VR, the opportunities that the tech-
nology presents, especially in the process of data visualisation and decision making 
for complex DT data, would be valued. VR has the potential to advance the data visu-
alisation process to ensure that data is correctly analysed, and the correct decisions 
are made for DTs and their physical systems. 

Further research is required to evaluate these opportunities and determine their 
effect on the data visualisation process. The planned future work on this topic is to 
implement and integrate a DT with a VR data visualisation system. The study will 
use as context a digital twin of university facilities, to support decisions for facilities 
management. 

Alternative process routes [4]. 
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Prototypical Blockchain Application 
for Mapping Complex Products 
in Dynamic Supply Chains 

F. Dietrich, L. Louw, and D. Palm 

Abstract The blockchain technology represents a decentralised database that stores 
information securely in immutable data blocks. Regarding supply chain manage-
ment, these characteristics offer potentials in increasing supply chain transparency, 
visibility, automation, and efficiency. In this context, first token-based mapping 
approaches exist to transfer certain manufacturing processes to the blockchain, 
such as the creation or assembly of parts as well as their transfer of ownership. 
This paper proposes a prototypical blockchain application that adopts an authority 
concept and a concept of smart non-fungible tokens. The application enables the 
mapping of complex products in dynamic supply chains that require the auditability 
of changeable assembling processes on the blockchain. Finally, the paper demon-
strates the practical feasibility of the proposed application based on a prototypical 
implementation created on the Ethereum blockchain. 

Keywords Blockchain · Supply chain management · Smart contract · Ethereum 

1 Introduction 

The blockchain technology can be defined as a technology to process and verify 
data transactions based on a distributed peer-to-peer network. It uses cryptographic
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procedures, consensus algorithms, and back-linked blocks to make transactions prac-
tically unchangeable [1]. The technology was introduced for the first time by the 
pseudonym Satoshi Nakamoto in 2008, who published the famous Bitcoin white 
paper and thus introduced the blockchain technology with the aim of changing the 
traditional financial sector and making trusted third parties superfluous [2]. Through 
this original intention, blockchain technology was initially strongly linked to new 
potentials regarding financial applications [3–5]. In 2013, Vitalik Buterin published 
the Ethereum white paper and therefore extended the idea behind Bitcoin. Compared 
to Bitcoin, the Ethereum protocol moves far beyond using blockchain just as a 
currency. Ethereum is a blockchain with an embedded fully fledged Turing-complete 
programming language [6]. Turing-completeness describes a mathematical concept 
and is a measure of the computability of a programming language. A Turing-complete 
language design includes complex constructs such as loops and conditions, which 
enable the creation of general purpose programs [7]. Thus, Buterin [6] coined the term 
‘smart contract’ with blockchain-based decentralised applications. Decentralised 
applications form the basis for blockchain-based use cases outside the financial 
sector. In this context, first approaches came up, adopting the immutable, decen-
tralised, and secure characteristics of blockchain technology to enable or increase 
transparency, automation, visibility, and disintermediation in supply chains [8]. 

1.1 Related Works and Rational of the Paper 

In a supply chain context, it requires to connect physical assets to unique identifiers 
or ‘digital profiles’ on the blockchain [9], which is also known as ‘tokenising of 
assets’ [10]. Thereby on-blockchain tokens can represent all kind of assets such as 
currencies, stocks, properties, and coupons [6]. Fundamentally, one can distinguish 
between two types of tokens, fungible token and non-fungible token:

• Fungible Token (FT): Different units of a FT are interchangeable and have no 
unique properties.

• Non-fungible Token (NFT): Each unit of a NFT is unique from another, allowing 
the tracking of their ownership. 

Based on these technical properties, FTs are particularly suitable to represent 
cryptocurrencies while NFTs, as the term ‘non-fungibility’ suggests, are intended 
to clearly identify unique digital or non-digital assets [11]. This makes the adoption 
of NFTs a suitable concept for mapping assets throughout supply chains on the 
blockchain [12]. 

Ethereum established token standards for both FTs and NFTs to increase the 
acceptance of different tokens in the Ethereum blockchain. These token standards 
include minimum specifications of required functions to allow an implementation. 
Furthermore, it is possible to add functions that are not part of the standard in order to 
specify tokens for their respective application [13]. Particularly NFTs that are used 
for complex applications require to extend the minimum specifications defined in
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token standards with further attributes and functions. Arcenegui et al. [14] refer to 
such tokens as ‘smart NFTs’. 

Smart NFTS with their possibility of linking tokens to requirements represent the 
technological foundation for mapping complex products consisting of several compo-
nents on the blockchain. However, as the investigation of current blockchain projects 
in supply chain management shows, there only exist approaches that enable an effec-
tive mapping of simple products without compositional changes [8]. Nevertheless, 
particularly for dynamic supply chains with complex products that include compo-
sitional changes the avoidance and detection of overproduced, cloned, and tampered 
counterfeit types represents a present research gap. Specifically, the problem of incor-
porating tampered counterfeit parts in assemblies introduces a vulnerability that must 
be prevented by means of holistic mapping approaches [15]. 

A first architecture proposed by Westerkamp et al. [12] adapts the NFT stan-
dard ERC-721 for enabling the mapping of assembly processes by adding ‘creation 
requirements’ to the NFTs. These requirements ensure that the NFT of an assembly 
can only be created if the creator owns the NFTs of the required parts for this assembly. 
This NFT architecture represents an important foundation to enable a transparent and 
secure mapping of assembly processes on the blockchain. However, the immutability 
of BCT induces that only a static mapping of product relationships can be gener-
ated through this approach. Changes in the ‘creation requirements’ cannot be added 
subsequently without re-deploying all affected smart contracts. This makes it consid-
erably more difficult to maintain such NFT construct when mapping dynamic supply 
chains with complex products [16]. Additionally, Watanabe et al. [17] point out that 
token-based traceability systems in a supply chain context require the possibility for 
each network participant to easily confirm the history of the circulation of tokens 
related to each product. However, the existing token standards merely focus on a 
secure input and interface design, but do not consider an efficient way of conducting 
history searches [17]. This paper introduces a prototypical blockchain application that 
adopts smart NFTs to enable a blockchain-based ecosystem allowing to holistically 
map complex products in dynamic supply chains. In this context, holistical mapping 
refers to the mapping of the core supply chain events, object creation/removal, object 
transformation, object aggregation/disaggregation and object transactions [18]. The 
application uses a private Ganache Ethereum network and a ReactJS user interface. 

2 Prototypical Application 

Decentralised applications are subject to a special logic. Changes to the state of the 
smart contract are transmitted in form of transactions, which must be confirmed 
by the blockchain network. Figure 1 illustrates the deployment and working of 
Ethereum smart decentralised applications. To simplify the procedure, the figure 
does not include the illustration of the mining process. First, Client 1 creates a smart 
contract in a high-level language. The smart contract is compiled into machine-level 
byte code where each byte represents an operation, and is then uploaded to the
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Fig. 1 Smat contract transaction logic (based on Hu et al. [19]) 

blockchain in the form of a transaction by the Ethereum Virtual Machine 1 (EVM 1). 
A miner picks this transaction up and confirms it in Block #i + 1. Once Client 2 has 
interacted via a web interface with the smart contract, the EVM 2 queries the data 
from the web and embeds it into the transaction TX and deploys it to the blockchain. 
After the confirmation of the transaction TX, the new state of the contract is updated 
in Block #i + 2. Client 3 has to synchronise at least to Block #i + 2, to see the 
changes caused by transaction TX. 

In addition to taking this transaction-based logic into account, the prototypical 
application combines two concepts within one smart contract. First, a concept for 
an dynamic authority management, which allows supply chain participants to be 
dynamically involved or excluded in the application. Second, a smart NFT concept 
that establishes ‘token blueprints’ in order to link the creation of smart NFTs to 
requirements. 

2.1 Authority Concept 

In the physical world, only certain entities of a supply chain are able to create certain 
parts. This means, that only the entity ‘owning’ the process of creating a certain part 
in the physical world is able to have access to the function of the smart contract to 
create the virtual identity of that part. To guarantee this, the smart contract functions 
must be linked with the respective authority before creating a token on the blockchain 
network [16].
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In priciple, a smart contract allwos any type of authority concepts. Decentralised 
and open supply chains with an even distribution of power can be virtually repre-
sented, as well as regulated supply chains structures with only one central authority. 
The protoyical application is based on a central authority principle. The deployer 
of the smart contract automatically becomes the application’s administrator with 
the ability to add addresses (public keys) of supply chain partners to be involved 
in the application. Added partners are then part of the supply chain ecosystem and 
able to receive, create and send tokens. Listing 1 shows the extract from the corre-
sponding source code allowing the deployer of the smart contract to add suppliers to 
the application. 

Function 1: Add Supplier 

1. function addSupplier(string memory 

_supplierName, string memory 
_supplierContact, address 
_supplierAddress) public onlyAdmin { 

2. Supplier memory supplier = Supplier(_supplierAddress, _supplierName, 
_supplierContact, true); 

3. supplierDetails[_supplierAddress] = supplier; 
4. allSuppliers.push(supplier); 
5. emit SupplierAdded(_supplierAddress); 
6. } 

Listing 1. Source code for adding suppliers 

2.2 Smart NFT Concept 

When mapping products with changeable configurations on the blockchain, it is 
necessary to still ensure the immutability of the NFT itself in order to guarantee 
the integrity of the blockchain-based system. Strictly speaking, when aggregating or 
transforming an object, the object itself never changes, instead it can be considered 
as an input object that is consumed in order to produce a new output object [18]. 
Adapting this approach to NFTs, the change in a token underlies the process that 
causes the change and not in the final token itself. Therefore, prototypical application 
includes the establishment of ‘token blueprints’ that represent the manufacturing 
process. A token blueprint can be seen as a function within a smart contract that 
defines a token’s structure and its requirements to be met when minting it. Each 
blueprint consists of a unique identifier (token blueprint ID) and a token structure 
definition. To ensure the uniqueness of each token blueprint, the token blueprint 
ID is generated by hashing the content of the token structure definition. Therefore, 
the token blueprint ID is a logical result of its content. Additionally, each blueprint 
is connected to an owner, which refers to the blockchain account address that has
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Fig. 2 Blueprint of an assembly with consisting of two components 

the permission to mint tokens with the blueprint. After the successful creation of a 
token blueprint, the blueprint function allows all authorised suppliers to add tokens 
minted by existing blueprints to the requirements of subsequent token blueprints. 
Figure 2 illustrates this situation by means of the user interface. For exemplary 
purposes, the application represents a token blueprint for the ‘Assembly AB’, which 
consists of ‘Component A’ and ‘Component B’. The creation requirements ensure 
that the creator of ‘Assembly AB’ owns both a token minted with a token blueprint 
for ‘Component A’ and ‘Component B’. As long as these conditions can be met, 
the owner of the blueprint for the ‘Assembly AB’ can create any number of tokens 
of the same product type with identical technical properties, but which are clearly 
identifiable by their unique IDs. Similar to other blockchain-based approaches in 
supply chain management, it is possible to attach these IDs respective products in 
the physical world, for example via QR codes [9, 12]. 

The function for sending tokens enables token owners to send them to any address 
on the Ethereum network. Since the prototypical application is not an established 
global token standard on the Ethereum blockchain, all addresses can receive tokens, 
however, these are only visible to authorised participants in the smart contract (see 
Sect. 2.1) and only they can perform further actions such as sending, aggregating or 
transforming. Previous approaches such as the approach by Westerkamp et al. [12] use  
the ERC-721 NFT standard on the Ethereum blockchain, which only defines tokens 
to include a unique identifier (tokenId) and the blockchain account address owing the 
token (owner) [14]. Since the NFTs in the prototypical application predominantly 
aim to increase the transparency of supply chains, this application extends the ‘owner’ 
attribute by ‘history’, an attribute reflecting not only the current owner of the token 
but also its whole ownership and event history. Like this, each token ‘carries’ an own 
tracking record allowing to verify the tokens’ history without the need of accessing 
the blockchain’s metadata. Figure 3 shows an exemplary history using the example 
of ‘Component A’.

A logical coupling of aggregated tokens ensures that all tokens are being 
constrained to the same place at the same time when merged together. If the owner of
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Fig. 3 Integrated token history

‘Component AB’ sends the token to a new owner, this owner strictly speaking also 
owns ‘Component A’ and ‘Component B’ that are logically coupled to ‘Component 
AB’. In addition to the event history of each token, the smart contracts of the prototyp-
ical application also maps each token’s composition. Figure 4 shows the composition 
of ‘Assembly AB’. Therefore, each token’s composition can be displayed directly 
within the smart contract reducing the computing-intensive effort that is required in 
ERC-721-based NFT approaches in order to generate an auditability of linked tokens 
[17]. 

Fig. 4 Integrated token composition
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3 Results 

The presented prototypical blockchain application includes an authority concept 
whereby supply chain participants can be added or removed in the smart contract. 
This enables a mapping of authoritative structures in dynamically changing supply 
chains. Furthermore, the application incororates a concept based on smart NFTs 
that introduces token blueprints. These token blueprint functions enable authorised 
participants to attach requirements to the creation of tokens in order to map any 
kind of transformation and aggregation processes. The tokens created with the token 
blueprints can be sent, transformed or aggregated as necessary in order to map the 
core supply chain events of their physical counterparts. In addition, the application 
comprises mapping functions in order to map each token’s history and composition 
within the smart contract. This creates token transparency and the associated supply 
chain transparency without the need for additional evaluation of the blockchain’s 
metadata. 

4 Conclusion 

The presented blockchain application represents the first apporach that enables a 
holistical mapping of complex products in dynamic supply chains. The embeddment 
of authority and blueprint functions in the smart contract proofs that after the deploy-
ment of the smart contract subsequent dynamic and flexible adjustments to the supply 
chain structure and product composition are not contrary to the immutability of 
blockchain technology. After the creation of tokens, their owners can freely dispose 
of them and they can be flexibly sent, transformed and aggregated at any time. This 
represents an important technological foundation for a blockchain-based ecosystem 
with the aim of increasing the transparency of supply chains. In the next step, the 
solution will be increasingly automated. Manual inputs and the manual triggering 
of functions are to be carried out preferably by IoT devices in order to reduce the 
error rate and increase the integrity of the solution. The application is currently still 
in a prototypical phase and has only been validated using exemplary supply chains 
in research environments. Further research is currently being conducted to evaluate 
the solution using real industrial case studies. 
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Development of a Procedure Model 
to Compare the Picking Performance 
of Different Layouts in a Distribution 
Center 

Dorit Schumann, Cihan Cevirgen, Julian Becker, Omar Arian, 
and Peter Nyhuis 

Abstract An efficient order picking process is required to realize short-term and on-
time deliveries in distribution logistics. The selection of a suitable warehouse layout, 
as well as an efficient picking strategy needs to be dependent on an evaluation of the 
picking performance. The paper presents a procedure to compare variable layouts of 
distribution centers regarding their picking performance by using a simple data set. In 
particular, the implementation of pick face zones is investigated. By picking out of a 
pick face zone, replenishment for this zone is necessary as an additional process step. 
This picking strategy is used in practice, but there is no quantitative way to assess 
the impact on the picking performance depending on the layout of the distribution 
center. A calculation method to determine the picking performance theoretically is 
developed by using process times based on movement data and average distances 
to the layout zones. Furthermore, the comparison of the layouts with pick face zone 
and without pick face zone is focused, and a description of a procedure to determine 
the optimal size of the pick face zone is given. A further aspect of developing the 
procedure model is selecting the articles to be stocked in this zone. For these articles, 
picking time savings are expected due to shorter distances to the pick face zone. 
However, the additional replenishment processes must be considered by comparing 
the picking performance. The developed calculation method compares the picking 
times between layouts with pick face zone and without pick face zones. A case
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study in the automotive industry is conducted to apply the generated procedure. 
The example shows improvements in picking performance through pick face zones. 
Finally, the presented process model enables the comparison of different layouts 
regarding their picking performance and provides an approach to determine pick 
face zones. 

Keywords Picking performance · Layouts · Procedure model ·Warehouse 
management · Distribution · Logistic processes 

1 Introduction 

Companies operate in increasingly dynamic market environments with global supply 
chains, which increases the complexity of influencing parameters of logistic systems. 
Equally, the demands on logistic performance and logistic costs are increasing, too 
[1, 2]. The highest costs within logistics are personnel and systems costs due to distri-
bution operations: transportation and warehousing [3]. Consequently, suitable ware-
house layouts are required for efficient logistic processes. The most labor-intensive 
process in warehouses with manual systems is order picking. The organization of 
order picking processes impacts the logistic performance of distribution centers. 
Especially the customers expect of short-term, and on-time deliveries allow only a 
short time window for order picking [4]. Mainly time is required for transporting the 
products from the storage location to the loading dock. Thereby, routing methods, 
warehouse zoning, and picking strategies have a significant influence on picking 
performance. There are many academic approaches to find the optimal combina-
tion of layout, routing, order execution, and take-out strategies. However, for these 
decision problems, there is still a lack of simple quantitative evaluation methods for 
companies. One practical approach is the implementation of a pick face zone in the 
warehouse layout. This zone can be reached more quickly and stores articles with 
a high access frequency. That is a way to reduce the picking time. Nevertheless, 
the additional necessary replenishment process for this zone must be considered by 
evaluating the picking performance. An applicable method to calculate the picking 
time to compare different warehouse layouts is described in this paper. Besides, it 
investigates if pick face zones enable an improvement of picking performance and 
presents a procedure model to determine the size of this zone and the right articles 
to store in this zone. 

2 Picking Methods and Performance 

Order picking is an essential task of intralogistics and means the collection and 
consolidation of required quantities of articles in the right quantity, at the right time, 
and the right place [5]. The picking process is divided into the following process
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steps [6]: provision of goods in storage units, movement of the picker, removal of 
the required quantity of goods, consolidation of the removed goods according to the 
picking order, transport of the picked order to the loading dock and, if necessary, 
return the opened storage unit. 

The efficiency of a picking system depends mainly on the organization and the 
used operating strategies. For instance, the layout design of a warehouse has an 
influence regarding the structure and arrangement of storage areas. Also, handling 
methods have a significant impact on the picking process. During the planning of a 
new picking system, the selection of suitable strategies can minimize the necessary 
investments and future operating costs [7]. The picking strategies can be divided 
into the categories of placing, execution, take-out, and path [5]. Placing strategies 
determine on which storage locations and in which zones which articles are stored and 
provided. The integration of a pick face zone is categorized as part of this strategy. The 
execution strategy regulates the order processing, and intends a balanced utilization 
in the picking zones. A parallel order execution can achieve consolidation effects 
compared to single order execution. The path and sequence of the picking locations 
is determined by path strategies. Finally, take-out strategies regulate the removal of 
goods according to certain principles (e.g., FIFO). 

The picking performance shows the efficiency of a picking system and is expressed 
in grab units per hour or positions per hour. The performance results from the recip-
rocal value of the picking time for one unit: The picking time is the sum of base 
time tbase, path time tpath, setup time tsetup, and grip time tgrip (Eq. 1) [8]. The base 
time means the time spending of the picker in the base station (loading area) at the 
beginning and the end of the process and takes up approx. 5–10% of the total picking 
time. The path time results from the covered distance of the picking process and 
is significantly influences by the layout. The time for taking out the articles from 
the storage places and deposit those into the collection units is summed up as the 
grip time (approx. 5–10% of the total time). A substantial timeshare of 10–35% is 
caused by the setup time. Activities for information, searching, waiting, or addi-
tional handling activities occupied the setup time. For exact calculation methods of 
the separate timeshares, we refer to foundational books [5, 8, 9]. The total picking 
time results from the sum of the timeshares: 

tP = tbase + tgri p + tpath + tsetup
[

s 

posi tion

]
(1) 

The literature provides comprehensive calculations and rules to determine the 
picking performance depending on the respective picking strategy, and to achieve 
an improvement of it. Regarding the placing strategy, Richards [10] recommends a 
classification according to the parameters volume and frequency of the articles in an 
ABC-XYZ analysis. If the search for the shortest way is initiated in the path strategy, 
the Travelling Salesman Problem is consulted as classical optimization problem [11]. 
In addition, analytical models are available for a one-dimensional or two-dimensional 
movement of in-storing and picking processes under the consideration of specific 
assumptions [4, 12]. With the focus on the economic and ergonomic performance,
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the authors of [13] evaluate different rack layouts. In [4, 14] a literature review for 
different design options of warehouse layouts were discussed. In regard to improve 
the picking performance, there are several investigations on certain cases, like in 
[15] for the dimensioning of the conveyor pick face in an inverse picking system 
or in [16] a Zone-Picking-Network. None of them are feasible for the topic of this 
paper and they focused parts-to-picker-systems. Therefore, there is a research gap 
regarding a quantitative assessment of picking performance to compare different 
layouts, especially with integrated pick face zones in a picker-to-parts picking system. 
In the following, a concept is developed that allows an approximate assessment of 
improvements in picking performances through pick face zones by using a simple 
data set from a sufficiently large period. 

3 Development of a Procedure Model 

This section describes the development of the procedure model. The model relates to 
a conventional picking system, where the picker comes with the order collection units 
to the stationary access units in the storage. First, the layout options of a warehouse 
are identified, then an evaluation method of picking performance is presented. In 
the last section of the chapter, the procedure model for determining the pick faces is 
explained. 

3.1 Options of Warehouse Layouts 

Since layout affects picking performance, different layout options should be 
compared based on their picking time. The zoning of the warehouse into ABCD-
sections can be done as horizontal or vertical divisions: Vertical according to levels 
of a rack (A at the bottom, C/D at the top)—horizontal as individual zones in the 
area. Furthermore, a pick face zone can be additionally integrated into the layout. A 
pick face zone provides faster accessibility of articles. However, there is a limited 
number of storage locations in the pick face zone, so replenishment processes are 
required for the articles stored there. The pick face zone can be set up either as a pick 
face area or as a ground-level pick face. The ground-level pick face means that only 
the lowest level of the rack is designated as the pick face. With the pick face area, 
all storage locations within the zone are designated for the pick face. The following 
Figs. 1 and 2 show the layout options schematically. The sizes of zones A, B, C, and 
D depend on the distribution of the article spectrum concerning quantity share and 
picking frequency. Vertical zoning can only take place in the rack zone. Therefore, 
a distinction between block and rack storage is required. For horizontal zoning, the 
storage type is not relevant. In both layout options, a horizontal D-zone is set up 
for rarely picked special parts. In the vertical layout, the A-articles are stored in the 
lower levels of the rack, the B-articles in the middle levels, and the C-articles in the
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Fig. 1 Horizontal layout with pick face options 
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Fig. 2 Vertical layout with pick face options 

top levels. The pick face zones are shown as dashed lines. The size of these zones is 
determined with the developed procedure. Whether and in which design these zones 
lead to an improvement of the picking performance is checked in the calculation 
model. The calculation method and the procedure model are explained below. 

3.2 Calculation of Picking Performance 

As already mentioned in Sect. 2, the picking performance results from the picking 
time consisting of the different time elements (see Eq. 1). Because the number 
of picked positions does not change for the comparison, the absolute time can be 
calculated. Several article positions are to be picked in different quantities at their
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respective storage locations in one picking process. Thus, different pick positions 
are approached per picking process. Depending on the equipment and the location 
of the storage location, further process steps are required at this pick position (e.g., 
raising the forklift in case of a storage location on higher shelf levels). When the 
storage unit is reachable, the required quantity must be taken out. The grip time per 
location is calculated with the quantity of picked items multiplied by the timeshare 
for picking one item. 

The highest timeshare is caused by the path time. Therefore, the path distance is 
required to determine the path time. Each storage location has a different distance 
from the ramp. However, if the access frequency within a storage zone is equally 
distributed, the average path length for the zone can be considered [5, 9]. For a 
symmetrically designed storage layout, the start- and endpoints are defined at the 
base of the symmetry axis. Accordingly, the path distances to the right and left of the 
symmetry axis are identical. Finally, the determination of only one value is required 
for the average path distances of a zone (see Fig. 3). For the rectangular zones, the 
center point can be easily determined. The path results out of the horizontal and 
vertical coordinate distance plus the path component for driveway and ramp. Zones 
B and C result in an L-shape due to the division at the symmetry axis. Therefore, 
the centroid of the area must be formed by dividing it into partial areas. A detailed 
description of the calculation method can be found in the literature [17]. The total 
path results from the roundtrip to the first pick position in one zone, plus the path 
between the pick positions. This results in one-third of the relevant average path 
length [5, 9]. Equation 2 shows the path length for one picking process starting in 
Zone A: 

sn A = dA1 = dA2 = 2 ·
(
bA 

4 
+ lDri veway + lRamp 

2 
+ lA 

2

)
+ (n − 1) · 1 

3 
·
(
bA 

4 
+ lA 

2

)

(2)

where sn_A/dA1/dA2 = path length A-zone [m]; bA = width A-zone [m]; lDriveway = 
length driveway [m]; lRamp = length ramp [m]; lA = length A-zone [m]; n = number 
of picking positions. 

To compare the picking performance of the different layout options, the total 
picking time for all parts in the observation period is considered. In addition to the 
size, layout, and ABC-zones, the data for the picked articles per transport order 
(usually one truck) in the observation period is required for the calculation. Conse-
quently, the frequency of picking and the average picking quantity of one article 
can be derived. Furthermore, the ABC-classification of the article must be known 
for information in which storage zone this article is stored. As described, several 
pick positions are approached per picking process. Thus, the picking time of one 
article is divided by the number of picking positions approached. The calculation is 
simplified by calculating the number of picking processes required to pick the total 
quantity of one article, taking into account the average number of pick positions. This 
simplification is possible because the total number of required processes for picking 
the total quantities of all articles in the observation period is not dependent on the
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Fig. 3 Path distance calculation of zones

combination of articles in one process. The calculation of the number of necessary 
picking processes per article number is obtained by dividing the total quantity of the 
article by the product of average pick quantity and the average number of picking 
positions. This results in the calculation of the picking time of an article as follows: 

tp_article =
(
nPP  ·

(
tbase,total  + tpath,n

) + n · (tP + m pos · tA
)) · (1 + ηdead  ) (3) 

tp_article = picking time of an article [s]; nPP = number of picking processes; tbase,total 
= total base time per picking process [s/PP]; tpath,n = path time per picking process 
[s/PP]; n= number of picking positions; tP = timeshare per pick position [s/position]; 
mpos = pick quantity per pick position [AU/position]; tA = grip time per article unit 
[s/AU]; ηdead= dead time factor 

The total picking time for each layout option is considered for the comparison. 
This is the sum of picking times of all articles. Consideration at the article level is 
necessary to determine the pick face zone. If the article is stored in the pick face 
zone, the required time for replenishment processes must also be taken into account. 
The number of required replenishment processes per article is calculated by dividing 
the total demand for the article in the observation period by the capacity of storage 
units per one article in the pick face zone. The total replenishment time for an article 
is calculated as follows: 

tP_article_PF,total  = tP_article_PF  + tR · nR [s] (4) 

TP_article_PF,total = picking time of the article when stored in the pick face [s]; 
tP_article_PF = picking time of the article [s]; tR = replenishment time per process 
[s]; nR = number of replenishment processes
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3.3 Procedure Model to Determine Pick Face Zones 

In order to determine the improvement of the picking performance by using a pick 
face zone, it is important to examine the dimensions. It is also essential to define the 
articles to be stored in the provided pick face zone. The dimensioning represents an 
optimization problem. However, this procedure model does not determine the optimal 
solution, but it presents a practical determination possibility for approximating the 
optimal solution. In order to estimate the required distances for time calculation, 
the size of the pick face zone must be fixed in advance of the time calculation. 
Several iteration steps with differently assumed dimensions must thus be carried out 
to determine the approximate optimal size. The iteration steps are continued until 
the calculated time saving does not change significantly. With this method, the size 
of the calculated pick face zone is assumed to be an approximated optimal solution. 

In addition to the size, it is also necessary to determine which articles are to be 
stored in the pick face zone. The selection of the articles to be stored in the pick 
face zone is done by sorting the articles in order of the highest savings of picking 
times. Therefore, the storage capacity of this zone must be determined based on the 
initially selected dimensions. The calculation model calculates the total picking time 
for each article for both options—stored or not stored in the pick face zone. Then all 
articles with savings in picking time are filtered and sorted in descending order of the 
saving size. For each article, only a defined number of storage units can be provided 
in the pick face zone. Now the capacity of the pick face zone (number of storage 
units) is crucial. The described procedure must be performed for the ground-level 
pick face as well as for the pick face area. With the determined dimensions in each 
case, the total picking times can be calculated and compared. Several calculation 
runs must be performed to compare horizontal and vertical layouts, as well as for 
the dimensioning and design of the pick face zone. In the following case study, the 
iteration steps for determining the size of the pick face zone become clear. 

4 Case Study in the Automotive Industry 

The procedure for comparing layout options regarding their picking performance 
was tested as part of a case study in the automotive industry. Within the case study, 
different warehouses were considered. This paper focusses only one warehouse in 
this case study. The necessary input data for the developed model are listed below:

• Layout with zones
• Size of warehouse for distance calculation
• Process times
• ABC-XYZ- classification of the articles
• Report with article numbers, transport orders, pick quantities, capacity of storage 

units.
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For this purpose, different layout configurations were compared for several ware-
house locations. Furthermore, the calculation method was validated by comparing 
the calculated picking times with the real picking times in the current layout configu-
ration. The transport orders for picking of an observation period of 12 months in the 
past served as the data base. The case study compared several distribution warehouses 
using different picking strategies and layouts. The process model was transferred into 
a tool. As an example for one warehouse location, the results for the different layout 
options are shown in this paper. The presented warehouse has a storage area of about 
20.000 m2 and has an outbound of around 3 Million parts per year. The pick face zone 
is dimensioned as a percentage of the total warehouse stock. This is shown on the 
X-axis of the diagram (Fig. 4). The Y-axis shows the absolute picking time to pick all 
parts. For this warehouse, a vertical warehouse layout results in a lower picking time 
than a horizontal layout while no pick face zone is installed. Still, it is obvious that the 
picking time changes depending on the size of the pick face zone. After performing 
several iteration steps, an approximately optimal solution for the size dimensioning 
can be identified. In the example, a vertical layout results in only minor time savings 
due to a pick face zone, whereas a horizontal layout results in significant savings. 
If a horizontal layout is integrated, the highest possible time savings are achieved 
with a ground-level pick face covering about 7.5% of the total warehouse stock. If 
the ground-level pick face is too large, time savings are no longer achieved since 
the horizontal distance takes up a more significant proportion of the time than the 
savings due to the elimination of the lift height. Due to the more significant influence 
of the horizontal path distance, the picking time also increases more slowly after 
the optimum of the pick face area. With approx. 11%, the pick face area leads to 
significant time savings. Converted into personnel time, this means the saving of one 
employee.

In the model, it should be noted that the picking time is subject to several influ-
encing factors. Thus the existing ABC article classification with the selected alloca-
tion strategy, as well as the structure of the transport orders has a substantial influence 
on whether the mechanism of a pick face zone leads to a performance improvement. 
The other use cases in the case study generated similar results. This demonstrated 
the feasibility of the model in a collaboration with the company. 

5 Conclusions 

This procedure model describes how different warehouse layouts can be evaluated 
in terms of picking performance. A calculation methodology was developed that 
verifies time savings depending on the dimensioning of a pick face zone. The case 
study shows that an improvement of the picking performance is possible by setting 
up a pick face strategy. Further research is needed on the interactions between a 
pick face zone and other strategies. The developed procedure model is feasible for a 
simple picking process in a manual warehouse. Furthermore, the concept has to be 
extended for more complex article and other technological warehouse structures. It
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Fig. 4 Comparing picking time of different layouts exemplary for one warehouse

may be possible to derive general rules regarding appropriate occupancy and pick 
face strategies considering picking performance with the help of new research and 
further case studies. However, this calculation method allows for simple conditions an 
evaluation of different layout options of a warehouse in terms of picking performance 
with relatively little data. The case study shows that the developed model is a practical 
solution. 
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Feasibility Assessment of 5G Use Cases 
in Intralogistics 

F. Dietrich, M. Angos Mediavilla, A. Turgut, T. Lackner, W. Jooste, 
and D. Palm 

Abstract The fifth mobile communications generation (5G) can lead to a substantial 
change in companies enabling the full capability of wireless industrial communica-
tion. 5G with its key features of providing Enhanced Mobile Broadband, Ultra-
Reliable and Low-Latency Communication, and Massive Machine Type Communi-
cation will support the implementation of Industry 4.0 applications. In particular, the 
possibility to set-up Non-Public Networks provides the opportunity of 5G commu-
nication in factories and ensures sole access to the 5G infrastructure offering new 
opportunities for companies to implement innovative mobile applications. Currently 
there exist various concepts, ideas, and projects for 5G applications in an industrial 
environment. However, the global rollout of 5G systems is a continuous process 
based on various stages defined by the global initiative 3rd Generation Partnership 
Project that develops and specifies the 5G telecommunication standard. Accordingly, 
some services are currently still far from their final performance capability or not yet 
implemented. Additionally, research lacks in clarifying the general suitability of 5G
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regarding frequently mentioned 5G use cases. This paper aims to identify relevant 
5G use cases for intralogistics and evaluates their technical requirements regarding 
their practical feasibility throughout the upcoming 5G specifications. 

Keywords 5G · Use cases · Feasibility assessment · Intralogistics · Non-public 
networks 

1 Introduction 

The fifth mobile communication generation (5G) represents the further develop-
ment of the fourth mobile communications standard (4G) commonly known as LTE 
(Long Term Evolution) [1]. While 4G aims to meet the need of people for internet 
access, 5G aims to specifically meet the increasing needs of the industry for internet 
access [2]. Therefore, 5G technology promises to improve the Internet of Things 
(IoT) communication in order to increase the efficiency of industrial processes [2]. 
The International Telecommunication Union (ITU) and its particular Radiocommu-
nication Sector (ITU-R) defines the following key capabilities of 5G technology 
[2]: 

• Enhanced Mobile Broadband (eMBB): Provides data rates of up to 20 Gbits/s for 
down and 10 Gbits/s for upload. 

• Massive Machine Type Communication (mMTC): Large-scale possibility to 
connect IoT devices with a density of up to 1 million connections/m2 and traffic 
density of 10 Mbit/s per m2. 

• Ultra-Reliable Low-Latency Communication (uRLLC): Enables latencies of less 
than 1 ms air-interface round-trip time. 

In addition, 5G provides Quality of Service (QoS) for critical industrial applica-
tions such as the mobility management service in industrial environments and the 
high precision positioning service [3]. To ensure the development of new telecommu-
nication standards, the 3rd Generation Partnership Project (3GPP) provides so called 
releases forming a foundation for developers and engineers regarding the imple-
mentation of features as well as the addition of new functionalities for subsequent 
releases [4]. 3GPP established the transition from 4G to 5G in Release 15 with Non-
Standalone (NSA) networks. NSA 5G networks leverage existing LTE core networks 
and only carry out the communication between the terminal and the antenna based 
on 5G protocols [5]. In June 2020, 3GPP initiated Release 16 (R16) to enable first 
standalone (SA) 5G network solutions. SA networks are completely based on a 5G 
core without the need of leveraging 4G network elements [5]. Release 17 (R17) is 
planned for June 2022 [4] with further enhancements relating to the capability of 
5G and its services. Currently, only R16 and R17 are specified by 3GPP. Release 18 
and further releases are in the preparation phase and so far only defined regarding 
their timeline, but not with respect to its 5G specifications [6]. Experiences with
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R16 have shown that it takes around 18 months until the specifications are commer-
cially available in 5G infrastructure. Another difference to 4G is the establishment 
of Non-Public Networks (NPNs). A NPN is a local area network based on 5G New 
Radio technology for dedicated wireless connectivity in a specific region. This offers 
companies to create and manage their own local 5G networks [3]. One advantage 
of a NPN is the exclusive coverage in industrial facilities, making them indepen-
dent of public networks and offer its owner the possibility of total control (intrinsic 
control) to guarantee user transparency and security [3]. In particular with respect to 
5G NPNs, the industry has high expectations to enable use cases in the context of 
Industry 4.0 [7]. However, the establishment of 5G is a complex continuous process 
that is characterised by the already mentioned releases [4]. The high expectations 
of the 5G technology are oriented towards the technological target state of the 5G 
technology. This creates a distorted picture of the actual current performance of the 
technology leading to difficulties when assessing the feasibility of industrial use 
cases [8]. In this context, the early development of prototypes in test environments is 
necessary to gather knowledge about the feasibility of intralogistics use cases before 
the 5G technology reaches its technological target state. In particular, development 
and transfer centres such as academic research institutions with learning factories 
play an important role in testing and investigating 5G use cases in its early stages 
[9]. The literature review methodology of this paper is structured into four phases. In 
the first phase, the databases Scopus, Google Scholar, IEEE Xplore, and the libraries 
of Stellenbosch and Reutlingen Universities are searched with the keywords ‘5G 
applications’, ‘5G use cases’, ‘intralogistics’. In the second phase, the found intralo-
gistics use cases are investigated to define their technical requirements. Thirdly, the 
key characteristics of the current 5G releases R16 and R17 with regards to intralo-
gistics use cases are identified. Finally, the use case requirements are assessed for 
their feasibility with the 5G technology with respect to R16 and R17. The paper 
consequently aims to identify relevant and feasible intralogistics use cases and their 
possible applications for initial research activities. 

2 Literature Review 

Several publications exist defining and summarising important use cases in an indus-
trial environment that are frequently connected to 5G technology. For example [10] 
consider 5G as important enabler technology for use cases in the context of Industry 
4.0. This publication subdivides the suitability of 5G technology for three general 
use case types: Time critical and reliable processes, non time critical communi-
cation, and remote control. The authors do not consider the holistic requirements 
of the respective 5G use cases and only mention individual requirements such as 
latency, broadband, or reliability. Moreover, the authors only mention the neces-
sary target state of 5G’s capabilities when describing the technical requirements of 
the use cases. A further publication [11], summarises the use cases provided by 
3GPP and derive their key characteristics in terms of NPN attributes such as QoS
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customisation, autonomy, isolation, and security. However, this publication does not 
consider an assessment of the use cases with respect to the 5G key capabilities of 
5G technology described in the introduction. A survey by [12] provides an extensive 
collection of 5G use cases with the aim of covering all possible areas of wireless 
communication. It includes usage scenarios outside industrial environments, such 
as automated traffic control and open air festivals. Compared to previous publica-
tions, this survey only covers a partial collection of industrial use cases and focuses 
primarily on the capabilities latency, data rate and device density. However, these 
properties are not consistently specified for all usage scenarios and the respective 
use cases are not evaluated according to their technical feasibility. According to 
the aforementioned publications, the use and suitability of wireless communication 
technologies in an industrial environment depends on the technical requirements 
of the respective application. These requirements can differ between the applica-
tion cases resulting in different requirements, e.g. in terms of broadband, latency, 
or machine communication [10–12]. To generate a first decision-making foundation 
regarding the suitability of wireless communication technologies, technical require-
ments of use case categories can be classified based on their core requirements. [1] 
provides an extensive classification of possible industrial use cases in the fields of 
discrete manufacturing, logistics, process automation, diagnostics and maintenance, 
augmented reality (AR), and functional safety. Subsequently, [1] evaluates the feasi-
bility of the identified use cases based on reliability, latency, and data rate. As a 
result, the publication points out, that many use cases cannot be implemented with 
the state-of-the-art wireless communication standards and additionally addresses the 
overstressing of the 2.4 GHz band as reason to further research wireless alternatives. 
However, the publication does not include 5G technology in the evaluation proce-
dure. A recent study conducted by [13] specifies the technological characteristics of 
5G and summarises the standardisation and release process by 3GPP while pointing 
out the release specifications with industrial relevance and compares them to wire-
less communication technologies such as 4G, Wi-Fi, and Bluetooth. In this study, the 
technical properties only refer to the 5G services itself and are only briefly translated 
to the requirements of concrete industrial use cases. In the remainder of this paper a 
holistic overview of important 5G related intralogistics use cases are provided and 
these are evaluated for its feasibility and its implementation potential with respect to 
5G and its releases defined by 3GPP. Relevant use cases are also identified together 
with its technical requirements. Lastly, the use cases are assessed for its feasibility 
with respect to 5G and its technical specifications TS 22.261 [14, 15] of R16 and 
R17. 

3 Classification of 5G Use Cases 

In this section the relevant intralogistics 5G use cases are summarised. Then, the 
identified use cases are specified with requirement parameters as foundation for 
the evaluation process. The 5G performance parameters of the current R16 and the
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upcoming R17 are listed and finally, the use case requirements are compared to the 
performance parameters of the 5G R16 and R17. Table 1 presents a list with relevant 
intralogistics 5G use cases and their corresponing applications based on [1], the 
3GPP Service Level [13–15] and [16–18]. These use cases are supplemented with 
applications identified within industrial cooperation with Small and Medium-sized 
Enterprises (SMEs) and workshop activities in the course of the German project 
5G4KMU. The use cases presented in Table 1 place different technical requirements 
on the 5G network. Table 2 lists and defines key requirement categories for use case 
feasibility identified by 3GPP TS 22.104 [19–21]. Table 3 shows a summary of the 
use cases and their technical requirements. The use cases presented in Table 1 are 
specified with parameters representing specific requirements to make the use cases 
feasible. The parameters represent a summary based on the specifications of [1, 13, 
17, 18, 20, 22–24].

The global rollout of 5G systems is a continuous process based on various release 
stages defined by 3GPP. Some services are currently not at their final performance 
capability or not yet implemented [4]. The feasibility evaluation of the use cases 
presented in Table 1 requires an investigation of the 5G performance parameters in 
the course of the upcoming release notes R16 and R17, and are presented in Table 4.

4 Results 

The assessment of the feasibility of intralogistics use cases with respect to the tech-
nical requirements of R16 and R17 is presented in Table 5. All use cases state high 
requirements in terms of the availability of the network. Due to the specified avail-
ability of 99% in R16, none of the use cases are feasible. Nevertheless, availability 
is not a critical parameter for all use cases. Time-uncritical use cases such as Factory 
Monitoring/Flexible Factory Layout are feasible and can already be implemented 
for test purposes in learning factories under R16. However, in use cases such as 
AGVs, UAVs and Crane Systems with a need for mobility and safety, the avail-
ability and accuracy parameters are considered necessary. In the upcoming R17, 
all requirements up to availability class 7 can be met. Especially for mobile appli-
cations, all use cases require an accuracy of at least 0.5 cm, which is higher than 
the 1000 cm specified in R16. For the use cases AGVs, UAVs and Crane Systems, 
the required parameters even cannot be met with R17, which would only allow a 
localisation accuracy of a maximum of 20 cm. For the required latency, only the use 
case, Robot Motion Control places strict requirements in the sub-ms range. These 
latencies of 1 ms or less will only be achieved in R17. The use cases, Factory Moni-
toring/Flexible Factory Layout and AR/VR in Smart Factories can require data rates 
up to the Gbit/s-range, depending on the application. Therefore, these use cases are 
only partially feasible in R16. The device density in highly IoT-oriented use cases 
such as Indoor Item Tracking and Condition Monitoring can also pose challenges 
within learning factories. Densities of 20 devices/m2 or more may require infrastruc-
ture upgrades to ensure stable connectivity of all devices. As reference, the density in
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Table 1 5G use cases and identified applications [1, 13–18] 

Use case Description Identified applications 

Augmented and virtual reality 
(AR/VR) in Intralogistics 

3D visualisation of resources 
for warehouse planning or 
pick-by-vision applications. 
AR applications require large 
data rates transmitted with 
low-latencies to synchronise 
the VR with the physical 
reality without any time delay 

• Warehouse Planning (3D 
visualisation of resources and 
assets) 

• Pick-by-vision (targeted item 
picking, virtual warehouse 
navigation by visual routing 
system) 

Automated guided vehicles 
(AGVs) 

AGVs that transport products 
within the 
production/warehouse. The 
services of 5G enable a 
reduction of on-board 
computation power 
(optimisation of battery 
lifetime) and can support 
wireless communication of 
AGVs to enable a centralised 
fleet management 

• AGV (Reduction of on-board 
processing power, 
localisation and navigation, 
autonomous tugger train 
platooning, remote control, 
and fleet management in the 
edge-cloud) 

Unmanned aerial vehicles 
(UAVs) 

Visual inventory control and 
management, camera 
inspection and monitoring, 
and indoor item delivery. 
UAV require ultra-high 
reliable communication. 
Furthermore, the 5G services 
enable a localisation and the 
outsourcing of on-board 
hardware to reduce the UAV’s 
weight 

• Inventory Management (item 
search and buffer stock 
maintenance, cycle counting, 
stock taking) 

• Inspection and Monitoring 
(inspection of racks in 
high-bay warehouses, pallet 
placements, facility 
inspections, monitoring of 
hazardous or non-accessible 
areas) 

Condition monitoring Real-time condition 
monitoring of AGVs, UAVs, 
and technical 
devices/wearables for 
maintenance and diagnostic 
reasons 

• Condition Monitoring 
(real-time monitoring of 
robot conditions, e.g. battery 
lifetime of AGV and UAV 
fleets) 

Crane systems Wireless control and remote 
access to crane systems for 
precise loading and unloading 
of goods with high 
requirements regarding 
accuracy to reduce cable wear 
in rotating movements 

• Crane Control (wireless 
control of mobile crane 
systems and static ceiling 
cranes for precise loading 
and unloading of heavy 
items)

(continued)
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Table 1 (continued)

Use case Description Identified applications

Factory monitoring and 
flexible factory layout 

Holistic process and asset 
monitoring through connected 
sensors and visual systems to 
control and manage processes 
and to monitor product states 
(e.g. temperature) and 
modular production systems 

• Digital Shadow of Factory 
(process monitoring, process 
quality control and cycle 
counting) 

• Localisation determination of 
modular production and 
warehouse infrastructure 

Indoor item tracking Tracking and Tracing of items 
in warehouses to optimise 
processes and enable a 
just-in-time/just-in-sequence 
delivery. Item tracking 
requires a high device density 
and an accurate localisation 
service 

• Tracking and Tracing 
(position determination of 
items, just-in-time and 
just-in-sequence delivery of 
items to assembly stations) 

Robot motion control (Tactile 
Internet) 

High precision 
robot-human-interaction with 
real-time tactile feedback in 
closed-loop control 
applications. Control of 
acceleration, pose, speed, 
grippers and tools or a 
combination of these 
actuators. Motion control in 
closed-loops place high 
requirements in terms of 
ultra-reliable low-latencies 

• Motion Control (closed-loop 
and high precision control of 
actuators such as grippers 
and remote real-time 
human-machine interaction 
for high precision assembly 
processes) 

• Precise unloading/placing of 
items in non-accessible or 
hazardous areas (chemistry 
or laboratory, clinically 
hygienic environment)

NPN provided by Nokia depends on the AirScale System Module. In test networks, 
this AirScale System Module can typically manage up to 8000 devices. The learning 
factory ‘Werk150’ at Reutlingen University is approx. 800 m2 large, which results 
in 10 devices/m2. In case of increased connectivity needs of 10 devices/m2 or more, 
currently the Nokia’s AirScale system modules can be upgraded up to 60,000 users.

In closing the presented results are transferred to an implementation framework 
shown in Fig. 1. The proposed framework consists of four application implemen-
tation phases including Concept Development, Research Environment Prototyping, 
Industrial Implementation, and Industrial Optimisation. It is evident from Fig. 1 that 
there currently exists a gap of approximately 18 months between the specified 5G 
releases and their service availability in 5G infrastructure.
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Table 2 Requirement definition 

Requirement [20] Definition/description 

Accuracy Closeness of the measured position of the User Equipment (UE) to its 
true position value. The accuracy can describe the accuracy either of an 
absolute position or of a relative position [19] 

Availability Percentage of time when a system is able to provide the required data 
within the performance targets or requirements [19]. Divided into 
availability classes from 1 to 7 [22]: 90% = 1; 99% = 2; 99.9% = 3; 
99.99% = 4; 99.999% = 5; 99.9999% = 6; 99.99999% = 7 

End-to-end latency Duration between the transmission of a data packet from the source 
node and the successful reception at destination node [21]. At 
initialisation of positioning systems, the latency is also defined as the 
Time to First Fix [19] 

UE speed Closeness of the measured magnitude of the User UE’s velocity to the 
true magnitude of the UE’s velocity [19] 

Data rate Describes the data rate per second per user. A distinction can be made 
between peak data rate and user experience data rate (minimum 
achievable data rate for a user in real network environment) [21] 

Density Amount of devices for which the system can determine related data per 
time unit, and/or a specific update rate [19] 

Table 3 The 5G use cases with respective technical requirement parameters based on [1, 13, 17, 
18, 20, 22–25] 

Requirements 
Use cases 

Accuracy 
(cm) 

Availability 
class 

Latency 
(ms) 

UE 
speed 
(m/s) 

Data rate 
(up to) 

Density 
(UE/m2) 

AR/VR in 
logistics 

n/a ≥ 3 10 3 Gbit/s 0.02–0.03 

AGVs < 5 ≥ 5 15–20 < 10 Mbit/s 0.1 

UAVs < 10 ≥ 6 10–40 < 14 Mbit/s 0.1 

Condition 
monitoring 

< 50 4 100 < 10 kbit/s 10–20 

Crane system < 10 ≥ 6 15–20 < 5 Mbit/s 0.1 

Factory 
monitoring and 
flexible factory 
layout 

50 4 > 100 < 10 Gbit/s n/a 

Indoor item 
tracking 

< 50 2 < 200 < 10 Mbit/s 10–20 

Robot motion 
control (Tactile 
Internet) 

n/a ≥ 5 0.25–1 < 10 Mbit/s 5
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Table 4 The 5G key characteristics and targeted performance for intralogistics scenarios based on 
[13, 15, 26, 27] 

Requirement Standalone non-public network 

Release 16 Release 17 

Accuracy (cm) 1000 300–20 

Availability (%) 99–99.9999 99–99.999999 

End-to-end latency (ms) 4 > x > 1 < 1  

UE speed (m/s) < 10 < 10  

Peak data rate (Gbit/s) Downlink: 20 Uplink: 10 Downlink: 20 Uplink: 10 

User experience data rate (Gbit/s) Downlink: 1 Uplink: 0.5 n/a n/a 

Density (devices/m2) 1 1

Table 5 The 5G intralogitics use cases and identified applications (+ Use case is feasible; o Feasi-
bility depends on the prioritisation and accuracy of one important parameter; – Use case is not 
feasible) 

Use case Feasibility release 16 Feasibility release 17 

AR/VR in smart logistics o + 

AGVs – o 

UAV – o 

Condition monitoring – + 

Crane systems – o 

Factory monitoring and flexible factory layout – + 

Indoor item tracking – + 

Robot motion control (Tactile Internet) – +

Fig. 1 Implementation framework for 5G use cases by means of learning factories 

5 Opportunities for Further Research 

The 5G technology is frequently mentioned as a suitable solution to meet the tech-
nical requirements of several intralogistical use cases. As this paper shows, none 
of the specified use cases are fully feasible in R16. The availability of 99% in R16
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represents an obstacle regarding the feasibility of the identified use cases, in partic-
ular with higher safety and mobility requirements. In terms of localisation accuracy, 
the requirements are higher than what R16 will provide. Even with R17, the require-
ments of AGVs, UAVs and Crane Systems cannot be achieved. However, use cases 
with high localisation requirements could still be successfully implemented if alter-
native technologies are used and only the data transmission takes place via 5G itself 
(e.g. Factory Monitoring). As the results indicate, a large part of the identified use 
cases can be implemented with R17. However, there currently exists a significant gap 
between the specified 5G releases and their service availability in 5G infrastructure. 
In this context, research environments play a crucial role to test the use cases on a 
small scale and thus gain initial experience before they are ready for an industrial 
implementation in the course of the upcoming 5G releases. 
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Carbon Capture and Utilization 
in Cement Industry—Aspects 
of the Production of E-Fuels 
by Upcycling Carbon Dioxide 

Anika Wacht, Stefan Kaluza, and Philipp Fleiger 

Abstract This work deals with the process chain from captured carbon dioxide 
(CO2) from a cement plant towards the production of e-fuels, including arising 
challenges and opportunities with the objective to reduce CO2 emissions. First, it 
is demonstrated to what extend a certain Carbon Capture and Utilization (CCU) 
process chain can contribute to the reduction of CO2 in an industrial sector like 
the cement industry. In the cement industry in particular, there is a high demand 
in reducing emissions due to the irreplaceable raw material limestone. Then, an 
overview of applicable technologies for the required processes within the process 
chain from CO2 capture to e-fuel is given. Thereafter, mass and energy balances for 
the process chain are calculated based on the emissions released from a Best Avail-
able Techniques (BAT) cement plant: The resulting amounts of educts, products and 
electricity are calculated. Furthermore, an evaluation of the selected process chain 
and the calculations is carried out with the focus on technical aspects, showing that 
the production of e-fuels as a CCU measure in the cement industry represents a 
promising option to reduce CO2 emissions. 
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1 Introduction and Motivation 

The burden on our environment from greenhouse gas emissions caused by the produc-
tion and consumption of products culminates in different phenomena of climate 
change that can be observed across the planet. This is, for instance, reflected in the 
rise of global temperature, resulting in extreme weather events, forest fires, heat 
waves and floods. In order to halt this rapid increase, it is necessary to find technical 
solutions to help reducing emissions and to achieve the political objectives of the 
Paris Climate Convention [1]. Among other components, CO2, which is released from 
fossil fuel combustion, accounts for most of the greenhouse gas emissions. Reducing 
CO2 emissions by shifting from fossil fuels to renewable energy sources is an essen-
tial aspect of achieving the climate change objectives. However, there will remain 
processes in the future in which unavoidable amounts of CO2 are produced due to 
the lack of alternative process options, e.g., in the cement industry as a result of the 
irreplaceable raw material limestone. Therefore, this work focuses on the reuse of the 
CO2 emissions from the cement industry as a feedstock for the production of e-fuels. 
The process chain of the production of e-fuels is analysed by giving an overview 
of available technologies. Key indicators are calculated and possible challenges as 
well as supporting factors are identified. One key contribution is the evaluation of a 
specific CCU process chain in terms of technical and economic aspects. 

CO2 Abatement due to the Utilization of CCU With regard to the cement industry 
in particular, the unavoidable CO2 emissions released within the process of cement 
production can be reused by the utilization of green hydrogen to produce e-fuels. 
With this, the amount of CO2 released is basically halved, which is shown in Fig. 1. 
This means that with the application of CCU emissions are released only once instead 
of twice without CCU. 

Fig. 1 CO2 emissions with and without CCU
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Table 1 CO2 amounts 
resulting from a cement plant, 
that produces 3000 t of 
clinker per day 

Without CCU With CCU 

CO2 from cement plant [t/d] 2600 260 

CO2 from fuel combustion [t/d] 2420 2136 

Total [t/d] 5020 2396 

CO2 Abatement [t/d] 2624 

Table 1 exemplary shows the CO2 savings via CCU. The amount of CO2 is based 
on a Best Available Techniques cement kiln that produces 3000 t of clinker per day. 
In both cases with and without CCU, an amount of 764 t of fuel is considered to be 
burned (this is the amount of e-fuel, that could be produced with the CO2 captured 
from a BAT cement plant). In the case without CCU, CO2 is released from the cement 
plant as well as from the combustion of fossil fuel. Thus, 764 t of fuel are responsible 
for 2420 t of CO2, considering an emissions factor of 3.168 t of CO2 per tonne of 
fuel [2]. This quantity is emitted in addition to the quantity from the cement plant. In 
the case with CCU, the amount of CO2 released by combustion of 764 t of petrol is 
also emitted, but this has been produced from the CO2 previously captured from the 
cement plant. Thus, the maximum of 10% of the original amount of CO2 is released 
from the cement plant due to CO2 capture and the subsequent conversion process. 
The saved amount of CO2 through CCU results in 2122 t per day, which is more than 
half of the amount of CO2 released without CCU. 

2 Process Chain and Respective Technologies 

The process chain, that is needed within the concept of CCU and in particular for the 
production of e-fuels, comprises the capture of CO2 from the flue gas of a cement 
kiln, its further processing into syngas (mixture of carbon monoxide and hydrogen) 
by means of a reverse water–gas shift reaction (RWGS), and the subsequent synthesis 
of e-fuels by utilizing the Fischer–Tropsch-Synthesis (FTS). Figure 2 shows a flow 
diagram of the necessary process steps. 

Fig. 2 Overview of the processes necessary for the production of e-fuels from CO2
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In the following paragraphs, the required processes are described in more detail. 
Furthermore, a specific technology for the implementation of the respective process 
step is outlined. 

Cement Production and CO2 Source Within the process of cement production, 
the raw material limestone CaCO3 is calcined to CaO, which is part of the cement 
clinker, and CO2. Clinker represents one main component of cement. The process of 
calcination is carried according to the following Eq. (1): 

CaCO3 → CaO + CO2 (1) 

The reaction makes clear, that CO2 is not only released due to the burning process, 
but also due to the irreplaceable raw material limestone. The cement industry already 
invests in research and development as well as the application of different measures 
to reduce CO2 emissions, e.g., through the reduction of the amount of cement clinker, 
the use of alternative fuels or the concept of CO2 capture and its storage (Carbon 
Capture and Storage (CCS)) [3–5]. Nevertheless, there is still the need for the cement 
industry to further reduce its CO2 emissions by applying innovative concepts, such 
as the concept of CCU [4, 6]. 

CO2 Capture The produced CO2 is captured for its further utilization as feedstock 
in the overall CCU process. CO2 capture is realised via chemical absorption using 
aqueous amine solutions (MEA CO2 Capture) as a solvent, which is currently consid-
ered as the most mature option for CO2 capture [8]. The principle of the process 
comprises the absorption of CO2 in an amine solution by formation of carbamates 
and the subsequent desorption of the loaded washing solvent to release the CO2. 

Hydrogen Production For the further conversion respective upcycling of CO2, 
hydrogen is required. Hydrogen is produced via Alkaline Electrolysis using aqueous 
potassium or sodium hydroxide solution as electrolyte, which is the most established 
technology to decompose water [7, 8]. The process of electrolysis follows according 
to the overall Eq. (2). 

2 H2O → 2 H2 + O2 (2) 

Application of CO2 and H2 as Syngas For the actual hydrocarbon respective e-fuel 
production, syngas serves as feedstock. For this purpose, part of the captured CO2 is 
converted to carbon monoxide according to the reversed water–gas shift reaction (3) 
[9]. The subsequent FTS is operated with a mixture of CO2, CO and H2 with in-situ 
RWGS. 

CO2 + H2 → CO + H2O (3)
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Hydrocarbon Production via Fischer–Tropsch-Synthesis (FTS) The actual 
process of hydrocarbon production is realised via the FTS, patented by Franz Fischer 
and Hans Tropsch in 1929 [10]. 

The complex reaction network in the FTS can be simplified to the following 
CO-based reaction (4) [8]: 

CO + 2 H2 → (−CH−) + H2O (4)  

The product of the process is a mixture of hydrocarbons with various hydrocarbon 
chain lengths, together with various by-products such as olefins or alcohols. The 
mixture needs to be refined via distillation and absorption columns to produce the 
desired product fraction [11]. 

3 Results and Discussion 

The required process steps and the respective technology for an implementation are 
figured out and shown in the flow diagram in Fig. 3. 

The individual processes are each commercially available and industrially 
applicable, but the processes are not yet seamlessly coordinated. 

Scalability respectively multiplication, in every process is given, but the linkage in 
between has to be established on an industrial scale. Therefore, the operation param-
eters are investigated as shown in Table 2. Synoptically, the operation parameters 
do not represent a challenge. The required pressure for the FTS ranges from 20 to 
25 bar, which can be met both by the CO2 as well as by the hydrogen.

Then, basic mass and energy balances are calculated for the overall coupled 
process. Figure 4 shows a fundamental mass flow diagram and visualizes the results of 
the stoichiometric calculation. The mass flows of the respective substance are shown,

Fig. 3 Process chain with the respective technologies selected for each process step 
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Table 2 Process parameters of the respective process step in the CCU chain 

Parameter MEA Capture AEL RWGS FTS 

Press. [bar] ~1 60 1–25 20–25 

Temp. [°C] 40–60 
124–140 

60–90 800 220–350

Fig. 4 Fundamental mass flow diagram including water electrolysis, CO2 capture and CO2 
conversion for the production of e-fuels with the respective amount 

considering a stoichiometric production, where losses due to decreased efficiency or 
chemical equilibrium limitations, for instance, are neglected. 

The overall amount of electrical energy, that is required for the complete process, 
ends up in about 12 GWh to produce 764 t of octane (due to the wide range of 
hydrocarbon chain length, octane was chosen as benchmark hydrocarbon for the 
calculations). 

The objective of this work is the reduction of CO2 emissions. Therefore, it is oblig-
atory to produce this large amount of electricity necessary in a renewable, climate-
friendly way, where the net CO2 emissions are zero. With the required amount of 
electricity and the produced amount of fuel, the theoretical efficiency of the overall 
process adds up to ~70%. 

Although the general coupling of the several process steps is possible, challenges 
regarding transport and supply arise. The amount of electrical energy needed is oblig-
atory to be met via renewable generation. This is accompanied by the decentralised 
production of electricity in contrast to the current, still predominantly centralised 
production in a few power plants. The electricity grid must be expanded massively 
for this. In addition, the CO2 and hydrogen have to be transported to the e-fuel 
production site, which can be done via a gas grid in the best case. 

However, there is no such grid yet, which is why transport has been carried 
out by ship or truck so far. The capture of CO2 at the cement plant is generally 
technologically feasible, but the transport of the respective commodity to the place 
of further processing is challenging.
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Fig. 5 Qualitative mapping of the complexity of sector coupling; green: already developed, yellow: 
already developed but in need of expansion, red: development required 

This can be summarised in the need for infrastructure expansion. Figure 5 exem-
plary shows the complex structure behind dependencies among the different sectors 
such as production and transport. 

For example, the production of renewable energy (RE) generally does not repre-
sent a challenge, but the transport does. The same applies to hydrogen production 
and transport. In general can be said, that large-scale implementation of CCU will 
require both the expansion of the electricity as well as the construction of a CO2 gas 
grid. 

Besides technical aspects, economic and political aspects need to be considered 
as well. With the application of the concept of CCU, e.g. high investment costs or 
operating costs will arise, which leads to initial higher costs for the e-fuel compared 
to fossil fuels. This could discourage both the industry from investing in the processes 
and the consumer, who would have to buy the synthetic fuel at a high price. Therefore, 
a political framework to ensure security both for the industry as well as the consumer 
would be required to establish CCU. The framework has to be established for phrasing 
out the use of fossil fuels and for substituting them with alternatives [12, 13]. 

Nevertheless, based on the previous aspects, it can be said that the concept of 
CCU is a promising option to reduce CO2 emissions at the cement plant. Synthe-
sising e-fuels from CO2 using renewable electricity is a perfect solution to replace or 
supplement fossil fuels as drop-in fuel without major changes regarding distribution 
technology.
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4 Conclusion 

The presented work provides a fundamental view on opportunities and challenges for 
the production of e-fuels based on industrial CO2 emissions. In contrast to the mere 
storage of CO2 according to the CCS concept, upcycling provides the possibility 
to reconsider CO2 as a potential feedstock for the chemical industry simultaneously 
reducing greenhouse gas emissions. The discussion of the investigations and balances 
show that CCU and the subsequent production of e-fuels constitutes great potential 
in reducing the CO2 emissions: The emitted amount of CO2 is basically halved. 
Nevertheless, due to several challenges regarding e.g., renewable electricity produc-
tion (about 12 GWh are required for the production of fuel from a BAT cement 
plant) and the necessary sector coupling, there is still great demand for research and 
development as well as the clarification of economic and political issues. Eventually, 
the technology offers a chance to reduce CO2 emissions from the cement plant and 
further supports the transition from fossil to renewable fuels. 
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A Procedure to Achieve Single Minute 
Exchange of Die for Cold Roll Forming 

T. Pillay, Glen Bright, Christian Basson, and Avern Athol-Webb 

Abstract Intricate and complex production systems are incorporated across vast 
platforms, ranging from hand-held computer devices to the much larger scaled 
aerospace industry. Given the contrast of manufacturing environments, the cost impli-
cations to business organisations are significant due to machine downtime. Non-
Value-Added activities such as tool change-over and tool setup need to be stream-
lined, contributing to the efficiency of production in an Advanced Manufacturing 
System (AMS). This paper considers the cold roll forming (CRF) process within the 
automotive industry and aims to examine the implementation of a revised forming 
procedure to achieve tool change-over in a singular minute. A South African automo-
tive accessories manufacturing company was considered where tool change-over of 
the tube mill is achieved in 500 min. The application of a unique die design is aimed 
at replacing the multiple rollers with a singular tool to address the non-value-added 
activity of tool change-over and addressing the disadvantages of the conventional 
CRF process. The Cage forming operation was selected as a possible approach in 
achieving a low-cost flexible and AMS to produce ERW tubes. 

Keywords Tool change-over · Single minute exchange of die (SMED) · Flexible 
manufacturing systems 

1 Introduction 

Product variety has been identified as one of the foremost competitive edges for 
manufacturing companies to meet customer’s diverse demands [1]. Consequent to

T. Pillay · G. Bright (B) · C. Basson · A. Athol-Webb 
University of Kwazulu Natal, Kwazulu Natal, South Africa 
e-mail: brightg@ukzn.ac.za 

C. Basson 
e-mail: bassonc@ukzn.ac.za 

A. Athol-Webb 
e-mail: atholwebba@ukzn.ac.za 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
K. von Leipzig et al. (eds.), Smart, Sustainable Manufacturing in an Ever-Changing 
World, Lecture Notes in Production Engineering, 
https://doi.org/10.1007/978-3-031-15602-1_45 

613

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15602-1_45&domain=pdf
mailto:brightg@ukzn.ac.za
mailto:bassonc@ukzn.ac.za
mailto:atholwebba@ukzn.ac.za
https://doi.org/10.1007/978-3-031-15602-1_45


614 T. Pillay et al.

the economic volatility more companies have adopted “Lean principles” to optimise 
production rates and maximise profitability. According to Toyota Production System 
(TPS), waste is regarded as a task or elements that add no value from the client’s 
perspective. Seven types of waste generally identified are [2]: (1) Over-production, 
(2) Inventory, (3) Material transportation, (4) People’s movement, (5) Unnecessary 
operations (over-processing), (6) Waiting and (7) Product defects. 

Cold Roll Forming (CRF) is an immensely productive process that is adopted in 
a wide range of manufacturing industries which is spread throughout the world. The 
forming operation is a high-volume manufacturing process that plastically deforms 
metals by using a series of dies. The absence of heat results in an obligation for 
numerous stacks of rollers to add a minuscule amount of forming to the metal strip, 
so that the desired cross-section is achieved at the end of the lengthy process [3]. 

Cage forming is a system that is a continuous forming process [4]. Groups of 
singular simple rollers, supporting inner and outer rollers of the material are used 
to achieve the continuity of the forming process, as seen in Fig. 1. The objective of 
the setup is to save on high tooling costs, setup and change-over-time. The saving 
is achieved by not having to change all the rollers to produce varying geometric 
products. 

Pending the precise and intricate process of cold roll forming, the challenge lies in 
achieving a tool change-over and setup without compromising on product quality and 
standards. The proposed solution was to adopt a constant forming ideal by replacing 
the multiple rollers required to achieve the desired geometry. Where tool change-
over and setup is concerned, a singular die is interchanged, providing a significant 
advantage in achieving tool change-over in a singular minute.

Fig. 1 Roller arrangement 
of the Cage Forming process 
[5] 
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2 Literature Review 

2.1 Tool Change-Over 

A machine change-over is the time required to arrange a machine or a process from 
producing the last good product from the previous production run to the first good 
product of the next production run [6]. Preparing for the change-over involves single 
or multiple changes where parameters, inputs, components and aspects are modified 
to support the production of goods for the new production demand [7]. Tool change-
overs can potentially be very time consuming, different manufacturing organisations 
must adopt a variety of lean procedures to reduce time lost during tool change-
over. Overall Equipment Effectiveness (OEE) is a quantitative measure absorbed into 
manufacturing processes for observing and controlling the productivity of production 
equipment [8] (Fig. 2). 

The three main factors of OEE are:

• Availability—considers downtime losses.
• Performance—considers speed losses.
• Quality—considers losses due to quality. 

OEE is the ratio of fully productive time to planned production time, and is 
calculated from the below equation [9]: 

OEE = B 
A 
× D 

C 
× F 

E 

where; 

Availability = B 
A 

= Operating  t ime  

Planned  production  t ime  

Performance = D 
C 

= I deal  cycle  t ime  

Operating  t ime/T otal pieces

Fig. 2 An overview of the definition of change-over time and the two different components 
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Fig. 3 Three elements of SMED 

Quality = F 
E 

= Good pieces 

T otal pieces 

2.2 SMED 

In the 1950’s Shigeo Shingo developed SMED as part of the Toyota Production 
System. The idea of SMED was essentially to reduce the setup time on a machine. 
The term “Single minute” does not suggest that all start-ups and change-overs should 
take only one minute, but that they can be performed in less than 10 min (singular 
minute) [10] (Fig. 3). 

Shingo divided the setup into two parts [11]: (1) Internal setup; the setup operation 
that can be performed only when the piece of machinery is shut down (attaching or 
removing of dies) (2) External setup; the setup operation that can be performed while 
the piece of machinery is still running. 

2.3 Conventional Cold Roll Forming Mill Design Process 

CRF is a continuous bending exercise, where the bending occurs incrementally in 
multiple forming steps, from an undeformed strip to a finished profile. The forming 
process is highly sophisticated, as forming does not occur due to the forming stands 
(die/tools) only but occurs between the stands as well (where no tooling is present). 
Concerning the tool design, the designer must first determine how many forming steps 
are necessary. The required steps are dependent on the shape of the cross-section, 
thickness of material, material properties and tolerance [12].
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Halmos [3] details the step by step procedure to designing a CRF mill. The 
following highlights the basics of a CRF design process:

• Orientation of Forming: Prior to calculating the number of passes required for 
forming, the orientation of the finished section must be determined. Given the 
simplicity of the tube geometry and manufacturing nature of ERW tubes, welding 
generally occurs at the top of the formed section, thus forming should ideally 
occur symmetrically. The simpler the geometry of product, the fewer the required 
number of passes.

• Number of Passes: Numerous attempts have been made to introduce science into 
roll forming. Halmos, has developed an empirical formula to serve as a guideline 
to determine the number of passes required, this serves as a mere guideline, 
simulation and software packages tend to be more accurate and aid in the design 
process

• Strip Width: To accurately determine the strip width of a coil the final cross-
section must be divided into straight and curved elements. During forming, it is 
assumed that the theoretical neutral axis of the bent element moves from half of 
the thickness location towards the inside radius. Consider Fig. 4, 

L = π 
180 

(Ri + kt)α 

where; L, length of the curved element. t, thickness of the material. RN , neutral 
axis radius. Ri , inside radius. k, “k” factor (Determined from tables and theoretical 
equations). 

For a circular tube section, the cross-section will be divided into four equal parts.

Fig. 4 Length of curved 
element 
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3 Methodology 

3.1 Change-Over and Setup Process 

The different sized tubes manufactured at the organisation under investigation are:

• 76.2 mm, round and oval.
• 63.5 mm, round and oval.
• 50.8 mm, round and oval.
• 38.1 mm, round and oval. 

All tubes are produced in stainless steel and mild steel. The variety of tubes and 
the production process sets the stage for the implementation of SMED techniques. 
A total of 22 rollers are required to complete a successfull tool change-over. Each 
changeable roller is required to be aligned and adjusted manually by an operator 
to the millimeter. This ensures a consistent and accurate weld gap for prior to the 
welding process, as seen in Fig. 5. 

Depending on the diameter of the tube to be manufactured, specific components 
and dies are selected, transported and loaded by forklifts, then assembled and fastened 
by experienced individuals. A case study regarding tool change-over, conducted over 
one month for TM2 is highlighted in Table 1. The average change-over for the month 
is 519 min and average setup scrap is 12.1 m.

The largest contributor to the change-over downtime is concerning tooling (rollers, 
spacers and fasteners), contributing 24% of the total change-over. The nature of the

Fig. 5 Formed tube prior to 
the welding process 
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Table 1 Details of 
change-over conducted in a 
month 

Change-over Time required 
(min) 

Diameter change Scrap (m) 

1 507 38.1–50.8 4.4 

2 576 50.8–76.2 12.8 

3 403 63.5–50.8 14.7 

4 588 50.8–76.2 19.5

change-over can be conducted as a project. J.M Juran applied the 80:20 rule to quality 
control and realised that 80 percent of problems stem from 20% of the possible causes 
[13]. Juran stated that the main point is to focus on the vital few problems instead of 
the trivial many, to make the most significant improvements to quality. 

Theoretically, if the specific components to (rollers, spacers and fasteners) manu-
facture a tube can be changed in a singular minute, the overall change-over has the 
potential to be completed in 331 min. Though 331 min is a considerable time to lose 
to production, achieving this target will be a huge achievement in cost saving. This 
justifies the research into the single forming die design. 

3.2 Forming Die 

The cage forming operation improves the flexibility of electric resistance welding 
pipe manufacturing by dopting sevral groups of smaller cage rolls [5]. After consid-
eration to the pareto chart it is obvious that emphasis should be placed on the number 
of forming tools required for the forming process. Figures 6 and 7 of a computer aided 
drawing (CAD) shows the prototype concept. Details of the individual components 
contributing to the assembly are: 

Fig. 6 Isometric view of the 
continuous forming 
assembly
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Fig. 7 Front view of 
continous forming die 
assembly

• Forming die—Red component.
• Mandrel—Blue component.
• Metal strip to be formed—Green component. 

The colours in the assembly are for illustration purposes only to distinguish the 
different parts that make up the assembly. 

Figure 7 illustrates the front view of the proposed continuous forming process. 
The die (represented in red) replaces the multiple forming rollers required for defor-
mation. As the metal strip (represented in green) moves forward, the material is 
formed into the geometry governed by the top surface of the die and the bottom 
surface of the mandrel. 

3.3 Simulation of the Forming Process 

The continuous forming die assembly was modelled in Solidworks and imported 
into Siemens NX to create the simulation. To generate the simulation and results, 
symmetrical parts were modelled, as seen in Fig. 8. The strip is modelled as a 0.5 mm 
thick solid element. When using a shell element, the model did run faster, however 
the element did not seem stable. A force is applied to the front of the strip to simulate 
a pulling force, this aids in avoiding winkling of the material during the forming 
process. During this simulation friction was omitted to introduce simplicity to the 
simulation for proof of concept. This makes the feeding mechanism extremely unre-
alistic as the nature of the process introduced by the forming die concept will tend 
to increase frictional forces dramatically.

Figure 8 indicates the meshed elements of the die, mandrel and the metal strip, 
with the metal strip being at the end of the forming process. The strip is governed by 
the geometry of the die and mandrel. Figure 9 indicates the geometry of the formed 
material at the end of the forming process.
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Fig. 8 Meshed elements of 
the simulated model

Fig. 9 Front view of 
simulation 

4 Prototype Trial Run’s and Results 

Prototype Trial Run 1 

The arrangement of the roller being utilised to force the material through the die was a 
failure. Though the contact between the material and roller was sufficient the material 
was not able to overcome the fictional force generated by the contact of the material 
and the sleeve. The theory of using a single roller to force the material through will 
not be considered as a solution. Figure 10 highlights the trial run conducted. As 
indicated by the image, the material was not able to move past the roller (Table 2).

Prototype Trial Run 2 

The roller was removed. The idea of having a pulling force was considered as opposed 
to a pushing force. A winch was used to pull the material through the die. The cable 
of the winch was attached to the material in order to allow for the cable and material 
to pass in between the mandrel and sleeve, once sufficient material passed the exit 
point of the machine the winch hook was attached to the material to continue with 
the rest of the process, as seen in Fig. 11. Specifications of the winch are: 230 V @ 
50 Hz, 2.2A, 500 W and 4/8 m/min.
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Fig. 10 Mandrel and 
machine arrangement of trial 
run1 

Table 2 Details and functionality of the prototype components 

Component Details Function 

Die/ sleeve 400 mm x 3 mm (thickness) 304SS. 
Sleeve is flat faced at entry of the 
material and gradually transforms along 
its length into a semicircle of 30 mm exit 
of the material 

Used to house and form the material 

Mandrel Material, EN8 mild steel. At entry the 
part is tapered, and changes to the 
geometry of the die 

Used to keep the material in contact 
with the sleeve 

Motor DC motor. 70 rpm at 12 V Used to drive the roller 

Roller The roller is not geometrically specific 
with a knurled finish 

Used to move the material through 
the sleeve 

Supports Die; 5 mm thick mild steel powder coated 
Mandrel; 5 mm thick 409ss 

Keeps the parts in their desired 
positions 

Material Shimstock brass, 0.25 mm thick. Material 
was cut at 78 mm width 

Used to confirm the machine design

Fig. 11 Winch attached to 
the material
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Fig. 12 Material after 
forming 

5 Discussion 

Trial Run 1: The design consideration of having a single roller to replace the multiple 
rollers on the current CRF process cannot be considered. Though the current process 
uses a pushing force, for the purpose of the unconventional forming machine design 
a pulling force will need to be used. 

Trial Run 2: The material was pulled through the sleeve. The winch was able to 
overcome the fictional forces created by the material and sleeve contact. From Fig. 12, 
it is evident that the material was not being pulled through the sleeve in the desired 
orientation. The mandrel was not able to keep the material perfectly straight to allow 
for a perfectly symmetrical shape. A fully circular tube was not achieved. 

6 Conclusion 

A new technique was developed to manufacture cold roll formed ERW tubes. This 
was introduced to address the loss of production due to tool change-over. The notion 
of achieving a tool change-over in a singular minute, as stipulated by SMED was 
considered, as this is a significant reduction to the existing tool change-over process. 

Based on the prototype trials conducted, the continuous forming die concept is yet 
to be proved concerning the impact on tool change-over and the ability to produce 
defect free useable tubes. Research still needs to go into the concept, the idea needs 
to be deemed successful through intense scrutiny of the material achieved from the 
prototype trials without any external assistance from the machine. 

7 Recommendations 

A thorough FEA and simulation needs to be conducted to determine if the proposed 
die concept satisfies the requirements of a conventional cage forming process and 
produces parts that are free of defects like a flexible roll forming process. 

The sleeve/die, does not keep the material in the desired position for a perfectly 
round tube. As with the existing cold roll forming process, a set of guide rollers will 
have to be adopted into the machine design. This will not affect the change-over 
process, the guide rollers will accommodate all diameters.
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Machine Learning for Soft Sensors 
and an Application in Cement Production 

Marcel Stöhr and Thomas Zielke 

Abstract Soft Sensors are predictors for measurements that are difficult or impos-
sible to obtain by means of a physical sensor. A soft sensor delivers virtual measure-
ments based on several or many physical measurements and a mathematical or 
numerical model that incorporates the physical knowledge about the interdepen-
dencies. In industrial processes, control, optimization, monitoring, and maintenance 
can benefit from the application of soft sensors. In recent years, Machine Learning 
(ML) has proven to be very effective for building soft sensors for industrial applica-
tions. We work on modelling dynamical processes for which the measurements of 
the physical variables are available as time series over long periods. In this article 
we present work on the comparison of different ML methods for modelling dynamic 
processes with the objective of predicting certain output variables. The main applica-
tion focus of our work is on the optimization of the cement production process. We 
compare approaches using Recurrent Neural Networks (RNN) and Convolutional 
Neural Networks (CNN) using real process data from a cement production. The 
cement sector is the third-largest industrial energy consumer. There is a high poten-
tial for energy savings and for the reduction of CO2 emissions by optimizations of the 
production process. We present first results of our research that primarily is aimed 
to improve the robustness of a soft sensor for grain size in the cement production 
process. 

Keywords Soft sensors ·Machine learning · Dynamic processes · Cement 
production · Robustness · Artificial intelligence
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1 Introduction 

The objective of a soft sensor is the estimation of a quantity, which cannot or not 
easily be measured directly. This description may also match a simple resistance 
thermometer. However, the term soft sensor is only used for inferential measure-
ments that are based on several or many physical measurements and a mathematical 
or numerical model that incorporates the physical knowledge about the interdepen-
dencies. In the literature, the first industrial applications of soft sensors are described 
in the context of chemical process operations. Rao et al. [1] state two objectives 
for developing soft sensors: (1) providing near optimal values for important non-
measurable control variables associated with product quality to improve real-time 
control systems; (2) providing the interpretation of the important process variables 
for operators to enhance the interaction between chemical processes and human 
operators (…). 

The objectives of our work are very similar. The processes we deal with are dynam-
ical and the physical measurements are represented by time series of continuous 
values. We use methods of machine learning to achieve the objectives. 

Data-driven approaches for the development of soft sensors have been used for 
more than twenty years [2]. Early applications of neural networks for this purpose are 
described in [3–6]. Deep Neural Networks (DNN) allow more complex models that 
potentially can lead to an improvement of the prediction accuracy [7, 8]. Recurrent 
Neural Networks (RNN) and Convolutional Neural Networks (CNN) are specific 
types of DNN. They are particularly apt to capture the information on the dynamics 
[9, 10] of the available measurements. A recent review on soft sensors in industrial 
processes [11] provides an excellent overview of the field, far beyond the scope of 
the brief introduction given here. In modern factories all operational events and all 
measurements are digitally recorded. This is also the case for the cement mill that 
we aim to optimize. Figure 1 is an illustration of the cement production process. 
The mill is filled with fresh and coarse material. After grinding, the material is 
split by an air separator into new coarse material and the finished product. Since 
direct measurements inside a cement ball mill are hardly possible, the grain size 
of the material, a crucial parameter, has to be determined offline. This is a manual 
operation with a relatively low sampling rate typically about two hours [12]. Based 
on the measured distribution of the current grain size, a machine operator can adjust 
the air separator. Ball mills have a high specific grinding energy demand [13]. The 
reduction of grinding iterations by means of a real-time estimation of the grain size 
can significantly lower the power consumption.

Previous research has shown that the grain size can be estimated using soft sensors 
developed with a data-driven approach [12, 14]. A related example is the prediction 
of the content of free lime (f-CaO) in cement clinker [15]. In practice, a sustainable 
deployment of this technology has not been achieved yet. The main problems are 
long-term drifts of process parameters, insufficient robustness with respect to situa-
tions not covered by the training data, and lack of transparency of the model behaviour
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Fig. 1 Cement production process flowchart. (Adapted from en.wikipedia.org/wiki/Cement_mill)

for the responsible process operators. These problems are typical for many appli-
cations of artificial intelligence in industry [16]. In Sect. 2 we briefly introduce the 
RNN and the CNN architectures. Our comparative experiments, described in detail 
in Sect. 4, use current and historic data from a cement mill and from the operation 
of a gas-fired absorption heat pump [7]. 

2 Neural Networks for Time Series Prediction 

2.1 Deep Neural Networks (DNN) 

Artificial neural networks (ANN/NN) are an established methodology for modeling 
complex input–output relationships. Figure 2 shows a feedforward neural network, 
a type of network architecture that is widely used for regression or classification 
problems. The example network has a three-dimensional input vector x, one output 
value y, and one hidden layer with two neurons. Using a machine learning algo-
rithm, e.g., backpropagation, the network can be trained to produce certain values 
for y, depending on the given input vectors x. The training process can be described 
as a data-driven optimization of the free network parameters, typically the values 
for the weights and biases. The network architecture and its trained parameters of 
the network, data-driven optimized values for the weights and biases, represent a 
numerical model of the relationship between the inputs and the outputs. A feedfor-
ward neural network may have many layers and a large number of free parameters.
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Fig. 2 Example of a 
feedforward network 

Such networks are called deep neural networks (DNN). DNN models have a higher 
expressive power than models built with small networks. Lippel et al. [7] used a  
DNN for the prediction of output temperatures of a heat pump. 

The input measurements are time series data. As shown in [7], the prediction 
accuracy can be greatly improved when the input vector of the network is augmented 
by some aggregation of measurements taken at preceding points in time. There are 
neural network architectures that are especially suitable for the aggregation of infor-
mation over time. Two of them, recurrent neural networks and convolutional neural 
networks are briefly described in the following paragraphs. 

2.2 Recurrent Neural Networks (RNN) 

The typical characteristics of the RNN architecture are feedback loops, at least one. 
This gives the RNN the capacity to update the current state based on past states and 
current input data [17]. That is, unlike a feedforward NN the output of a RNN depends 
on the current input and an internal state, which can also be called a memory. Practical 
implementations of the feedback loop are based on ‘unfolding’. As is illustrated in 
Fig. 3 only a certain number of past points in time are used by the ‘memory’. In 
our example, only the directly preceding measurement (t-1) is used together with the 
current measurement at time t. For our experiments we use a special type of RNN, 
a so-called ‘long short-term memory’ network (LSTM). LSTM networks have been 
widely and successfully used in various applications. An explanation of LSTM is 
beyond the scope of this article. We refer the interested reader to a review paper by 
Yu et al. [17].

2.3 Convolutional Neural Networks (CNN) 

A convolutional neural network is a special type of feedforward network. CNNs have 
proven extremely successful for image analysis. The CNN architecture is biologically 
inspired, since it is known that the visual system is based on ‘receptive fields’ that 
play a similar role as filter banks in classical computer vision systems [18]. Recently
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Fig. 3 A simple unfolded 
RNN with one hidden layer. 
x is a three-dimensional 
input vector and y is the 
output value at time t

Fig. 4 First convolutional layer of a trained CNN for three 1D time sequences. The kernel slides over 
all time sequences. For every filter the dot product of the input and the kernel weights is calculated. 
After the first calculation (yellow) the kernel slides a fixed step size forward and calculates the next 
value (blue) 

this network architecture has been widely used to process 1D signals from production 
processes [12, 15]. A CNN typically consists of four types of layers: convolutional, 
pooling, flatten and fully connected layer. The convolutional layer calculates for each 
filter a dot product of the input vector and kernel weights. This is followed by a so-
called pooling layer that reduces and aggregates the raw data. In case of an ‘average 
pooling layer’ the amount of data is reduced by averaging the respective inputs. A 
‘max pooling layer’ reduces the amount of data by selecting the largest value. After 
each calculation this filter window slides forward across the layer inputs. The fully 
connected layer at the end of the CNN, will predict the target value (Fig. 4). 

3 Auxiliary Methods 

3.1 Metrics 

The most common used error metric is the mean squared error (MSE), which weights 
outlier stronger. The mean absolute percentage error (MAPE) is also a good metric 
to compare models on different datasets. Using MAPE has the advantage that the
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absolute values of the underlying data is not made explicit. In this article the mean 
absolute percentage error is used to compare results between models and datasets 
[19]: 

MAP  E  =
∑ |ytrue−ypred |

ytrue  

n
· 100 (1) 

where ytrue  denotes the ground truth, ypred the prediction and n the number of 
predictions. There are a number of other metrics that could also be considered as an 
alternative to MSE [20]. 

3.2 Autoencoder for Anomaly Detection 

An often-overlooked problem are possible anomalies and outliers in the data. In the 
following two methods for the detection of anomalies and outliers are described. 
The so called Autoencoder is special neural network architecture that consists of two 
parts. The first part encodes the input sequence by reducing dimensions, the second is 
a decoder that ideally reproduces the input data. Using the training data as reference, 
outliers or anomalies are detected by a reconstruction of the test data and calculating 
the deviations between input and output data of the Autoencoder [21]. 

4 Experiments 

The comparison of the different neural network architectures is made with real 
process data from a cement production plant and from the operation of a gas-fired 
absorption heat pump [7]. Hyperparameter optimization for the number of filters 
(CNN) and cells (LSTM) is performed for both models and datasets. For the heat 
pump the objective is to predict the outlet temperatures for heating Th and cold-
water Tc circuit based on five input variables such as the volume flow rate of used 
gas, inlet temperature and volume flow rate of the heating and cold-water circuit. In 
the cement production process the task is to predict two parameters of the Rosin– 
Rammler-Sperling-Bennett RRSB distribution [22, 23]. In the following sections the 
results for the hyperparameter search and the reaction of the models on outliers are 
shown. For this article a CNN like LeNet-5 is used which consists of two convo-
lutional layers followed by a pooling layer and three fully connected layer with a 
size of 120, 64 and 2 [24]. In both experiments the prediction models are the same 
and are built according to Table 1. The datasets differ in the number of training 
data, validation data, and number of features, while the number of targets is two for 
both models. The heat pump dataset consists of 1.2 million training data points and 
950 thousand validation data points each with five input parameters. In contrast, the
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Table 1 Concrete model 
structures for CNN and 
LSTM used in the 
experiments. The fully 
connected layers form the end 
for both models. Fconv A and 
Fconv B denote the number of 
filters and CellA and CellB 
describe the number of LSTM 
cells 

CNN LSTM 

Layer Output Layer Output 

Convolutional (1200, Fconv A) LSTM (1200, , CellA) 

Avg. pooling (600, Fconv A) LSTM (CellB ) 

Convolutional (600, Fconv B ) – – 

Avg. pooling (300, Fconv B ) – – 

Flatten layer (300 · Fconv B ) – – 

Both 

Layer Output 

Fully connected (120) 

Fully connected (84) 

Fully connected (2) 

Table 2 The best achieved MAPE of the hyperparameter study. The numbers in parenthesis 
describe the used parameters and random seed 

Model Heat pump Cement 

LSTM 0.77% 
(32;16; Seed2) 

2.14% 
(64;4; Seed1) 

CNN 1.15% 
(64;16; Seed1 ) 

2.27% 
(16;32; Seed3) 

cement dataset consists of only 5500 and 605 target data points but with 19 input 
parameters. 

To train the weights in neural networks, initial values must be defined at the 
beginning, which are usually set ‘randomly’. The random seed defines the random 
status to produce reproducible results. In addition, different seeds can be tried out to 
identify a particularly bad or good initialization (Table 2). 

4.1 Hyperparameter Grid Search 

In this section the results of the parameter optimization of both datasets will be 
presented. The selection of the hyperparameters to be optimized remains the same for 
both datasets, while only the random seed changes, since the random selection of the 
weight initialization can have a strong influence on the result. The hyperparameters 
for these experiments are shown in the Table 3.

Initial results with the heat pump dataset in Fig. 4 showed that the CNN (orange) 
mostly produced better and more robust results. However, it also shows that different 
random seeds are important. The best MAPE according to Table 3 from the LSTM in 
the first seed is 2.23% and in the second 0.77%. With the cement dataset the LSTM
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Table 3 Hyperparameter for the grid search. Grid A are the different sizes for the first layer and 
Grid B for the second 

CNN/LSTM 

Grid A 8 16 32 64 

Grid B 8 16 32 64

Fig. 5 Violin plot from 
MAPE of both models and 
datasets over all seeds 

seems to be more stable but with a worse best MAPE then the CNN. Figure 5 shows 
a violin plot for both network architectures and both data branches. It visualizes the 
results summarized for the 3 random seeds. 

The peaks of the violins denote the highest and lowest MAPE. The width indicates 
the distribution of the values and the 3 lines the 3 quartiles. This diagram suggests 
that in the case of the cement dataset, the number of LSTM cells and the selection of 
the random seed does not have a large influence on the result. The distribution for the 
CNN-based model looks similar on both datasets, only shifted in height. While the 
results from the LSTM for the heat pump scatter strongly regardless of the parameter 
choice, the cement dataset shows more consistent and better results than the CNN. 
The Table 3 provides two interesting insights: The best MAPE is very similar for 
the cement dataset for both architectures, while for the heat pump dataset the LSTM 
gives a much better result (Fig. 6).

4.2 Reaction to Outlier 

The other series of experiments investigate the behaviour of the models to outliers in 
the data. For this, we manipulated the dataset and added artificial outliers by replacing 
50,000 contiguous data points (12% of input data) from 5 features with the max value 
of the respective feature. Before the forecast, an attempt is made to detect the outliers
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Fig. 6 Results of the hyperparameter study for both networks (CNN/RNN) and datasets 
(cement/heat pump) in MAPE for 3 random seeds

and replace them with the median of the last 3 days. For this purpose, an autoencoder 
(AE) is used. The Fig. 7 shows the deviation from the ground truth for the RRSB_D 
prediction, where the grey area indicates data manipulation. It is noticeable that the 
LSTM shows significantly better results, especially in the manipulated area beside 
one outlier. 

Fig. 7 Reaction of the 
methods to outlier. Two 
curves showing the deviation 
from the ground truth for the 
target value while a data 
manipulation is taking place 
(dark grey area)
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5 Conclusion 

Machine learning methods have proven to be very effective for building soft sensors. 
In this article, we study two neural net architectures that are specifically suitable 
for modelling time series data. Both CNN and RNN are used with real sensory data 
from two different application domains. The one dataset was collected from a cement 
production process. The other dataset came from the operation of a gas-fired heat 
pump. 

The trained models were assessed by the mean absolute percentage error (MAPE) 
between the predicted values and the ground truth data. We achieved high accuracies 
for both CNN and RNN models. The training of the models was conducted many 
times using different hyperparameters and various numerical training initialisations. 
The respective accuracies of the trained models is not the only relevant criterium. We 
also looked at the robustness of the models in the presence of outliers and anomalies, 
i.e., how good are the predictions when the time sequence contains abnormal values. 
The results on the cement dataset can be considered more robust with the CNN 
models and the RNN models show better robustness on the heat pump dataset. In 
practical applications, a soft sensor should be operating in concert with a detector 
for outliers and anomalies. Beside the comparison of CNN and RNN, we presented 
some preliminary work on the integration of such detectors. For the goal of robust 
and sustainable applications of soft sensors in complex industrial processes we see a 
large potential for a fusion of different machines learning methods that may operate 
in an ensemble or supportively act as decision aids for handling special situations. 
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Framework for Integrating Intelligent 
Product Structures into a Flexible 
Manufacturing System 

A. Burkart, G. Bitsch, and I. H. de Kock 

Abstract Increasing individualisation of products with a high variety and shorter 
product lifecycles result in smaller lot sizes, increasing order numbers, and rising 
data and information processing for manufacturing companies. To cope with these 
trends, integrated management of the products and manufacturing information is 
necessary through a “product-driven” manufacturing system. Intelligent products 
that are integrated as an active element within the controlling and planning of the 
manufacturing process can represent flexibility advantages for the system. However, 
there are still challenges regarding system integration and evaluation of product intel-
ligence structures. In light of these trends, this paper proposes a conceptual frame-
work for defining, analysing, and evaluating intelligent products using the example 
of an assembly system. This paper begins with a classification of the existing prob-
lems in the assembly and a definition of the intelligence level. In contrast to previous 
approaches, the analysis of products is expanded to five dimensions. Based on this, 
a structured evaluation method for a use case is presented. The structure of solving 
the assembly problem is provided by the use case-specific ontology model. Results 
are presented in terms of an assignment of different application areas, linking the 
problem with the target intelligence class and, depending on the intelligence class 
of the product, suggesting requirements for implementation. The conceptual frame-
work is evaluated by utilising a case study in a learning factory. Here, the model-mix 
assembly is controlled actively by the workpiece carrier in terms of transferring the 
variant-specific work instructions to the operator and the collaborative robot (cobot) 
at the workstations. The resulting system thus enables better exploitation of the poten-
tials through less frequent errors and shorter search times. Such an implementation
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has demonstrated that the intelligent workpiece carrier represents an additional part 
for realising a cyber-physical production system (CPPS). 

Keywords Intelligent products · Intelligent workpiece carrier · Capability model ·
Manufacturing control · Flexible manufacturing system 

1 Introduction 

Current trends in manufacturing show an increasing individualisation of products 
with a high variety [1]. Besides the great demand for tailored products, product 
lifecycles have been declined by 30% in the last decades [2]. This results in smaller 
lot sizes, increasing order numbers, and rising data and information processing for 
manufacturing companies. 

In the area of decentralised autonomy for dynamic manufacturing systems, the 
potential to integrate intelligent products as an active element has been recognised 
several times [3]. The ability to increase autonomy level for manufacturing processes 
and to enable direct interaction with the product lead to a CPPS, according to the 
definition by Cardin [4]. Therefore, certain use cases of storing product and process 
data on the product or carrier as well as navigating the product independently through 
the manufacturing system, are identified [5]. 

However, in previous research, the focus was not on the holistic analysis and 
development of use case-specific intelligent products or carries, which is funda-
mental to provide a structured evaluation method for benefit analysis. In addition, 
Bertelsmeier et al. [5] highlight further research in the area of overall system inte-
gration and mixed product-intelligence structures. Therefore, the focus is on the 
development of a holistic framework for integrating intelligent product structures 
into a flexible manufacturing system. 

This paper presents the nature of problems in flexible assembly systems and 
classifies the required intelligent products in four different classes (Sect. 2). Section 3 
describes the structure of the conceptual framework, which serves as a guideline 
for defining, analysing, and designing intelligent products. The application of the 
framework for a use case at Werk150 is shown in Sect. 4. 

2 Literature Review 

This section identifies the nature problems in flexible assembly and describes one 
way to counteract them by applying intelligent product structures.
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2.1 The Nature of Problems in Flexible Assembly 

To identify which problems are frequently encountered in the field of assembly, a 
title and abstract analysis of the terms “problem” and “assembly” is carried out. For 
the research subject, Science Direct, IEE, and Web of Science are used as the main 
source for the keyword search, as these are the most relevant databases for scientific 
publications in the areas of engineering and management science. The language is 
restricted to English, and the timeframe is limited to the period from 2016 to 2020, to 
investigate the current problems in the assembly. Considering all paper types results 
in 7618 papers, which are extracted on keywords using a full counting method. 
After filtering the results by the term problem, a ranking regarding the occurrences is 
conducted. The most common problems in the assembly are identified in scheduling, 
balancing, and benchmarking. 

After identifying the assembly problems, a scale is required to further understand 
what kind of problem the assembly deals with. Therefore, the three-part distinction 
of simple, complicated, and complex problems is used.1 The problems identified as 
the most common problems are all categorised into complicated problems because 
formulae are critical and necessary to solve them. In addition, it requires expertise 
and methods in the fields of production workflows or production planning. In the 
case of an interaction of several assembly problems, it can lead to multiple or even 
competing objectives with a different solution, which represents a complex problem. 
To solve these complicated or rather complex assembly problems, intelligent product 
structures represent a solution, which is examined in the following sections. 

2.2 Definition of Intelligent Products 

Intelligence is the most researched aspect in psychology, with a multitude of defini-
tions.2 This paper is based on Dörner’s definition of operational intelligence as the 
ability to solve complex problems [8]. The essential characteristics of operational 
intelligence according to Dörner are:

• Complexity
• Multiple and contradictory objectives
• Lack of transparency
• High connectivity with many interactions
• Momentum of its own. 

The complexity of a situation is determined by the number of individual features of 
the system and the number of possible interventions as well as their mutual influence. 
In addition, the second component of intelligence consists of an actor, who needs to 
optimise a section of reality regarding multiple and contradictory objectives. Many

1 The definitions of each class are investigated by Glouberman and Zimmerman [6]. 
2 The different views of the term intelligence are examined in Rost [7]. 
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Table 1 Different classes of intelligent products 

Class 1 Class 2 Class 3 Class 4 Functionalities 

X Sensor actuation 

X X Decision making Processing 

X X X X Data processing 

X X Service oriented Communication 

X X X X Date oriented 

Read Read/write Read/write Read/write Date Memorisation 

Intelligent data 
product 

Intelligent decisional product Classification 

Intelligent product 

features of the situation are not accessible to the actor, which defines the lack of 
transparency. High connectivity with many interactions means that the influence of a 
variable does not remain isolated but has side effects. An intervention that is intended 
to affect a certain part of the system also influences other parts of the system. The 
last criterion is the momentum of its own, which describes a system that evolves 
independently of the actor’s intervention [8]. 

2.3 Classification of Intelligent Products 

Besides Dörner’s definition of intelligence, many authors have interlinked the notion 
of intelligence with the notion of product. However, they often use the terms in 
different ways. Some researchers have focused on the product manufacturing phase 
and others on the product use phase. In this paper, the focus is on the manufacturing 
phase. According to WONG et al., the intelligent product is characterised as a physical 
and informational product with its unique identification, as well as the capability of 
communicating effectively with its environment. In addition, it can retain and store 
data about itself, which need to be displayed by a language. Finally, the capability 
of participating in or making decisions relevant to its destiny is required [9].3 In 
contrast to the predominantly general explanations of the term intelligent product, 
ZBIB et al. has elaborated classification models in the form of different intelligence 
levels, which is displayed in Table 1 [11]. 

Table 1 uses “X” to indicate that the functionality exists in the classes of intelligent 
products. The complexity of the functionalities increases from the memorisation to 
sensor actuation. For the memorisation, the functionality of reading indicates that the 
product needs the ability to read data, for example when the product can read data 
from a memory while moving through the system. This functionality is expanded 
in class 2 with writing or rewriting data on a memory. Besides the memorisation of

3 A survey on intelligent products provides further definitions of intelligent products [10]. 
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data, the communication is separated into a data-oriented and a service-oriented part. 
For the data-oriented part, the product has data access capacity with the abilities of 
either reading or reading and writing. 

On the other side, service-oriented communication is similar to web services 
and provides advanced information services. The processing is subdivided into data 
processing and decision-making. For the reading and storing of data in the first two 
classes, a form of processing is already required, which requires lower computing 
unit capabilities than decision-making. For this reason, a distinction is made here. 
The last functionality describes the ability of exteroceptive interaction with products 
and devices in the environment, which involves physical interaction or informational 
interaction. In this case, physical interaction means the usage of sensors and actuators 
to observe a changing condition of the physical environment according to its target 
value. Informational interaction considers that the intelligent product communicates 
with other products or resources that provide services that facilitate its manufacturing 
[11]. 

3 Conceptual Framework 

This section describes the background and the structure of the conceptual framework 
for integrating intelligent product structures into a flexible manufacturing system. 

3.1 Purpose and Requirement Specification 

According to van Aken and Berends [12], the design requirements for the frame-
work are divided into five dimensions. However, this paper focuses on the func-
tional and user requirements to understand the purpose of the development. The 
functional requirements refer to the framework specifications in terms of the perfor-
mance demands and represent the central components for the requirements spec-
ification. Therefore, the framework should contribute towards defining, analysing, 
and designing intelligent objects within the context of flexible assembly systems. 
In addition, the framework should be used to consider product intelligence from a 
more dimensional perspective and is intended to avoid a narrow perspective, which 
is limited on the capabilities. The realisation of the solution has the aim to solve a 
business problem, both from a technical as well as an economic perspective. The 
major benefit of the conceptual framework for users is the holistic aspect of mapping 
the capabilities of the current manufacturing resources and deriving productivity 
improvements. 

Regarding the user requirements, the framework should be user-friendly and prac-
ticable, which indicates that it is easy to understand and adopt. Besides the prac-
ticability, the framework should enable users’ input, which is guided by defined
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actions for the processing. In addition, the framework should facilitate repeated and 
continuous use. 

3.2 Framework Structure 

The integration process of intelligent product structures is divided into four sections. 
Figure 1 presents a holistic method for identifying and evaluating the feasibility for 
using intelligent products in manufacturing. The first step is about analysing of the 
existing manufacturing environment. Therefore, the product and additional resources 
are classified according to their existing functionalities (approach from Sect. 2.3). 
In addition to the functionality classification, another dimension of two different 
aggregation levels is considered, as many products are composed of components 
that can also be independent products. The following distinction is made between 
the product types [10]:

• Product level: the product only manages information, messages, and decisions 
about itself; the components of the product cannot be distinguished as individual 
objects.

• Proxy level: In this case, the product not only manages information about itself, 
but it also recognises the components of which it is composed and acts as a proxy. 

After classifying the product and resources, a classification of the existing 
assembly problem is examined, following the distinction from Glouberman and 
Zimmerman [6]. 

The second step of the framework is divided into two steps: Optional and additive 
product classification and the feasibility study with the outcome of a desirable solu-
tion. Besides the two dimensions of step 1, the additive dimension of autonomy and 
adaptivity expand the generic analysis. The autonomy is divided into four levels 
and ranges from non-autonomous to fully autonomous. The intermediate stages 
are semi-autonomous and autonomous [13].4 On the other side, the dimension of 
adaptivity is based on human robot collaboration [14]. The adaptivity levels are 
divided into four levels: no form of adaptivity, the subordinate model for reactive 
behaviour, adaptivity by changing the parameters to environmental influences, and 
at the highest level of modelling one’s actions and abilities, while considering the 
behaviour of other actors.5 After the initial situation is analysed through the different 
dimensions, the user is able to show different scenarios by increasing the respective 
levels. By analysing and evaluating different intelligent product structures, a deci-
sion is required whether an increase in functionality represents an improvement of 
the defined assembly problem. If the increased product functionality does not add 
value to the use case, the process should be discontinued at this step. However, if the

4 The report of Durst and Gray provides the level of autonomy for intelligent unmanned systems 
[13]. 
5 Gervasi et al. describe the levels of autonomy in the context of a collaborative robot (cobot) [14]. 
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problem can be improved or even eliminated, the third step is about the requirements 
profile of the intelligent product or product carrier in the manufacturing environment. 
The final step is the design and development of the intelligent product or carrier in 
the manufacturing environment. 

4 Use Case: Werk150 

The application of the conceptual framework is presented by the analysis and 
development of an information assistance system at the Werk150 in Reutlingen. 

4.1 The Initial Situation at Werk150 and Focus Area 

In Werk150, the scouter assembly is classified into a multi-model assembly line, as 
three different scooter models are produced in separate batches on a single assembly 
line. For the use case, the picking station and the three assembly stations are consid-
ered. For the picking station, the human and the cobot perform the loading process 
with different picking and placing actions. At the other two stations, the assembly 
processes are performed by the employee. Assisted by a cobot, the wedding of 
the roller is executed. The two cobots, Universal Robot (UR5) and the Franka 
Emika robot, grip and position the stem. Explanatory videos are provided as work 
instructions for the employees, which they can watch before and during processing. 

4.2 Definition Phase 

In this step, the cobots and the workpiece carrier are grouped by the classification 
model of intelligent products, which is described in Sect. 2.3. To group the products, 
a task-oriented ontology is developed.6 According to the functionalities of memo-
risation, communication, processing, and sensor actuation, the cobots at Werk150 
are classified into class 4. There is a force and power limitation to detect collisions 
between robot and operator through drive current monitoring. In this case, physical 
interaction is provided by the usage of power control sensors to observe a changing 
condition in electricity7 . The current workpiece carrier at Werk150 acts as a transport 
aid which carries components from one processing station to the other. Therefore, 
it has no additional functionalities such as memorisation, communication, etc., and

6 A comprehensive overview of ontologies in the production engineering environment is provided 
in Usman et al. [15]. 
7 The occupational safety requirements for collaborative robots are defined in ISO/TS 15,066. 
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is not classifiable to any of the four capability classes. In this case, it is repre-
senting “Class 0” of passive products. It is important to mentation that besides the 
cobot and workpiece carrier, the generic classification model applies to additional 
manufacturing resources. For the scenario of classifying the manufacturing resources 
regarding their functionalities, an ontology is developed. The purpose of the Manu-
facturing Resource Functionality Classification Ontology (MaRFCO) is to support 
the listing and classification of the current resources at Werk150. Therefore, the 
functionality definition element consists of the functionalities described in Sect. 2.3. 
Each individual of the four intelligence classes is linked with the object property 
of “has Functionality” to the respective functionalities. In addition, the Intelligence 
level class has the restriction requiring at least one function to be assigned to it. For 
this reason, a “Class0” is not assigned to the four intelligence levels, because there are 
none of the listed requirements provided. It is important to mention, that there should 
be a special focus on “Class 0” allocations, as there is the potential to improve the 
functionalities. The classification of the existing problems in Werk150 represents the 
next sub step of the definition phase. The multi-model assembly line of the scooter 
products needs to manage the different variants. In managing these, the root cause 
for assembly errors is caused by human errors, which can be for example assembling 
the wrong components due to misinterpretation or not reading the instructions [16]. 
In particularly, newly recruited employees are overloaded by the multitude of work 
steps and varying product variants with different requirements. In addition, long set-
up times are required for the cobots, as it needs to be taught or re-programmed offline 
when a variant is changed in Werk150. 

The mentioned issues represent a typical resource assignment and allocation 
problem, which appears due to the diversity of the products and the fluctuation 
of the order stream. The nature of these problems is defined as complicated because 
it requires expertise and methods in the field of manufacturing to solve the problem. 
There are many influences on the optimum solution, but using formulae and methods, 
increases the degree of certainty of outcome. 

4.3 Analysis and Evaluation Phase 

The second step is about the analysis and comparison of the resources, which are clas-
sified according to the five dimensions. The focus is on the workpiece carrier, as it has 
none of the defined functionalities. The cobots at Werk150 already have a high stan-
dard in terms of problem solving and capabilities, which requires no improvement. 
However, the current workpiece carrier is not able to solve the problem of assigning 
resources. Therefore, a smart workpiece carrier of class 3 is defined. In addition, the 
aggregation level for the smart workpiece carrier is classified at proxy level, because 
it is aware of the transporting components. For the autonomy level, the smart work-
piece carrier is categorised at level 3, as its actions are planned independently, for 
instance, the allocation of the work instructions per working station. However, it is 
not possible to define this as fully autonomous, as other actors are needed for the
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decision. In addition, there is a subordinate model for reactive behaviour, which leads 
to level 2 in adaptivity Depending on the respective product variants and workstation, 
the required work instruction is selectively transmitted to the machine or operator. 

The next step is the analysis and evaluation of the smart workpiece carrier in terms 
of feasibility. To reduce the long set-up times of robots and the human errors caused 
by misunderstanding and searching for work instructions, a consensual knowledge 
model of the variant-specific assembly information is defined as the desirable solu-
tion. Therefore, the smart workpiece carrier acts in a central role, as it is responsible 
for the processing of the components. The intended uses are as follow:

• Step 1: Select a work instruction for the actor (operator and collaborative robot), 
depending on the station and product variant.

• Step 2: Retrieving the work instructions or production programs for the operator 
and/or robot. 

In addition, the intended end-users are the operator and the cobots, which 
are searching for the variant-specific work instruction to perform the component 
assembly. The main benefit of the automatic matchmaking method is the allocation 
of suitable operations and resources in terms of work instructions for certain product 
variants. This leads to consequently faster adaptions to changing product variants and 
fulfils the requirements for a multi-model assembly line. In addition, the allocation of 
the work instructions occurs tailored based on the actor. In the case of an operator, this 
means that depending on the operator’s qualification level, individual types of work 
instructions are displayed. For example, an engineer is shown additional technical 
drawings, whereas an operator is only shown the video form per work instruction. 

4.4 Design Phase 

Once the use case has been analysed, the next step is to design the structure and 
functionality for the consensual knowledge model of the variant-specific assembly 
information. Therefore, an ontology is developed, which is shown in Fig. 2. The logic 
starts with the class of procedures, which has the subclass work plan. Each work plan 
creates one product and is linked to a production order. In addition, each work plan 
consists of several work steps, which are explained by an instruction. To assemble the 
product or intermediates, each process step is linked to passive and active resources. 
The requirement of individual work instructions per actor is provided because it is 
possible to add more than one instruction per work step.
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Fig. 2 Work step instruction logic 

5 Summary and Outlook 

This article presents a holistic analysis and evaluation of intelligent products in 
process control. Furthermore, the concept was evaluated using a practical use case 
of the workpiece carrier. In contrast to previous approaches, which usually focus 
on the four-level classification of intelligence, this method provides five dimensions 
and their respective benefits. Further research will focus on the IT infrastructure as 
well as the implementation and integration of the ontology at Werk150 to provide a 
connection to the current legacy systems. 

References 

1. Shou, Y., Li, Y., Park, Y.W., et al.: The impact of product complexity and variety on supply 
chain integration. IJPDLM 47, 297–317 (2017) 

2. Ernst, R., Haar, J.: Globalization, Competitiveness, and Governability (2019) 
3. McFarlane, D., Giannikas, V., Wong, A.C., et al.: Product intelligence in industrial control: 

theory and practice. Ann. Rev. Control. 37, 69–88 (2013) 
4. Cardin, O.: Classification of cyber-physical production systems applications: proposition of an 

analysis framework. Comput. Ind. 104, 11–21 (2019) 
5. Bertelsmeier F, Schöne S, Trächtler A, et al.: Development and design of intelligent product 

carriers for flexible networked control of distributed manufacturing processes. In: 2016 24th 
Mediterranean Conference on Control and Automation (MED), pp. 755–760 (2016)



650 A. Burkart et al.

6. Glouberman, S., Zimmerman, B.: In: Forest, P.-G., Marchildon, G., McIntosh, T. (eds.) 
Complicated and Complex Systems: What Would Successful Reform of Medicare Look Like? 
pp. 21–53 (2016) 

7. Rost, D.H.: Handbuch Intelligenz (2013) 
8. Dörner, D.: Diagnostik der operativen Intelligenz. [Diagnosis of operative intelligence]. 

Diagnostica 32 (1986) 
9. Wong, C.Y., McFarlane, D., Ahmad Zaharudin, A., et al.: The intelligent product driven supply 

chain. In: Kamel, A.E., Mellouli, K. (eds.) Bridging the Digital Divide: Cyber-Development, 
Human Progress, Peace and Prosperity: Conference Proceedings, p. 6 (2002) 

10. Meyer, G.G., Främling, K., Holmström, J.: Intelligent products: a survey. Comput. Ind. 60, 
137–148 (2009) 

11. Zbib, N., Railenanu, S., Sallez, Y., et al.: From passive products to intelligent products: 
the augmentation module concept. In: 5th International Conference on Digital Enterprise 
Technology, pp. 243–259 (2008) 

12. van Aken, J.E., Berends, H.: Problem Solving in Organizations (2018) 
13. Durst, P.J., Gray, W.: Levels of Autonomy and Autonomous System Performance Assess-

ment for Intelligent Unmanned Systems. Engineer Research & Development Center, Vicksburg 
(2014) 

14. Gervasi, R., Mastrogiacomo, L., Franceschini, F.: A conceptual framework to evaluate human-
robot collaboration. Int. J. Adv. Manuf. Technol. 108, 841–865 (2020) 

15. Usman, Z., Young, R., Chungoora, N., et al.: Towards a formal manufacturing reference 
ontology. Int. J. Prod. Res. 51, 6553–6572 (2013) 

16. Personne, R., Matinlassi, V.: Part assurance in a mixed-model assembly line: A case study at 
Scania Engine Assembly in Södertälje (2014) 

Adrian Burkart (B.Eng.) studies Digital Industrial Manage-
ment and Engineering at ESB Business School. His major field 
of research is the design and optimization of flexible assembly 
systems at the ESB Learning Factory.



Framework for Integrating Intelligent Product Structures … 651

Prof. Dr. Günter Bitsch is a professor of Digitization in 
industry at ESB Business School, Reutlingen University. Main 
research fields are: hybrid decision support systems, (partially) 
decentralized control systems, scheduling systems and digital 
shopfloor management systems. 

Dr. Imke Hanlu de Kock is a senior lecturer in industrial engi-
neering at Stellenbosch University. Her research focuses on tech-
nology management within the context of sustainability transi-
tions. In addition, she has 6 years of experience in consulting.



Manufacturing Technologies I



A Force Controlled Polishing Process 
Design, Analysis and Simulation 
Targeted at Selective Laser Melted 
Ti6Al4V Aero-Engine Components 

Quintin de Jongh, Matthew Titus, and Ramesh Kuppuswamy 

Abstract Polishing is a manufacturing process used on engineering components, 
where limitation of friction and wear, is critical. Attempts toward achieving a near 
net shape (NNS) process has given rightful importance to selective laser melting 
(SLM) of aeroengine components, followed by a polishing process. This manuscript 
explores the blast polishing of SLM processed Ti6Al4V alloy components on condi-
tion of meeting the ductile regime polishing behaviour. By use of theoretical contact 
mechanic calculations as well as empirical formulae developed from Finite Element 
Methods, the machine and algorithm are configured to administer fracture character-
istics as well as an appropriate wear mechanism. Higher impinging velocities show 
greater impact forces, implying faster polishing times. Greater forces cause more 
surface damage, but this can be reduced largely by increasing the moisture content 
of the abrasive media. Using the developed analytical model, polishing time was 
found to exponentially decrease from 91.46 to 0.25 min for impinging velocities 
varying from 6.28 to 31.4 m/s, while impinging force increased exponentially from 
0.0056 to 0.14 N, respectively. The comparative empirical model showed polishing 
times decrease from 41.18 to 0.615 min and forces increase from 0.11 to 0.761 N 
for the same range of impinging velocities. Two different media cores for the abra-
sive particles were considered: a thermoplastic and an organic gelatin. Either core 
is loosely adhered with a combination of silicon carbide and diamond powder. The 
thermoplastic grains were fed through a temperature-controlled nozzle arrangement
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to enhance their fluidity characteristics while the gelatin was directly applied to 
the workpiece. Multiple simulations of the process were created to characterize the 
system at a nanoscale. Varying impinging forces show deformations ranging from 
0.056 to 0.548 μm and contact stresses ranging from 4.07 to 15.09 GPa. The simu-
lated results confirm the developed model predictions and thus prove to be an asset 
in process prediction. 

Keywords Polishing · Machine development · Simulation 

1 Introduction 

In advanced engineering sectors, such as those of the biomedical and aerospace 
industries, where rapid prototyping and manufacture are required, highly precise 
components need to be manufactured as efficiently as possible. Due to the high hard-
ness and strength of many of the aero engine components, the polishing process 
offers unlimited challenges, which must be overcome by meticulous process design. 
SLM, an additive manufacturing technique, has become popular in these industries 
due to faster production times and the ability to produce complicated components 
more easily than traditional manufacturing techniques [1]. However, these parts must 
undergo additional finishing processes to meet the stringent criteria for use, such as: 
dimensional accuracy, form accuracy and surface integrity [2]. Nickel powder blast 
polishing is often used on aero-engine components as it induces repelling charges 
against the nickel already present on the components, allowing for the control of 
polishing forces. However, the polishing media cost is high (and hence it is uneco-
nomical) [2]. Electropolishing has also been attempted for aero engineering compo-
nents. This method induces tensile residual stresses which reduce the fatigue life of 
the component [3]. Applying traditional lapping and polishing techniques is chal-
lenging as most components are featured with special profiles and features [4]. Past 
attempts using laser polishing of additive manufactured Ti6Al4V has transformed the 
surface microstructure into a martensitic structure, and hence an additional secondary 
stress relief becomes a pre-requisite to get the plate-like α phase [5]. Past research on 
polishing of SLM processed Ti6Al4V parts by centrifugal finishing and shot peening 
has shown remarkable improvement in surface finish and fatigue strength, but the 
process involves particularly high cycle times [6]. The blast (Aerolap_polishing 
process is thus seen as a favourable surface modification technique, as complex 
shaped surfaces (which are notoriously difficult to process) can be polished effi-
ciently, without damaging the mechanical properties of the workpiece, and without 
the need for highly trained individuals and/or special conditions to be set up [2]. 
However, limited research has been done on this process and the relationship between 
polishing parameters and surface properties have not been fully categorized to date. 

This paper describes the design and development of an Aerolap polishing machine, 
as well as the analysis of its associated process. Fundamental contact mechanics, 
describing the interactive contact between a sphere and a plane, are well suited to
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this analysis. Methodology from previous researchers, both analytical and empirical, 
have been used to model the process and acquire valuable results. 

2 Process and Material Classification 

Simplified in Fig. 1 is the Aerolap process, which was based off a shot peening 
machine and involves shooting abrasive media toward a workpiece at carefully 
designed conditions. 

The abrasive media mixture of: gelatin, SiC and diamond, is initially impinged 
at the work surface at varying velocities. When the abrasive media hits the work-
piece, it imparts an impinging force (F). This force creates an indentation in the 
workpiece of diameter a and deformation δ. This subsequently decreases the surface 
roughness Ra , and after a certain number of hits, the surface roughness reaches the 
desired value. Figure 2 supplies a visual aid of the above stated parameters and the 
composition of the abrasive media. The process is essentially a substantial series of 
micro indentations on the worksurface created by the impinging abrasives. Peaks of 
the surface spectrum are plastically deformed to fill the valley, which then improves 
surface texture.

2.1 Material Properties and Contribution 

Just as process classification is important, understanding material properties and 
parameters (both fixed and fluctuating) is critical to characterizing the interaction 
that occurs within the polishing process.

Fig. 1 Simplified aerolap process 
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Fig. 2 Abrasive composition and interaction

2.1.1 Workpiece 

The materials used to create aero-engine components are typically superalloys 
(Nickel based) and high strength to weight ratio alloys (notably Ti6Al4V) [7]. 
Ti6Al4V components are being largely created by additive manufacturing techniques. 
This paper focuses on the Ti6Al4V alloy, which in addition to use in the aerospace 
industry, is used extensively in the biomedical/dental industries [1]. 3D printing of 
titanium has many benefits, including the ability to manipulate strength and density 
gradient [8], however, multiple problems have become apparent too (including high 
residual stress accumulation and the agglomeration of pores [8]). SLM processed 
Ti6Al4V, if not controlled adequately, has a high cooling rate and thus exists in the 
martensitic β phase (metastable peculiar α + β microstructure) [8]. Heat treatments 
are a viable way to reduce residual stress and bring back a lamellar microstructure 
while hot isostatic pressing (HIP) can close pores. Table 1 enumerates the properties 
typical of SLM processed Ti6Al4V [1, 8]: 

Table 1 SLM processed 
Ti6Al4V Properties 

Detail Symbol Value 

Density ρT i6Al4V 4410 kg/m3 

Hardness HTi6Al4V 2270 MPa 

Modulus of elasticity ET i6Al4V 114 GPa 

Fracture toughness KcT i6Al4V 75MPa  
√
m 

Yield strength σyT i6Al4V 900 MPa 

Poisson’s ratio νT i6Al4V 0.342
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2.1.2 Polishing Media/Abrasives 

Abrasive choice is of utmost importance when designing for polishing, as the choice 
of material(s) will directly affect both the process parameters and workpiece prop-
erties. The abrasive needs to be harder than the workpiece to effectively facilitate 
material removal. A combination of SiC (silicon carbide) and #3000 mesh diamond 
powder was chosen as the outer layer of the abrasive. An inorganic thermoplastic, and 
an organic material (gelatin) were both investigated as viable materials for the media 
core. Due to low elastic modulus, both materials deform at the required velocities. 
The thermoplastic must, however, be heated past its glass transition temperature to 
deform effectively. A heating nozzle was installed to achieve this. Gelatinous mate-
rials can be made from environmentally friendly substances such as seaweed (agar 
agar) and does not need to be heated. Table 2 shows the material properties of each 
constituent of the abrasive. 

3 Force Control Analysis 

To properly design the machine, analysis of the process is required. Evaluations on 
ductile regime polishing conditions for the workpiece (Ti6Al4V), wear mechanism, 
and fracture characteristics, were performed. 

A study on contact mechanics of media and workpiece interaction allows for 
vital predictions of stresses between objects that can stop failure from occurring 
(fracture, fatigue, wear, and yielding are common forms of this) [9]. Both analytical 
and empirical models were used to analyse the process (with simulations used to 
verify results). 

3.1 Analytical Analysis 

This approach is more advantageous when considering the interaction of the 
combined abrasive (diamond, SiC and gelatin) with the workpiece, and gives more 
insight into the behaviour of the process from a macroscopic perspective. Where 
experiments have not been completed, modelling a complex process such as polishing

Table 2 Abrasive consituent properties 

Material Density (ρ) 
Kg/m3 

Poisson ratio (v) Modulus of 
elasticity (E) Pa 

Hardness (H) 
GPa 

Yield strength 
(Sy) GPa  

Gelatin 680 0.5 43,200 – 1.07e−4 

Diamond 3020 0.148 1180 × 109 105 35 

SiC 3500 0.14 330 × 109 28 21 
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can be quite difficult, especially when multi-layered asperities are used. Previous 
researchers have used kinetic energy models, and the principle of momentum 
conservation, [2] as the basis of modelling: 

F = 
m1v1 − m1v2 

t 
(1) 

where F is the impinging force (N); m1 is the mass of the impinging media (kg); v1 
is the initial velocity of impinging media and v2 is the final velocity of the impinging 
media after a stand off distance (d); t is the time taken for the media to cover d. 
Media mass (m1) is calculated by multiplying the combined volume of the abrasive 
by the combined density. The final velocity v2 is assumed to be zero, because, as the 
media changes its shape and becomes stagnant, it falls off from the target. 

Assuming contact is between a sphere (abrasive) and a plane (workpiece), 
the following equations for contact radius (a), hertzian contact stress (Po) and 
deformation of workpiece (δ) [10] are inferred: 

a = 0.721
[
F(η1 + n2) 

D1 D2 

D1 + D2

] 1 
3 

(2) 

Po = 
1.5F 

π a2 
(3) 

δ = 1.04
[
(η1 + n2)2 F2 D1 D2 

D1 + D2

]1/3 
(4) 

D1 is abrasive diameter and D2 is the grain diameter of the workpiece (assumed as 
10 μm for Ti6Al4V). η is a material parameter (η1 for the workpiece and η2 for the 
abrasive), computed by: 

η = 
1 − ν 
E 

(5) 

where ν is Poission’s ratio and E is the modulus of elasticity of the respective material. 
The area of contact (A) is computed as: 

A = πa2 (6) 

where a is found by Eq. (2). The deformation of media or workpiece was computed 
by multiplying the previously acquired deformation by the hardness ratio of the two 
materials (7) where H1 is Hgelatin and H2 is HTi6Al4V . 

δw = HRδ

(
HR = 

H1 

H2

)
(7)



A Force Controlled Polishing Process Design, Analysis … 661

The polishing time from initial surface texture (Ra1) to the finished surface texture 
(Ra2) is computed as: 

tpolishing = 
Total impingments to acheive desired surface roughness 

Number of impingments per second 

tpolishing = 
2π 
3

(
R2 
a1 − R2 

a2

)
π n 
6

(
3a2 + δ2 vol

)
δvol 

(8) 

where n is the number of media impingements per second. δvol is the indentation 
volume [11] on the workpiece: 

δvol = 
π 
6

(
3a2 + δ2

)
δ (9) 

where a and δ are found by Eqs. (2) and (4) respectively. The process must be run 
in ductile-regime conditions (processing by plastic deformation and not fracture). 
Contact stress evaluations were used to ensure that this criterion was met. This was 
complemented by the use of the Bifano equation [11] for critical depth of cut: 

dc = 0.15 
ETi6Al4V 

HT i6Al4V

(
KcT i6Al4V 

HT i6Al4V

)2 

(10) 

The critical depth of cut for Ti6Al4V was found to be 2.513 mm. All other depths 
of cuts can be assumed as the depth of indentation (deformation of workpiece) as 
stated previously. 

Theoretical maximum shear stress is given by: 

τmax = 
G 

2π 
(11) 

where G is the shear modulus (45GPa for Ti6Al4V). τmax was found to be 7.2 GPa 
for Ti6Al4V. Note that τmax is the theoretical contact stress to induce ductile regime 
polishing conditions. 

3.1.1 Results 

Greater impinging velocities result in an exponential growth in impinging force, from 
0.0056 N for 6.28 m/s to 0.1403 N for 31.4 m/s. The depth of cut in the workpiece 
grows steadily with increasing impinging velocity but is far below the critical depth 
of cut for all values of impinging velocity (see Fig. 3). The maximum media velocity 
(31.4 m/s) is sufficient to enable ductile regime conditions (see Fig. 3).

Figure 4 shows the relationship between polishing time and impinging velocity. 
For a velocity of 6.28 m/s, the polishing time is calculated to be 91.46 min, and for an
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impinging velocity of 10 m/s, the polishing time was found to be 16.6 min. Polishing 
time then exponentially decreases from 3.75 to 0.25 min for impinging velocities of 
15 m/s to 31.4 m/s, respectively. This result shows how critical the relationship of 
impinging velocity is to polishing time (and thereby, polishing efficiency). 
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3.2 Empirical Analysis 

The following model is based on previously found empirical relations, using the 
notion of critical values to model the process (based on fundamentally developed 
hertzian contact mechanics as well as sets of developed and verified empirical 
formulae). Two concurrent sets of calculations were completed: assuming a single 
#3000 mesh diamond particle contacts a single asperity of a Ti6Al4V workpiece, and, 
assuming the entire media (combined gelatin, SiC and diamond) contacts a single 
Ti6Al4V asperity. Jackson and Green [12] and Kogut and Etsion [13] used FEM  
to improve on previously developed models that were pioneering for predictions 
of polishing parameters [14] [15]. Using von Mises yield criteria, they found the 
following formulae for prediction of critical deformation, ωc (interference depth), 
critical area of contact (Ac), and critical contact force (Fc): 

ωC =
(

πCSy 
2E '

)2 

R (12) 

AC = π 3
(
CSy R 

2E '

)2 

(13) 

Fc = 
4 

3

(
R 

E '

)2(C 

2 
π Sy

)3 

(14) 

R is known as the equivalent radius of curvature and is determined differently for 
various contact shapes. For the interaction of a sphere and a plane (the assumption 
made here), R is equal to the radius of the abrasive. Sy is the abrasive yield strength, 
E ' is the equivalent elastic modulus, found by: 

1 

E ' = 
1 − v2 

1 

E1 
+ 

1 − v2 
2 

E2 
(15) 

where E1 and E2 are the elastic moduli of the workpiece and abrasive respectively. 
ν1 and ν2 are the Poisson ratios of the workpiece and abrasive respectively. Also note 
that C is the critical yield stress coefficient and is found by (16). 

C = 1.295e0.736v (16) 

where v is the workpiece Poisson ratio. The critical velocity of abrasive (Vc) before 
onset of plastic deformation) is found by: 

Vc = 

√
4ωc Fc 

5mabr 
(17)
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where mabr = mass of the abrasive. By using the previously calculated critical values, 
we can use the notion of normalization to predict values from empirical relations. 
Normalized values of spherical deflection, contact area and contact force are given 
by: 

ω∗ = 
ω 
ωc 

A∗ = 
A 

Ac 
F∗ = 

F 

Fc 
(18) 

For near elastic conditions (where the coefficient of restitution is equal to, or very 
near, 1) and using their developed FEM empirical model, Jackson and Green [12] 
found that normalized contact force simplify to: 

F∗ = (
ω∗)3/2 wi th  A∗ = ω∗ (19) 

Maximum output velocity of impinging media is: 31.4 m/s and the normalized 
velocity (unitless) of diamond particles (at this condition) is 0.028, while the entire 
media was found to have a normalized velocity of 0.102, both of which are much less 
than 1, implying that elastic conditions can be assumed [12]. Force at a particular 
deformation can then be inferred as: 

Fimp  = Fc

(
ω(V ) 
ωc

)3/2 
(20) 

Using normalized force and deformation equations in conjunction with critical 
velocity and force, the following formula for deformation was inferred: 

ω(V ) =
(
5V 2mabr ω

3/2 
c 

4Fc

)2/5 
(21) 

Force at a particular impinging velocity can then be found by either substituting the 
inferred (21) into (20) or into the widely used force model [9] show in (22). 

Fimp  = 
4 

3 
E '√R[w(v)]3/2 (22) 

Area of contact can be found quite simply by using the normalized contact area 
and noting that at elastic conditions, normalized contact area equals normalized 
deformation. The radius of circular contact area, a can also be found. 

A = AC ω(V ), a = 
√

A 

π 
(23)
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Contact pressure/stress is found by (3) in the previous section). Calculation of 
polishing time is described below. 

Firstly, the initial and desired surfaces roughness, Ra1 and Ra2 must be deter-
mined/chosen. The required volume of grain surface size is calculated by assuming 
that each surface asperity on the workpiece is a sphere. This determines the volume 
of required removal from the polishing action. This is found by (24) on the following 
page. 

VRa = 
2π 
3

(
R3 
a2 − R3 

a1

)
(24) 

The volume of indentation per impinging particle can be found by (25). 

Vcut = 
π 
6

(
ω(V)2 + a2

)
ω(V) (25) 

where ω(V ) and a are found by (21) and (23) respectively. The number of hits 
required by the impinging particles is simply found by dividing the difference in 
volume of grain size by the volume of each particle’s impinging cut: 

Hits  = VRa / Vcut (26) 

Finally, the time for polishing can be inferred by dividing the number of hits 
required by the number of impinging particles per second: 

t = Hits  

particles per second 
(27) 

3.2.1 Results 

By using an output velocity range of between 6.28 m/s and 31.4 m/s, the force per 
entire media particle was found to be between 0.11 N and 0.761 N (see Fig. 5). Micro 
analysis using individual diamond particle interaction found impinging forces to be 
between 0.098 mN and 0.675 mN, with contact stresses between asperity and particle 
varying between 5.469 GPa and 10.411 GPa. The number of particles impinging upon 
the workpiece at once varies between 314 and 1570 for impinging velocities between 
6.28 m/s and 31.4 m/s (as in the analytical section). Note that diamond particle 
diameter is assumed to be 2 μm on average. For impinging velocities increasing 
from 6.28 m/s to 31.4 m/s, polishing times (to polish a Ti6Al4V surface from 2.2 
μm to 0.1 μm) decreased exponentially from 41.187 min to 0.615 min.
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Fig. 5 Empirical method impinging forces and polishing times 

4 Machine Design and Development 

Figure 6 shows the designed and developed Aerolap flexible media impinging system. 
A modular design overall, the system consists of many separate yet integrated 
elements, including an adjustable aluminium frame, a high velocity media impinging 
unit, a funnelling hopper, a media collection bin with an integrated agitator, and a 
pneumatic transportation unit. The impinging unit consists of a 5-vane impeller, 
whose rotating unit is dynamically balanced to a scale of G2.5. The vaned impeller 
is attached to a spindle capable of a high rate of revolutions per second. This spindle 
is driven by a flat pulley system with a speed up ratio of 4:1. The driver pulley is 
attached to an AC induction motor, and the motor speed is controlled by a variable 
frequency speed drive. Abrasive media is fed to the high velocity impinging unit by 
the pneumatic transportation system, which is equipped with a feed ejector and a 
flexible hose system. The media is kept wet by using a Producut Minimum Quantity 
Lubrication (MQL) system as a mist production unit (supplying mist at between 4 
and 8 cc/min). The media, consisting of gelatin, silicon carbide and diamond parti-
cles, is mixed with mist using the low-speed agitator (60 to 100 rpm). The media is 
hydrated to between 30 and 50% water absorption while diamond and SiC powder 
size is of mesh size #3000. Diamond and SiC particle sizes vary between 1 μm and 
3 μm and gelatin particles vary between 1.5 mm and 3 mm. The ratio of gelatin to 
SiC to diamond is 97:2.9:0.1. The impeller is made from Nylon 66 and is used to 
propel the flexible media toward the workpiece. Impeller diameter is 120 mm and 
possesses a speed range of 1000 rpm to 5000 rpm, allowing for impinging speeds of 
between 6.28 m/s and 31.4 m/s.
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Fig. 6 Labelled assembly with visible inside, assembled view of the completed machine 

The pneumatic transportation system transports media from the media mixing 
unit to the impeller. The feed ejector used is a SCHMALZ SEC-400 and is supplied 
with air pressure between 2 and 6 bar. A 52 mm inner diameter nitrile rubber hose 
is used to connect the feed ejector to the impeller. Steady state flow conditions and 
theoretical flow rates were calculated for the exit of the feed ejector, the inlet and 
exit of the impeller, and the final exit of media (nozzle outlet). Impeller speed is then 
suitably adjusted to cater for the system’s steady state condition. 

A Kistler 9265 dynamometer with a 0.01 N resolution on all three axes is used 
to measure impinging force. Dewesoft43A DAQ (data acquisition system) is used to 
capture and evaluate signals. A Taylor Hobson Surtronic S100 profilometer is used 
before and after polishing to acquire roughness traces. A Leica Cambridge SEM 
(scanning electron microscope) is used to examine polished surface textures. 

5 Simulation 

The polishing process in itself is random in nature. Abrasives often impinge at 
different times, at different angles and are of different size. Process parameters 
interact with each other in unexpected manners and some polishing effects contrast 
what is expected [16]. A simulation based model which covers the wide spectrum 
of process parameters allows for simple verification of models as well as additional 
insight into the process [16] (particularly for parameters not included in the model, 
such as temperature increases). The simulation aids in producing the most optimal 
polishing process possible. Solidworks was used as the simulation program for the
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process. A static simulation method was chosen and it makes use of FEM to identify 
the process behaviour. 

The process is modelled by showing the asperity on the surface of the workpiece 
as the impact occurs. Asperity size was assumed as an initial 2.2 micron in diam-
eter while contact areas for force were increased appropriately for each simulation 
(accordingly to previous section calculations). The simulations were run for various 
impinging forces (correlated to impinging velocities from the analytical section)— 
0.0056 N to 0.1404 N for increasing velocities between 6.28 and 31.4 m/s. Table 3 
shows the results of the simulation for 6.28, 15, 25 and 31.4 m/s respectively, where 
the images shown are for displacement. The deformation scale of the images is 10 
(with 1 being representitive of true scale). This was done to adequately display the 
deformations and stresses taking place in a micro simulation. Displacement solutions 
align with the empirical model solutions and contact stresses were found to agree 
well with the previously calculated stresses and maximum deformation from both 
the analytical and empirical sections. 

Figure 7 shows the trends of increasing deformation and contact stress for the 
simulation results. For velocities above 15 m/s the contact stresses are above the 
theoretical value to induce ductile regime polishing conditions (7.2GPa). The contact 
stresses never reached the maximum level of 45.2GPa (shear modulus of Ti6Al4V). 
The results show similiar trends in change of deflection and contact stress with

Table 3 Summarised simulation results 



A Force Controlled Polishing Process Design, Analysis … 669

0 

0.2 

0.4 

0.6 

0.8 

1 

0 

2 

4 

6 

8 

10 

12 

14 

16 

0 5 10 15 20 25 30 35 

Deformattion on the Ti6Al4v (µm) 

Contact Stress (MPa) 

Contact stress (theoretical) MPa 

D
ef

or
m

at
io

n 
on

 th
e 

Ti
6A

l4
V 

(µ
m

) 

C
on

ta
ct

 S
tr

es
s 

(M
Pa

) 

Impinging Velocity (m/s) 

Fig. 7 Simulation trends 

increasing impinging velocities (exponential increases to both factors) to that of the 
analytical and empirical results, thus affirming the previous two models’ validities. 

6 Conclusions 

Analysis of the process proves this to be a viable finishing technique. Materials 
have been carefully selected and the process has been designed and subsequently 
proven to meet the ductile regime polishing conditions required for the process to 
run optimally. Higher impinging speeds prove to polish faster (due to exponential 
increases in polishing force with increasing polishing velocities) and the negative 
surface effects of higher speed polishing can be overcome by wetting the abrasive 
media. Deformation of the workpiece was found to be far below the critical depth 
of cut of the workpiece and contact stresses proved to be within limits.. Simulations 
reinforce the analytical and empirical models and solutions. An adjustable design 
with advanced design features that could easily be implemented in industry and can 
effectively run the process, has been presented. 
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An Overview of Additive Manufacturing 
Research Opportunities in Transport 
Equipment Manufacturing 

Rumbidzai Muvunzi, Khumbulani Mpofu, and Ilesanmi Daniyan 

Abstract In the South African transport-manufacturing industry, most of the parts 
are imported from other countries. This has a negative societal and economic impact. 
Local manufacturing is a viable alternative for creating employment while increasing 
manufacturing competitiveness. Also, the transport manufacturing industry is highly 
competitive and often faced with rapid changes in customer taste and needs. This 
calls for the use of flexible, cost-effective and locally available production methods to 
meet customer expectations. Additive Manufacturing (AM) is a flexible technology 
that allows for direct manufacturing of parts from digital models without the need for 
tooling. This increases opportunities for local manufacturing since the technology 
does not require tooling. Also, AM is a cost-effective approach for producing spare 
parts that have become obsolete as a result of the long lifespan of vehicles. This 
paper aims to provide an overview of AM research opportunities in the transport 
manufacturing Industry. To achieve this, a thorough literature study was conducted 
together with an analysis of the industry needs. Based on the study and analysis, 
a detailed outline of the research opportunities was provided. The study is useful 
in providing strategies for increasing local production of transport equipment parts 
using Additive Manufacturing. 
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1 Introduction 

The transport sector in Africa relies on importing most of its parts from other countries 
[1]. The number of imports increased by 13% in 2020 [2]. As shown in Fig. 1, vehicle 
parts and accessories were the second largest imports in South Africa last year. 

This includes parts from the rail, aerospace and marine industries. The reliance 
on imported products has a negative societal and economic impact on the country 
[3]. Local manufacturing is a sustainable move to alleviate poverty by creating 
employment while increasing manufacturing competitiveness [4]. Rapid technolog-
ical changes in the nature of vehicles are taking place; these include the development 
of electric cars, high-speed trains, connected and driverless vehicles. Also, there 
is increased growth in demand for customized vehicles [5]. Most African countries 
find it difficult to effectively build sound manufacturing industries because traditional 
technologies are expensive to set up [1]. 

Accordingly, it is important to take advantage of flexible, cost-effective and locally 
available technologies to remain competitive in the Additive Manufacturing (AM) 
is a group of technologies in which products are made directly from digital models 
through selective deposition of material without the need for tooling [6]. According 
to ASTM, AM technologies can be grouped into 7 classes depending on the type of 
material, method of adding the material and power source used as shown in Fig. 2.

Due to its flexibility, AM creates opportunities for local manufacturing of parts 
that are costly or difficult to make using traditional methods [7]. AM can accelerate 
industrial development by helping countries advance industrial competitiveness with 
less physical investment [8]. The technology is becoming more accessible due to the 
reduction in the machine and material costs [7]. In South Africa, AM has been

Fig. 1 Localisation targets [2] 
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Fig. 2 Classes of AM technologies [6]

mainly explored for the aerospace and medical industries [9, 10]. There is still a gap 
for other transport sectors such as the rail, automotive and marine industries. Thus, 
this paper aims to provide an overview of the research opportunities for Additive 
Manufacturing in the transport manufacturing industry. The structure of the paper is 
as follows; the second section provides the methodology used in the study. The third 
section presents the results of the study. The final section gives the discussion and 
conclusion. 

2 Methodology 

The methodology employed in this study involves the review of elective literature 
that are relevant to the subject matter. The articles were searched using various 
search engines from different academic databases such as Google Scholar, Scopus, 
and Science direct, ResearchGate amongst others. Some important keywords such as 
“Additive Manufacturing”, “flexible technology”,”local manufacturing”, “transport-
manufacturing industry” were employed to aid the search process to ensure that the 
articles obtained for review are relevant to the subject matter. 

Initially, a total of 120 articles were obtained from various academic repositories. 
This was followed by the elimination of duplicates, unrelated as well as old articles. 
This brought the number of the articles reviewed to 43. The inclusion criteria include 
the year of publication (The minimum benchmark was 2013 to ensure that the findings 
are still relevant to the current situation), the relevance of the title and body of the 
articles to the subject matter, as well as the nature of the research outputs. In this study, 
peer-reviewed research outputs were given priority. This is to ensure that the findings 
of the research outputs are verified and validated based on expert knowledge in the
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Fig. 3 The framework for 
the inclusion and exclusion 
articles 

field of study. The framework for the inclusion and exclusion articles is presented in 
Fig. 3. 

3 Results 

The following section presents the opportunities for Additive Manufacturing in 
transport equipment manufacturing. 

3.1 Development of Additive Manufacturing Based Hybrid 
Metal/Polymer Structures 

The transport equipment manufacturing industry has a high demand for parts with 
increased functionality, high strength, lightweight, good fatigue and corrosion-
resistant properties [11]. To attain more benefits in a single component, it may be 
necessary to combine different materials with required properties on different regions 
of a component [12]. Metals and polymers are the most widely used materials in 
engineering, if they are both used to produce a component, they can provide added 
functionality and superior properties [13]. Traditionally, only a few methods such as 
mechanical fastening and adhesive bonding were explored. However, these methods 
have limitations such as low geometric design flexibility and lengthy assembly 
time [14]. Alternatively, AM provides an opportunity for producing multi-material 
components with customized geometry and tailored material properties at different 
locations. Consequently, providing tailored functionality.
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3.2 Developing New Materials by Combining Ceramic 
and Metal Powders for Improved Hardness 
and Toughness 

Mixing of standard metal powders (e.g. cold-work steel) with ceramic powders 
is necessary to improve metallurgical characteristics or to add special features to 
parts (new high-performance materials) [15]. The combination of ceramic and metal 
powders (known as metal matrix components MMC) can also improve hardness 
and toughness to critical parts [16]. Furthermore, the metal matrix components are 
known for high wear resistance, chemical stability and high thermal performance 
[15]. However, it is difficult to process these materials using conventional processes 
due to high costs and energy consumption. Powder-bed AM processes have shown 
great potential in the processing of these materials due to the high-energy laser or 
electron beam [17]. However, there is limited information in literature on the devel-
opment of the matrix components and optimization of the process parameters to 
produce parts with the required quality. 

3.3 Investigating High Strength Alloys for Producing Parts 
with Superior Properties for Aerospace and Automotive 
Applications 

Some aerospace and automobile applications require materials with high strength to 
weight ratio, corrosion and fatigue resistance. Materials such as titanium, aluminum 
and nickel-based alloys (Ti6Al4V, AlSi10Mg, Ni-Alloy 625) provide opportunities 
for producing components with the above-mentioned characteristics [18–20]. Most 
of the high-strength alloys are brittle and often prone to residual stresses when build 
additively, causing the formation of cracks and distortions [18]. Thus, it is necessary 
to optimize process parameters to produce parts with improved quality, superior 
properties and improved functionality. 

3.4 Additive Manufacturing as an Enabling Technology 
for Producing Spare Parts for the Transport Equipment 
Manufacturing Industry 

It is difficult to manage the supply of spare parts because of the uncertainty and 
change in demand. Most companies keep high levels of spare parts inventory, which 
is costly [21]. On the other hand, AM can be used to optimize the management of 
spare parts by producing them when needed. This allows for a cost-effective supply 
of metal and plastic parts when required [22]. Thus, spare parts can be provided
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fast and reliable, on-site, leading to savings in inventory costs and reducing the lead 
time for obtaining parts. At the same time, logistics efforts and cost can be reduced 
by shifting from a make-to-stock to a make-to-order approach while maintaining 
or even improving lead times [23]. This also leads to a reduced risk of production 
downtimes. 

3.5 Developing Automated Decision Support Systems 
for Qualifying Parts for Additive Manufacturing 

Additive manufacturing has provided opportunities to designers and manufacturers 
such as freedom of design and shorter process chains [24]. Also, the AM technology 
allows for parts to be produced without the need for tooling. Furthermore, parts 
produced using AM have been shown to have mechanical properties comparable to 
those produced conventionally [24]. However, many companies have not yet fully 
adopted this technology because they do not have the expertise needed to select 
parts that are suitable for AM application [25]. This is one of the major challenges 
prohibiting the wide application of AM technology. For a part to be qualified for AM 
application many issues such as geometry, technical limitations of the AM process, 
economic and societal implications must be considered [25, 26]. Thus, there is a 
need for automatic decision support systems for qualifying parts for AM application 
in the transport industry. 

3.6 Integration of Sensors in Additive Manufactured 
Components for Smart Manufacturing Applications 

Some transport equipment parts are required to operate under specific conditions such 
as temperature and moisture [27]. Very often, failure to meet the required conditions 
can degrade the performance of the system and impose risks of failures and severe 
consequences. To perform reliably under these harsh conditions, the materials and 
components need to be properly monitored and the systems need to be optimally 
controlled. However, most existing sensing technologies are insufficient to work 
reliably under these harsh conditions. On the other hand, Additive Manufacturing 
methods such as Selective Laser Melting (SLM) allow for the integration of sensors 
inside selected production tools and equipment to allow for intelligent, self-adjusting 
processes [28]. The sensor systems can be integrated in areas where machining and 
other manufacturing processes are reaching their limits. Sensor systems combined 
with intelligent feedback control systems in production components will allow for 
process stability, improved part quality and energy efficiency [29].
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3.7 Development of Flexible Modular Tooling Systems Based 
on Additive Manufacturing 

The designs of vehicles are consistently changing and the same applies to the parts. 
Hence, the production tools should have increased flexibility to adapt to market 
requirements. Modular tools allow for a variety of parts to be produced faster 
at reduced costs [30]. Additive manufacturing provides opportunities to produce 
complex tool modules due to its flexibility [31]. Accordingly, there is a need for 
further research on the development of modular concepts for moulds and dies using 
AM as an enabling technology. This includes introducing inserts and modules to 
different regions on the mould/die with specific properties. 

3.8 Challenges Associated with Different AM Technologies 

Fused Deposition Modelling (FDM) is the most common AM process because of its 
cost-effectiveness and ease of use. However, the challenge with the process is the 
poor surface quality due to the filament striation [32]. Secondly, FDM parts have 
limited mechanical strength caused by inconsistent adhesion of filament layers [33]. 
Steriolithography (SLA) is also a common and cost-effective AM process. Some 
of the challenges of SLA include limited material application and poor mechanical 
properties [34, 35]. Also, it is challenging to remove resins from parts with fine 
details [36]. Selective Laser Sintering (SLS) uses a high-powered laser to selec-
tively sinter powdered material. The major challenge with SLS parts is porosity, this 
compromises the mechanical properties of produced parts [37]. There is a need for 
further research on new high-performance materials for improved mechanical prop-
erties [38]. Selective Laser Melting (SLM) is one of the most common AM metallic 
processes. However, the cost of equipment is still high and the process is prone to 
thermal stresses which can lead to dimensional inaccuracy and failure of parts [39, 
40]. Also, the use of support material increases the post-processing requirements, 
making the process costly [41]. Material application is still limited and it is necessary 
to explore new materials [24]. Regarding polymer jetting, there is a need for further 
research on post-processing to improve the quality of parts [42]. Also, information 
on the design of parts for Material Jetting is still limited [43]. 

4 Conclusions 

The paper aimed to reveal AM research opportunities for the transport-manufacturing 
sector. To achieve this aim a systematic literature review was conducted together with 
a detailed analysis of industry needs. The first section of the paper explains the need 
for SA to embrace AM in transport manufacturing. In South Africa, the transport
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sector mainly relies on importing parts from other countries. Studies have shown 
that AM is an enabling technology for increasing local production of parts due to 
its design freedom. The second section of the paper explains the method used in the 
study. A literature review was conducted to identify potential areas of AM application 
in accordance with the need of the industry. The third section of the paper provides an 
outline of the opportunities and challenges associated with AM technologies. Based 
on the study, the following conclusive remarks are derived.

• There is a need for further research in developing materials with lightweight and 
high strength properties, which meet the requirements of the transport industry. 
This will contribute towards the reduction of carbon emissions while improving 
the efficiency of vehicles. Typical examples of such materials include composites 
and high-strength alloys.

• There is a need for decision support systems to guide in the selection of suitable 
parts for AM selection depending on the technical limitation of the technology 
and product characteristics. Much of the application was mainly in the aerospace 
sector and there is limited information on the rail and marine industries

• AM also provides opportunities for manufacturing parts with special features to 
enhance functionality. This includes flexible modular tools to increase part variety 
in transport manufacturing. Sensors can be incorporated into components to allow 
the parts to function within the required conditions. 
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Dimensional Stability of Mineral Cast 
for Precision Machinery 

Eduard Relea, Lukas Weiss, and Konrad Wegener 

Abstract Precision machinery employs a variety of materials for their structures: 
cast iron, welded steel, natural stone, ultra-high performance concrete (UHPC), and 
mineral cast (MC). Mineral cast is a composite material with an epoxy matrix and 
various aggregates as a filler, and has been successfully employed for precision 
machinery structures for over 30 years. For this work, mineral cast specimens were 
tested by completely immersing them in fluids, so that the conditions to which mineral 
cast is exposed during the operating conditions of the precision machinery can be 
simulated. Test specimens with standard dimensions of 80 × 80 × 400 mm were 
first immersed in demineralized water or grinding oil for 900 h and then dried for 
800 h in a climate test chamber at constant ambient conditions of 20 °C and 50% 
air relative humidity. The change in length of the mineral cast specimens during 
the drying period was recorded. The shrinkage of the samples was measured by the 
difference in the length of the samples before and after the drying process. The water 
and grinding oil soaking tests show that their influence must be considered in case 
of high-precision applications, as their effects could be directly comparable to minor 
thermal variations. 
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1 Introduction 

The structures of precision machinery (PMs), typically embodied as columns and 
beds, as shown in Fig. 1, have the task to guarantee the correct geometry of the 
machine elements under static, dynamic, and thermo-mechanical loads, as well as 
media exposure, hence they are fundamental components for the accuracy of the 
whole machine. The long-term stability of the employed materials for PM is a crucial 
matter in machinery design, as precision machinery is intended to be operated over 
an extensive period of time in the regime of some tens of thousands hours [2]. 
Materials commonly employed for precision machinery structures are welded steel, 
cast iron, mineral cast (MC), and, occasionally granite or ultra-high performance 
concrete (UHPC). The main physical properties of these materials are given in Table 
1. Each of these materials offers a number of distinct properties, each with their own 
set of properties, some beneficial with others presenting drawbacks, which makes 
them desirable for a diverse range of applications. PM demands high stiffness and 
moderate strength, which leads to design for stiffness [3]. This means that on one 
hand, stresses are low, far below the strength of the materials, but on the other hand 
precision machinery requires stability in the micrometer range under loads and for 
a time span of decades, therefore even minor deformation, for instance due to creep 
can cause a problem [4]. The materials must be able to maintain their properties 
for the entire duration that the PM is intended to be employed for, so any type of 
interference must be minimized. The machine tool industry requires high control on 
the geometrical and dimensional stability of the machine structure in order to ensure 
the manufacture of precise and accurate parts in the micrometer range. This means 
that even the smallest deviation from the nominal values of the precision machinery 
can result in unacceptable part deviations [5]. 

Fig. 1 Machine tool 
structure of a 
5-axis-machining center [1]
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Table 1 Material properties of typically employed materials for precision machinery structures 

Property [Unit] Mineral cast Welded steel Cast iron Granite UHPC 

Density [kg/m3] 2400 7800 7200 2900 2450 

Elastic modulus [GPa] 41 210 110 55 45 

Tensile strength [MPa] 14 400 200 39 8 

Compressive strength [MPa] 105 450 640 150 130 

Thermal conductivity [W/m·K] 3 50 45 3 2 

Specific heat capacity [kJ/kg·K] 0.73 0.5 0.46 0.79 0.75 

Thermal expansion coefficient [µm/m 
K] 

15 12 10 6 11 

Poisson ratio 0.25 0.3 0.26 0.25 0.21 

2 State of the Art 

Mineral cast (MC) is a material that consists of washed and dried selected rock 
aggregates of selected sizes, fillers, sand, called the filler, and a resin binder as matrix. 
The most commonly employed resins are epoxies. Compared to methacrylate resins 
and unsaturated polyester resins, they show less volume shrinkage, a longer pot 
life, and high long-term stability. Moreover, according to [6], the binder between 
the mineral components also acts as a lubricant during processing. The greater the 
proportion of binding agent, the better the flowability of the mineral casting becomes, 
and the easier it is to cast. However, due to the aforementioned stiffness-driven design, 
a high volume ratio of the filler to the binder of 9:1 or above is targeted, since the 
Young’s modulus of the resin is one to two orders of magnitude lower than that of the 
filler, and it is also the most expensive component. Since the mineral cast properties 
are determined by the properties of the fillers and the recipe, i.e. the proportions of 
fillers and resin, there are specific requirements for their density, the coefficient of 
thermal expansion and thermal conductivity, the tensile and compressive strength, 
and the modulus of elasticity (Fig. 2).

Mineral cast is a cold cast that takes place in molds that can be made of wood, 
plastic, or steel, depending on the desired final part tolerances, as well as the total 
production numbers. During the casting process, the mold is shaken to aggregate, 
compact and vent the mixture, so that the air inclusions can be reduced to less 
than 1% in volume. The cold casting process allows the direct integration of anchor 
bolts, tubing for hydraulics, wiring, tanks, and hollow bodies [7]. Mineral cast relies 
upon short lead-time, flexibility and industrially controlled and repeatable material 
properties. Thermally stable MC machine structures can be manufactured, as this 
material offers high heat capacity, combined with low heat conductivity. Furthermore, 
it possesses a moderate thermal expansion coefficient, comparatively to alternatively 
employed PM materials, as shown in Table 1. Erbe et al.  [8] performed experimental 
tests to determine the tensile and compressive strength of mineral cast, while the 
Young’s Modulus and Poisson coefficient were investigated by Kepczak et al. [9].
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Fig. 2 Broken mineral cast 
specimen cross section

Schulz et al. [10] concluded that the ultimate fatigue strength of mineral cast with 
a filler material of quartz with a particle size of 0–8 mm and 7 wt% epoxy resin is 
5 MPa. The fracture and shape change of mineral cast was experimentally studied by 
Dey et al. [11] with three different resins, who obtained the best results with an epoxy 
resin binder. With regard to creep, when mineral cast is subject to compressive loads 
greater than 20% of its nominal compressive strength, creep in the sub micrometer-
range may occur at room temperature, as shown by [12]. The damping properties of 
mineral cast were studied by [13] showing that the logarithmic decrement of mineral 
cast is ten times higher than that of cast iron. With regard to the dimensional stability 
of PM materials, according to [14], when natural stone and granite are exposed to 
water or high air relative humidity, and successively dried, the contraction due to 
water soaking is greater than after exposure to high relative humidity air. However, 
with regard to studies of mineral cast exposure to media commonly encountered in 
precision machinery, like water or grinding oil, the literature shows a gap. 

3 Experimental Study 

For this work, comparative experiments were set up to investigate and evaluate 
the influence of water and grinding oil on the dimensional stability behavior of 
mineral cast. As shown in Fig. 4, the specimens were immersed in demineral-
ized water or grinding oil for 900 h, then dried in a climate chamber for 800 h 
at 50% relative humidity air and constant temperature of 20 °C. The employed
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SintoGrind TTS grinding oil is a high-performance cooling lubricant formulated 
from synthetically produced polyalphaolefin (PAO) based fluid of the manufac-
turer Oelheld. This product is free of chlorine and heavy metals, possesses no 
hazardous elements, and exhibits stable viscosity at different temperatures. The preci-
sion machinery structures are typically primed, then painted; therefore, the influence 
of the primer and paint acting as a barrier to water absorption was also investigated. 
The EFDEDUR UR1916M primer and the EFDEDUR GS9141H paint from the 
manufacturer FreiLacke both employ an isocyanate crosslinkable polyacrylate resin, 
which is compatible with the utilized epoxy resin of the MC specimens. The change 
in length for two specimens for each sample type were measured during drying, as 
shown in Fig.  3, in order to cross check the results between them and the shrinking 
results were recorded and compared. 

Fig. 3 Mineral cast 
specimens 

Fig. 4 Instance of a 
specimen water and grinding 
oil exposure
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Table 2 List of tested 
specimens 

Name of the 
specimen 

Coating type Water testing Grinding oil 
testing 

MC_steel_1 Stainless steel 
sheets 

X 

MC_steel_2 Stainless steel 
sheets 

X 

MC_raw_1 No coating X 

MC_raw_2 No coating X 

MC_raw_3 No coating X 

MC_raw_4 No coating X 

MC_primer_1 Paint primer X 

MC_primer_2 Paint primer X 

MC_primer_3 Paint primer X 

MC_primer_4 Paint primer X 

MC_paint_1 Paint X 

MC_paint_2 Paint X 

MC_paint_3 Paint X 

MC_paint_4 Paint X 

3.1 Specimen Description 

The tests were performed on specimens measuring 400 mm in length, with a cross 
section of 80 × 80 mm. The guided minimum wall thickness was fivefold the size of 
the largest aggregate used in the mineral cast mixture, which is 16 mm, as shown in 
Fig. 2. This size relation of the cross section was chosen based on the mineral cast 
manufacturers’ recommendation for the minimum wall thickness of mineral cast for 
precision machinery structures that still fully guarantees the physical properties of 
the specification sheet. Despite its price disadvantage, epoxy resin was employed as 
binder for the mineral cast mixture, as literature [12] shows that it offers the best 
physical properties, so inferior technical performance would not be acceptable in the 
case of precision machinery structures. 

Besides the raw mineral cast specimens, three other specimens with different 
coatings were tested, as listed in Table 2, and shown in Fig. 3. Two stainless steel 
shielded specimens were used as reference, as stainless steel is inert and impenetrable 
to water and grinding oil. 

3.2 Test Rig 

The goal of the experiment is the change of dimension of the different specimens, 
when exposed to the fluids. From the experimentation point of view, it is easier
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Fig. 5 Invar test stand for 
length variation 
measurements 

to measure the shrinkage upon re-drying than the expansion due to fluid soaking. 
Therefore, after 900 h exposure to demineralized water or grinding oil, the shrinking 
measurements were performed in a specifically designed test bench, shown in Fig. 5, 
over the course of 800 h drying. 

The specimens were positioned statically determined on three spheres, and their 
length variation was recorded by a length gauge positioned on Invar rods in order to 
exclude any potential thermal influences. 

3.3 Sensors 

The employed linear sensors to record the length variation of the specimens over 
time were the ST 1280 from Heidenhain Germany, shown in Fig. 6a. These sensors 
have a range uncertainty of <0.3 µm, and a repeatability of 0.25 µm. Due to the 
Invar construction the sensors can guarantee their small measuring uncertainty over 
a relatively wide temperature range of 10–40 °C. Finally, the temperature during the 
test was recorded with an analog temperature sensor with an uncertainty of ± 0.1 °C, 
shown in Fig. 6b. 

Fig. 6 Displacement (a) and  
temperature (b) sensors
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3.4 Water Exposure Measurements 

An expansion of the specimens is expected to occur when they are soaked in water if 
no barrier impedes it, with subsequent contraction during drying at 20 °C and 50% 
relative humidity air exposure. 

Due to technical limitations, the length expansion could not be recorded in water. 
Thus, the specimens were soaked in demineralized water for 900 h, after which 
they were placed for 800 h in the test rig visible in Fig. 7, in order to quantify the 
contraction of the material. As expected, the stainless steel shielded mineral cast 
specimens utilized as references showed almost zero length variation after spending 
900 h exposed to demineralized water, as shown in Fig. 8. According to [15], water 
makes its way into the material through capillary action, and, if the pore walls impede 
water from expanding, pressures up to 70 bars can build up and exert against the pore 
walls. 

The raw mineral cast specimens showed a considerable length variation of 7 µm 
during the drying, as shown in Fig. 9.

The primed MC specimens showed a quarter of the length variation compared to 
the raw MC specimens, while it resulted that the paint on top of the primer made

Fig. 7 Drying of the water 
exposed specimens in the 
climate chamber
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Fig. 8 Linear shrinkage during drying of stainless steel clad MC specimens exposed to water

Fig. 9 Linear shrinkage during drying of raw MC specimens exposed to water

matters worse by trapping the water inside the MC, as listed in Table 3 (Figs. 10 and 
11).

3.5 Grinding Oil Exposure Measurements 

Just like for the water tests, the same procedure was followed also for the grinding 
oil exposed specimens (Fig. 12).

The raw specimens, when exposed to grinding oil, showed a length variation of 
2 µm, which is comparable to that of the primed specimens, as shown in Figs. 13 
and 14.
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Table 3 Results for the 
tested specimens in 
demineralized water 

Specimen name Length variation after 
800 h [µm] 

Standard deviation 
[µm] 

MC_steel_1 −0.2 0 

MC_steel_2 −0.2 

MC_raw_1 −7.3 0.25 

MC_raw_2 −7.8 

MC_primer_1 −1.3 0.2 

MC_primer_2 −1.7 

MC_paint_1 −5.1 0.1 

MC_paint_2 −4.9 

Fig. 10 Linear shrinkage during drying of primed MC specimens exposed to water 

Fig. 11 Linear shrinkage during drying of painted MC specimens exposed to water
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Fig. 12 Drying of the 
grinding oil exposed 
specimens in the climate 
chamber

Fig. 13 Linear shrinkage during drying of raw MC specimens exposed to grinding oil
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Fig. 14 Linear shrinkage during drying of primed MC specimens exposed to grinding oil 

Fig. 15 Linear shrinkage during drying of painted MC specimens exposed to grinding oil

The primed and painted specimens showed a stronger length variation, than that 
of the primed only specimens. Although less marked, this had also occurred for the 
water exposed specimens. This would suggest that the paint acts as an exit barrier 
for the water and oil (Fig. 15, Table 4). 

4 Conclusion and Outlook 

This paper reports on the dimensional changes of raw mineral cast, and three alter-
native coatings, when exposed to common MT media conditions, like water or 
grinding oil. This allowed carrying out a direct comparison between these materials, 
as the experiment was performed concurrently under the exact same conditions. The
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Table 4 Results for the 
tested specimens in grinding 
oil 

Specimen name Length variation after 
800 h [µm] 

Standard deviation 
[µm] 

MC_raw_3 −1.8 0.2 

MC_raw_4 −2.2 

MC_primer_3 −1.6 0.1 

MC_primer_4 −1.4 

MC_paint_3 −2.0 0.3 

MC_paint_4 −2.6

employed test bench was outlined, as well as each of the examined specimens. The 
water and grinding oil soaking tests carried out in Sects. 3.4 and 3.5 show that their 
influence must be considered in case of high-precision applications, as their effects 
could be directly comparable to minor thermal variations. Raw mineral cast showed 
large length variations due to the missing entry barrier to water or grinding oil. The 
difference between length variations caused by water and grinding oil in raw MC 
specimens, however, is three times larger, while in the case of painted specimens 
this was reduced to two fold, suggesting from both cases that water has strong capil-
lary effects. For the primer-coated specimens this difference was negligible, while the 
paint coating had a worsening impact in both cases. Although the performed tests and 
analysis were only done at macroscopic level, this allows for suggesting appropriate 
countermeasures to reduce this effect in precision machinery. The measurement of 
length variation during the exposure to water and grinding oil in an apt measurement 
setup would allow quantifying the direct impact of media exposure in the first place, 
and compare consequently to the drying in the climate chamber. This would give an 
insight on the reversibility of the process. 
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Effect of Mercerization on Coconut Fiber 
Surface Condition for Use in Natural 
Fiber-Reinforced Polymer Composites 

S. P. Simelane and D. M. Madyira 

Abstract The usage of natural fibers requires that they should be pretreated in prepa-
ration for their application as reinforcement in Natural Fiber-Reinforced polymer 
composites. The treatment modifies the fiber surface to improve bonding between the 
fibers and the polymer matrix. This paper reports on the effects of sodium hydroxide 
(NaOH) treatment on the surface of coconut fibers. The fibers were subjected to 5, 10, 
15 and 20% NaOH concentrations and soaked for 4 hours. They were then thoroughly 
rinsed and allowed to dry in open air for 7 days after which they were dried in an oven 
for 30 min. Untreated and treated coconut fibers were observed under the Scanning 
Electron Microscope. It was noted that each of the NaOH concentrations modified 
the surface morphology of the fibers differently. The resultant colour of the treated 
fibers was seen to get darker as the solution concentration increased. The increase in 
alkali concentration striped the surface of more constituents, thus exposing not only 
the microfibrils, but also “pits” and other surface components, rendering the fiber 
surface coarse. This would promote improved bonding within a composite material. 

Keywords Coconut fiber · Surface treatment · Sodium hydroxide 

1 Introduction 

The recent pronouncements on global warming and climate change and the need 
to pursue sustainability in human development can no longer be ignored. The use 
of environmentally-friendly materials, products and processes will not only help in 
reducing the negative impact of non-degradable materials and pollution generating
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activities associated with petroleum-based products. It may well contribute to job 
creation and a better use of the natural resources [1]. Conventional materials such 
as metals were replaced by polymers, not because the polymers were cleaner or 
‘greener’, but because they could be easily processed. Productivity of polymer prod-
ucts was also high with reduced costs [2]. To enhance the performance of these 
polymers, fibers were used as reinforcements, thus meeting the demand for high 
strength-to-weight ratio. Other desirable properties were that the material could be 
lightweight, low density, and of high specific stiffness, high tensile strength, as well 
as high modulus [2–4]. However, the continued use of synthetic materials such as 
carbon, glass and other reinforcements for polymers, with their inherent problems 
of waste disposal, led to significant interest in natural biodegradable materials. This 
interest was enhanced by environmental consciousness and the need to recycle and 
reuse. The result was the incorporation of natural fibers as reinforcement in composite 
materials. 

Current and potential applications of coir and other natural fibers were explored 
and reported on by various researchers. Hasan et al. [5] presented a comprehensive 
review of the latest developments in coir fiber biocomposites. They also conducted 
a SWOT (Strength, Weaknesses, Opportunities and Threats) analysis of coir fibers 
and their composites. Among other conclusions, they contend that the challenging 
problem of voids in the fabrication of NFRC could be reduced by the pretreatment 
of natural fibers, and this study was also motivated by this contention. Akampumuza 
et al. [6] gave an account of how the automobile industry has become part of the 
biomaterial industry [6]. Apart from the natural fiber-based products that are depicted 
in Fig. 1, sporting goods, furniture and aerospace items such as wings and tails 
can also benefit from coconut fibers [5]. This research intends to be part of these 
developments. 

Fig. 1 Application of NFRC 
on Mercedes Benz E-class 
components, ranging from 
floor mats to door panels [2]
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Much has been reported on the subject of natural fiber reinforced composites 
(NFRC) [2–4], and the fibers are fairly well classified in terms of origin, morpholog-
ical structure, chemical composition as well as physical and mechanical properties 
[7–9]. The mechanical behaviour of fiber-reinforced composites and the interaction 
between the fibers and the matrix into which they are embedded, have also been 
extensively studied [10]. However, there is still a need to improve the performance 
of natural fibers and the adhesion between the hydrophobic (water rejecting) polymer 
and the hydrophilic (water absorbing) fibres. Tajvidi et al. [11] conceded that ‘the 
development of a definitive theory for the mechanism of bonding by coupling agents 
in composites is a complex problem’. They also point out that it is necessary to 
consider the ‘morphology of the interphase, the acid-based reaction at the interface, 
surface energy, and the wetting phenomenon’. 

Among the natural fibers that have shown significant potential and continue to 
do so, are coconut fibers or coir fibers. They are readily available and have unique 
properties and unusually high lignin content, up to about 46% [7, 8]. They also 
have high durability, and can withstand environmental degradation such as rotting, 
moth and fungal attack [7]. For these reasons, coconut by-products are amongst the 
preferred natural resources for various conventional and new applications, including 
as reinforcement in polymer composites [5]. 

Coconut fibers, which are extracted from coconut husks (Fig. 2) by retting and/or 
mechanical extraction such as decortication, are said to contain mainly lignin, which 
is a complex organic polymer that is deposited in the fibre walls. This makes them 
rigid and woody. They also contain hemicellulose, which is any of a group of complex 
carbohydrates that surround the cellulosic fibres of plant cells. Other examples of 
carbohydrates that also surround the cellulose are pectins. So coconut fibers are said 
to be made of cellulose. Cellulose consists of very long unbranched fibrils composed 
exclusively of glucose, held together by hydrogen bonding [12]. These and other 
substances are the target of this study on natural fiber treatment. 

Figure 2 depicts a coconut (a) from which the fibers are extracted from the outer 
husk and (b) the extracted fibres. The outer husk is found between the hard internal 
shell and the outer skin.

Fig. 2 Images of the parts of a coconut (a) and extracted coir fibers (b) [12] 
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Table 1 Chemical 
composition of coir fibers 
[13] 

Item Percentage 

Water soluble 5.25 

Pectin and related compounds 3.00 

Hemicellulose 0.25 

Lignin 45.84 

Cellulose 43.44 

Ash 2.22 

Table 1 lists the chemical components of a typical coconut fiber, and it is noted 
that these values vary according to the conditions under which the coconuts were 
grown and how the tests were conducted [13]. 

Like most if not all natural fibers, coconut fibers have inherent drawbacks such as 
low or poor resistance to moisture. There is also poor interfacial interaction between 
the fibers and the matrix. To overcome these challenges, various methods of modifi-
cation have been practiced and are still the subject of most research in NFRC [12, 14]. 
Ahmad et al.[9] gave a comprehensible account of the two main methods of modi-
fying the surface of the plant fibres for better interaction with a matrix substance. 
These are physical treatments which improve the mechanical properties such as 
strength, modulus and elongation of the fibers, and chemical treatments which are 
meant to result in improved contact between the fiber and the matrix. A third method, 
the physicochemical treatment, is a combination of physical and chemical treatment. 
It produces clean and fine natural fibres or fibrils with high cellulose content [9]. 

Alkaline treatment or mercerization is one of the popular chemical treatment 
methods and it was the subject of this study. It was chosen because of the ease with 
which it can be applied and more understanding of the method has been gained over 
time. This treatment uses NaOH to remove lignin, wax and other impurities, and 
also shatters the hydrogen bonds, thus changing the topology of the fiber surface and 
promoting roughness [10]. 

NaOH, with which the coir fibers were treated, is a waxy, opaque and corro-
sive inorganic compound that contains sodium cations (Na+ ) and hydroxide anions 
(OH-). It is a colourless crystalline solid that is highly soluble in water. It is used on 
a day-to-day basis to manufacture many products such as wood and paper products, 
aluminium, commercial drain and oven cleaners, as well as soap and detergents. Nam 
et al. [15] describe the reaction of sodium hydroxide with coir as: 

Coir − OH + NaOH → Coir − O− − Na+ + H2O 

This reaction means that sodium hydroxide promotes the formation of ions or the 
ionization of the hydroxyl group to the alkoxide, thus disrupting the hydrogen bonds 
in the network structure of the fiber and the surface becomes rougher.
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To understand the interaction between the natural fibers and the polymer matrix, 
it is important first of all to understand the morphology of untreated fibers and later 
that of treated fibers. The aim is to influence the performance of natural fibers and 
thus the interface between the fibers and the polymer. The objective of this study was 
to investigate the surface structure of coir fiber before and after NaOH treatment and 
the aim is to contribute to the understanding of the effects of surface treatment on 
natural fibers. 

2 Materials and Method 

Coconut fibers were obtained from the Coir Institute of South Africa, in Sandton, 
Johannesburg. In this study, coir fibers were subjected to varying concentration levels 
of NaOH while maintaining the same duration of exposure, so as to obtain the 
optimum treatment regime in the coir fibers. The aim was to observe the morpholog-
ical and/or structural changes that alkaline-based immersion induce on the coir fiber 
surface. Only visual observations and SEM analysis were made in terms of colour 
changes and surface topology. A comparison was made with published literature and 
untreated fibers. 

The coconut fibres were washed thoroughly with deionised water to remove any 
dust and loose particles from the surface and dried in open air for 7 days. A small 
sample was then placed on the SEM stub, and a graphite rod was sharpened into a 
smaller diameter to allow it to obtain high current density with high enough temper-
ature to achieve evaporation. The sample was then placed inside a Q150T∊ Quorum 
sputter coater and coated with graphite for 10 min and the result was a sputter film 
in the range of 2–20 nm. This was done to provide an electrically conductive thin 
film which could also represent the surface topology of the coconut fibre. 

The untreated coir sample was then placed inside the Vega 3 Tescan XMU Scan-
ning Electron Microscope at about 10 kV. The working distances (WD) ranged from 
13.52 mm at 55 × magnification and 1 μm scale, to 13.03 mm at 2000 × magnifica-
tion and 20 μm scale respectively. However, only three of the images were discussed 
in this report together with the treated fiber images. 

Table 2 outlines the masses of both the fibers and the NaOH (in brackets) as 
measured using the OHAUS Pioneer™ Balance. The values in brackets are precisely 
what was used in 500 mL of deionised water because the removal or addition of a 
single pellet could not give the exact values of 25 g, or 50 g, and so on. The fibers 
were immersed in 500 mL beakers for 4 h in the 5%, 10%, 15%, 20% (w/v) NaOH 
respectively and washed several times with water. The final wash was with deionised 
water to remove any NaOH sticking to the fibre surface. The fibers were then dried 
in open air for 7 days.

The treated fibers were taken to another laboratory where a Quorum Q300T ES 
sputter coater was used. The whole process from creating a vacuum in the chamber
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Table 2 Sodium hydroxide 
solution preparation 

Sodium hydroxide (NaOH) Mass of NaOH 

Untreated 

5% 25 g (25.094 g) 

10% 50 g (50.089 g) 

15% 75 g (75.001 g) 

20% 100 g (100.026)

until coating took about 10 min, and the thickness of the film was about 200 nm. 
Again a TESCAN VEGA 3 Scanning Electron Microscope was used. 

The geometric features that were studied on the fiber surfaces, including the effects 
of treatment on the fiber diameter, were, for reasonable accuracy, measured using 
the open source ImageJ software. For the untreated and treated fibers, the known 
distance of 100 μm as found on the SEM image sheet was used as the basis for the 
conversion of pixels into metric measurements. 

3 Results and Discussion 

3.1 Surface Topology of Untreated Fibers 

Figure 3 shows images of the Scanning Electron Microscope at 503 × magnification, 
1000 × magnification and 2000 × magnification of the untreated fibers, respectively. 
The measured mean diameter using ImageJ was found to be 216.314 μm. The unit 
cells that make up the coir surface are seen to be running almost in a parallel orien-
tation. They have an average diameter of 8.2 μm. There are also small protrusions 
in-between these longitudinal unit cells. Higher magnification of 1000 × reveals 
that the overall surface is fairly smooth and the spaces between the cells is filled by 
lignin and the fatty substances that constitute the untreated coir surface. This was 
also observed by Bismarck et al. [16].

Figure 3c at even higher magnification of 2000 × shows globular protrusions 
or patches and cuticles [17]. Mulinari et al. [18] attribute these patches to the 
high amounts of debris that are stuck to the surface of the fibers and result from 
non-cellulosic material coating [19]. Carvalho et al. [20] also observed a “layer 
of oils, waxes and extractives”, part of what constitutes the lignocellulosic fiber. 
Surface treatment is meant to deal with these layers by removing wax, pectin, lignin, 
hemicellulose as well as other impurities [9, 18, 21]. 

What follows is a discussion on the observations made. The high concentration 
of NaOH resulting in the removal of more lignin and non-cellulosic material does
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Fig. 3 SEM micrograph of untreated coir fiber: a 503 × magnification; b 1000 × magnification 
and c 2000 × magnification

not mean a lighter fiber upon rinsing. The colour of solution that is left in the beaker 
is directly proportional to the fiber that is taken out and washed. 

3.2 Visual Appearance Observation 

The changes in colour experienced by the coir fiber can easily be visualised as the 
NaOH concentration levels increase. The fiber that is treated with 5% NaOH is not 
too different from the untreated fiber, but the texture has changed such that the fibers 
start assuming a somewhat curly and springy posture. The treatment solution has 
nonetheless started to change colour. It was also reported by Asasutjarit et al. [22] 
that NaOH treatment of between 2 and 6% does not have a significant effect on the 
colour changes in fibers. As the percentage is increased to 10%, 15% and finally 
to 20%, the colour darkens, becoming reddish brown, then brown colour dominates 
until it is dark brown/deep red and shiny as shown in Fig. 4. This is attributed to 
the removal of lignin and other non-cellulosic material. While this is true for coir 
fiber, other researchers have reported the opposite effect as the NaOH concentration 
is increased beyond 5% for other natural fibers. In this instance the fibers become 
lighter and rougher [22].

3.3 Surface Topology SEM 

The inspection of the treated coir fiber under the SEM reveals the structure and 
morphology of the fibers. The extent to which the lignin and the hemicellulose have 
been removed by the various concentrations of NaOH is also revealed. 

Figure 4 shows the effect of the different NaOH concentrations on the surface of 
the fibers at around 500 × and 1000 × magnification. At 5% treatment the surface 
still shows the remnants of the impurities and debris. It is fairly smooth compared 
to higher alkali treatments, but the pits are starting to show. At 10% the cellulose
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5%  

10% 

15%  

20%  

Fig. 4 Surface morphology of coconut fibers at different NaOH concentrations

microfibrils or Parenchyma cells, which inherently constitute lignocellulose coconut 
fibers, together with globular protrusions [20], are already well-defined. The grooves 
between them are much more pronounced than in 5% treatment. However, some of 
the unit cells are still held together by residual lignin. This indicates that further 
treatment may be needed to allow for more separation of the microfibrils, with the



Effect of Mercerization on Coconut Fiber Surface Condition … 709

possibility of better matrix penetration and better interaction between the fibers and 
the polymer. 

As the NaOH concentration increases to 15%, not only are the microfibrils well 
and truly pronounced, but globular protrusions and “pits” are much more evident. 
The “pits” diameter average about 9.8 μm, slightly beyond the diameter of the 
microfibrils. These “pits” or circular holes are observed to run longitudinally along 
the parenchyma cell. They are exposed as a result of the removal of wax and other 
extractives. The parenchyma cells are used to carry water and nutrients to the different 
points in the plant such as leaves and roots [20]. Rout et al. [23] contend that at 
15% the structure of the lignin is damaged and the carbon chains of the cellulose 
disconnect. We argue that the exposure of “pits” and globular protrusions at this 
concentration means an increase in effective surface area and roughness, and better 
matrix penetration into the fiber. The concequence of this is better bonding between 
the fiber and the polymer matrix. The advantage or otherwise of this observation lies 
in the eventual application of the treated fiber as a reinforcement. This is a subject 
for further studies. 

The alkali that is absorbed by the cellulose in the fiber and the washing and drying 
of the fibers does not change the chemical properties but rather the physical properties 
of the cellulose. However the waxy cuticle layer which is formed by the fatty acids 
and their condensation products gets dissolved and leached out by the alkali. 

Further increase in NaOH concentration to 20% and subsequent removal of the 
lignin and hemicellulose reaches a point where the integrity of the fiber may be 
compromised. No regular pattern on the surface morphology can be seen. The wall 
structure of the fiber seems to disintegrate. However, the increased roughness may 
mean an increase in the effective surface area and improved interaction between the 
fiber and the polymer matrix for which the surface is being prepared. 

For purposes of visual comparison, Fig. 5 shows the progression of the effect of 
alkaline treatment from 5 to 20%. 

Changes in diameter as a result of alkaline treatment, taken at various points 
along the length of the fibers and averaged, are presented in Table 3. It is pointed out 
that, because nature never provides perfectly geometrically similar natural fibers, 
every effort was made to take measurements of nearly similar fibers along corre-
sponding points. For each of the treatment regimes, and the untreated fibers, seven 
samples were used. These samples correspond to the number of mechanical tests that 
were conducted in a separate study to determine the effect of mercerization on the 
mechanical properties of the coir fibers.

5% 10% 20%15% 

Fig. 5 A side by side comparison of the effects of alkalinisation on the coconut fibre surface 
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Table 3 Changes in fiber 
diameter as a result of 
mercerization 

Untreated 216.314 μm 

5% NaOH 209.6 μm 

10% NaOH 184.7 μm 

15% NaOH 230.8 μm 

20% NaOH 193.5 μm 

The observation in Table 3 is that the coir fibers as received from nature are never 
homogeneous, even from the adjacent fibers of the same husk. Also the mercerization 
process does not remove the extractants in a predetermined and regular pattern like 
in mechanical and other industrial processes such as machining. 

An increase in NaOH concentration from 10 to 15% may be expected to result in 
the reduction of the diameter. A diameter of 184.7 μm at 10% and that of 193.5 μm 
at 20% respectively seem odd. This may be the result of the difficulty in manually 
picking geometrically identical fibers. It is argued, and indeed observed under SEM, 
that even a single fiber is not perfectly round along its length. Not all the geometric 
features that constitute the fiber surface occur at regular intervals and in a regular 
pattern. Whilst many researchers reported on selecting natural fibers of the same 
diameter, it was observed that a fairly wide range was put on these sizes, especially 
in procedures that require manual hand-laying. Perhaps this is meant to accommodate 
the irregular topology of these natural fibers. A process and a method of modifying 
and selecting fibers of identical topology may be attempted. One of various physical 
treatment methods referred to in the introduction may be used, but care should be 
taken that they do not offset the cost and time reduction endeavours of using natural 
fibers. Perhaps it should be at the composite fabrication stage that caution is exercised 
in controlling the geometries of the material to suit the intended application, as long 
as the natural fibers are properly and optimally treated. 

4 Conclusion 

It is concluded that: 

• The observation of treated and untreaded fibers under SEM does help in 
identifying the topology of the coir fibers that is affected by NaOH during 
mercerization. 

• The treatment of coconut fiber with NaOH was able to remove waxes and debris 
from the surface of the fiber, thus exposing microfibrils, “pits” and globular 
protrusions. 

• The alkali-treated coconut fibers displayed springiness and a difficulty to be kept 
straight after treatment, as they tend to maintain a twist. This should be borne in 
mind during the fabrication of the composites because there may be issues with 
the desired alignment of the fibers.
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• The resultant colour of the fiber as well as the solution darkened further with 
increased alkaline concentration, which may be an indication of the opposite of 
the bleaching effect in which the removal of a substance from a surface is supposed 
to ‘clean’ that surface. 

• The increases in sodium hydroxide concentration beyond 15% may result in disin-
tegration of the fiber surface. Although the surface roughness is increased, this 
may be detrimental to the strength and integrity of the fiber. 

• Based on the results of the investigation of the effects of alkali treatment on the 
fiber surface from this and other studies from published literature, the optimum 
concentration of NaOH can be determined at the time when the treated fibers are 
used as reinforcement. This can also include the determination of the best possible 
treatment duration, the drying conditions and so on. 

• The removal of the extractants from the coir fiber surface during mercerization 
does not occur with predetermined regularity, even along the length of a single 
fiber. 

5 Recommendations 

It is recommended that: 

• The amount of NaOH concentration be carefully controlled to preserve the 
structural integrity of the coconut fiber. 

• The constituents of the coconut surface fiber be thoroughly examined to determine 
which of the ingredients is dominant in improving the surface roughness during 
treatment and the mechanics thereof, so that a targeted approach can be adopted. 
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Understanding the Structural Integrity 
and Post-processing of L-PBF As-Built 
Ti-6Al-4V Parts: A Literature Review 

W. M. I. Makhetha , G. M. Ter Haar, N. Sacks, and T. H. Becker 

Abstract Despite the exponential increase in research and industrial application 
of laser powder bed fusion (L-PBF), Ti-6Al-4V parts produced still fail to meet 
the structural integrity of most functional requirements in the as-built conditions. 
The major drawbacks are high surface roughness, high residual stresses, marten-
sitic microstructure, high porosity and anisotropic material properties. The draw-
backs are a result of the inherent nature of a typical L-PBF process characterised by 
rapid heating and cooling and line-by-line and layer-by-layer processes. To provide 
more insight and confidence in the L-PBF technology, the causes of these draw-
backs must be carefully investigated. This involves the integration of three factors: 
technology, skills and industry requirements. Currently, such understanding is not 
widely available. The focus is usually separated (on materials and processes or stan-
dardisation and qualification capabilities) instead of being integrated. This paper is 
a two-fold literature review of firstly, the L-PBF output parameters (resultant part 
characteristics), which are critical to the structural integrity of Ti-6Al-4V produced 
by L-PBF and secondly, the potential problem-solving strategies for the martensitic
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microstructure, porosity, residual stresses and surface roughness. The methodology 
used involved a triangulation of the literature followed by an inclusion–exclusion 
criterion of the relevant literature. The outcome of this work was a contribution 
towards a better understanding of the technology to boost the industry confidence in 
additive manufacturing. 

Keywords Laser powder bed fusion · Ti-6Al-4V as-built · Structural integrity 

1 Introduction 

Laser powder bed fusion (L-PBF) is one of many techniques within the canopy of 
additive manufacturing (AM) technologies [1–3]. Broadly defined, these technolo-
gies are used to join material layer-by-layer to make three-dimensional (3D) products 
from computer-aided design (CAD) models [4–7]. In this way, the AM techniques 
remove traditional manufacturing constraints, thereby providing almost unchal-
lenged and sustainable manufacturing capabilities to improve manufacturing effi-
ciency drastically. The interest in optimising metal additive manufacturing (MAM) 
technologies has grown exponentially in recent years [8–17]. A widely reported 
method of classifying MAM techniques puts these techniques into two categories as 
either powder bed fusion (PBF) or direct energy deposition (DED) [18–23]. While 
various materials are being explored for MAM, more research has been conducted 
on titanium alloys. Ti-6Al-4V is popular in medical and aerospace industries due to 
its high specific strength, corrosion resistance and low density (about 4.5 g/cm3), 
among other properties [12, 24, 25]. These combined properties make titanium 
alloys an excellent choice for structural parts in applications such as airframes, aero-
engines and bio-medical devices. Hence, this paper focuses on the laser PBF (L-PBF) 
processing of Ti-6Al-4V material. 

Although parts produced with L-PBF are finding applications in aircraft compo-
nents and medical implants [13, 22, 26–29], there are concerns over the integrity 
of the as-built L-PBF parts [13, 30–35]. Such concerns result from many L-PBF 
process parameters, which can be grouped as powder, laser, and machine-specific 
parameters. The powder parameters are often characterised in terms of particle size, 
shape and flowability [28, 36], which are a direct result of the technique used to 
produce the powder. Some of the common ones include gas atomisation (GA), rotary 
atomisation (RA), plasma atomisation (PA), water atomisation (WA) and plasma 
rotating electrode process (PREP) [37–40]. Nonetheless, metal powders used in L-
PBF are assumed to be nominally spherical and have a particle size distribution 
designed to facilitate good packing behaviour, such that the final manufactured part 
has good mechanical properties and is optimally dense [28]. The main trade-off in 
terms of powder size distribution is the cost of powder production. Smaller powder 
particles may cost more as a feedstock (than a larger size range) due to the cost 
of producing such particles. The laser parameters are often characterised by laser 
velocity, laser power, exposure strategy and spot size [41]. The machine-specific
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parameters are often characterised by building path, layer thickness and system atmo-
sphere [42]. Often, the as-built L-PBF parts do not consistently meet final application 
requirements in aerospace, for instance [31, 32]. 

There have been several approaches towards optimising L-PBF process parame-
ters to improve the as-built attributes of Ti-6Al-4V parts. For instance, better Ti-6Al-
4V part quality has been reported following optimisation of process parameters such 
as layer thickness [43], laser scanning strategies [33], built direction and part orien-
tation [44, 45]. A major research focus has been towards determining the optimal 
laser-power and laser scan speed combination since these two process parameters are 
critical in achieving a stable melt-pool and thereby a dense part. One such combina-
tion was explored in a study by Majumdar et al. [46], who reported that the combi-
nation of high laser scan speed (>1000 mm/s) with low laser power (<120 W) led to 
poor powder consolidation. The authors attributed this to the insufficient supply of 
thermal energy per unit volume. As a result, the authors reported high porosity levels 
(>15%), high roughness, low hardness, and increased susceptibility to corrosion of 
as-built parts. On the other hand, the authors in the same article reported that the 
combination of low laser scan speed (<200 mm/s) and high laser power (>100 W) 
resulted in the supply of excessive thermal energy per unit volume, which in turn 
resulted in increased layer-wise laser penetration depth and keyholing. The authors 
concluded that the combination of intermediate (“balanced”) laser power and laser 
scan speed is key to producing high-density L-PBF as-built Ti-6Al-4V with low 
amounts of evenly distributed pores, low roughness and hardness that is similar to 
conventionally produced Ti-6Al-4V. Other attempts have been made to minimise the 
development of residual stresses in L-PBF parts. For example, Kempen et al. [46] 
used a combination of base-plate heating and optimal process parameters to relieve 
residual stress to a certain degree. Ali et al. [47] also demonstrated a reduction in 
residual stresses development in a study that attributed this effect to the increase 
in the pre-heat temperature of the powder bed, which effectively meant reducing 
the thermal gradients. A different attempt to reduce residual stresses proposed by 
Masoomi et al. [48] in a simulation study showed that a reduction in the build-up of 
residual stresses could be achieved by employing optimised scanning strategies. 

Nonetheless, the improvement of part quality by process parameter optimisation 
alone is not enough for parts to meet the functional requirements of industries such as 
aerospace. For instance, process parameters alone cannot eliminate the characteristic 
rough surface of L-PBF parts [49]. As such, the current work aims to summarise key 
attributes of as-built L-PBF Ti-6Al-4V, which determine structural integrity and 
solutions to common drawbacks of the process. 

2 Approach 

This literature review extracts existing knowledge from the literature to find key areas 
of consensus. The aim is to understand better the links between the process and the 
integrity of the parts produced.
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2.1 Criterion for Selecting the Literature 

The first part of the study was conducted to determine the criterion for selecting 
the literature. This was done through a search from multiple sources, as shown in 
Table 1. 

Following the triangulation, the second part of the methodology was to narrow and 
focus the literature into specific functional attributes. The inclusion/exclusion crite-
rion used is shown schematically in Fig. 1. The criterion follows a standard system-
atic literature inclusion/exclusion criterion which, according to Tranfield et al. [50], 
has been used over three decades to provide evidence-based practices which ensure 
quality and scientific reproducibility in all types of literature survey, irrespective of 
an academic discipline or industry practice. 

The chosen categories in the exclusion/inclusion criterion in Fig. 1 were intended 
to identify correlations in terms of the main structural aspects of the material, such 
as microstructure, porosity residual stress and surface roughness. This was done to 
understand what is known and established from the core contributions, highlight the 
extent to which consensus is shared, and provide a detailed audit trail back to the 
core contributions to justify the links between the correlations. This required the use 
of different databases to include different contributions (published and unpublished

Table 1 Summary of the combination of literature search terms used in the study 

Method of triangulation Examples Comment 

Research giants Journals, authors, research 
institutions and industries 

The primary contributors were 
journal publications, and the 
measure to determine the selected 
journals as giants were based on 
the number of citations, impact 
factor and number of publications 

Publication type Journal articles, reviews, 
conference papers, conference 
review papers, books, Master’s 
and PhD theses 

Original journal articles formed a 
significant part of this work 

Data source Science Direct, Google Scholar 
and Scopus 

These were used as primary data 
sources according to the systematic 
inclusion and exclusion criteria 
shown in Fig. 1 

Search terms Microstructure, porosity, 
residual stresses and surface 
roughness 

The search terms were used in 
combination with the theme 
“L-PBF (SLM) Ti-6Al-4V” and 
screened by title match, which 
resulted in a total of 802 articles, of 
which 150 were selected as eligible 
after full-text assessments and 87 
included in the current paper
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Fig. 1 The inclusion–exclusion criteria of documents used in this study, where “n” stands for the 
number of articles selected

original journal articles, conference proceedings, industry reports, Master’s and Ph.D. 
theses, and academic web portals such as the Stellenbosch University e-library). 

2.2 Limitations of the Methodology 

Following the exclusion/inclusion criterion shown in Fig. 1, the following compli-
cations which let to overlap and repetition of information were identified: 

• Limited results came up under porosity. This was due to porosity being one of 
many defects of the L-PBF process. 

• Limited results came up under surface roughness. This was because the literature 
primarily reports surface roughness under surface morphology, surface chemistry 
or surface effects.
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• Database search outcome was different for L-PBF compared to selective laser 
melting (SLM). This was due to L-PBF being previously referred to as SLM. 
Hence, a more extensive search outcome was seen for SLM. 

3 Summary of Key Literature Findings 

The L-PBF outputs refer to the characteristic aspects of Ti-6Al-4V material in the 
L-PBF as-built condition. The as-built state is typically characterised by martensitic 
microstructure, high porosity, high residual stresses and high surface roughness. The 
relative proportion of these attributes based on publication numbers is shown in 
Fig. 2.

The data are  shown in Fig.  2a only highlights the major contributing journals to 
this study from a minimum of 5 articles. 

3.1 Microstructure 

The as-built microstructure of Ti-6Al-4V produced by L-PBF has been investigated 
widely [32, 51–54]. According to Fig. 2, microstructure accounts for most of the 
published literature on Ti-6Al-4V produced by L-PBF. This is because understanding 
microstructure is fundamental in order to determine the associated mechanical 
behaviour. 

The consensus of more than 90% of the selected studies shows that the microstruc-
ture of L-PBF as-built Ti-6Al-4V is predominantly martensitic, with columnar prior-
β grains, as shown in Fig. 3. The development of this microstructure is commonly 
attributed to a diffusionless transformation due to the fast cooling of the melt pool in 
a typical L-PBF process [32, 55, 56]. The α' laths of the L-PBF as-built Ti-6Al-4V 
microstructure are generally acicular with thicknesses typically ranging between 300 
and 500 nm and are usually within wide and long columnar prior-β grains with the 
mid-length average width of about 103 ± 32 μm [32, 53–55, 57].

As  shown in Table  2, the L-PBF as-built Ti-6Al-4V generally has high UTS 
(>1000 MPa), high YS (>900 MPa) and a low 1(total elongation <8%). The values are 
evidently well above the standard requirements, except for the values of elongation 
and strain to failure. In terms of the influential features, both the α' laths and the 
prior-β grains are important attributes in this type of microstructure. The acicular 
α' structure is responsible for retarding the movement of dislocations and cracks, 
thereby influencing strength associated with this microstructure. At the same time, the 
prior-β grains are responsible for the anisotropic behaviour (in both tensile strength 
and ductility) usually associated with this type of microstructure.
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Fig. 2 Results of search 
terms combinations of 
(a) primary journal sources 
and (b) proportion of 
publications on selected 
attributes for structural 
integrity

3.2 Porosity 

The L-PBF as-built Ti-6Al-4V is characterised by many types of defects such as 
pores, microcracks and delamination. The current work focuses on pores (porosity) 
because they are inherent to the L-PBF processing of Ti-6Al-4V and are the most 
widely investigated type of defects in parts produced by the technology. Figure 4 
shows the significant influences on porosity and the parameters mostly affected 
following the triangulation of the literature.
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Fig. 3 Micrographs of typical L-PBF as-built Ti-6Al-4V, a showing acicular α' phase (XY –plane) 
and b showing the morphology of elongated prior-β grains (ZX/ZY plane BD—Build direction) 
[58]

Table 2 Typical tensile properties of L-PBF as-built Ti-6Al-4V [42, 54, 59–64] 

Tensile properties As-built Ti-6Al-4V Ti-6Al-4V specifications 

Ultimate tensile strength (XY) 1206 ± 40 MPa ≥890 MPa 

Ultimate tensile strength (Z) 1166 ± 50 MPa ≥855 MPa 

Yield strength (0.2%) (XY) 1125 ± 60 MPa ≥800 MPa 

Yield strength (0.2%) (Z) 970 ± 70 MPa ≥758 MPa 

Elongation at break (XY) 6 ± 3% ≥10% 

Elongation at break (Z) 4 ± 3% ≥10%

Affected properties 

Fig. 4 Schematic diagram showing major influences on porosity and the properties mainly affected 
[67]. The image of two common types of pores in L-PBF is adapted from [38] with permission from 
Taylor and Francis 

Porosity in L-PBF as-built Ti-6Al-4V parts is process-induced and forms either 
due to local overheating or insufficient process energy for complete melting [65]. Two 
types of pores common in L-PBF as-built Ti-6Al-4V are lack-of-fusion pores and gas-
entrapped pores (shown in Fig. 4). The lack-of-fusion pores (typically 100–150 μm 
long [66]) are usually seen at the boundaries of adjacent layers. 

On the other hand, the gas-entrapped pores (typically 10–100 μm [32, 66]) are 
believed to be determined by the quality of the feedstock material (which in turn
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is determined by the gas atomisation of powder which could contain entrapped 
microporosity of argon gas bubbles) as opposed to being process-induced [18, 61]. 

While porosity can adversely affect both the quasi-static and dynamic properties, 
as shown in Fig. 4, it is particularly detrimental to dynamic properties resulting in 
poor high cycle fatigue (HCF) resistance of Ti-6Al-4V. The effect of porosity on 
both dynamic and quasi-static properties is influenced by three major characteristics 
of pores, namely shape, size and overall part density, as shown in Fig. 4. The shape 
often seen in as-built L-PBF Ti-6Al-4V parts is either irregular or spherical. The 
lack-of-fusion pores (often irregularly shaped) have an aspect ratio larger than one, 
while the gas pores (often spherically shaped) can be considered to have an aspect 
ratio near one due to their round shape [31]. As such, linear and irregularly shaped 
pores are more detrimental to mechanical properties than spherically shaped pores. 
This is because the sharp tips of the long axis of lack-of-fusion pores are known to 
incur higher and more concentrated stresses, which will initiate cracks more easily 
[58, 68]. In terms of size, larger pores are more detrimental to mechanical properties 
than smaller pores because fatigue cracks initiate first from the largest defect if the 
shape factor is similar [58]. In addition, larger pores mean the microstructure is 
discontinuous and less ductile. The overall density of the part is determined by the 
overall number of pores in the part and is often identified as either macroscopic or 
microscopic pores. The smaller number of pores present in the part (microscopic) 
means the denser a part is, which in turn means better properties [69]. The reverse 
is true for macroscopic pores. 

3.3 Residual Stresses 

Residual stresses can occur in parts either as compressive or tensile residual stresses, 
and in some cases, a part can have both compressive and tensile stresses in different 
areas. Compressive residual stresses are generally beneficial, while tensile residual 
stresses are detrimental. The stresses referred to in this paper are the tensile residual 
stresses, as these are inevitable due to the temperature gradient mechanism (TGM) 
inherent to the L-PBF process. As shown in Fig. 5 the mechanism of residual stress 
development occurs through the introduction of high thermal gradients occurring 
around the laser spot, followed by shrinkage due to thermal contraction as the molten 
top layers cool down. This takes place between the base plate and the first layer of the 
L-PBF process and continues between accumulating layers as the process continues.

As shown in Fig. 5, residual stresses affect quasi-static, dynamic and geometrical 
tolerances. Generally, residual stresses are classified according to the scale at which 
they occur, either microscopic or macroscopic [71]. The microscopic residual stresses 
are usually more localised with minimal effect on mechanical properties. On the other 
hand, the macroscopic residual stresses typically vary over a considerable distance 
(across the dimensions of the part) and are typically associated with detrimental 
effects on material properties.
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Fig. 5 Schematic representation of the main influence on residual stresses, temperature gradient 
mechanism (TGM) and the affected properties [67]. TGM was adopted from [70] with permission 
from Elsevier

3.4 Surface Roughness 

The inherent average surface roughness (Ra) for L-PBF as-built Ti-6Al-4V is usually 
reported between 5 and 40 μm [29, 72–77]. This is too rough for applications such 
as aerospace. Figure 6 shows the major influences on surface roughness and the 
parameters mostly affected following the triangulation of the literature. The poor 
surface quality of L-PBF parts is attributed to many building process parameters 
such as powder particles, build direction, recoater blade, scanning speed, etc. [15, 
78]. 

Even though there is no consensus about the parameters which influence surface 
roughness the most, the poor surface quality is predominantly linked to three factors, 
summarised in Fig. 6, as open-pores and other defects on the surface, partially melted 
powder adhered onto the surface and the staircase effect [79, 80]. 

The open pores and defects on the surface are dependent on the process parameters 
such as laser power. According to a review paper of AM of Ti-6Al-4V by Liu and Shin 
[31], the adhered partially melted powder is attributed to the fact that L-PBF processes 
keep the unused powders in the powder-bed, which subsequently gets attached to 
the surface. According to Kruth et al. [70], the balling phenomenon occurs when the 
molten material does not wet the underlying substrate due to surface tension, which 
tends to spheroidize the molten metal, causing a rough and bead-shaped surface that

Fig. 6 Schematic representation of the main influences on surface roughness and the affected 
properties [67]. (Image showing as-built Ra was reproduced from ref. [72], under the terms of the 
Creative Commons CC BY license) 
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impedes a smooth subsequent layer deposition. This effect increases with an increase 
in the number of deposition layers and is made worse by poor laser parameters. 

The detrimental effect of high surface roughness is that it serves as direct initia-
tion of microcracks. In addition, surface finish quality is much more detrimental as 
compared to internal defects (porosity) on fatigue properties [81]. This is because 
surface roughness acts as multiple stress concentrators. This was confirmed by Chas-
tand et al. [81], after they demonstrated that shorter fatigue lives were associated with 
the surface defects, while the internal defects required a higher number of cycles to 
failure. 

4 Problem-Solving Strategies of L-PBF Outputs 

Despite the ongoing research to optimise the L-PBF process parameters, current 
commercially produced parts do not meet the requirements in as-built conditions. 
Hence, a definitive need for the following post-processing strategies as problem-
solvers. 

4.1 Microstructure 

The problem-solver for L-PBF as-built Ti-6Al-4V martensitic microstructure is post-
processing through heat-treatments. These heat-treatments are mainly carried out for 
two reasons; to decompose the α' martensitic microstructure into a dual-phase α + 
β matrix and to change the size and morphology of the prior-β grains. The heat-
treatments are usually carried out below or above β-transus temperature and are 
accordingly referred to as sub-transus or super-transus heat-treatments. In terms of 
crystallography, sub-transus and super-transus mean Ti-6Al-4V exist in two crystal-
lographic allotropes: hexagonal close-packed (hcp) α-phase and body-centred cubic 
(bcc) β-phase. Generally, the major change in microstructure as a result of sub-
transus heat-treatments is the decomposition of α' into α and the formation of β, and 
the subsequent coarsening of α lamellae [61, 82]. The effect of α lamellae coarsening 
is a moderate increase in ductility at the expense of strength. This trend continues 
with an increase in heat-treatment temperature from about 780 °C up to the β-transus 
temperature at a holding time of 1–4 h followed by either furnace or air cooling 
[61, 73, 82]. 

On the other hand, the major change in microstructure resulting from super-
transus heat-treatments is a significant growth of the columnar prior-β grains, which, 
in addition to the increase in ductility at the expense of strength, also means the 
apparent anisotropic deformation behaviour is partially mitigated [66]. Besides the 
sub- and super-transus heat-treatment, a better balance of quasi-static and dynamic 
properties of Ti-6Al-4V has been achieved through duplex anneal post-processing 
heat-treatments [83], which results in a bimodal microstructure. The duplex anneal
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process involves two annealing temperature stages combined with specific holding 
times followed by two-stage cooling methods. An example of a typical duplex anneal 
approach for L-PBF Ti-6Al-4V by Ter Haar and Becker [83] involved annealing at 
910 °C/8 h and 750 °C/4 h holding temperatures followed by water quenching and 
furnace cooling, respectively. The high temperature allowed for fragmentation of the 
α phase, while the second low-temperature treatment allowed for the decomposition 
of the α' phase to a lamellar α + β microstructure. 

4.2 Surface Roughness 

The problem-solvers for the high surface roughness include machining and polishing 
techniques. This is usually achieved through standardised conventional techniques. 
Overall, machining treatments work best on flat surfaces. For complex, high-quality 
near-net parts, the polishing and chemical milling treatments become the ideal post-
processing solutions to achieve desired surface finishes and geometrical tolerances. 
The improvement of both quasi-static and dynamic mechanical properties following 
these methods is predominantly 40–50% higher than as-built [77, 84–87]. 

4.3 Residual Stresses 

Despite the efforts to reduce the residual stresses by base-plate pre-heating and re-
scanning strategies, the residual stresses seen in the as-built parts still fall in the range 
of 100–500 MPa [88], which are still higher than the maximum allowable stresses 
for most parts’ application. The problem-solvers are stress-relief heat-treatments. 
Several reports have shown an effective reduction in residual stresses in Ti-6Al-4V 
produced by L-PBF after heat-treatments ranging between 480 and 650 °C for 1–4 h, 
followed by either furnace or air cooling [37, 89, 90]. Lately, a reduction in residual 
stresses of about 90% was reported by Ter Haar and Becker [91] following a heat-
treatment at 560 °C. They also showed that the stress relief rate below 560 °C is 
extremely slow but increases with an increase in temperature from 560 to 610 °C. 
This was accompanied by a noticeable increase in hardness. Hence, concluded that 
it is better to stress relieve at 610 °C. 

4.4 Porosity 

Generally, if porosity is below the minimum specification, there is no detrimental 
effect on mechanical properties. This is because the smaller number of pores present 
in the part (microscopic) the denser a part is, which in turn means better quasi-
static properties [69]. However, if porosity is above the minimum specifications, the
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potential problem-solver is hot isostatic pressing (HIPing). This has a combination 
effect, capable of improving both quasi-static and dynamic mechanical properties. 
A typical HIPing process for Ti-6Al-4V is carried out under an inert gas atmosphere 
at a 100 MPa minimum pressure within the temperature range of 895 to 955 °C. 
The pressure enables the closure of internal pores and cracks to increase material 
density, resulting in better fatigue life. The inherent heat-treatment effect influences 
microstructure refinement, which leads to an improvement of quasi-static properties. 

5 Conclusion 

Even though complex parameters characterise the L-PBF process, three conclusions 
can be drawn from this review. Firstly, the review identified four attributes of the 
as-built condition which are key to the structural integrity of L-PBF Ti-6Al-4V: 
microstructure, porosity, residual stresses and surface roughness. Secondly, the paper 
summarises a body of knowledge through a technical review of the L-PBF processing 
of Ti-6Al-4V and highlights a definitive need for post-processing solutions to address 
the as-built issues predominantly seen in these parts. Thirdly, the problem-solving 
strategies to ensure that these attributes are improved were provided. 
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Towards a Virtual Optical Coordinate 
Measurement Machine 

Z. Luthuli, K. Schreve, and O. A. Kurger 

Abstract Optical coordinate measuring machines offer portability and the ability 
to capture vast quantities of data points quickly. But traceability of measurements in 
these systems is difficult since they are fraught with many challenges affecting the 
uncertainty of measurements, e.g. image noise, variable setups, point cloud based 
measurements. The VDI (Verein Deutscher Ingenieure) German standard is used for 
verification of these systems using non-complex artefacts that are easy to measure and 
have already been calibrated with other traceable measuring machines. ISO 10360– 
13 were only released in 2020. However, neither the VDI nor ISO standard cater for 
freeform surfaces. The Virtual CMM (Coordinate Measurement Machine) technique 
solves the problem of traceability of freeform surface measurements. This technique 
has only been applied to tactile CMMs and articulated arm optical CMMs, also known 
as discrete point systems, since they measure one point at a time. This research paper 
reports on the development and application of the Virtual CMM technology to a 
stereovision scanning optical coordinate measuring system. 

Keywords Optical CMM · Uncertainty of measurement · Freeform surfaces 

1 Introduction 

A complete measurement result must consist of the measured value and its uncertainty 
[1]. Obtaining task specific uncertainty in any optical coordinate measurement system
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is difficult. This is due to varied uncertainty contributors and challenges associated 
with such systems [2]. 

Monte Carlo simulations can be used to determine measurement uncertainties. 
This idea was first used for estimating CMM uncertainties by PTB researchers [3]. 
They called their concept the Virtual Coordinate Measuring Machine (VCMM). The 
technique has also been applied in Articulated Arm CMM technology and other 
discrete point measurement systems [4]. Beraldin [4] proposed the SOP-36 perfor-
mance verification procedure for non-contact measurement systems. It is based on 
the VDI standard [5], but requires fewer measurements then the VDI standard. 
Neither the SOP-26, VDI or recently released ISO 10360–13 standard procedure 
cover performance verification of freeform surface measuring systems. 

This paper is concerned with the application of the Virtual CMM technology to 
scanning optical CMMs. To the authors’ knowledge, no virtual CMM exists in the 
open domain to estimate the measurement uncertainty of optical CMMs. 

2 Literature Review 

Early attempts to express the measurement uncertainty were simply based on using 
the reported accuracy of the device [6] or the device’s maximum permissible error 
(MPE) [6]. These methods obviously ignore the complexities of optical scanning 
systems and task specific conditions. A slightly better approach is the multiple 
measurements method [7] but is time consuming and require suitable reference stan-
dards. Simulative methods, essentially virtual measurement machines, appear to be 
the best approach currently available. The methods model the kinematic chain of the 
measurement system and then typically uses a Monte Carlo simulation to find the 
measurement uncertainty for any task. 

Sladek and Gaska [6] successfully tested a Virtual CMM model was by performing 
common metrological tasks such as measurements of point to point distances, plane 
to plane distances, diameter of a sphere, form error of a sphere and distance between 
the centres of two spheres. For each measurement, the standard uncertainty was deter-
mined according to the methodology used in the classical methods of determining 
the uncertainty of measurements. This was compared to the uncertainty obtained by 
the virtual CMM [3]. The virtual CMM method proved to be consistent with the 
essence of the coordinate measuring technique which is a measurement of a single 
point. This is why it is currently considered as the most effective method among the 
known methods of uncertainty measurements [8]. 

A Virtual Articulated Arm Coordinate Measuring Machine (VAACMM) allows 
for a near real time determination of single measurement results and its uncertainty 
[8]. A VAACMM was used in the automotive industry for quality control purposes 
[8]. 

Optical systems present new challenges to finding the measurement uncertainty. 
The system setup is intrinsically variable since the cameras’ intrinsic and extrinsic 
parameters may change with the setup. It is impossible to determine uncertainty
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results only based on measured error components of the CMM [9]. Most 3D imaging 
systems cannot measure a single point and can only scan a region and produce a 
point cloud, this brings up two issues which are sources of error [10]: The fact that 
the points are inherently noisy and the question of which point in the point cloud to 
use. 

3 Optical VCMM Development and Testing 

The following is a description of steps the VCMM will follow. The description is 
separated into the task related calibration steps and the actual measurement steps. 
The performance verification of the stereovision system used in this research and 
shown in Fig. 1 was successfully performed using part 3 of the VDI/VDE 2634 
standard [5]. 

3.1 Task Related Calibration 

Step 1: A calibration plate was manufactured by machining grooves into the plate, as 
shown in Fig. 2. The coordinates of the corners of each rectangle on the plate were 
then measured using a tactile CMM at NMISA (National Metrology Institute of South 
Africa). Their uncertainties were calculated based on the measurement system and 
measurement conditions. A total of 128 points were measured in the calibration plate 
and will be called world points. The tactile CMM is traceable to the laser standard 
at NMISA, thus the point measurements are traceable.

Step 2: The edges of the rectangles are detected using OpenCV. Lines are fitted to 
the detected edges and the intersection of the lines give the image coordinates of the

Fig. 1 Stereovision system 
[11] Cameras used: Canon 
EOS 4000D and Nikon D750 
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Fig. 2 Calibration plate 
(350 × 350 × 350 mm)

corners of the rectangles. The detected corners are matched to the world points. In 
this description, “points” and “corners” are interchangeable. 

Step 3: The camera matrix [12] is then calculated as well as lens distortion parameters. 
Undistorted image points are then calculated for both cameras of the stereovision 
system. 

Step 4: A Monte Carlo simulation is applied to repeat steps 1–3. Assuming a normal 
distribution of the measurements, artificial noise is added to both the detected image 
points and world points. All the standard deviations on the VCMM programme 
used for the image points and world points need to be a representation of real 
measurements. 

Step 5: Each output of the parameters calculated by the programme is stored as 
a representative sample of potential results for that specific parameter. Then the 
average and standard deviations of the distortion parameters and camera matrices 
are calculated. 

Step 6: The calibration image points are triangulated using the data from step 5 to 
get world points which are referred to as triangulated world points. The deviations 
between the triangulated world points and the original world points from the tactile 
CMM are also calculated. 

Step 7: The simulation is done several times and the triangulated world points and the 
deviations from step 6 are stored as a representative sample of results for each world 
point and later their averages are calculated and used as final results for each point, 
i.e. the average of the sample for each triangulated world point is the measurement 
for that world point and the average deviation is the uncertainty for that point.
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Fig. 3 Tetrahedron artefact 

3.2 Actual Measurements 

The last procedure after the performance verification and task related calibration in 
a traceability chain is the performance of the actual measurements. The tetrahedron 
artefact (Fig. 3) was measured using the VCMM. The advantage of the VCMM is 
that it gives an uncertainty of a point in 3D space. 

In the experiments, a laser line is projected on a sphere of the tetrahedron artefact. 
Both cameras simultaneously take pictures of the artefact. This was repeated for all 
the spheres of the tetrahedron artefact. 

The following steps describe the measurement steps of the VCMM. 

Step 1: As described in [11], OpenCV and Python are used to detect and match 
the points on the laser line. 
Step 2: Many image points of the tetrahedron artefact that lie on the intended 
tetrahedron spheres were calculated. These image points and their standard devi-
ation were added to the VCMM programme using the Monte Carlo simulation 
function. 
Step 3: The sphere image points and camera matrices from the calibration phase 
were used to triangulate the sphere surface points. 
Step 4: Fit a sphere to the sphere surface points and calculate distances between 
the spheres. 
Step 5: The VCMM calculate the uncertainty of the x y and z coordinates of 
each point. Using the law of error propagation [12], the following functions for 
the uncertainties of the sphere radius (Ur ) and the distance between two sphere 
centres (UD) can be derived: 

Ur = k
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UD = k
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where xi , yi and zi are centre points of the sphere i and x, y, and z are points that lie 
on the surface of the sphere. Ui is an expanded uncertainty of variable i, e.g.  Ux2 
is the expanded uncertainty of x2. k is the coverage factor [13]. After the surface 
has been described mathematically, the law of error propagation can be applied 
similarly to equations for Ur and UD to get the function uncertainties which is an 
uncertainty of the freeform surface. 

Some freeform surfaces are difficult to describe or estimate as a function. Since 
the VCMM calculates a point in 3D space with its uncertainty, a lot of points that 
lie on the surface of the freeform shape can be measured, using the VCMM, with 
their uncertainty, in that way measuring the form of that complex artefact. Therefore, 
full traceability of freeform surfaces can be achieved with optical CMMs using the 
VCMM technique. 

Step 8: All the above steps were repeated at least 1000 times and the sphere 
radius and the distance between two spheres were stored as a representative sample 
of results for the tetrahedron artefact measurements. Later the sample averages were 
calculated and used as final measurement results. 

4 Experimental Testing of the VCMM 

Performance verification of the stereovision system was performed based on 
VDI/VDE 2634 Part 3 [5]. Based on this procedure, a measurement volume of 350 
× 350 × 350 mm was selected, this volume is enough to fit the tetrahedron artefact. 

When these performance verification tests were performed, a maximum possible 
error of 2.737 mm was calculated for the distance between two sphere centres and 
a maximum possible error of 0.538 mm was calculated for the sphere diameters. 
See [2] for verification of these results. These calculated maximum possible errors 
include all the significant uncertainty contributors to the measurement procedure 
when the performance verification was performed. 

The second procedure after the performance verification in a traceability chain is 
the task related calibration of the stereovision system [4]. The task related calibration 
was done using the VCMM technique as explained above. Figure 4 below shows the 
system setup during the task related calibration procedure.

Many tests were performed during calibration of the stereovision system. The 
system was first tested for algorithm error. Here the VCMM programme described 
in Section “Task Related Calibration” runs without any noise added. Figure 5 shows 
the results of this test.
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Fig. 4 Stereovision setup

Fig. 5 Algorithm error in 
the VCMM at zero noise 
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This error is inherently included in the final results on the VCMM programme. 
More tests were performed on the VCMM with image measurement noise and world 
point measurement noise included. The relationship between the camera focal length 
and the uncertainty of measurements was tested (Fig. 6). The test is for a world point 
at (0,26,50). 

Fig. 6 Effect of changing 
the focal length
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Table 1 Sensitivity of 
VCMM to image noise 

Image Uncertainty Measurement uncertainty [mm] 

0.10 pixels 0.11 pixels 

X 0.077 0.104 

Y 0.012 0.031 

Z 0.189 0.268 

Fig. 7 VCMM convergence 
in the X axis for 5 randomly 
selected points 
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The system was also tested for sensitivity as well as convergence. The system 
proved sensitive to both the noise on the image point coordinates as well as world 
point measurements. For a change of 10% of pixel value, the uncertainty of the 
measurements can increase by more than 100%, as shown in Table 1 for one example 
point (more details in [2]). Figure 7 shows results on the convergence test. The 
VCMM results typically converged after 1000 iterations. 

The measurement volume was calibrated ensuring that the image point measure-
ment noise as well as world point noise used on the VCMM was a representation of the 
real-world measurements. More than 1000 iterations were done with the VCMM. 
Figure 8 shows the measurement uncertainty results from the VCMM for points 
measured on the calibration object (Fig. 2). In this graph, the expected error is: 

∈=
/

U 2 
x + U 2 

y + U 2 
z (3)

The error depends on the point’s position in the measurement volume, therefore 
there is not a strong relationship with the distance from the origin. The origin of the 
calibration plate coordinate system is the closest point to the cameras; therefore it is 
expected that the points further away from the camera, and thus to the back of the 
calibration object, will have larger errors. There does seem to be an increasing trend 
as expected, albeit with a large amount of scatter. 

It is also noted that some errors are bigger than the maximum possible error of 
the system calculated when the performance verification was done. It can be due to 
poor image quality (blur) at those points. It can also be due to a poor measurement 
of the image point or world point that is used in the VCMM.
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Fig. 8 General error for 
points measured on the 
calibration object (Fig. 3)

0 

1 

2 

3 

4 

5 

6 

7 

0 100 200 300 400 500 600 
Ex

pe
ct

ed
 e

rr
or

 (m
m

) 
Distance from origin (mm) 

The VCMM calculates the expanded uncertainty (with coverage factor of 2) of 
measurements and gives it as an output of the simulation. The system also inher-
ently adds the algorithm approximation errors on the measurement uncertainty of 
the calculated measurements. It was ensured that there is more than a 95% level 
of confidence in both the world point measurements and the image point measure-
ments. Therefore, based on the above-mentioned reasons and the GUM guide on the 
combination of uncertainty contributors [13], it is understandable to have more than 
a 95% confidence level on the measurement results from the developed VCMM. 

The last procedure in a traceability chain after the successful performance verifi-
cation and task related calibration using the VCMM on the stereovision system is to 
perform the actual measurements, also using the VCMM. An additional advantage 
of using the VCMM is that it calculates the 3D uncertainty of a point in the selected 
volume, this allows the user to be able to see how the uncertainties are distributed 
within the selected volume and place the workpiece on the part of the work volume 
where there are smaller uncertainties. Measurements of the tetrahedron artefact were 
done using the VCMM and Table 2 shows the measurement result of the artefact 
from the VCMM. The same tetrahedron artefact was independently measured using 
two other CMMs at similar measurement conditions and results are also included in 
Table 2. In this table, D is the sphere diameter, L is a distance between two sphere 
centres, M is the measurement and U is the expanded uncertainty at a 95% confidence 
level (k = 2). 

Table 2 VCMM simulation 
measurement results of a 
tetrahedron artefact 

Item D (mm) L (mm) 

Tactile CMM M 25.006 300.257 

U 0.002 0.003 

HP 3D Scanner M 23.985 299.089 

U 1.173 2.149 

VCMM M 25.276 299.145 

U 0.687 1.475
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5 Conclustion 

The main objective of this research was to apply the VCMM technology in optical 
CMMs. This has been achieved by firstly making an optical CMM and doing the 
performance verification based on the VDI/VDE 2634–3 standard [5].  Then aVCMM  
programme was developed to be used with the optical CMM for the successful task 
related calibration of the optical CMM and the taking of the tetrahedron artefact 
measurements. Other CMMs were used to take measurements of the same arte-
fact under similar measurement conditions and the measurement results were all in 
agreement. 

The developed optical CMM using the VCMM measured an uncertainty of 
1.475 mm for the measured distance of 299.145 mm and an uncertainty of 0.687 mm 
for a diameter of 25.276 mm. These measurements were more accurate than the HP 
3D scanner (an optical area scanning system used for comparison). 

In the future, the uncertainty achieved from the optical VCMM system can be 
improved significantly by investing more time in developing a more robust stere-
ovision system including the calibration plate, taking more accurate tactile CMM 
measurements and image points of the calibration plate and calculating the noise 
of image points as well as include all the possible uncertainty contributors on the 
VCMM. 
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Turn-Milled High-Friction 
Surfaces—Investigations on the Influence 
of Nominal Surface Pressure and Load 
Direction 

R. Funke and A. Schubert 

Abstract An increase of the coefficient of static friction (COF) leads to higher 
transmissible forces in friction-locked connections. Experimental studies on turn-
milling are carried out, focusing on the generation of friction-increasing surface 
microstructures. Single-edged TiAlN coated cemented carbide end milling cutters are 
applied to microstructure end faces of cylindrical specimens made of the steel 1.7225 
(42CrMo4) in quenched and tempered (+QT) heat treatment condition. Face turned 
1.0503 (C45) steel specimens are used as counter bodies. Two different tool types with 
sharp and chamfered (0.2 mm × 45°) corner are utilised to achieve profile tip angles 
αpt of 88° and 135°. The investigations focus on the influence of the nominal surface 
pressure pnom on the COF. Furthermore, the frictional behaviour of sawtooth-shaped 
microstructures as a function of the loading direction is studied. Accordingly, friction 
tests with microstructures produced with a sharp corner and tool inclination angles 
of β = 15°, 30° and 46° are conducted. The coefficient of static friction is determined 
using a torsion test bench. The microstructured surface causes a significant change 
in the torque-slip response. While the slipping curves of the reference test with face 
turned specimens exhibit a gradual increase, the curves resulting from tests with 
microstructured specimens show a local maximum, which is already achieved at low 
relative displacements. This indicates a micro positive locking of the structures of 
the harder friction partner with the softer surface of the counter body. The smaller 
profile tip angle leads to higher values of the COF, varying between μ = 0.45 at 
pnom = 100 MPa and μ = 0.54 at pnom = 300 MPa. Sawtooth-shaped asymmetric 
roughness profiles exhibit anisotropic friction properties. 

Keywords Turn-milling · Static friction · Surface microstructuring
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1 Introduction 

In industrial applications such as the wind power or the automotive industry, flange 
connections or centrally bolted friction connections are used for torque transmission. 
The trend towards higher power densities sets increasing demands on the performance 
of such assemblies. According to Coulomb’s law, the friction force results from the 
product of the applied normal force and the COF. Increasing the normal force is often 
not desired or possible, for example in the wind power industry. On the one hand, the 
dimensions of the assemblies should not be increased further. On the other hand, the 
effective surface pressure is already close to the yield point of the friction partners, 
which means that a further increase in the normal force is not possible. Thus, an 
increase of the static friction offers the potential to decrease the necessary normal 
force or rather to realise smaller and lighter assemblies. The properties of the surfaces 
in contact play a central role in the tribological properties of a tribological system. 
Coatings and special shims are used to increase the friction in industrial applications 
[1]. Another approach is the microstructuring of the surface using suitable manufac-
turing processes. Laser texturing of powertrain components is already applied in the 
automotive industry [2, 3]. Laser ablation is used to create molten and re-solidified 
bulged microstructures with a high hardness that penetrate the surface of the counter 
body and lead to an increase of friction. A similar approach is described in [4]. The 
maximum coefficient of static friction achieved was μ = 0.53 at a surface pressure of 
30 MPa. A further increase of the pressure resulted in decreased values of the COF. 
A combination of powerful ultrashort pulsed lasers and ultrafast polygon mirror 
based scan systems can increase the productivity of laser texturing significantly [5]. 
However, these methods increase the complexity of the process chain. They limit the 
user’s flexibility or require expensive process equipment. A promising approach is 
the microstructuring by an adapted final machining process. 

In previous investigations it was shown that an increase in the COF can be achieved 
with turn-milled surfaces [6]. At a nominal surface pressure of 100 MPa values up to 
μ = 0.69 were gained for microstructures with a profile tip angle αpt = 88° and μ = 
0.44 for microstructures with αpt = 135°. The main objective of our investigations 
described in this paper was to determine the influence of the surface pressure on the 
COF. Furthermore, we examined whether asymmetric roughness profiles result in an 
anisotropy of the frictional properties. 

2 Methodology 

2.1 Microstructuring by Turn-Milling 

The kinematics of the turn-milling process is shown in Fig. 1. It can be described as 
facing using a rotating end mill. Thus, in contrast to facing, the cutting movement 
results from the rotation of the tool nt. The feed motion consists of two components:
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Fig. 1 Kinematics of turn-milling and resulting roughness profile using the example of a sharp 
corner geometry

The rotation of the specimen nw and the radial feed f rad in the direction of the specimen 
axis. This creates a spiral tool path on the annular end face of the specimen. The tool 
is inclined by an inclination angle β. Based on the arrangement of the tool and the 
direction of rotation of the specimen shown in Fig. 1, it is a drill cut. Due to the 
interrupted cut a characteristic roughness profile is generated along the tool path 
(Fig. 1, Detail Z). The profile tip angle αpt is determined by the corner geometry. 
The profile height in the direction of feed motion Rtf is additionally defined by the 
feed per tooth f z and β. The feed velocity vf along the tool path is kept constant 
to achieve a consistent profile height. The experiments were conducted on a 5-axis 
milling centre KERN Pyramid Nano, Fig. 2. Minimum quantity lubrication with 
polyol ester was applied with a flow rate of 27 ml h−1. The annular end faces with an 
outer diameter of Do = 30 mm and an inner diameter of Di = 15 mm of cylindrical 
specimens were microstructured. The material used is the steel 1.7225 in quenched 
and tempered (+QT) heat treatment condition possessing a hardness of 340 HV10. 

To create different profile tip angles of the microstructures, two types of TiAlN 
coated cemented carbide end milling cutters with a diameter of 6 mm were used, 
Fig. 3. The selection of the corner geometries was based on the results of previous 
investigations [6]. The microstructures with αpt = 88° (sharp corner) resulted in the 
highest values of the COF. The values achieved with microstructures exhibiting a 
profile tip angle αpt = 135° (chamfered corner) were slightly lower, but exhibited 
a less scattering. These two variants of microstructuring were used to investigate 
the influence of the nominal surface pressure on the COF as described in Sect. 2.2. 
Due to the drill cut carried out, the cutting edge on the face side of the sharp tool is 
the major cutting edge in the turn-milling process. This tool type features a nominal 
sharp corner, a tool cutting edge angle of the major cutting edge of κ = 2° and a 
tool included angle εr = 88°. The resulting profile tip angle of the microstructures 
is αpt = 88°. The tool inclination angle β was set to 46° to achieve a symmetrical 
profile in the direction of feed motion. The other examined corner geometry was
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Fig. 2 Experimental setup

a chamfer with the dimensions 0.2 mm x 45°. The tool inclination angle was set 
to 22.5° to achieve symmetrical profile tips with αpt = 135°. Using this inclination 
angle affects the engagement conditions of the tool in such a way, that only the parts 
of the corner marked in Fig. 3 (bottom right) create the final surface topography. Both 
tools are standard tools with two cutting edges. To avoid a possible influence of a 
radial deviation of the corners on the surface microstructure, for each tool one cutting 
edge was removed by grinding before the experiments. The process parameters were 
kept constant using a cutting speed vc = 100 m/min, a depth of cut ap = 0.2 mm, 
f z = 0.125 mm and f rad = 0.2 mm in all experiments. To determine the direction-
dependent friction properties of asymmetric sawtooth-shaped profiles, experiments 
were conducted using the sharp corner and the above-mentioned cutting data. The 
tool inclination angle was set to 15°, 30° and 46°.

2.2 Tribological Evaluation 

A test bench of the Professorship Machine Elements and Product Development at 
Chemnitz University of Technology was used to determine the COF, Fig. 4a.

During the bench test, two specimens were coaxially fastened with a normal force 
FN resulting in a corresponding nominal surface pressure pnom in the annular contact 
area. Subsequently, they were twisted against each other until reaching a defined 
angle ϕ = 5°. This twisting angle ϕ was converted into a relative displacement sr 
along the mean friction diameter Dm as follows: 

sr = ϕ · Dm 

2 
, (1)
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Fig. 3 SEM micrographs of the tools used for turn-milling of microstructures

Dm = 
2 

3

(
D3 

o − D3 
i 

D2 
o − D2 

i

)
= 23.33mm. (2) 

In principle three different types of slipping curves can be identified, Fig. 4b. 
Since all curves determined within the experiments showed a characteristic of type 
A, the COF μ was calculated on the basis of the maximum torque Tmax determined 
within the entire measuring range, FN and Dm as described in [1]: 

μ = 
2 · Tmax 

FN · Dm 
. (3) 

In each test a new microstructured specimen was mated with a face turned counter 
body without any additional microstructuring. The counter bodies are made from the 
medium carbon steel 1.0503 (C45) and possess a hardness of around 200 HV10. 
They were machined using an indexable insert of the specification CCMT 09T304 
WS with a wiper corner, a cutting speed vc = 200 m min−1, a feed f = 0.1 mm and 
a depth of cut ap = 0.3 mm. The specimens featured a mean roughness depth Rz ≈ 
1 µm. All tests were conducted dry. The specimens were cleaned in ultrasonic bath 
before the bench tests. The nominal surface pressure was varied in steps of 50 MPa 
between 100 MPa and 300 MPa. 

2.3 Surface Evaluation 

Using a Keyence VK-X1000 microscope, large-scale overview images were taken 
based on focus variation. Furthermore, each specimen machined was measured using 
a 3D laser scanning microscope Keyence type VK-9700. The data was analysed
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Fig. 4 Determination of the COF: a Test bench, b three types of typical slipping curves (based on 
[7] and  [1]) and the principle of the evaluation method of μ on the basis of curve A

with the surface analysis software MountainsMap. The raw data was filtered with a 
smoothing median filter and levelled with the method of the least squares plane.
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3 Results and Discussion 

3.1 Influence of Profile Tip Angle and Nominal Surface 
Pressure 

The influence of the tool geometry on the surface topography is shown in Fig. 5. 
As described in [6, 8] the intersection of adjacent single microstructures results in 
regular patterns on the surface. Although the surfaces were produced using identical 
cutting data they differ significantly. In both variants, the microstructures are aligned 
transversely to the load direction realised in the test bench tests. The surface generated 
with the chamfered corner exhibits more or less uniform patterns of parallel ridges. 
On the surface produced with the sharp corner such ridges only occur locally (cf. 
Figure 8). 

Sa 3.82 µm 8.27 µm 

Vmp 0.167 ml m−2 0.795 ml m−2 

As expected, the surface with the smaller profile tip angle possesses a higher 
profile height or arithmetic mean height Sa. Since a good correlation between the 
peak material volume Vmp and the COF was shown in previous investigations [6], 
this parameter is also used for evaluation. This relationship is also confirmed by the 
results of the bench test shown in Fig. 6. The bars represent the mean COF values μ

Sa 3.82 µm 8.27 µm 
Vmp 0.167 ml m-2 0.795 ml m-2 

Fig. 5 Surface details of the machined specimens. (Size: (2 × 2) mm2) 
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of three individual bench tests. The error bars denote the minimum and maximum 
values. Microstructures with the smaller profile tip angle lead to a higher COF. The 
values tend to increase with growing nominal surface pressure and range between μ 
= 0.45 at pnom = 100 MPa and μ = 0.54 at pnom = 300 MPa, a difference of about 
20%. The bench tests with microstructures with αpt = 135° reveal values between 
0.34 and 0.4 without a discernible trend. The friction characteristic determined in the 
bench tests with microstructured specimens differ significantly from those obtained 
with two unstructured, face turned specimens with roughness values of Rz ≈ 1 µm 
of the reference test, Fig. 7. The bench tests with microstructured specimens lead to 
slipping curves of the type A (cf. Figure 4b). This indicates a micro positive locking of 
the microstructures which penetrate the surface of the counter body. It is assumed that 
the increase in the COF compared to the reference test with unstructured specimens 
of the same material pairing results mainly from an increase in the deformative 
friction component. The torque curve of the reference test shows the characteristic 
of type C. This is typical for tribological systems in which the adhesive component 
of the friction is predominant. The differences between the torque curves can be 
explained on the basis of the surfaces of the friction partners after the bench test, 
Fig. 8. The profil peaks of the microstructures penetrate the surface of the softer 
counter body under the effect of the normal force. It is assumed that this interlocking 
withstand an increasing tangential force until one of the two failure mechanisms 
occurs: either the peaks are sheared off or they plough in the surface of the counter 
body. The analysis of the surfaces shows that apparently both effects take place for 
the experiments using the microstructures with the smaller profile tip angle. This 
effect already occurs with the smallest of the nominal surface pressures examined. 
After the tests, residues of the material from the counter body are present between 
the partially sheared off microstructures. Even at pnom = 300 MPa, contact between 
the friction partners solely occurs in the area of the surface patterns. In the case of 
the microstructures with the larger profile tip angle, only local indentations of the 
profile tips on the surface of the counter body are present after the bench test at pnom 

= 100 MPa. 

Fig. 6 Influence of the 
profile tip angle and the 
nominal surface pressure on 
the COF
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Fig. 7 Torque curves against the relative displacement for microstructures of different profile tip 
angles and nominal surface pressures

At surface pressures in excess of approx. 250 MPa microploughing also occurs. 
However, no material is removed from the counter body even at pnom = 300 MPa. 

3.2 Direction-Depending Friction Properties 

The influence of the tool inclination angle β on the surface topography is shown in 
Fig. 9. The images on the left represent the measured topography of the machined 
surface. The surface detail on the right illustrate the ideal topography generated 
with a Matlab-based dexel model. The comparison shows a good overall agreement, 
although there are differences in the height of the profiles and the shape of the patterns. 
As stated in [8], there is a high sensitivity of the surface patterns with regard to a 
change of the feed per tooth. According to this, varying f z in the micrometre range 
leads to a significant modification of the patterns. The deviations between the real and 
the simulated surfaces suggest that there are small differences of f z from the nominal 
value in the machining process. The values of Vmp for the measured surfaces are 
significantly lower than the values of the simulated surfaces.

The profile sections extracted from the topography data are shown in Fig. 10 a. 
The microstructures produced with tool inclination angles of 15° and 30° possess a 
sawtooth-shaped roughness profile, while using β = 46° results in an almost symmet-
rical profile. The load directions against and along were realised by changing the 
direction of rotation in the bench test. With the load orientation against, all three 
variants lead to a nearly identical COF μ = 0.44 (β = 15° and 46°) and μ = 0.45 
(β = 30°). The load direction along leads to a significant reduction in the COF by 
40% to μ = 0.27 for microstructures machined with β = 15° and by around 30% to 
μ = 0.31 for β = 30°.

The microstructures with symmetrical profiles even lead to a slightly increased 
COF of μ = 0.47. However, for this variant the slipping curves exhibit two
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Fig. 8 Surfaces of different friction partners after the bench test

pronounced maxima during the bench test, Fig. 11. The torque initially drops after 
a first peak, but rises again with increasing relative displacement. This effect is only 
evident for this structural variant and can also be detected in a somewhat weakened 
form for the load direction against. The cause is still unclear. It is assumed that during 
ploughing material increasingly builds up in front of the microstructures until they 
finally shear off. The results show that the correlation of Vmp and the COF, that was 
determined in previous investigations for symmetrical profiles does not longer apply 
for asymmetrical profiles.
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Fig. 9 Surface topography 
of machined and simulated 
surfaces using different tool 
inclination angles. (Tool: 
sharp corner. Size of the 
surface sections: (0.48 × 6) 
mm2)

0.108 0.399 0.553 0.872 0.784 1.14 
Vmp (ml m-2 ) 

4 Conclusions 

From the experimental investigations the following conclusions can be drawn:

• The microstructures generated by turn-milling penetrate the surface of the counter 
body. This leads to a micro positive locking and an increase of the COF compared 
to the reference test with unstructured specimens. The highest COF μ = 0.54 is 
achieved using microstructures with αpt = 88° at pnom = 300 MPa. 

• Microstructures with the smaller profile tip angle αpt = 88° consistently lead to 
higher values of the COF compared to microstructures with αpt = 135°. 

• The nominal surface pressure shows no clear influence on the COF. The values 
of μ vary between 0.45 at pnom = 100 MPa and 0.54 at pnom = 300 MPa for the 
smaller profile tip angle and 0.34 at pnom = 150 MPa and 300 MPa and 0.4 pnom 

= 250 MPa for αpt = 135°.
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Fig. 10 Influence of the tool inclination angle on the roughness profile (a) and  theCOF  μ depending 
on the load direction (pnom = 100 MPa) (b)

Fig. 11 Influence of the tool 
inclination angle and the 
load direction on the slipping 
curve
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• Sawtooth-shaped asymmetrical roughness profiles exhibit directional friction 
properties. The COF decreases for the loading direction along the sawtooth profile. 
Microstructures with a symmetrical roughness profile, on the other hand, does not 
show any pronounced anisotropy of the friction properties. 
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The Development and Inverse Kinematics 
of a 5 DOF Parallel Kinematic 
Architecture Machining System 

W. Dharmalingum, J. Padayachee, J. Collins, and G. Bright 

Abstract Innovative solutions to South Africa’s economic challenges are required 
in order provide a better future for the country. One area of challenge, lies in the 
manufacturing industry. Traditional machining centres are typically expensive, bulky 
and heavy. This paper presents the research and development of a novel architecture 
parallel kinematic machine (PKM) for machining purposes. Parallel architectures 
offer several promising advantages over the more traditional serial machines. The 
presented machine offers five degrees of freedom and is suitable for drilling and 
milling tasks. It has been designed to overcome the challenges of weight and cost 
of traditional machines. The development of the mechanical design is discussed as 
well as a study of the inverse kinematics of the machine. 

Keywords Manufacturing · PKM · Inverse Kinematics 

1 Introduction 

South Africa faces several challenges in its economic development. One of the areas 
of significant challenge and opportunity lies is the manufacturing sector. The gener-
ation of employment opportunities is a key factor in producing economic growth. 
The manufacturing industry can be a significant source of job opportunities since it 
is often labour intensive [1].
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One of the major inhibitors to the growth of the manufacturing sector and 
entrepreneurship is the high initial capital investment to start a business [2, 3]. 
Machines often need to be imported and this adds significantly to the cost. Manufac-
turing equipment, especially modern CNC production machines are large and bulky 
further adding to the capital outlay. 

Not only is equipment sourced from overseas but in many instances the tech-
nical ‘know-how’ to maintain and repair these machines also has to be imported. In 
instances where a machine needs to be repaired or even serviced, personnel have to 
be flown from another country. This further adds to the monetary outlay required to 
run the business. And, if the event is an emergency breakdown, valuable production 
time could be lost waiting for the expert to arrive from overseas. 

Another cause for concern with many machining centres is that they are based 
on the use of proprietary software [4]. Each machine producer typically has its own 
software specific to that make and, in some cases, even at a machine level. This 
requires a unique knowledge of how to programme different machines. It also means 
that data cannot be transferred between machines or the different processes often 
necessary to produce a part. 

This paper showcases the research undertaken by the Mechatronics and Robotics 
Research Group (MR2G) to try and address some of these obstacles to the progress 
of manufacturing technical ability and capacity in developing nations such as South 
Africa. 

Can precision manufacturing equipment be developed that is? 

(a) Not prohibitively expensive to the new investor 
(b) Not imported 
(c) Portable enough to allow for a ‘garage workshop’ to use it. 
(d) Developed locally so that expertise to maintain it is readily available 
(e) Software neutral and in-line with modern programming practices which allows 

for portability of data between machines and processes. 

Research was conducted into the area of Parallel Kinematic Machines (PKMs). 
Traditionally, machining centres have been built on a serial or linear architecture 
design. Serial architectures have the distinct disadvantage that they may only have 
one point of contact with the base of the machine and that errors are compounded 
along the length of the serial connections. In order to provide the necessary rigidity 
along the serial arm, significant bulk is added to the machine. The bulk, of course 
adds to the cost of the machine and reduces its portability. 

Parallel machines are based on the idea that there are several connections to the 
base of the machine. This offers the promise of increased rigidity for reduced weight 
[5]. The reduction in weight can also lead to faster motion within the machine’s 
workspace. This has been used to great advantage by pick-and-place robots such as 
the ABB IRB 340 Flex Picker [6]. 

Parallel architectures, while offering several advantages, do have their drawbacks. 
One significant drawback is that relative to their size, their workspace may be quite 
small [7].
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The paper presents the development of novel PKM designed for machining 
purposes. It walks through the progress of the research from the successful build 
of a prototype machine to the development of a full-scale machining centre with 
added features such as a mounted spindle and unique gripper accessory. A study of 
the inverse kinematics of the unique architecture is also presented. 

2 Desktop Prototype 

The initial phase of developing the machining centre involved the production of a 
desktop model. The architecture along with the kinematics of the desktop model 
were presented at COMA 19 [8]. It is briefly described here to show the progression 
of the research. 

The structural type classification of PKMs presented by Koseki et al. [9] was  
used as a basis for determining the structure of the design. Further inspiration was 
drawn from the very well-known Stewart–Gough hexapod platform. The hexapod 
platform offers good strength and precision, all six degrees of freedom but a limited 
workspace relative to its size [10]. 

The design that the research group settled on incorporated a novel configuration 
of the six powered prismatic joints. All the rotational joints in the assembly were 
passive joints. The six legs were coupled together in three pairs which resulted in a 
machine that could produce five degrees of freedom. There were three translational 
degrees of freedom, two independent rotational degrees of freedom about the X and Y 
axes and a parasitic rotation about the Z-axis. A photograph of the desktop prototype 
is shown in Fig. 1.

3 Full-Scale Design 

The prototype shown in Fig. 1 is inverted from what the final machining centre would 
be. This was done to make for ease of concept trial. A suspended frame would not 
be required to be built and different concept iterations could readily be switched out 
during the development process of the final architecture. 

3.1 The Machine Frame 

In order to build the full-scale machine, an appropriate frame was designed to rigidly 
suspend the three pairs of legs in an arrangement suitable for machining purposes. 
The frame  is  shown in Fig.  2 and was 2 m tall by 1 m deep by 1.5 m wide.

As can be seen from Fig. 2, the majority of the framework was constructed from 
square tubing. The roof structure consisted of 5 mm steel welded to the frame. The
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Fig. 1 The desktop 
prototype

figure also shows that the roof frame structure has extra members to increase rigidity 
and provide a stable platform from which to hang the actuator arms. 

3.2 Linear Actuator Design and Assembly 

The linear actuator design was based on the use of electric motors rather than 
hydraulic or pneumatic actuators. Even though electric actuators may be heavier with 
a slower dynamic ability, controlling them would be easier. Precision is paramount 
when considering machining applications and using electric actuators would facili-
tate precise behaviour from the machining system. A single linear actuator assembly 
is shown in Fig. 3. Each linear actuator provided a stroke length of 250 mm.

The assembly of the linear actuators together with their coupling brackets and 
attachment to the maching spindle is shown in Fig. 4. The mounting points for the 
pairs of legs were arranged 120° apart to provide stability and strength to the structure. 
This arrangement also maximised the workspace of the machine. The arrangment of 
the legs and the spindle is shown in Fig. 4.
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Fig. 2 The machine frame

Fig. 3 Linear actuator



768 W. Dharmalingum et al.

Fig. 4 Machining configuration of the actuators and spindle 

3.3 Spindle Design and Other Auxiliary Equipment 

The spindle was designed to allow for the intended milling and drilling application 
of the machine. It incorporated a BT30 tool taper and the drive was able to deliver a 
maximum operating speed of 10 000 rpm. A pneumatic clutch system was used for 
the drawbar actuation system. The pull clamp tool locking mechnism could exhert 
10 kN of force in order to secure the tooling in place during machining operations. 
The spindle was driven using a timing belt design with a 1.5:1 pulley ratio between 
the pulleys. The reduction ratio was able to increase the torque of the spindle but at 
the cost of revolutional speed. The spindle assembly is shown in Fig. 5.

To enhance the capability of the machine a gripper mechanism was designed. The 
additional feature of having a gripper would allow the machine to work with parts 
without the need for human intervention. 

The machine also incorporated a tool changing station. In this iteration of the 
design it could only hold two tools. The tool changer moved in two planar degrees 
meaning that it could deliver the tool to the spindle rather than the spindle having to 
move to the tool changing station. The advantage of having the tool changer move is 
that the tools could be stored away from the workspace of the machine. Since PKMs 
have a limited workspace for their size, this would allow for all of the workspace to 
be used for machining and not sacrifice any of it for tool changing. The developed 
machine required a budget of about R100,000 whereas a typical used CNC milling
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Fig. 5 The spindle assembly

would cost in the region of a million rand [11]. In terms of weight, the developed 
machine came in at a few hundred kilograms whereas CNC machines often start in 
the tons of kilograms. 

4 Inverse Kinematic Analysis 

In order to develop a control system for a machining system, one has to ascertain the 
inverse kinematic relationship between the end effector and the actuator positions. 
Knowing what the required placement of each actuator needs to be in order to position 
machine head in the desired location is paramount to developing the control system 
for the machine. This section describes the methodology used to determine the inverse 
kinematics of the unique architecture. 

The novel architecture was created using revolute and prismatic joints which only 
permit 1-DOF each. The use of 1-DOF joints to improve tighter tolerances and obtain 
higher machine accuracies has not been widely investigated for PKMs. As a substitute 
to universal joints, two individual revolute joints were implemented in series where 
applicable. The PKM is capable of three translations, independent rotations about the 
x and y axes and possesses a parasitic rotation about the z axis. The parasitic rotation is 
induced when rotations about the x and y axes occur sequentially or simultaneously. 
A linear actuator was used in each leg to achieve prismatic actuation. The PKM 
topology is shown in Fig. 6.

The use of revolute joints in series resulted nested kinematic loops that are formed 
by a pair of coplanar legs. The legs of the PKM are therefore grouped as leg pair
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Fig. 6 PKM topology

1–2, leg pair 3–4 and leg-pair 5–6. When the end effector undergoes translation, 
the nested kinematic loop exhibits a Parallelogram (Pa) structure. When the end 
effector undergoes rotational motion, the nested kinematic loop exhibits an Irregular 
Quadrilateral (IQ) structure. Hence the PKM was named the 2-R(Pa-IQ)RR, R(Pa-
IQ)R Parallel Manipulator. 

Additional variables were created by joint offsets due to the serial arrangement 
of some revolute joints [12, 13]. An extension of the geometric (vector) method was 
employed to address the additional variables. An outer and inner vector loop calcu-
lation was employed. The outer vector loop is illustrated in Fig. 7. The outer vector 
loop was constructed using points O, A, D and P. The global and local coordinate 
systems were placed at point O and point P respectively. The vector 

−→
AD (Point D 

relative to Point A) needed to be solved. The parasitic rotation was not investigated 
hence the rotation matrix was simplified as shown in Eq. 2.

Using leg pair comprised of leg 1 and 2, Eq. 1 was developed. 

−−−→
OA1,2 + −−−−−→

A1,2 D1,2 = −→
OP  + R(β, α)

−−−→
PD1,2 (1)
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Fig. 7 Outer vector loop 
diagram
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)
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⎤ 
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where c = cosine and s = sine 
If L , M and N represent the first, second and third rows of the expanded form of 

Eq. 2, the magnitude of vector 
−−−−−→
A1,2 D1,2 is represented by Eq. 3:

|||−−−−−→
A1,2 D1,2

||| =

|||||||||

(−−−−−→
A1,2 D1,2

)
x(−−−−−→

A1,2 D1,2

)
y(−−−−−→

A1,2 D1,2

)
z

|||||||||
=

/
(L)2 + (M)2 + (N )2 (3) 

The inner vector loop diagrams are shown in Fig. 8. Each pair of legs move along 
a common plane due to the mechanical arrangement of the joints. Vector 

−→
AD was 

used in the inner vector loop equation to solve the length of the actuators 1 and 2 
which are represented by vector 

−−→
B1C1 and 

−−→
B2C2 respectively. Vector 

−→
AB  and vector−→

CD  are machine parameters. This method was applied to solve the leg lengths of all 
other leg pairs.
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Fig. 8 Inner vector loop 
diagrams. a Inner vector 
loop for leg pair 1 and 2. b 
Inner vector loop for leg pair 
5 and  6  

The inner vector loop concerning leg pair 1–2 is illustrated by Eq. 4: 

−−→
BiCi = −−−−−→

A1,2 D1,2 − −−−→
A1,2 Bi − −−−−→

Ci D1,2 (4) 

where i = 1or2 
Due to the coplanar nature of the leg pairs, the vector 

−→
AD was reduced from 

a 3-dimensional vector to a 2-dimensional vector. The y component of vector 
−→
AD 

was set to zero without losing vector integrity. The x value of vector 
−→
AD could be 

calculated using the Theorem of Pythagoras since the z value was determined from 
the outer vector loop calculation. Leg pair 3–4 is identical to leg pair 1–2 and the 
same method was applied to leg pair 3–4. Leg pair 5–6 employed the same method 
except that the y value of vector 

−→
AD was retained and the x value was set to zero. 

The z value was calculated using the Theorem of Pythagoras. 
The inner vector loop calculation in Eq. 5 represents actuator 1 and 2. 
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Equation 5 is in terms of the x–z plane and all y matrix entries are zero.
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⎡ 

⎢⎢⎣

(−−→
BiCi

)
x 

0(−−→
BiCi

)
z 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎢⎣

/|||−−−−−→
A1,2 D1,2

|||
2 −

(−−−−−→
A1,2 D1,2

)2 

z 
−

(−−−→
A1,2 Bi

)
x 
−

(−−−−→
Ci D1,2

)
x 

0(−−−−−→
A1,2 D1,2

)
z 
−

(−−−→
A1,2 Bi

)
z 
−

(−−−−→
Ci D1,2

)
z 

⎤ 

⎥⎥⎥⎦ 
(6) 

Q and R represent the first and third rows of the right-hand side of Eq. 6. The  
magnitude of vector 

−−→
BiCi is calculated as shown in Eq. 7.

|||−−→BiCi

||| =

||||||||

(−−→
BiCi

)
x 

0(−−→
BiCi

)
z

||||||||
=

/
(Q)2 + (R)2 (7) 

When the end effector exhibits rotation, the vector 
−−−−→
Ci D1,2 vector changes to 

accommodate the rotation. Figure 9 illustrates that when the mounting bracket leans 
forward, the x and z vector components of vector 

−−−−→
Ci D1,2 changes. Additional vari-

ables such as angle ψ1 and positions of point E and F were included to calculate(−−−−→
Ci D1,2

)'
x 
and

(−−−−→
Ci D1,2

)'
z 
. The same methodology was applied to leg pair 3–4 and 

also when the mounting brackets leaned backward. 
The altered 

−−−−→
C1 D1,2 vector for leg length 1 is shown in Eq. 8 and 9.

(−−−−→
C1 D1,2

)'
x 

=
|||−−−−→
C1 D1,2

||| cos ψ1 (8)

(−−−−→
C1 D1,2

)'
z 
=

|||−−−−→
C1 D1,2

||| sin ψ1 (9)

Fig. 9 An example of vector CD being altered to accommodate rotation 
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When rotation occurs
(−−−−→
Ci D1,2

)'
x 

and
(−−−−→
Ci D1,2

)'
z 
replaces

(−−−−→
Ci D1,2

)
x 

and(−−−−→
Ci D1,2

)
z 
respectively in Eq. 5. Concerning leg pair 1–2 and leg pair 3–4, mounting 

bracket can rotate forward or backward or can remain upright. The common revolute 
joint that connects leg 5, leg 6 and the end effector can perform a positive or negative 
rotation or remain horizontal. Thirteen different combinations can be achieved due to 
the positions of the mounting brackets and leg pair 5–6 common revolute joint with 
the end effector. The inverse kinematic solution accommodated for all combinations. 

5 Conclusions 

In an effort to overcome some of the challenges facing entrepreneurs in the manufac-
turing sector in developing nations such as South Africa, research was conducted into 
the development of a unique parallel kinematic machining centre. The machining 
centre could offer the possibility of a more financially accessible and portable 
machine compared to existing CNC machines. 

Initially, a desktop prototype was built and tested. A full-scale machine including 
a spindle was then designed and built with additional features included such as a tool 
changing system and a gripper attachment. 

The inverse kinematics of the unique architecture of the machine were presented 
as the initial step in developing a control system for the machining centre. The inverse 
kinematics were solved using a vector loop (geometric) method. 

Future work will address the issues of tolerances and precision of the devel-
oped machine. These areas may present significant challenges for such a lightweight 
machine. At this stage in the development, no testing has been done regarding these 
aspects. 

A study of the workspace of the full-scale design is yet to be conducted. It has 
been completed on the desktop model and that work is still to be published. 

Lastly, the full control system of the machine needs to be developed in order to 
be able to test the system and verify its capabilities. 
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Driving Big Data Capabilities 
and Sustainable Innovation 
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Abstract Big data can not only provide a glimpse into the current state of a busi-
ness, but may also provide a foundation for discovering new business opportunities, 
driving process improvement and innovation and ultimately improving the bottom 
line. However, realising this explicit value from big data is not without challenges. 
It is estimated that few big data endeavours succeed, with only a small portion 
of analytic insights actually delivering measurable business value. The challenges 
are multifaceted, including factors such as a lack of an overall big data strategy, 
insufficient buy-in from executive management, resistance to technology adoption, 
inadequate technical and soft skills and team structures, and poorly-directed invest-
ments. Without an understanding of the current landscape or state of the art as far 
as technology and advanced analytics are concerned, along with a clear roadmap 
to guide their big data efforts, organisations will find it more difficult to realise 
the value that big data promises. In this paper some of the uncertainties and chal-
lenges faced by organisations with respect to big data are addressed, by presenting a 
model which evaluates an organisation’s capabilities with regard to data centricity and 
provide an actionable roadmap for the implementation and improvement of big data 
endeavours. This enables organisations to focus their efforts on creating value from 
big data, where the model informs continuous efforts in improving organisational 
efficiency and effectiveness, and driving sustainable innovation. 
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1 Introduction 

Big data is an important, strategic business asset across many industries [1–3]. It 
provides a glimpse into the current state of a business, provides a foundation for 
discovering new business opportunities, and drives process improvement and inno-
vation. Big data typically enables improved decision-making, better risk manage-
ment, increased transparency and more efficient processes [1, 2, 4, 5]. Furthermore, 
it enables the identification of new market segments and offerings, as well as the 
discovery of new business models, products and services [1, 2]. Consequently, it 
provides opportunities to improve revenue and reduce costs. 

Unfortunately, many organisations are struggling to realise the value that big data 
promises [1, 2, 6]. It has been estimated that 85% of big data projects fail [6], whilst 
87% of data science projects never make it to production [7]—a critical capability 
in realising value through advanced analytics. It is further estimated that by 2022, 
90% of corporate strategies across all industries will explicitly mention data and 
analytics as critical business assets [8], but only 20% of all analytics insights will 
deliver real business value [6]. Organisations are becoming increasingly aware of the 
importance of big data and advanced analytics in driving organisational effectiveness 
and efficiency, but face numerous challenges in realising the value. 

These challenges are multifaceted, but managerial, cultural and people-related 
challenges far outweigh the technological ones [2, 9]. Commonly experienced chal-
lenges include the lack of an effective overall strategy for big data, insufficient 
buy-in and explicit support from executive management, resistance to the adoption 
of new technology, inadequate technical and soft skills, team structures which are 
unconducive to productivity, and poorly-directed investments [1, 2, 10–12]. 

To address these challenges, organisations wishing to be data-centric need to have 
a good understanding of big data, modern technologies and the advanced analytics 
landscape. To this end, maturity models are useful tools to understand how best to 
implement and derive value from new technologies or capabilities within an organ-
isation [13]. They provide guidance on how to focus organisational efforts to drive 
value and enable organisations to effectively balance divergent objectives [2, 10]. 

2 A Review of Existing Maturity Models 

Existing models in big data and related fields were evaluated. Various limitations, 
omissions and opportunities were identified that, if addressed, would provide more 
effective guidance for organisations to realise the value of big data.
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2.1 Existing Models 

Building on the works of [2, 14], 16 maturity models in the fields of big data and 
analytics were evaluated in terms of the following categories: 

1. completeness of the model structure; 
2. quality of the model development and evaluation; 
3. ease of application; and 
4. big data value creation. 

In the first category, the model completeness is evaluated by considering aspects 
such as the model purpose, composition and structure. In the second category, quality 
is evaluated in terms of the trustworthiness and stability of the model. In this category 
the design approach, model evolution and level of verification and validation are 
evaluated. The third category (ease of application) considers the model application 
as well as comprehensibility and practicality of results, while aspects such as model 
actuality, relevance and performance are considered in the fourth category (big data 
value creation). 

The results of the evaluation of the maturity models are depicted in Fig. 1, with 
the TDWI [15], Fraunhofer Industry 4.0 Checkup [16] and IDC [17] models ranking 
as the top three models across the four categories. 

Fig. 1 Benchmarking scores of maturity models
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2.2 Limitations and Shortcomings 

Whilst maturity models are a useful guidance tool for organisations, they are also 
frequently criticised. Maturity models may be classified into two distinct groups, 
namely, those developed by academics (e.g., [5, 18]) and those developed in industry 
(e.g., [17, 19, 20]). Where models developed by academia are generally well-
documented in terms of research and theoretical foundation, they often lack prac-
ticality and relevance [2, 5, 18]. In some cases, the models are developed purely 
based on other existing models, without questioning the appropriateness or validity 
thereof. In contrast, those developed in industry are usually developed as consulting 
tools, where one would assume that the practical relevance is high. However, the 
development process and compilation of the model is typically not well-documented 
or publicised [2, 14, 16]. This makes it difficult to validate the models and more 
importantly, exposes them to the biases of the vendor or consulting partner involved 
in the development [2, 18]. 

Further criticism includes the static, inflexible nature of most maturity models [2, 
21]. Although some are developed in an iterative manner, most are treated as complete 
and static once they have been applied. They are developed based on current best 
practices but quickly become outdated as technology, and the field in which they are 
applied, evolves. 

Furthermore, the models themselves are often linear and provide only a single 
perspective, namely, an ideal solution path without any allowance for changes [21– 
24]. This single solution approach is limiting for organisations in that it does not 
allow for any exploration of alternatives, directional changes or customisation to the 
specific organisational context and strategy. Furthermore, it implies that maturity is 
a predetermined end-state that can be achieved. 

Maturity models may be used as descriptive, predictive and comparative tools. 
However, many focus only on evaluating the current situation (descriptive), without 
providing any explanation of how to improve (prescriptive), nor how the assess-
ment score compares to industry benchmarks (comparative). Where they do provide 
guidelines for improvement, they are often very generalised and not very practical / 
actionable [2, 16]. 

In the field of big data, maturity models tend to focus on specific subdomains 
or technologies alone, such as data warehousing or business intelligence, but fail 
to consider the wider organisational aspects such as strategy, culture and relevant 
skills [18]. Those that do, such as the BDMM [18] are intended for well-established 
organisations with clearly defined and established strategies and processes. 

Finally, most maturity models provide a single snapshot in time of an organisa-
tion’s capabilities, without any continuity or measure of progress after the model’s 
application [21].
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2.3 Opportunities 

The big data, analytics and technology landscapes are constantly changing, and 
subsequently require a more flexible, dynamic approach to improvement. For a matu-
rity model to be effective in this environment, it should be developed continuously, 
to incorporate new and/or improved tools, technologies and best practices. 

Realising value from big data is often context-dependent and organisations may 
approach this differently. As such, a maturity model should be nonlinear to allow 
for, and encourage, directional changes and shifts. Furthermore, it should provide a 
mechanism for continuous evaluation and improvement. 

Considering the myriad of challenges in leveraging big data, a holistic perspective 
which encompasses technical, organisational, process- and people-related challenges 
may lead to better outcomes. 

3 Methodology and Design Approach 

To effectively design a flexible, dynamic maturity model for big data and analytics, 
an iterative design methodology that drives continuous improvement of the model is 
proposed. 

3.1 Methodology 

Braun [2] expands on the works of [14, 25, 26] and proposes a generic framework for 
maturity model development. This framework provides a foundation for iteratively 
developing maturity models and addresses one of the primary shortcomings (the 
lack of documentation) by emphasising this throughout the development process. 
However, even this framework focuses predominantly on the research and develop-
ment phases of the model and does not include model application/implementation. 
Furthermore, it does not explicitly cater for iterative and continuous improvement of 
the model after its creation. To ensure the development of a dynamic, flexible model, 
the framework was extended to include a model implementation phase as well as a 
design iteration stage. 

Given that the field of application is ever-changing, a landscape scouting phase 
was added. Here, the big data and analytics landscape is continuously monitored to 
anticipate relevant changes. This stage serves as an additional trigger of subsequent 
design iterations, ensuring that the model remains relevant by incorporating the latest 
tools and best practices. The resulting methodology, depicted in Fig. 2, was used to 
design the maturity model of this paper.
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3.2 Design Iterations 

An initial set of dimensions and sub-dimensions was defined through the analysis of 
existing research and models. In particular, different aspects of the highest-ranked 
models were considered (see §2.1) and refined in consultation with experts in the 
field of big data analytics. Four rounds of focus group sessions were conducted with 
six executives, all with direct experience in software engineering, data science and/or 
machine learning engineering within big data environments. 

A comparative analysis was conducted in which each sub-dimension was eval-
uated in combination with every other sub-dimension to capture dependencies, 
correlations and/or possible trade-offs. If correlations or overlaps were found, sub-
dimensions were consolidated to reduce the model complexity. Dependencies and 
trade-offs between sub-dimensions were noted for later consideration during the 
model implementation phase. 

For each sub-dimension, experts were asked to define the best case and worst case 
scenarios to establish the range of the maturity scale. These scenarios were used to 
formulate initial questions, along with a set of five possible responses (ranging from 
the worst to the best case scenarios), as shown by the example in Table 1. 

A multipronged approach was used to define the questions for each sub-dimension. 
This was achieved by considering questions from the top-ranked models, conducting 
research into pertinent industry standards and best practices, as well as by considering 
the input received from industry experts during the focus group sessions. In the 
initial iterations, experts were tasked with individually defining questions for each 
dimension. Considering the immense time effort required, this approach was adapted 
to conducting these focus group sessions with experts. 

After a number of design iterations, an additional perspective was added in the 
form of key factors. Based on research and the input from experts, the factors critical 
to the success of big data initiatives in organisations were identified. In addition to

Table 1 Sample question from maturity model 

Question Option 1 Option 2 Option 3 Option 4 Option 5 

How 
influential 
are outputs 
of your 
data and 
analytics 
products on 
decisions 
made 
across the 
various 
business 
areas and 
levels? 

Results are 
delivered at 
meetings and 
decisions are 
predominantly 
made based 
on expertise 

Insights are 
delivered at 
meetings 
and may 
contribute 
somewhat, 
but 
decisions 
are still 
largely 
made 
without data 

Some 
business 
areas are 
starting to 
make 
decisions 
based on 
data, but do 
not 
completely 
trust the 
analytics 
products yet 

Analytics 
products are 
self-service for 
the 
decision-makers 
and used 
directly for 
decision making 

Data/analytics 
products provide 
augmented 
intelligence and 
decision support, 
directly driving 
decision-making 
throughout the 
organisation. No 
human-in-the-loop 
is applied where 
possible 
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occupying a sub-dimension, questions were assigned relevant key factors (discussed 
in §4.1). In three additional focus group sessions with the same experts, key factors 
were consolidated, refined and ranked in terms of importance (i.e. how critical they 
are for the success of big data initiatives) following a pairwise comparison. These 
ranked key factors were considered in combination with those prioritised in literature 
to avoid expert bias. Further revisions were made to the model to ensure that the most 
important key factors had sufficient coverage in the model. 

4 Big Data Analytics Maturity Model 

Following the iterative design methodology (see §3), a maturity model for big data 
was developed. An overview of the model and the continuous improvement thereof, 
as well as the application scenario and differentiating factors, are presented. 

4.1 Model Overview 

The maturity model measures an organisation’s capabilities across seven dimensions, 
categorised into 33 sub-dimensions, shown in Table 2. The model comprises 43 
questions across the seven dimensions. Each question has five answer options ranging 
from low to high maturity.

A set of 25 key factors that are central to the success of big data and analytics 
organisations were defined. The top six key factors (both in terms of importance and 
model coverage) are:

● Data-driven decisions;
● Enterprise-wide strategy;
● Return-on-investment (ROI)-driven;
● Analytics capabilities;
● Evangelist leadership; and
● Scalable architecture. 

Most key factors span multiple dimensions and provide an additional perspective 
and scoring mechanism to assess an organisation’s maturity. 

4.2 Continuous Model Improvement 

As discussed in §3, continuous improvement is an important component of the model 
to ensure continued relevance in a dynamic environment, where the model may be
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Table 2 Model dimensions and subdimensions 

Dimension Description Sub-dimensions 

Strategy and alignment This dimension considers the 
extent to which the 
organisational vision, strategy 
and funding support the big 
data initiatives of the 
organisation. It considers the 
level of advocacy and 
alignment within the 
organisational structure for the 
initiative(s) and evaluates the 
business case for big data 

Vision and strategy; funding; 
advocacy; alignment; business 
case 

Process management The way data-centric and big 
data initiatives are planned, 
funded, managed and 
evaluated are considered in this 
dimension 

Operations; program 
measurement; investment 
focus 

Data management This dimension considers how 
data are managed in support of 
big data and analytics efforts. 
Specifically, how data are 
collected, stored, and 
processed, as well as the 
quality, accessibility and 
availability thereof 

Data collection; data volume, 
variety, velocity and veracity; 
data storage; data processing 
standards; data processing; 
accessibility and availability 

Analytics In this dimension the 
utilisation and delivery of data 
analytics results are evaluated, 
along with the visualisation, 
reporting, data-driven 
decision-making capabilities 
of the organisation 

Analytic techniques; delivery 
methods; reporting and 
visualisation; data-driven 
decision making 

Governance The coherency of, and 
compliance to, the 
organisation’s data governance 
strategy in support of its big 
data initiatives are considered 
in this dimension, alongside 
technical standards, data 
protection and security 

Policies; structure; 
compliance; stewardship; 
security and privacy 

Organisation and people This dimension considers how 
organisational culture impacts 
big data initiatives, as well as 
the levels of enterprise-wide 
capabilities and collaboration 
efforts 

Skills and roles; leadership 
model; culture; performance 
management; cross-functional 
practices

(continued)
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Table 2 (continued)

Dimension Description Sub-dimensions

Technology and infrastructure This dimension considers the 
extent to which the 
infrastructure supports the 
initiatives and its potential 
users, as well as the 
technologies and integrations 
in place 

Information digitised; 
architecture; functionality; 
analytic / big data tools; 
integration

updated with the latest best practices and innovations, and user feedback is incorpo-
rated. Consequently, an automated pipeline was produced using open source, cloud-
based scripts and tools. Specifically, Google tools and services including Google 
Sheets, Google Slides, and Google Apps Scripts were used to create the automated 
pipeline. Changes or additions to the model dimensions, key factors and/or questions 
may be made directly via the input mechanism of the model, and are automatically 
propagated throughout the model (e.g. recomputing key factor coverage). 

4.3 Model Application 

The assessment is conducted by an industry expert that facilitates a workshop with 
key stakeholders at the organisation being assessed. A group approach is taken to 
ensure that the various perspectives within the organisation are accurately captured in 
the answers. This ensures a more realistic snapshot of the organisation, and a higher 
accuracy of the results. Furthermore, discussions between stakeholders may lead to 
valuable insights that would otherwise not be uncovered. Once the assessment ques-
tions have been submitted, the model outputs indicate the organisation’s strengths 
and areas of improvement. These results are calculated in terms of the model dimen-
sions and subdimensions, as well as the key factors. These scores are interpreted by 
external experts based on the current context, processes, goals and constraints of the 
organisation. 

The results and personalised recommendations are then presented back to the 
organisation in another group session. Here, the experts provide insights into the 
recommendations, and help the organisation understand the trade-offs between the 
various options available to them in terms of technologies and improvements. In 
collaboration with the organisation’s key stakeholders, and under consideration of 
the specific context and capabilities, the experts formulate an actionable roadmap for 
the organisation. Where applicable, practical resources are shared with the organisa-
tion to facilitate the recommendations and build internal capacity. These resources 
include curated or widely available best practices (e.g. machine learning operations 
guidelines), specialised subject documents (e.g. model feature stores –- referred to 
as monographs), or recommendations for targeted training.
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A critical component of the model application is the re-assessment and feedback 
loop. After the recommendations and roadmap are presented, a reasonable time 
period for re-assessment is determined. After this period, the assessment is repeated 
to measure improvements made. Here, the differences in scores are used to inform 
any directional changes (i.e. where recommended actions may not be as successful 
as anticipated) and to reprioritise and refocus efforts in response to any contextual 
nuances. This feedback loop is critical to the continuous improvement of the model 
itself and forms part of the iteration loop depicted in Fig. 2. 

4.4 Model Differentiators 

A primary differentiator of the model is the iterative design methodology followed in 
its development. Rather than trying to develop an exhaustive, complete model from 
the start, an iterative approach is adopted to allow for the continuous improvement 
of the model. This is especially valuable in the field of big data where the application 
environment is highly dynamic. 

Where existing models are developed either from an academic or an industry 
perspective, the model presented was developed using a combined approach (see 
§3). In this case, the model development leveraged existing models and industry 
standards, current best practices in industry, as well as the knowledge and experience 
of various experts. 

The key factor approach ensures that the critical factors in the big data analytics 
landscape are sufficiently covered by the model. It also provides an additional avenue 
for interpretation of the results and recommended actions. 

The customised model application allows for increased flexibility of the model. 
This is based on the assumption that there is no single, optimal solution path for all 
organisations. Rather, the results of each application are interpreted and prioritised 
for the specific organisation. Depending on the current context and goals of organ-
isations, two organisations with the same score may receive different proposals to 
improve their outcomes. 

The repeated application of the model provides a mechanism for regular 
progress reflection, course correction (where required) and continuous improve-
ment within the organisation. Additionally, it enables and encourages the continuous 
improvement of the model itself [16, 18, 25]. 

5 Validation 

The model was validated throughout its development (see §4), evaluated against the 
benchmark models (see §2) and subsequently applied to two relevant enterprises. 
The validation was conducted by the authors, together with the six big data experts 
included in the initial focus groups.
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5.1 Evaluation Against Established Benchmark 

As a first point of validation, the model was evaluated against the benchmark estab-
lished in §2.1. The overall model score, with respect to the evaluation categories 
defined in §2.1, surpasses that of the benchmark models, with a score of 19.00 
(compared to the 16.52, 16.40 and 15.40 scores of the TDWI, Fraunhofer and IDC 
models, respectively). This is not a surprising result given that the model’s starting 
point was a combination of these three models, with a focus on expanding the 
successful traits of each model. 

The model scores consistently well across the four categories of §2.1, only scoring 
lower than one of the benchmark models in category 3 (ease of application). In this 
case, a model applied in a workshop setting with the input of industry experts is 
not as simple to apply as an online self-assessment. Moreover, the complexity is 
increased due to the incorporation and consideration of the enterprise’s context in 
the interpretation of results and prioritisation of recommendations. Although this 
increases the application complexity, it increases the model accuracy and relevance 
for the organisation and is considered a differentiating feature of the model. 

One aspect within the model completeness category in which the model can 
be improved, is the purpose of use. The model currently classifies an organisation 
into a maturity level (descriptive) and provides recommendations for improvement 
(prescriptive). It does not currently provide a comparison to benchmark organisations, 
a feature that the benchmark models do provide. The comparative level of the model 
is planned for future design iterations and the versioning of models should make 
comparisons more applicable when the model is regularly updated. 

The model scores highest in the big data value creation category. This score may 
be attributed to the involvement of industry experts in the model development. 

5.2 Case Studies 

The model was applied to two relevant enterprises. As part of the initial validation, the 
assessments were completed by experts with direct and continuing interaction with 
these enterprises. The comparative results of the two enterprises are depicted in Fig. 3. 
The results were interpreted considering the context of each organisation and used 
to formulate prioritised recommendations. These results and recommendations were 
shared and discussed with the experts to ensure that they reflect their expectations 
and experiences. These discussions led to further improvements to the model.

In the case of Enterprise A, the model was applied at different points by consid-
ering the maturity of the organisation currently and retrospectively, as shown in Fig. 4. 
For each area in which the maturity level increased, experts reviewed the actions 
and activities that led to these changes. In areas where improvements were not as 
significant (e.g., in the process management dimension), the reasoning thereof and
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Fig. 3 Comparative results of two organisations

difficulties experienced were discussed. These discussions of the comparative results 
led to further refinements of the model and the reprioritisation of recommendations. 

Enterprise B was only assessed at one point in time, but was also used to validate 
an approach which emerged in more recent design iterations, namely that of a set

Fig. 4 Results of subsequent assessments 
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Table 3 Example proxy questions in maturity model 

Proxy question Option 1 Option 2 Option 3 Option 4 Option 5 

What % of initiatives focus on new 
revenue streams and business models 
based on big data insights? 

<10% 10–25% 25–50% 50–75% >75% 

How many active analytics use cases 
do you have in production? 

<10 10–50 50–75 75–100 > 100 

of simplified questions which measured necessary capabilities explicitly (referred to 
as proxy questions). Two examples are provided in Table 3. Some questions (such 
as the first example) are percentage-based and thus directly comparable for different 
enterprise sizes. Others (such as the second example) are used as indicators of general 
adoption since use case implementation in enterprises may differ for reasons unre-
lated to size (e.g., banks apply stricter controls to use case releases or startups which 
oftentimes deliver more quickly). However, it is important to note that no question 
is considered in isolation, and that the specific enterprise and context is considered 
when interpreting the results and prioritising recommendations. 

The complete, standard assessment was completed, as well as the smaller set of 
proxy questions. The results of these two assessments were considered comparatively 
to determine whether the combined approach provides a better understanding of the 
organisation’s landscape. The experts found the proxy questions easier and faster to 
answer, and the proxy questions resulted in maturity scores across the dimensions that 
were similar to those provided by the detailed questionnaire. They provide insights 
into very practical and actionable aspects of the organisation. However, without the 
additional scores of the full assessment, they do not provide sufficient granularity. 
Therefore, it is recommended that the proxy assessment be used in combination 
with the standard assessment to add an additional perspective to the model, or as a 
precursor assessment to share initial insights with organisations. 

6 Conclusions 

In this paper we present a maturity model to evaluate an organisation’s maturity with 
regards to data-centricity. This model is designed to enable organisations to remain 
relevant by continuously improving, employing key practices and driving innova-
tion through big data. The model enables organisations to identify and leverage 
their strengths as well as identify, prioritise and improve their weaknesses. By 
providing actionable insights into current capabilities and recommendations for big 
data endeavours, the model facilitates and accelerates their efforts in creating value 
from big data. In addition to the results and recommendations provided by the model, 
additional resources including monographs and knowledge guides on key concepts 
and current best practices are shared to build internal capabilities and understanding.



Driving Big Data Capabilities and Sustainable Innovation … 793

Targeted training is provided to ensure that big data capabilities and innovation are 
sustained. 

Furthermore, this model is designed to provide a holistic understanding of an 
organisation’s capabilities and identify critical areas for current big data endeavours. 

The model was validated through its application in two case studies in which 
the results and prioritised recommendations were validated through discussions with 
experts. Future work includes applying the model to more organisations. Once suffi-
cient data points are available, the model will be extended to include the comparative 
aspects. 

In contrast to other models, one of the main contributions of this research effort is 
the design approach followed and the transparency thereof. Many models, especially 
those developed by industry, lack documentation and fail to provide insights into the 
development and composition of the models. A further contribution is the extensive 
review and evaluation of existing maturity models, building on the work of [2]. 
In the field of big data specifically, most maturity models focus on the technology 
or data aspects, but none were found that also address the advanced analytics and 
machine learning aspects. This model evaluates an organisation’s capabilities in 
data, technology and analytics areas, in combination with organisational and people-
related capabilities. 

The maturity model presented is not intended as a recipe for innovation and 
success in the realm of big data. Rather, it is intended as a tool to better understand 
an organisation’s capabilities and the current landscape in terms of technology and 
advanced analytics, and to provide continuous guidance on where (and how) efforts 
should be focused to realise explicit value from big data. 
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Indoor Positioning Using a Single PTZ 
Camera 

J. Hermann, A. H. Basson, K. H. von Leipzig, and V. Hummel 

Abstract The market for indoor positioning systems for a variety of applications 
has grown strongly in recent years. A wide range of systems is available, varying 
considerably in terms of accuracy, price and technology used. The suitability of 
the systems is highly dependent on the intended application. This paper presents a 
concept to use a single low-cost PTZ camera in combination with fiducial markers for 
indoor position and orientation determination. The intended use case is to capture a 
plant layout consisting of position, orientation and unique identity of individual facil-
ities. Important factors to consider for the selection of a camera have been identified 
and the transformation of the marker pose in camera coordinates into a selectable 
plant coordinate system is described. The concept is illustrated by an exemplary 
practical implementation and its results. 

Keywords Optical indoor localisation system · PTZ camera · Plant layout 

1 Introduction 

This paper presents the concept of an indoor positioning system based on the use of 
fiducial markers and a pan/tilt/zoom (PTZ) camera. The intended use case is to capture 
the actual factory layout, especially in modular and flexible factories. Specifically,
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the pose of the facilities involved in the production process, such as workstations, 
conveyor belts, machines, etc., must be determined. The pose includes not only the 
position but also the orientation of the facilities. The determined layout can then be 
used for simulation purposes based on the real conditions and for the creation of 
dynamic maps which, for example, can make source and destination locations for 
automated guided vehicles (AGVs) more flexible. The reason for developing this 
method is that current indoor positioning systems do not meet the high requirements 
regarding the determination of the layout. This primarily concerns the accuracy and 
lack of orientation detection. Typically, most non-optical procedures do not have an 
orientation determination. In addition, the position accuracies are lower than 15 cm 
but a very high scanning frequency is usually possible [1]. Since a layout change 
always involves a great effort, it can be assumed that it will not be changed very often, 
so the scanning frequency is negligible. In addition, other indoor positioning systems 
are based on active marker devices and complex infrastructure, which increases their 
cost. Production system planning should in future not be treated only as an initial 
planning project [2]. A continuous production system planning and adaptation will 
become more and more important. The practice also shows that 45% of the average 
factory planner’s working time is spent on manual data acquisition [3] (p. 357). 
Besides the use of PTZ cameras to capture the layout, there are several other studies 
which use other measurement techniques. For example, Mütze et al. identified the 
automatic detection of the factory layout as a possible use case for an ultrawideband 
based real time localisation system by attaching four tags to each workstation [4]. 
Another approach is described in [5], where data acquisition is performed with a 
3D laser scanner and the resulting point cloud is used to classify factory objects 
using machine learning. The following describes a concept that aims to fulfil the 
requirements for the factory layout recording, according to [6]. 

2 Concept Description 

The basic idea is that a PTZ camera is mounted on the ceiling or another elevated 
point in a factory building overlooking the existing facilities (Fig. 1).

In order to identify the factory layout, the facilities and end-devices are equipped 
with visual markers with a unique ID. The installation of these markers and their 
pose within the respective facility coordinate system must be noted. To avoid mutual 
shadowing, they should be placed at similar heights. Additionally, at least 3 reference 
markers (subsequently termed as landmarks) must be placed at known positions 
within the plant/world coordinate system. In order to detect the markers, the first 
step is to perform a rough scan in which the camera rotates at a low zoom level and 
determines the rough direction of the markers by recording the respective angular 
position. Subsequently, the previously determined rough positions are moved at a 
higher zoom level and the angles are readjusted until the center of the camera image 
corresponds to the center of the marker. These more accurately determined angular
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Fig. 1 Overview of geometries for pose estimation using a PTZ camera

positions are then used to determine the required position parameters. The calculation 
steps are explained in the following subsections. 

2.1 Determination of the Camera Position 

The determination of the position and orientation of a scanner device (in this case 
the PTZ camera) by using the directional measurements is known as resection in the 
field of geodesy. An overview of state-of-the-art methods on this topic is described 
by Awange and Paláncz [7] and Haralick [8]. The described methods usually solve 
the fourth-degree polynomial equations for the calculation of the spatial resection 
based on Grunert [9] with different algorithms. As these methods provide multiple 
solutions, they are rather unsuitable for this concept as they are difficult to automate. 
For this reason, Donner’s method is used for this concept which can be automated 
nearly free of errors [10]. In our application it is assumed that the pose of the camera 
coordinate system within the plant coordinate system is not exactly known. In order 
to calculate these on the basis of [10], the 3D coordinates of n landmarks (n ≥ 3) 
inside the world/plant coordinate system (W Li ) are required. Also, the measured 
azimuth and elevation angle (ϕi , θi ) of the camera to each landmark is needed. The
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Euclidean distances between landmarks in space are initially calculated (1). 

d2 
i j  =

(
xi − x j

)2 + (
yi − y j

)2 + (
zi − z j

)2 

for i ∈ N and j ∈ N and i /= j 
(1) 

The unit vectors for the individual landmark points are calculated from the 
measured angles (2). 

ui = 

⎡ 

⎣ 
sin(ϕi ) sin(θi ) 
cos(ϕi ) sin(θi ) 

cos(θi ) 

⎤ 

⎦ (2) 

The multiples ti of the vectors ui are determined in such a way that the squared 
distances between their end points correspond to the squared distances d2 

i j  between the 
connection points (1). From applying the cosine theorem for each pair of connection 
directions it follows that ui ·u j is the cosine of the spatial angle between the landmark 
points Li and L j (3). 

d2 
i j  = t2 i + t2 j − 2ti t j ui · u j (3) 

Using more than three calibration points will produce an overdetermined system 
of equations. To solve the system of equations, a least-square solve routine (in this 
case as predefined Python function) is used. After the determination of the ti , the  
landmark points Li in the camera coordinate system are obtained (4). 

C Li = ti ui (4) 

2.2 Transformation Parameter Calculation 

To perform the 3 dimensional coordinate transformation from the camera coordi-
nate system to the world coordinate system, the Helmert transformation is used. As 
the transformation parameters are initially unknown, they are calculated using the 
landmarks (identical points) with known positions in both coordinate systems. 

W Li = Δ + m · R ·C Li (5) 

W Li = 

⎡ 

⎣ 
xi 
yi 
zi 

⎤ 

⎦,C Li = 

⎡ 

⎣ 
xi 
yi 
zi 

⎤ 

⎦,Δ = 

⎡ 

⎣
Δxi
Δyi
Δzi 

⎤ 

⎦, R = Rz Ry Rx
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Rx = 

⎡ 

⎣ 
1 0 0  
0 cos εx sin εx 
0 − sin εx cos εx 

⎤ 

⎦ 

Ry = 

⎡ 

⎣ 
cos εy 0 − sin εy 
0 1 0  

sin εy 0 cos εy 

⎤ 

⎦ 

Rz = 

⎡ 

⎣ 
cos εz sin εz 0 

− sin εz cos εz 0 
0 0 1  

⎤ 

⎦ 

By inserting the landmark coordinates of the camera (CLi) and the world coor-
dinate system (WLi) into Eq. (4), an overdetermined system of equations is created, 
which can be solved with a least square routine. This results in the rotation matrix 
R, the scaling factor m and the translation vector Δ. Thus, the relation between the 
two coordinate systems is clearly determined. 

2.3 Determination of the Object Markers Inside the Camera 
Coordinate System 

To determine the positions of the measuring points based on the measured angles, the 
subsequent approach is followed. A surface is constructed by the landmark points 
within the camera coordinate system. If more than three points are used, the plane 
must be balanced. This is calculated according to [11], on the basis of the points C Li , 
to obtain a plane in point-normal form: 

B : n · (→r − −→r0
) = 0 (6)  

In order to determine the positions of the measuring points, the intersection of 
the direction vector −→ai with the previously constructed plane B is calculated. If the 
measuring points are not at the same height as the landmarks, the plane B must be 
shifted along its normal vector according to the height difference from the initially 
known z-position of the marker, resulting in a plane Bi for each point. 

C Mi = →n · −→r0
→n · −→ai · −→ai (7) 

The direction vectors to the measuring points result as the unit vectors of the 
landmarks from the measured azimuth and elevation angles (7).
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C Mi = λ−→ai = 

⎡ 

⎣ 
sin(ϕi ) sin(θi ) 
cos(ϕi ) sin(θi ) 

cos(θi ) 

⎤ 

⎦ (8) 

2.4 Determination of the Rotation Angle 

To calculate the rotation of the markers, the homography matrix is used. The 3 
× 3 homography matrix describes the projection from a tag with homogeneous 
coordinates. The output of the homography matrix is already available as a standard 
function in the analysis library for many fiducial markers, such as AprilTags [13]. To 
calculate the orientation and the translation in space, the intrinstic parameters of the 
camera are needed. For the intended application only the rotation around the Z-axis 
is needed. According to [14], the parallel lines in the planar surface of AprilTags 
also appear parallel in the image. This implies that the new image can be interpreted 
as a frontal view and thus an affine transformation can be applied. Therefore, for the 
entries of the homography matrix (9), h00 = cosθ and h10 = sinθ can be assumed. 
The angle θ can then be determined by applying (10). To correct the image skew 
resulting from the pan angle of the camera, the pan angle must be added to the theta 
angle to compensate for it. 

H = 

⎡ 

⎣ 
h00 h01 h02 
h10 h11 h12 
h20 h21 h22 

⎤ 

⎦ (9) 

θ = arctan 2(h10, h00) (10) 

3 Experimental Setup 

In order to apply the theory of the concept, it was implemented in a test setup 
and initial measurements were taken to determine the accuracy and speed. For this 
purpose, 28 AprilTags were attached to the floor of a factory building as shown in 
Fig. 2. The tags were each placed at a distance of 1 m, the tags with IDs from 0 to 
15 were placed in a line and the tags with IDs from 16 to 27 were placed in a line 
right-angled to the first line. The camera was placed at a height of about 4 m, without 
considering the orientation, and placed in an arbitrary location so that all tags are 
visible. To test the concept, tags 0, 15 and 27 are used as landmarks and the origin 
of the world coordinate system is placed in the center of tag 15.
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Fig. 2 Test setup using a PTZ camera and AprilTags 

As the positions of the tags in the world coordinate system are on the X or Y axis 
and their distances were measured with a laser measuring device, these are known 
and can later be compared with the results of the camera measurement. The individual 
components are described in the following subsections. 

3.1 The PTZ Camera 

The core element is the camera. A surveillance camera of the type M5525 from Axis 
with a price of about 1000 e is used. The pan range is 360° with endless rotation 
and the tilt angle can be moved up to 90°. The angles can be set and read out with 
a resolution of 0.01°. The image resolution is 1920 × 1080 pixels and the camera 
has a 10 × zoom. The control of the camera is enabled by an integrated web service 
(Vapix API), which allows to control and read out practically all relevant parameters 
by simple http requests. As a preparatory measure, the error of the tilt angle was 
determined in order to compensate it for the calculations. As seen in Fig. 3 a linear 
error can be assumed.

The error is highest when the angle is set to 0° (horizontal orientation of the 
camera). The error decreases as the camera is moved downwards. By applying a 
linear regression, this error can be compensated.
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Fig. 3 Tilt angle error depending on adjusted angle

3.2 Fiducial Markers 

There are countless different fiducial markers for the purpose of pose estimation. A 
good overview and comparison between some markers can be found under [12]. The 
AprilTags [15] are used for the test implementation, but other markers can also be 
used if they provide orientation estimation. One great advantage of the AprilTags 
is the availability of different tag families, which differ in the number of unique 
IDs. The standard family “TagStandard52h13” offers a maximum number of 48,714 
unique IDs. An example of a tag of the family “TagStandard52h13” is shown in 
Fig. 4. Flexible AprilTag layouts can also be created for special requirements. 

Basically, most fiducials are designed to measure distances based on camera 
parameters, but since only angles are measured in the concept described above, 
this feature is not needed.

Fig. 4 AprilTag 
TagStandard52h13 with ID 0 
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Fig. 5 Image analysis of an AprilTag at 10 × zoom 

3.3 Measuring Procedure 

First, the rough scanning was performed in a 2 × zoom state. The rough angle posi-
tions were saved. The subsequent fine scanning was performed with the maximum 
10 × zoom. For image analysis, the implementation of the AprilTag algorithm from 
AprilRobotics on github was used (https://github.com/AprilRobotics/apriltag). The 
image analysis provides, for example, the image coordinates of the corner points, 
the center point and the corresponding ID of an AprilTag. In Fig. 5, the parameters 
are displayed graphically and superimposed on the image. The single images of the 
video stream are analysed in a loop and the pan and tilt angle of the camera are 
adjusted until the image center is on the center of the AprilTag. 

The single images of the video stream are analysed in a loop and the pan and 
tilt angle of the camera are adjusted until the image center is on the center of the 
AprilTag. At the end of each fine scan, the angles and homography matrix of the last 
image are saved for subsequent calculation. These calculations were described in the 
subsections 2.1–2.4. 

3.4 Measurement Results 

The measurement was repeated 25 times for each AprilTag and in each case the 
position errors in the XY plane were calculated. These are shown in Fig. 6 per tag 
ID as boxplot.

The highest total error for all tags is 52 mm. The reason that the Landmark 
position errors are not 0 is because the least square method is used to calculate the

https://github.com/AprilRobotics/apriltag
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Fig. 6 Total error in the XY plane per AprilTag

Fig. 7 Rotation error in XY plane per AprilTag 

transformation parameters. Figure 7 shows the rotation error in the XY plane. For 
each tag the measurement was repeated 25 times. The highest rotation error of all 
tags is −1.15°. 

4 Conclusion and Future Work 

The first test setup confirmed the basic functionality of the concept. A reasonably 
high positional and rotational accuracy could be achieved. Of course, the accuracy 
depends on the accuracy of the pan-tilt mechanism and the image resolution and will 
differ with other camera models. In the presented test setup, all tags were placed on 
the same level and the camera was temporarily mounted. In future work, the camera 
will be mounted on the ceiling of the factory floor and a larger AprilTag test area will 
be set up with different heights to confirm the results. Subsequently, the AprilTags



Indoor Positioning Using a Single PTZ Camera 807

will be attached to the facilities and their allocation to the coordinate system is carried 
out to determine the pose of the facilities from the measured pose of the AprilTags. 
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Data Analytics in Industrial Engineering 
for Economic Sustainability: A Use Case 
on Planning and Controlling of Rework 

Ralph Hensel, Thomas Mayr, and Mathias Keil 

Abstract Currently, Industrial Engineering (IE) is predominantly focusing on plan-
ning and rationalization of production processes. Studies in the automotive industry 
are proving that about 30% of the productivity are hidden in additional manufacturing 
times and not value-adding, such as rework. In order to improve the company’s overall 
productivity, early recognition and correction of quality defects becomes increasingly 
important to reduce defects caused by the product or the process. With this, the deter-
mined planning, optimization, and control of the rework processes moves into the 
scope of Industrial Engineering. Though, rework activities are characterized by its 
unpredictable occurrence probability, especially regarding quality defect causes and 
consequential rework tasks as well as respective execution times. The present article 
will introduce a methodological approach using Data Mining-methods to analyze 
recorded product- and process-related quality data in the automotive industry. Besides 
the descriptive statistics used for diagnostic analysis of effort drivers for rework, 
regression trees were built for a vehicle-specific rework time forecast, which will be 
presented, too. These prediction-models were fed with different pre-shaped datasets 
to gather information about the performance of the forecast. 

Keywords Rework · Industrial data science · Data mining · Productivity 

1 Introduction 

By taking over the responsibility for company’s overall productivity management, 
Industrial Engineering (IE) plays a vital role to secure economic sustainability in a 
highly competitive world [1]. Unfortunately, in its everyday business IE is predomi-
nantly focusing on planning and rationalization of production processes. Experiences 
in the automotive industry are showing that about 30% of the productivity are hidden 
in additional manufacturing times, such as rework. These activities are not value-
adding and should be avoided to realize the ideal of a zero-defect production but
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are still contributing to the quality-equitable completion of the product [2]. With the 
aim to improve the company’s productivity holistically, early defect recognition and 
correction becomes increasingly important to reduce quality defects caused by the 
product, either the constructional design or the supplier itself, and the process, such as 
technological disruptions or human errors. With this, the planning, optimization, and 
control of rework processes moves into the scope of Industrial Engineering. Rework 
activities are characterized by its unpredictable occurrence probability, especially 
regarding quality defect causes and consequential rework tasks as well as respective 
execution times. Due to a lack of methods, for Industrial Engineering it is almost 
impossible to fulfil these ambitious responsibilities, though [3, 4]. 

The utilization of Data Mining methods in product development and production 
planning offers considerable potential for the development and implementation of 
strategies for the optimization of both, products, and processes [5]. Hence, Data 
Mining contributes to the transition of Industrial Engineering from a reactive to a 
predictive approach in productivity management. The deployment of supervised and 
unsupervised machine learning methods allows to discover patterns from structured 
or unstructured data, to identify regularities and with this to discover new knowledge 
[6, 7]. With regards to rework planning, Data mining methods could help to inves-
tigate the relationship between different characteristics that are influencing product 
quality and rework with the aim to develop classification models for data-based and 
computational forecasting of future occurrence of quality defects to derive measures 
for improvements thereof. 

In the following, a methodological approach specifically developed for the auto-
motive industry will be introduced using Data Mining-methods to analyse product-
and process-related quality data gathered from MES systems, firstly to determine 
optimization potential for improvement of production processes and the product 
itself. Secondly, the presented approach not only helps to predict expectable rework 
efforts, but also to target the number of employees required for rework in early 
planning phase of car development projects as well as in series production. 

2 Methodological Approach 

For the systematic execution of Data Mining projects, the Cross-industry standard 
process for data mining (CRISP-DM) widely gained acceptance amongst data mining 
experts, since it is industry, tool, and application neutral [8]. CRISP-DM breaks 
the process of data mining into six major phases: (1) Business Understanding, (2) 
Data Understanding, (3) Data Preparation, (4) Modelling, (5) Evaluation, and (6) 
Deployment. It solves existing problems in data mining by involving professional 
experts of the respective problem area into the phases of process and data under-
standing to consider the industry-specific framework conditions for data preparation 
and modelling accordingly. Figure 1 shows the concept of the presented use case on 
planning and controlling of rework by help of data mining, which is based on the 
CRISP-DM model described before.
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Fig. 1 Concept of data-based planning and controlling of rework by help of data mining 

3 Concept Application 

Since the concept is based on the CRISP-DM model, the structure of the present 
paper conforms to the six process steps explained above. 

3.1 Business Understanding 

In the car assembly defects on each individual vehicle are documented by help of 
mobile devices and recorded in a centralized quality data base. The correction of the 
defects could be either executed at the assembly line or at specific rework stations 
subsequent to the final assembly, what strongly depends on the severity as well as the 
complexity of the defects and with this on the expenditure of rework time expected. 
Although quality data is recorded in the database, information about expectable 
defects and required rework operations as well as their duration are currently not 
taken into consideration for personnel planning and deployment scheduling. 

In a broader sense, the rework process starts with the discharge of defective vehi-
cles, which are transported to the rework area, either specific rework stations if 
available, or a buffer area first. The defects are described in the quality data base, but
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Fig. 2 Scheme of the rework process (s.l.) 

under certain circumstances the defect cause might need to be investigated first, what 
could strongly influence the throughput time of the rework process, for example in 
the case of complex electronic problems. Furthermore, exchange parts might need 
to be sourced or reject parts disposed. These material handling tasks are usually 
not carried out by the reworker himself, who is mainly responsible for correcting 
the defect by repair work. After a final inspection the vehicle is discharged from 
the rework area and the correction of the defect being documented in the quality 
database. Figure 2 gives an overview of the rework process described before. 

3.2 Data Understanding 

In general, the required information for the forecast models is provided by two 
data sources. The first data set, the production program, contains the produced cars 
with their respective specifications, such as vehicle-ID, vehicle model, car body 
style, manufacturing date and additional features, for instance engine-transmission-
combination. Figure 3 shows the structure of the specifications described.

The second data source contains the rework data of the produced vehicles, that 
was collected and documented in a subsystem of the MES. This data set contains 
information about the vehicle-ID, description of the defects that occurred, NOK 
assembly groups, NOK subassemblies, NOK components as well as data and time, 
when the defect was firstly and when it was corrected. Furthermore, the execution 
time for correcting the defects is documented by the worker in the rework area. 
Figure 4 displays the deviation of the rework time (in minutes) for the NOK higher-
level group of components, clearly illustrating the broad distribution.
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Fig. 3 Hierarchical structure of specifications

3.3 Data Preparation 

Prior to developing a forecast model that is supposed to determine rework time, the 
data need to be preprocessed. Due to the fact, that the data set includes a continuous 
vehicle production plan, it needs to be cut back to a specific timeframe, which repre-
sents one full year. However, the historical data from 2020 contains the lockdown 
during the Covid-19 pandemic. 

Furthermore, pre-series vehicles running through the assembly line for testing 
future vehicle projects, also need to be eliminated in the dataset. Additionally, the 
dataset required the elimination of missing values for further processing. 

Because of the widespread rework time per defect and specific model, mean 
average rework time per vehicle was considered as a relevant attribute to determine 
plausible results.
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Fig. 4 Deviation of the rework time per NOK main assemblage

Finally, both production data set and quality data set need to be linked to each 
other. The two datasets contain the vehicle-ID as joinable parameter. As a result, one 
unique dataset with the production program and a column if the row represents an 
defect-free vehicle or a NOK vehicle. 

3.4 Modelling 

Once the raw data set is cleaned up, joined and relevant specifications were selected, 
the forecasting models were developed. A supervised learning method is used in this 
case. Based on a random sample selection of vehicles a training data set is defined, 
containing the target attribute—in this case a Boolean variable representing a zero-
defect vehicle or not. This model is trained to identify non-observed NOK vehicles 
in the test data set. Key aspect in developing a forecast model is the selection of a 
suitable forecasting type and the subsequent optimization of the procedure parameters 
to reach a high forecast quality. In this case two different learning procedures are 
discussed: firstly, a decision tree model and secondly, a random forest model. The 
decision tree model creates a hierarchical set of rules, checking the feature space and 
gradually splits the characteristic values in the sense of axis parallelism [6]. The set 
of rules is structured as a tree—starting from the root along nodes and branches to
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a single leaf. The training data is split at the root and nodes are representing their 
characteristic values, to minimize the heterogeneity of the target value in the training 
data in every outgoing branch [10]. The majority class of the respectively assigned 
training objects in the leaves determines the target value. Decision tree methods are 
applied in as classification models as well as in regression models [9, 11]. 

The forecast quality of data-mining procedures is strongly related to the char-
acteristics of the used data set. In this case, two different models are used, which 
additionally provide various settings, like splitting criteria and pruning methods. In 
order to adapt the data set to the forecasting model a splitting ratio of the dataset 
with a ratio of 4:1 is necessary: 80% of the data set being used for training the model 
and 20% set served for testing and validating the trained model. The data set is split 
with random selection. Every branch of the tree in a decision tree model represents a 
decision, an occurrence or a response. The difference between random forest models 
and decision tree models is that, random forest models use an ensemble learning 
approach, which generates a variety of sampled decision trees and finally labels 
the output through dependency of the single trees. The advantage of decision tree 
models in comparison to random forest models is the traceability, as these models 
use a branching method that represents every possible outcome of a single decision. 

In the present case study, the data analytics toolset of the software KNIME 
Analytics Platform was used for the analysis. It is an open-source platform for data 
analytics, reporting and integration, which contains various components for machine 
learning and data mining. For the random forest model, KNIME contains tree options 
Gini Index, Information Gain and Information Gain Ratio as splitting criteria. For 
the following evaluation, the performance of the model was tested with different 
splitting criteria. In contrast, the decision tree model is adjustable with specifications 
like the root of the tree and with or without pruning. It is possible to configure the 
root as the default value, for internal determination through KNIME, for reaching 
best results in forecasting. Figure 5 gives a brief insight into the generation of both 
models that were used in the case study.

3.5 Evaluation 

Both forecasting methods are fed with the same data, as it can be seen in the picture 
above. The training data run through the respective learner of the model. The learner 
forwards the trained function to the respective predictor. In the learner node of the 
respective model, some adjustments of parameters like tree depth, partition criteria 
and pruning options can be made [12]. Finally, the test data are used for validating 
the models. The scorer nodes output shows a 2 by 2 table with false-true results. 
Remarkable is the fact that the random forest model with the best spotted configu-
ration reaches the same performance as the decision tree model with a default root 
vision. With a forecasting accuracy of ca. 62% the model identifies if it is a zero-defect 
vehicle or a NOK vehicle.
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Fig. 5 Modelling random forest and decision tree in KNIME

The input data only contains nine distinctive features, which leads to difficulties in 
identifying NOK vehicles. For improving the forecasting performance, it is necessary 
to add more distinctive features to the data set. Alone, adding one distinction between 
straight-type engine and v-type engine leads to a performance gain of about 5%. 
This gain describes the information content of each specification. Figure 6 shows 
the performance gain per specification, which is an indication for the amount of 
information added to the random forest model.

Based on the vehicle family and the vehicle model, these two specifications 
include the specification model series. Therefore, no performance gain with model 
series occurs. Remarkable is the low performance gain of the random forest model 
concerning the specification sport and PHEV. This means it is not necessary for the 
rework planning, to differentiate between these two specifications. The impact of 
each specification to the performance should be clear for further development of 
the model. It is essential to preprocess the data set in a specific way concerning 
the distinction to reach better forecasting accuracy. After the classification in NOK 
vehicles and OK vehicles, the mean rework time of each specific vehicle is calcu-
lated. With the information of the mean rework time and the production program the 
personnel planning now is capable to utilize the rework crew to capacity. 

Confusion matrices and several statistical quality criteria are suitable for evalu-
ating the classification quality of the methods used. A confusion matrix consists of
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Fig. 6 Performance gain per specification

two dimensions, one dimension is indexed by the actual class of an object, the other 
is indexed by the class that the classifier predicts [13] shown in Fig. 7, the confusion 
matrix in this case consists of two rows and two columns, therefore two represents 
the number of classes to be analyzed. 

The correctly classified objects are on the diagonal of the matrix and the other 
entries of the matrix are the objects that have been assigned to the wrong class. In 
the present case of binary classification, correctly assigned objects are classified as

Fig. 7 Confusion matrix 
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Fig. 8 Confusion 
matrix—random forest 
model 

“True Positive” (TP) or “True Negative” (TN) and incorrectly assigned objects are 
described as “False Positive” (FP) or “False Negative” (FN). In quality inspection 
in an industrial production environment, “False Positive” decisions are also referred 
to pseudo-errors, as products are predicted as defective even though they are free 
of defects. “False Negative” decisions are also referred to slippage, since defective 
products are not recognized as such due to a wrong classification. Based on the 
information of the confusion matrix, various statistical quality criteria can be deter-
mined as conditional probabilities, which enable the quality of the classification to be 
assessed. When predicting defective cars, it must be ensured that faulty cars are iden-
tified with a high degree of confidence, meaning that the slip is as low as possible. 
To evaluate the method in the present use case, the recall is particularly suitable, 
which sets the number of correctly classified as false classified vehicles in relation to 
the population of all actual false vehicles. The precision indicates which proportion 
of the vehicles predicted to be defective was false. However, since a minimization 
of the slip is assigned much greater importance than a reduction of pseudo-errors, 
a lower precision compared to a better recall is accepted. Accuracy is also a good 
indicator of the quality of the classification of the model, but in this case, it is not as 
important as the recall. 

As the two confusion matrices in Figs. 8 and 9 are indicating, both models show 
a good recall, but also a poor accuracy. The confusion matrix of the random forest 
model (Fig. 8) shows a recall of 0.602 and the decision tree model (Fig. 9) shows  a  
recall of 0.599. In this case the random forest model has a slightly higher recall at 
the same accuracy. Therefore, considering the random forest model as more suitable 
for this classification application.

3.6 Deployment 

For the sustainable implementation of the developed concept for data-based plan-
ning and controlling of rework into industrial practice, it is necessary to create a 
process control logic on a conceptual level, which allows to determine the amount of 
employees required for rework in early planning phase of car development projects 
as well as in series production. Studies are showing that only 3% of data science 
project are implemented productively, since the models developed can often not be



Data Analytics in Industrial Engineering for Economic Sustainability … 821

Fig. 9 Confusion 
matrix—decision tree model

connected to the companies’ IT systems and the data sources required [14]. There-
fore, further conceptual effort needs to be put firstly, into setting up the infrastructure 
in order to connect the production program and the quality data to the ERP system. 
Secondly, the accuracy of the forecast needs to be increased, by updating the quality 
data and reviewing the developed model continuously. 

4 Conclusion 

The present paper introduced a methodological approach that allows to make predic-
tions about expectable quality defects in the automotive industry based on statistical 
data of NOK vehicles. By using the mean average rework time per vehicle even the 
rework time resulting thereof can be predicted, too. 

However, rework times that could be derived from the classification models cannot 
be compared with the requirements on the determination of target times as usually 
stipulated in Industrial Engineering. Against the backdrop of the presented use case 
the forecast allows to determine both, the capacity utilization of the rework area 
and the number of workers needed with acceptable inaccuracy, though. Currently, 
for the determination of rework times there is no concept available that allows their 
prediction with reasonable effort. By saying so, the concept presented in this paper 
can be considered as a cutting edge for IE. 

The results of the use case are demonstrating that data sets with an utterly uneven 
distribution of the characteristics of the respective classes are requiring a certain data 
preparation to identify specifications that are determining the behavior of the data 
set. Hence, it is possible that certain NOK groups of components can be classified 
better the others. Therefore, in the next step, the recorded defects (NOK groups of 
components and types of defects) shall be classified by help of Clustering methods 
into groups to increase the quality of the forecast.



822 R. Hensel et al.

References 

1. Hensel-Unger, R.: Entwicklung einer Gestaltungssystematik für das Industrial Engineering 
(IE). Universitätsverlag, Chemnitz (2011) 

2. DIN EN ISO 9000:2015–11, Quality Management Systems—Fundamentals and Vocabulary 
[ISO 9000:2015] 

3. Flapper, S.D., Fransoo, J.C., Broekmeulen, R.A.C., Inderfurth, K.: Planning and control of 
rework in the process industries: a review. Prod. Plann. Control 13(1), 26–34 (2002) 

4. Longard, L., Brungs, F., Hertle, C., Roeth, J., Metternich, J.: Reduced rework through data 
analytics and machine learning—a three level development approach. SSRN Electron. J., (2021) 

5. Eickelmann, M., Wiegand, M., Konrad, B., Deuse, J.: Die Bedeutung von Data-Mining im 
Kontext von Industrie 4.0. Zeitschrift für wirtschaftlichen Fabrikbetrieb. 110(11), 738–743 
(2015) 

6. Fayyad, U., Piatetsky-Shapiro, G., Smyth, P.: From data mining to knowledge discovery in 
databases. AI Mag. 17(3), 37–54 (1996) 

7. Hastie, T., Tibshiriani, R., Friedman, J.: The Elements of Statistical Learning. Data Mining, 
Inference, and Prediction, 2nd edn. Springer, New York (2009) 

8. Quinlan, J.R.: Induction of decision trees. Mach. Learning 1(1), 81–106 (1986) 
9. Witten, I.H., Frank, E., Hall, M.: Data Mining: Practical Machine Learing Tools and Techniques, 

3rd edn. Morgan Kaufman, Boston/USA (2011) 
10. Cleve, J., Lämmel, U.: Data Mining, 2nd edn. Oldenburg Verlag, München (2014) 
11. Olson, D.L., Desheng, W.: Predictive Data Mining Models (Computational Risk Management). 

Springer, Heidelberg (2017) 
12. Shafer, J., Agrawal, R., Mehta, M.: SPRINT: A Scalable Parallel Classifier for Data Mining. 

In: Proc. 1996 Int. Conf. Very Large Data Bases, S., pp. 544–555 (1996) 
13. Deng, X., Liu, Q., Deng, Y., Mahadevan, S.: An improved method to construct basic probability 

assignment based on the confusion matrix for classification problem. In: Elsevier, Information 
Sciences, S. 250–261 (2015) 

14. Mierswa, I.: Manifesto for Better Data Science. Industrial Data Science Conference 2020. 
Dortmund, 21./ 22 (2020) 

Ralph Hensel obtained his Ph.D. degree in Work Science 
(Industrial Engineering) from the Chemnitz University of Tech-
nology. Since 2016 he is Senior Expert for Ergonomics and 
Industrial Engineering at Audi’s Industrial Engineering Depart-
ment.



Data Analytics in Industrial Engineering for Economic Sustainability … 823

Thomas Mayr is a Ph.D. student at Audi’s Industrial Engi-
neering Department in Ingolstadt and does research on Indus-
trial Data Science. He holds a Master’s degree in Industrial 
Engineering from Technical University of Vienna/ Austria. 

Mathias Keil is currently the Head of the Department Indus-
trial Engineering Methods and Standardization at AUDI AG in 
Ingolstadt. He holds a Ph.D. degree in Work Science (Industrial 
Engineering) from Chemnitz University of Technology.



Finite Element Analysis of the Stress 
Distribution in a Novel Brake Beam 
of a Railcar 

Ilesanmi Daniyan, Khumbulani Mpofu, Felix Ale, and Rumbidzai Muvunzi 

Abstract The brake beam is an important component of the brake beam assembly 
and railcar suspension system. A properly designed brake beam will enable effec-
tive transmission of the braking force via the brake shoes to the the outer tread of 
the rail wheels. In this study, the Finite Element (FE) method was employed for 
investigating the performance of a novel brake beam design. The Finite Element 
Analysis (FEA) of the component is to ensure that the component possess satisfac-
tory strength and rigidity vis-à-vis the functional requirements. This was done in the 
Solidworks 2018 environment using the von Mises stress and failure criterion for the 
evaluation of stress induced in the component member. The results obtained from 
the manual calculations and simulations of the brake torque and angular velocity of 
the motor agree significantly, thus, indicating that the suitability of the design data 
for implementation. The FEA of the brake beam indicates that the material selected 
for the brake beam possesses adequate satisfactory strength and rigidity to withstand 
the stress induced without yielding to failure or undergoing permanent deformation. 
This study provides some information relating to the FEA of brake beam which can 
assist manufcturers during the manufacturing phase of the component. 
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1 Introduction 

The brake beam is a subcomponent of the brake beam assembly usually mounted 
between opposite side frames [1]. Every railcar system usually has two brake beams 
for the transmission of the braking force via the brake shoes to the the outer tread 
of the rail wheels [1]. During the railcar operation, the displacement of the brake 
beam may occur due to induced stresses or railcar maneuverings along curved paths. 
The displacement of the brake beam from the normal position may cause ineffective 
transmission of the braking force thereby causing the rail wheels to wear. 

Furthermore, the displacement of the brake beam can also affect the control of 
the railcar during movement which may cause accident. Conventionally, the brake 
beam is usually mounted between the opposite side frames with opposite right and 
left hand ends [1]. A strut is usually attached to the brake beam while the brake 
heads are attached to the brake beam and struts subassembly to hold the brake shoe 
designed for the engagement of the railcar wheel. For the conventional brake beam, 
the continuous application of braking force to the brake beam can trigger lateral or 
longitudinal deflections. It can also cause vibration or unwanted movement of the 
side frames. This can generate friction and wear in the brake beam sub-assemblies 
such as the brake shoe, brake lever etc. The resultant effect of the friction can also 
cause a gradual wear of the rail car wheel. Usually a clearance is usually created 
between the brake beam and the accessories for conventional design, however, the 
continuous movement of the railcar beam and its accessories can cause an extension 
in the clearance thus keeping the brake beam out of alignment. This implies that in 
order to improve the current design of the brake beam of railcars, there is a need for 
reduction in the friction and reciprocating movement of the brake beam accessories 
during operation. In a bid to address the current challenge of brake beam displacement 
during operation, this work seek to unveil a novel design in which on end of the brake 
beam is fixed while the other is free. 

In order to promote the rigidity of the brake beam, the beam is designed as a 
cantilever such that the free end will be exposed to vertical loads. First, the choice of 
the cantilever beam will promote greater rigidity, lesser flexibility of the brake beam 
with significant reduction in the number of additional supports and bracing. The Finite 
Element Analysis (FEA) employs the finite element method for the investigation the 
behavior of a component part under certain conditions. The method has been widely 
used for investigating the behavior of some railcar components. For instance, Daniyan 
et al. [2] employs the FEA approach for the investigation of the behaviour of the 
traction link of a railcar. The results obtained provided an insight into the magnitude of 
the stress, displacement and strain distributions during the normal operating condition 
of the traction link. Nejad [3] studied the variation of residual stresses in railway 
wheels using the FEA. Under varying loads, the the results obtained from the FEA 
was validated via physical experimentations. It was reported that the FEA results 
correlated significantly with the ones obtained during the physical experimentations. 
In addition, Kukulski et al. [4] used the FEA technique for the investigation of the
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strength of a railway surface. The results obtained captured the behaviour of the 
railway surface under varying loads. 

The use of the FEA technique involving the isotropic and kinematic hardening 
models for AISI 1035 for weld stress prediction during assembly operations of the 
lower and upper bracket of railcars have been reported [5, 6]. Zulkilifi [7] employed 
the FEA approach to study the interaction between the rail track and wheel. The 
findings indicate that the rolling contact contributes significantly to the rail surface 
fracture compared to braking force. It can be inferred from this study that the braking 
characteristics of the rail car which is partly a function the braking assembly can 
cause rail surface fracture. Song et al. [8] carried out a 3-D FEA of high-speed 
train–bridge interactions. The work featured the modelling of the rails and sleepers 
of the track structure. Sysyn et al. [9] traced frequent track failures to unsupported 
sleepers or void zones in ballasted tracks. The authors employed the FEA approach to 
investigate the sleeper–ballast dynamic impact in the void zone. The result obtained 
showed significant impact acceleration and rail deflection at the void zone. 

Zeng et al. [10] investigated the load bearing capacity of the rail track using the 
FEA approach validated via physical experimentations. 

The findings from these studies indicate the appropriateness of the finite element 
method for the simulation and analysis of rail components. The novelty of this work 
lies in the design and FEA of a cantilever brake beam as opposed to the conventional 
freely supported brake beam. Although, the cantilever brake beam boasts of easy 
design and fabrication without the need for support at the fixed end, however it 
is susceptible to large deflections. Hence, the need for the use of the FE method 
for the investigation of the load carrying capacity of the components as well as its 
behaviour under the required loading or functional conditions. This study can assist 
manufacturers with design data during the manufacturing phase of the brake beam. 
It can also provide an insight into the performance of the brake beam vis-à-vis the 
service requirements. 

2 Methodology 

The span of the cantilever beam is a function of the depth of the beam, nature and 
magnitude of the load to be imposed as well as the nature of material to be employed 
[11]. 

For this novel design the span of the cantilever beam was selected as 2.5 m while 
the maximum load was calculated as 2,206,496.25 N. The calculation was informed 
from the work of Orlova et al. [12] 

The overall load (W ) is given as 2,206,496.25 N. Assuming that the beam is 
uniformly loaded thoughout its length, the magnitude of the uniformly distributed 
load (w) is expressed as Eq. 1 [13]. 

W = wL (1)
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Fig. 1 The model of the brake beam 

where L is the length of the beam (m). 
The magnitude of the uniformly distributed load throughout the beam length is 

calculated as 882.5 kN/m. This value equals the maximum resultant force at the fixed 
end of the beam. 

The magnitude of the bending moment (M) of the brake beam varies from zero 
at the free end to a maximum value of 1103 kNM at the fixed end. This is obtained 
form Eq. 2 [13]. Hence, the main reinfrcement should be properly provided at the 
upper layer of the beam to withstand the tensile stress. 

M = w
(
L 

2

)
(2) 

Figure 1 presents the model of the brake beam which determine the degree of 
rigidity of the system. 

The FEA of the brake beam component was carried out to ensure that the compo-
nents possess satisfactory strength and rigidity vis-à-vis the functional requirements. 
This was done in the Solidworks 2018 environment using the von Mises stress and 
failure criterion for the evaluation of stress induced in the component member. 

The choice of alloy steel for the development of the brake beam stem from the 
fact alloy steel boasts of high strength and high corossion resistance. It is suitable 
for use in parts which requires high strength, heat and corossion resistance [14]. The 
brake beam requires high strength to withstand both the rail and load disturbances. 
The load disturbances is a function of the load carried by the brake sub assembly 
while the rail disturbances can result from irregular rail profiles [15–17]. The right 
selection of material of the brake beam can enhance the braking characteristics of 
the railcar, minimise friction due to the wheel-rail interaction, minimise wheel and 
rail wear and enhance the control and safety of the railcar. 

The material’s properties including the meshing information are presented in 
Tables 1 and 2.

The FEA was carried out to gain an insight into the nature of stress and deforma-
tion induced as well as the dynamic response of the materials under stated loading
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Table 1 The material 
properties of the brake beam 

Properties Specification and value 

Material Alloy steel 

Model type Linear elastic isotropic 

Failure criterion Von Mises stress analysis 

Yield strength 6.220422E08 N/m2 

Tensile strength 7.23826 E08 N/m2 

Elastic modulus 2.10 E11 N/m2 

Poison’s ratio 0.28 

Mass density 7700 kg/m3 

Shear modulus 7.9 E10 N/m2 

Thermal expansion coefficient 1.30E-05/K 

Table 2 Meshing 
information 

Mesh type Solid mesh 

Mesher used Standard mesh 

Jacobian points 4 Points 

Element size (mm) 3.10249 

Tolerance (mm) 0.155124 

Total nodes 51,496 

Total elements 29,924 

Maximum aspect ratio 6.0018 

% of elements with aspect Ratio <3 99.5 

% of elements with aspect Ratio >10 0 

% of distorted elements (Jacobian) 0

conditions. FEA permits the investigation of the performance of the brake beam to be 
developed in details at the design stage vis-a-vis its performance real-world scenario 
conditions. This is to prevent failure and wear of the railcar wheel. The FEA will 
also permits the understanding of the working conditions of the component as well 
as the identification of the feasible range of the process parameters that is required 
for the cmponent development. Hence, it minimises the number of the prototypes 
to be developed, and experimental trials to be performed while also minimising the 
chances for redesign or redevelopment. Thus, the FEA approach is process and time 
effective. 

A geometric Computer Aided Design (CAD) model of the brake beam was carried 
out in the Solidworks 2018 environment. This is followed by the discretization of the 
model with a standard mesh having 4 Jacobian points. The mesh selected balances 
the efficiency with computational cost. The mesh convergence produced mesh size of 
0.2 mm as the optimal element size of 3.10249 to mesh the parts into finite elements 
thus providing the needed level of accuracy. This mesh size ensures that the outcome
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of the FEA is unaffected by the changing the size of the mesh. The outcome of the 
FEA is a function of the selection of the right mesh sizw and ease of convergence. 

In-situ mechanical and thermal loading profiles were imposed in the analyses to 
determine the feasibility of the material in meeting the required functional require-
ments. Non-rotational mechanical boundary conditions were also imposed on the 
free end of the brake beam in the static general analysis. This was carried out to 
ensure the rigidity of the brake beam against rotation at the free end. At the free end, 
the brake beam is allowed to move only in the X–Y–Z axes during the required oper-
ation. A total load of 2.20 ×106 N was imposed on the designed beam of span 2.5 m 
and the behaviour of the brake beam was studied under varying loading conditions. 

The Von Misses stress employed as the failure criterion to investigate the stress 
induced and the respnse of the material to the stresses developed. Thereafeter a 
comparative analysis of the magnitude of the Von Mises stress was carried out in 
relation to the yield strength of the material. Once the yield strength is not exceeded, 
it implies that the material will meet the functional requirement under the stated 
conditions and vice versa. strength of the materials. 

Equation 3 presents the expression for the Von Misses stress analysis [18]. 

(σ t1)2 + (σ t2)2 − 2σ t1 × σ t2 =
( σ yt 
F.S

)2 
(3) 

where σ is the stress induced in the material (Pa), σ yt is the yield strength of the 
material (Pa) and F.S is the factor of safety. 

The stress (σ ) is expressed as Eq. 4 [19]. 

σ = F 
A 

(4) 

where F is the force applied on the brake beam (N) and A is the brake beam crossec-
tional area (mm2). The elastic and plastic strains were determined using using Eqs. 5 
and 6 [19] while Eq. 7 etimates the magnitude of the maximum deflection (δ) on the 
brake beam with the assumption that the beam is loaded uniformly throughout its 
length [12]. 

εe = σ 
E 

(5) 

εp = ε − εe (6) 

δ = WL4 

8E I  
(7) 

where εe and the εp are the elastic and plastic strains respectively, E is the modulus 
of elasticity (Pa) while ε − εe denotes the change in length (mm), P is the applied 
load (N), L is the length of the beam (mm) and I is the mment of inertia (mm4).
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The investigation of the braking or traction torque applied to the wheel was carried 
out via simulation in the MATLAB 2018b environment. The braking or traction 
torque can cause damage the wheelset, the railhead and offset the rail track offset 
thereby affecting the railcar operations [20]. This is because the braking torque can 
affect the wheel–rail contact characteristics with the potential to offset the balance 
of the railcar. Furthermore, the that the speed profile of the railcar is usually affected 
by the wheel-rail interaction and braking characteristics [20]. Hence, the need to 
investigate the maximum torque required to drive the brake beam in order to balance 
speed with safety. The computation of the braking torque was obtained from Eq. 8 
[21]. 

BT = (FT 1 + FT 2)rw (8) 

where BT is the braking force in Nm, FT 1 and FT 2 are the tangential forces in hangers 
1 and 2 respectively, while rw is the nominal radis of the wheel (mm). 

3 Results and Discussion 

Figures 2 and 3 present the applied braking torque as well as the angular velocity 
of the motor respectively. From the plot obtained from the simulation results in the 
MATLAB 2020b environment, the applied torque was found to be slightly above 
20 N-m. This agrees with the designed calculations carried out manually which 
computed the applied torque as 25 Nm. Also, the angular velocity of the motor 
from the simulation results was observed to be slightly above 50 rad/s. This also 
agrees significantly with the designed calculations done manually which computed 
the magnitude of the angular velocity of the motor as 52.366 rad/s. These results 
implies that the brake beam can achieve substantial speed and stability as the railcar 
responds to the braking torque.

Table 3 presents the reaction forces, which act on the brake beam. The magnitude 
of the total resultant force was 45.4711 N.

Figures 4, 5 and 6 present the distribution stress induced in the brake beam as 
well as the deformation due to stress and the corresponding strain. The stress induced 
ranges from a minimum value of 21.05 Pa to a maximum value of 8.553 MPa (Fig. 4). 
Considering the maximum load imposed on the brake beam (2,206,496.25 N) as 
well as the yield strength of the alloy steel selected for the brake beam 622 MPa, the 
break beam is unlikely to yield to the stresses induced or fail in service under the 
stated functional requirements. This is due to the fact that the value of the maximum 
stress induced were found to be lower than the yield strength of the material. The 
displacement due to the stress induced was also found to be small ranging from 
a minimum value of 1.0 × 10−30 mm to a maximum value of 4.388 × 10−2 mm 
(Fig. 5). This minimal displacement is unlikely to affect the performance of the 
robotic system under the stated functional requirements. The strain developed due 
to the stress induced ranges from a minimum value of 3.27257 × 10−10 mm to a
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Fig. 2 The simulated magnitude of the applied motor torque 

Fig. 3 The simulated magnitude of the angular velocity of motor

Table 3 The reaction forces Reaction forces Value (N) 

Sum X 0.000218391 

Sum Y 45.4711 

Sum Z −0.00046742 

Resultant 45.4711
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maximum value of 3.021× 10−5 mm (Fig. 6). This implies that the material selected 
for the brake beam possesses adequate satisfactory strength and rigidity to withstand 
the stress induced without yielding to failure or undergoing permanent deformation. 
The higher the stress imposed, the greater the deformation and the strain developed 
and vice versa. 

Fig. 4 The stress induced in the brake beam 

Fig. 5 The deformation due to stress induced in the brake beam
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Fig. 6 The strain due to the stress induced in the brake beam 

4 Conclusions 

The aim of this work was to investigate the stress distribution in the novel brake 
beam of a railcar using the FEA approach. 

This was achieved using the Solidworks and MATLAB software for the computer 
aided design and modeling as well as simulation of the rake beam. The results 
obtained from the manual calculations and simulations of the motor torque and 
angular velocity of the motor agree significantly, thus, indicating that the suitability 
of the design data for implementation. The FEA of the brake beam indicates that 
the material selected for the brake beam possesses adequate satisfactory strength 
and rigidity to withstand the stress induced without yielding to failure or under-
going permanent deformation. Future works can consider the detailed design and 
development of the brake beam. 
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A Kinematics Study on a Ni-D 
Electroplating Process for Enhancing 
the SuperAbrasive Grinding Wheel 
Quality 

Sofian Eljozoli and Ramesh Kuppuswamy 

Abstract The new age development on material processing creates an acute need 
to establish innovations on the electroplating process particularly towards enhancing 
the process efficiency, uniformity and improving the adhesion strength between the 
substrate and the plating. The Nickel-Diamond (Ni-D) plating process for processing 
a super-abrasive grinding wheel uses a plating bath contain; suspended diamond parti-
cles, grinding wheel(cathode), Nickel(anode) and electrolytic solution. The applied 
electrical current dissolves the nickel anode ions and deposit them on the cathode 
surface, simultaneously, the suspended diamond particles are dragged by the move-
ment of nickel ions and deposited on the grinding wheel surface. The low quality 
of electroplated grinding wheels is often a result of non-uniform coating or poor 
adhesion between the abrasive particles and the substrate. Often, this results in scrap 
of the Ni-D electroplated component and thus enhances the wastage of resources 
such as: material, time, and labour. Also, in the Ni-D plating process the particles 
are suspended in the electrolyte using: bath agitation and electrophoresis process. 
Past research investigations have found that increased agitation generally enhances 
the number of particles in the metal deposit, but excessive agitation leads to a turbu-
lent flow which destabilizes the Ni-D plating process and lower agitation reduces 
the suspension of Ni-D particles. This manuscript unveils the kinematics of the 
diamond abrasives and nickel ions that facilitate a better bonding to the grinding 
wheel substrate while applying a newly devised propeller. The kinematics study 
includes the forces acting on diamond particle and its trajectory while using multiple 
nickel anodes and a single cathode (grinding wheel substrate). The effect of process
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parameters: agitation speed, agitation power, size and concentration of diamond parti-
cles in the electrolyte towards achieving a uniform adhesion along with an enhanced 
process efficiency were discussed. 

Keywords Electroplating · Grinding wheel · Diamond · Suspension 

1 Introduction 

Grinding efficiency is one of the most important considerations in selection of 
grinding operation conditions because it has a significant impact on productivity, 
quality, energy consumption and overall cost [1]. Electroplated grinding wheels 
offer many distinct advantages particularly on profile grinding, high speed grinding 
and grinding of superalloys and ceramics [2]. A significant number of reports have 
shown that a uniform distribution of abrasive particles into a metal matrix can lead 
to improvement of mechanical, tribological, and electrochemical properties [3]. Past 
research have attempted on improving the abrasive deposition for the electroplated 
super abrasive grinding wheel through use of etching to create small grooves or cavi-
ties in the substrate before the deposition and metallization of the abrasive particles 
prior to electroplating. Also, past findings suggest several techniques to improve 
the uniformity of coating which are: changing the voltage between each anode 
and the cathode product; and changing the current density between the cathode– 
anode combination. However, these approaches enhance the cost as it requires use 
of multiple power supplies, and the associated complexity towards realizing the 
precise positioning of the anodes in the bath space. A theorical research suggests 
the use of optimal shape, multiple anodes along with the rotation of the grinding 
wheel around its axis during the electroplating process seem to be a promising direc-
tion for improving the uniformity of electroplating coatings on products [4]. Past 
attempts were also seen on electroless nickel -diamond plating in which the substrate 
is immersed in a chemical charged electrolyte solution and then the pre-heated Ni-D 
powder are dispensed over the substrate. This method avoids the usage of current 
distribution, throwing power, and anode–cathode orientation within the bath. After 
deposition the substate undergoes a post heat treatment process for a better adhesion 
and hardness enhancement [5]. It was also observed that use of azobenzene surfac-
tant in Ni-D electroplating process exhibits a higher co-deposition especially for the 
smaller Diamond particles [6]. Attempts were also done on heating the electrolyte 
(watt bath) solution to around 50 °C so that both Nickel ions and the suspended 
diamond particles remain charged and promotes an enhanced adhesion [7]. A zeta 
potential measurement study on the mechanism of Ni-Diamond plating reveals that 
diamond particles attracted to the cathode electrophoretically after adsorption of 
positive nickel ions. Therefore, maintaining an optimum potential and stirring speed 
is critical for facilitating the desired migration of the charged and suspended diamond 
particles [8]. Research evidence also unveils the use of electrolytic degreasing for a 
period 5 min to achieve a better adhesion of Ni-D particles on the substrate [9]. Use
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of multi-anodes in a Ni-D electroplating process yields a uniformity on the adhesion 
process [10]. Conclusively the past study reveals that understanding the kinematics 
behaviour of both the diamond particles and nickel-Ions on an electroplating process 
would be a foundation block for improving the Ni-D electroplating process. There-
fore, this research outlines the study of nickel-ions migration and suspension of the 
charged diamond particles while using the agitator in an electrolyte solution. 

2 Design and Development of a NI-D Electroplating Set up 

Shown in Fig. 1 is the designed and developed Ni-D Electroplating set up used for 
this study. The design consists of several modules such as: An ultrasonic vibration 
featured electrolyte tank, cathode module, multi-anode module, electrolyte recir-
culating arrangement, diamond particles suspension though agitation arrangement, 
power supply for multi anode–cathode combinations, variable speed drive for the 
agitator motor and an optional temperature controller for the electrolyte. An analogue 
type of ultrasonic tank was used in this electroplating set up. An ultrasonic tank 
(FRITSCH LABORETTE 17.002) having power of 750 w was used in this system 
and system was allowed to operate to a maximum operating frequency 44 kHz. 
The cathode (grinding wheel) is featured to rotate at a maximum of 10 RPM using 
a reversible high torque turbo worm gear motor (JGY370DC12V) that delivers a 
torque output 0.54 nm. As the cathode is allowed to rotate at small speed, a power 
supply that delivers 2–26 A/dm2 to the cathode (grinding wheel substrate)-anode 
unit is applied through a carbon brush and holder unit (6 mm × 12 mm, model 
number CAR50). Also, the recirculated electrolyte is pumped using a centrifugal 
pump (ABS-KB30/16) which deliver 1–50 LPM of electrolyte at a pressure of 
0.5~5 bar. A multi anode set up (6 nickel anodes) were included in this arrange-
ment considering the similar geometric shape of the cathode; so that equal distance 
is maintained at all points between the cathode and anode. After the pre-treatment 
of the substrate, a nickel coating was processed on the substrate using a static elec-
trolyte. The purpose of pre-plating is to enhance the bonding force between the 
Ni-D matrix and the substrate. The final step after Ni-D deposition was centered on 
creating spaces between abrasives so that the abrasive protrudes and facilitates the 
cutting actions. This was achieved through a secondary heat treatment in which the 
Ni-D plated grinding wheel was heated within a range of 300–400 °C and during the 
process the nickel flows evenly around the abrasive grits and the protrusion height 
reaches about one third of the abrasive diameter [11, 12]. The electrolyte used is a 
mixture of chemicals and the details are given in Table. 1.
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Fig. 1 The designed and 
developed Ni-D 
Electroplating system for 
processing super abrasive 
grinding wheel 

Table 1 List of chemicals used in the electrolyte 

Chemical Per Litre Density Kg/m3 % by weight 

Nickel Sulfamate Ni(SO3NH2)2. 4H2O) 450 g/L 1913 29.44 

Nickel Chloride (NiCl2. 6H2O) 30 g/L 3550 1.963 

Boric acid (H3BO3) 30 g/L 1435 1.963 

Sodium Allyl sulfonate (8.0 g/L) 1206 0.5235 

Sodium dodecyl sulphate (0.1 g/L) 1010 0.00654 

Cationic surfactant (TMAH) 0.015 M/L 1015 0.0009816 

Diamond 10 g/l 3510 0.6544 

De-ionized Water 1000 m/l 1000 65.4 

3 Kinematics of the Diamond Abrasives and Nickel Ions 

A kinematic study of suspended abrasives enables to better understand its path 
and hence the process of migration towards the chemically charged grinding wheel 
substrate can be maximized. In this design the suspension of Diamond particles was 
achieved through a newly devised stirrer arrangement. The following computation 
details the kinematic analysis of the suspended abrasives. The suspension of Diamond 
particles in the electrolyte largely depends upon impeller speed and impeller power. 
It is widely accepted to use the Zwietering equation [13] to determine the required 
RPM of the stirrer and it is given as:
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Fig. 2 Agitator speed and 
powder for the electroplating 
the Ni-D grinding wheel 
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Njs = S.v0.1d0.2 p ( g(ρp−ρ) 
ρ )0.45X0.13 

D0.85 (1) 

where ν is kinematic viscosity of electrolyte 0.00000167 m2/s; ρp is Diamond density 
3510 kg/m3; ρ density of electrolyte 1200 kg/m3; D is the impeller maximum diameter 
0.1 m and dp is the diamond particle size (0.00004 m for #400; 0.0001 m for #170; 
and 0.00017 m for #100. The electrolyte used is a mixture of several chemical (see 
Table 1) and hence the equiavelt density id caculated as; 

ρ = 100 
65.4 
1 + 29.44 1.913 + 1.963 3.55 + 1.963 1.435 + 0.524 1.206 + 0.0065 1.01 + 0.00098 1.015 + 0.654 3.51 

ρ = 1.2 gm  

cm3 
= 1200 Kg/m3 

Njs is computed after substituting the properties of electrolyte, diamond, impeller 
diameter and the results are shown in Fig. 2. The power (P) required to run the 
agiataor is computed using Eq. 2 as: 

P(in Watts) = n 
η 
NP ρ N3 D5 (2) 

where Np is the power constant, n is the factor of safety and η is the efficiency of the 
motor [13]. 

Both power and speed required for effective electroplating for the various mesh 
size of grinding wheel is given in Fig. 2. The findings suggests that fine mesh abra-
sives (#400) require less speed and power than the coarse mesh mesh (#100) mesh 
abrasives. 

To understand the trajectory of diamond abarasive particle a force analysis acting 
on each abrasive particle was studied. The forces acting on the abrasive are [13, 14];
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● Gravitational force (Fg) acting on each abrasive particle is given in Eqs. 3 as: 

Fg = 1 
6 
πd3 pρpg (3)

● Buoyant force (Fb) which is trying to lift the abrasive particle towards the opposite 
direction of the gravitational force. Buoyant force is the product of mass of the 
fluid displaced by the particle. The buoyant force is given in Eq. 4 as: 

Fb = mp 

ρp 
ρ (4)

● The drag force (Fd) which acts due to a relative motion between the particle and 
fluid. The drag force is given in Eq. 5 as: 

Fd = CDu2ρAP 

2 
(5) 

where CD is the drag coefficient (assumed CD = 12 using the graph [14]; U is 
the terminal velocity of the abrasive particle (m/s); Ap is the projected area of the 
abrasive particle (m2). 

The terminal velocity of the spherical particle was computed using Eq. 6 as: 

ut =
/
4g

(
ρp − ρ)

Dp 

3CDρ 
(6) 

Substituting the properties of electrolyte, abrasive particles the net force acting on 
the abrasive particle is shown in Fig. 3. The net force acting on the abrasive particle 
was overcome by the applied force imparted by the propeller at a given speed and 
torque. Also, the applied force imparts acceleration to the abrasive particle and hence 
follows a certain path so that particle stay within the grinding wheel zone. A four-
blade propeller of diameter 100 mm was used for this study. The propeller was 
powered through a high torque motor of specification # 0IK1GN-AW3U / 0GN9K, 
with a gear ratio 9:1. The blade is 2 × 12 × 45 mm and perpendicular to the axis. 
Shown in Fig. 4 is the position of propeller and grinding wheel when both are 
immersed in the electrolyte. The radial torque and the radial force applied to the 
propeller motor are converted into axial force as shown in the sub-set of Fig. 4.

Similar to the axial force which is a summation of (Fv1 + Fv2) forces the axial 
velocity was also computed from the radial velocity. The acceleration of the abrasive 
particle is computed using the applied force and mass of the abrasive particle. Using 
the computed acceleration, the path of the particle was plotted treating as a projectile 
submerged in the electrolyte. The path of the abrasive particle at a radius of 5, 25 
and 50 mm was computed for mesh size #400 and #170 and the results are shown in 
Fig. 5.
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Fig. 3 Forces acting on the 
abrasive particle 
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The kinematic analysis enables to optimize the position of propeller and speed of 
propeller so that the abrasive particles are suspended particle are near the grinding 
wheel.

● Electroplating time calculation 

The expected electroplating time was computed with administration of multi-anodes 
and cathode combinations. The computation was done for single layer electroplating 
of abrasives on a nickel-plating mixture. The first subsection is about an estimate 
for the amount of nickel that will be electroplated onto the substrate. The following 
subsection is about analysing the suitable cycle time. Then the subsequent subsection 
is about the minimum amount of coating thickness. Moreover, the fourth subsection is 
the analysis about magnitude of the optimal flow rate of slurry as it is redeployed from 
the bottom of the bath. It was assumed that the nickel plating is done so that 30% 
of the abrasive size is protruded from the nickel coating. Also, the nickel coating 
is expected to fill the diamond grooves provided at the substrate. As a result, the 
coating thickness is expected to be 0.12 mm and 0.15 mm for mesh size #400 and 
#170 respectively. The electroplating time was computed using the Faraday law as 
given in Eq. 7. 

t = 1 

3600 

1 

ηna 

wnF 

AwtI 
(7) 

where w = mass of nickel plating; I = current (3 to 20 A); t = time (hrs); η = current 
efficiency (0.95); n = valency of nickel ion (2); F = Faraday’s constant (96,500); Awt 

= molar mass of nickel (58.69 gm); and na = number of anode–cathode combination 
[14]. 

Shown in Fig. 6 is the influence of multi anodes on the electroplating time for 
mesh size #400 and #170 grinding wheel. 

Fig. 6 Influence of 
multi-anode–cathode 
combination on Ni-Diamond 
electroplating time
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4 Simulation 

The Ni-Diamond deposition with administration of multi-anode was simulated using 
COMSOL software. Table 2 list down the input parameters used in the COMSOL 
simulation software. 

The simulation study unveils the expected Ni-D electroplated results for the 
grinding wheel when run at slow RPM of value 10~20 RPM. The finite element 
solver software COMSOL have also simulated and predicted the plating thickness 
under varied process conditions such as changing number of anodes, temperature, 
and current density. The result shows that the variation of thickness is relatively 
small between the thinnest and thickest part when using six anodes around the 
rotating grinding. The simulation was carried by selecting a secondary current distri-
bution and time dependent Ni-D plating parameters as the inputs to the Software. 
The COMSOL software works on the larger principle of conservation of charges 
and current in the electrolyte and along with the mass conservation between anode 
and cathode. It uses the Gauss’s law and Nernst–Planck equations to determine the 
Nickel ions charge density and transport of nickel ions towards the cathode (grinding 
wheel). Also, the Nernet_plank equation includes the transport of diamond particles 
that are suspended in the electrolyte. The electrolyte used is a mixture of chemicals 
as mentioned in Table 1, the equivalent conductivity (kappa value) was included in 
this analysis. Based on the inputs of anode, cathode and electrolyte concentration, the 
current density was computed using the Butler-Volmer equation and the computed 
values were used in the analysis. To simulate the grinding wheel (cathode) rotation,

Table 2 Inputs used in the 
COMSOL simulation 

Detail Value 

Density of diamond 3510 kg/m3 

Density of nickel 8910 kg/m3 

Density of electrolyte 1200 kg/m3 

Conductivity of the 
electrolyte 

10 S/m 

Average cathode current 
density 

Range 2 ~ 26 A/dm2; 5 A/dm2 

used 

Molar mass of nickel 58.69 gm 

Valence of nickel 2 

No of anodes to cathode 1 −1 ~ 6–1 

Equilibrium potential, 
nickel reaction 

−0.26 V 

Exchange current density, 
nickel reaction 

0.1 A/m2 

Exchange current density, 
hydrogen reaction 

2E-5 A/m2 

Grinding wheel size D180 × 13 mm 



850 S. Eljozoli and R. Kuppuswamy

the rotating and deforming domain were defined, and a suitable mesh was created to 
get the simulated results. The COMSOL allows mesh size and element-to-element 
expansion rate at the cathode and the mesh was devised to conform the geometric 
features such as faces and edges. As the cathode was allowed to rotate at 10 RPM, a 
complete revolution of cathode will take 6 s. Shown in Fig. 7 is the effect of multi-
anode on the Ni-Diamond electroplating process while applying an average current 
density of value 5 A/dm2 for 6 s. The growth rate of Nickel-Diamond deposition was 
studied at every 0.25 secs and the main observations are given below:

● After 0.25 s of rotation of cathode, Ni-Diamond deposition was found to be 0.035, 
0.018, 0.009 and 0.006 μm for 1, 2, 4 and 6 anodes respectively.

● During the same period (0.25 s) the spread of Ni-Diamond deposition was found 
to be more uniform for multi-anodes than the single anode.

● After 3 s of rotation of cathode, Ni-Diamond deposition was found to be 0.05, 
0.035, 0.032 and 0.032 μm for 1, 2, 4 and 6 anodes respectively.

● During the same period (3 s) the spread of Ni-Diamond deposition was found to 
be more uniform for multi-anodes than the single anode.

● After 6 s of rotation of cathode, Ni-Diamond deposition was found to be 0.07, 
0.06, 0.056 and 0.056 μm for 1, 2, 4 and 6 anodes respectively (See Fig. 7).

● During the same period (6 s) the spread of Ni-Diamond deposition was found 
to be more uniform for multi-anodes than the single anode. After 6 s of rotation 
of cathode, the variation Ni-Diamond deposition was found to be within 0.07 ~ 
0.030, 0.06 ~ 0.04, 0.056 ~ 0.044, and 0.056 ~ 0.044 μm for 1, 2, 4 and 6 anodes 
respectively (see Fig. 7). 

The electroplating thickness was computed using the application of Faraday’s law 
alongwith the remodification of the Eq. 7 and given as; 

δ = tηna Awt I 

π Dwρni nF  
(8) 

where D = diamater of grinding wheel (180 mm), w = width of grinding wheel 
(13 mm) and ρni = density of nickel (8910 kg/m3). 

Subsituting the applied ni-D electroplating conditions, the computed ni-D thick-
ness shows an increasing trend from 0.2 to 8.8 μm for a electroplating time of 6 s. 
However the combined effects: (i) rotation of the grinding wheel and (ii) increase of 
the number of anodes, influences the uniformity of the Ni-D depostion as shown in 
Fig. 7.
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Fig. 7 Effect of multi-anode 
on the Ni-Diamond 
electroplating process while 
applying an average current 
density of value 5 A/dm2 for 
6 s, with rotation of the  
grinding wheel. A 1 anode-1 
cathode, B 2 anode-1 
cathode, C 4 anode-1 
cathode, and D 6 anode-1 
cathode conditions

+ 
3 

(A 

(B 

(C 

(D 

5 Conclusions 

The parameters that affect uniformity and enhanced nickel-diamond deposition on 
the electroplated grinding wheels were confirmed through analysis and simulation 
methods. The analysis study demonstrates the kinematic path of diamond abrasive, 
particularly how the forces acting on the abrasive were overcome with the applied
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force using a newly devised propeller. Also, the analysis suggests the importance of 
the (cathode) grinding wheel position with respect to the propeller for different mesh 
size of abrasive particles. The analytical results confirms that fine mesh abrasive 
particles stay suspended for a longer time than the coarse mesh abrasive particles. 
The findings suggests that increase of 1 anode-1 cathode combination to 6 anode-1 
cathode combination has reduced the Ni-Diamond electroplating time from 7.5 to 
1.55 h and 9.44 to 1.57 h for #400 and #170 mesh respectively at a current density 
of value 5 A/dm2. The COMSOL simulation results also confirms the enhanced 
uniformity effect of Ni-Diamond electrodeposition with administration of multi-
anodes. 
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The Effect of Minimum Quantity 
Lubrication on Selected Surface Integrity 
Attributes When Machining Grade 4 
Titanium Alloy 

Alpheus N. Maponya and Rudolph F. Laubscher 

Abstract This paper presents an experimental investigation on the influence of 
Minimum Quantity Lubrication (MQL) process parameters on selected aspects of 
surface integrity when turning grade 4 titanium alloy. MQL process parameters that 
were varied include the oil flow rate (50–90 ml/h), nozzle distance (20–40 mm), 
and airflow rate (25–37 l/h). Surface roughness, residual stress state, and cutting 
forces were evaluated for dry, flood, and MQL turning conditions using the smaller 
is better grey relation criterion. Grey relation analysis of the results demonstrated 
that when utilizing MQL, the best surface finish, lowest cutting forces, and largest 
compressive residual stresses can be obtained for selected MQL parameter sets but 
not all at once. The results demonstrate that MQL is a viable alternative to either dry 
or flood cooling during outside turning of grade 4 titanium alloy, and may result in 
an improved surface integrity state. 

Keywords Grade 4 titanium · Minimum quantity lubrication (MQL) · Residual 
stresses · Average surface roughness (Ra) · Grey relation analysis (GRA) technique 

1 Introduction 

Titanium has a relatively low density when compared to steel and other high-
performance alloys [1]. In addition, it is a preferred high-performance alloy in many 
industries due to its good mechanical properties, its excellent corrosion resistance 
at elevated temperatures, elevated strength to weight ratio, excellent erosion resis-
tance, biomedical capabilities, and high fatigue strength [2]. Typical industry use of 
titanium may require extensive machining that will affect the surface integrity [3]. 
However, apart from all the positive characteristics of this material, titanium alloys
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generally have low machinability when compared to other metals. This character-
istic is due to their low thermal conductivity, high chemical reactivity, and low elastic 
modulus [4, 5]. Titanium tends to react with various tool materials that may lead to 
increased tool wear [6, 7]. Tool wear negatively affects surface finish hence; various 
lubricants are utilized when machining titanium to keep tool wear under control. 

Conventional flood cooling with oil-based lubricants consumes significant quanti-
ties of lubricants when cutting titanium alloys and their disposal adds to pollution [8, 
9]. Increasing environmental concerns and regulations on contamination and pollu-
tion have forced the manufacturing industry to look for alternative cutting solutions 
that are environmentally friendly, sustainable, and have a low economic impact [9]. 
This solution must offer equivalent if not better results than the conventional flood 
cooling method regarding various attributes of surface integrity. Current literature 
showed that MQL assisted machining might be a viable alternative for cutting various 
alloys including titanium. MQL is a low-cost, near dry, and environmentally friendly 
alternative to flood cooling. MQL system consists of a lubricant reservoir, a pressur-
ized air tank, a control system, flow tubes with a spray outlet. It works by passing 
high-pressure air and cutting fluid mixture through a fluid-flow control module where 
atomization takes place before being injected directly into the cutting zone [1, 10, 
11]. The most significant MQL process parameters typically include the nozzle from 
the cutting interface, the lubricant, and the airflow rate (Directly related to air pres-
sure). MQL typically uses a minimal amount of cutting fluid (50–500 ml/h) three to 
four orders of magnitude lower than typical flood cooling or less when compared to 
flood cooling that uses 1–10 L per minute of cutting fluid [12, 13]. Surface integrity 
attributes typically most affected by the cutting strategy include surface roughness, 
surface hardness, and residual stress state [14, 15]. The residual stress and surface 
finish may significantly affect the fatigue performance of the finished part. Residual 
stresses are induced either mechanically through machining processes or thermally 
through heat treatment processes. The surface residual stress state plays a critical 
role in corrosion resistance and fatigue life of the part depending on their nature 
(tensile or compressive) [16, 17]. Previous work done on MQL demonstrated that 
the optimal MQL parameters for machining grade 4 titanium are MQL flow rate 
of 70 ml/h, nozzle distance of 30 mm, and air pressure of 4 bar [18]. Their work 
shares a similar scope of work, workpiece material, and methodology as the current 
investigation. 

Hence, this study investigates the influence of varying minimum quantity lubri-
cation (MQL) process parameters on selected surface integrity descriptors when 
turning Grade 4 titanium alloy. The analysis includes surface roughness, residual 
stress, and cutting forces using the grey relation analysis. This method is used for 
analyzing relationships between data sets and multiple attribute solution decision-
making purposes. It works by normalizing the measured values within a range of 0–1 
and the high values favor the output response depending on the selected GRA criterion 
[19]. The MQL results are compared to dry cutting and flood cooling conditions.
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2 Experimental Program 

2.1 Specimen Preparation 

The workpiece is a 75 mm (dia) by 500 mm long commercially available Grade 4 
titanium alloy bar. Table 3 shows the material properties for the grade 4 titanium bar 
(Fig. 1c) as per the material certificate. The titanium bar was cut into two 250 mm 
equal parts to fit in the CNC machine. For stability and stiffness to be maintained 
during cutting, a center drill was used to make a hole on one side of the bar where 
the center spindle fits. 

(a) (b) 

(c) 

Fig. 1 a Experimental setup with MQL and flood cooling nozzle configuration; b cutting insert 
with chip breaker technology; c machined titanium bar
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Table 1 Producut 9 EP 
properties 

Pour point 8° C 

Flashpoint 290° C 

Kinematic viscosity 39.11 mm2/s at 40° C 

Density 0.9199 g/cm3at 20 °C 

Table 2 MQL parameters 
values used for the 
experiments 

Parameters Symbols Units Values 

MQL-Flow rates MFR ml/h 50, 70, 90 

Nozzle Distance ND mm 20, 30, 40 

Airflow rate AFR l/h 25, 31, 37 

Fixed parameters Cutting speed 125 m/min; feed rate: 
0.2 mm/rev; depth of cut: 1 mm 
(diameter), cut distance: 20 mm, 
injection angle 45° 

2.2 Experimental Setup 

The turning process was conducted on an Efamatic RT-20 slant bed CNC production 
lathe (see Fig. 1a). A Sandvik Coromant CNMG 12 04 08-XF GC15 coated carbide 
cutting tool insert (an 80  ̊ kite with a flank clearance angle of 0° (see Fig. 1b) with 
chip breaker technology and DCLNL 2020 K insert holder were used for the cutting 
process. The effect of tool wear was reduced by allowing fresh cutting tool for each 
test. A Producut external supply MQL system with three supply lines (see Fig. 1a) 
that transport the lubricant oil mixture to the point of use. A Producut 9 EP lubricant 
oil used for experiments and has the properties shown in Table 1. 

The titanium bar (see Fig. 1c) was turned under dry, flood cooling, and varying 
MQL (MQL1 to MQL9 see Fig. 1c) conditions are shown in Table 2. The  varying  
MQL parameters were used to determine the optimal parameter combinations that 
yield favorable outputs including the center points. Also, the airflow rates in Table 2 
corresponds to varying air pressures of 3, 4 (Optimized), and 5 bars. 3 points were 
measured per cutting condition (Table 3).

2.3 Cutting Forces Measurement 

A 9265B Kistler dynamometer and a Kistler type 5011B charge amplifier were used 
to measure the output signals during machining. The signals from the dynamometer 
were converted into corresponding cutting forces using a build-in calibrated constant. 
The average cutting forces were measured for a 20 mm length per cutting condition 
(see Fig. 1c).
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Table 3 Material properties for the titanium bar 

Chemical 
Composition 
(%) 

C Fe N O H Others Ti 

Requirements Max Max Max Max Max Each Total Balance 

0.08 0.50 0.05 0.40 0.015 

Actual 0.02 0.24 0.02 0.25 0.001 ≤0.1 ≤0.4 

Mechanical 
test 

Tensile Yield Elongation Reduction of 
area (%) 

Ultrasonic 
test0.20% In 4D 

(MPa) (MPa) (%) 

Requirements Min 550 Min 483 Min 15 Min 25 100% 

Actual 610 532 24 39 Acceptable

2.4 Surface Roughness Measurements 

A Hommel T500 measurement instrument was used to measure surface roughness 
(Ra, Rz, Rmax). These measurements were taken for every 20 mm section that was 
machined on the bar. The measurements were taken at the start of the cut (0 mm), in 
the middle (10 mm), at the end of the cut (20 mm). The average of the three values 
was used for the analysis. 

2.5 Residual Stress Measurements 

The XRD measurements were conducted at the Nelson Mandela University (NMU). 
The residual stresses were measured with a Proto iXRD Portable Residual Stress & 
Retained Austenite Measurement System. The X-ray diffraction system measures 
the residual stresses by exposing the titanium workpiece to a specific X-ray beam. 
Refracted beam angles are measured and the sin2ψ technique is used to estimate the 
residual stress. The system MGR40P Goniometer was used to measure two values of 
the near-surface residual stresses. The values were measured in the middle of each 
20 mm cut length per cut condition at points 0° and 180° (see Fig. 1c). The average 
of the two values was used for the analysis.
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3 Results and Discussion 

This section presents the grey relation analysis (GR) and comparison study for the 
cutting forces, surface roughness, and near-surface residual stresses. The mean grey 
relation responses suggest that the optimal overall parameters are level 1 (MQL flow 
rate: 50 ml/h), level 2 (Nozzle distance: 30 mm), and level 2 (Airflow rate: 31 l/h). 
The MQL flow rate deviated from the centre point optimal parameters. These values 
correspond to the highest grey value where the actual data values are small. 

The nozzle distance also showed a high impact at intermediate values compared 
to the lubricant flow rate, suggesting an optimal nozzle distance. Compared to each 
other, the lubrication stream seems to be the least significant parameter compared to 
the airflow rate and nozzle distance, which exhibited a very similar influence. Since 
the optimal MQL parameters are not achievable at the same time, each of these three 
optimal results are compared to dry cutting and flood cooling results. This section 
gives a more detailed breakdown of how each output reacts to the change in cutting 
conditions. 

3.1 Effect of MQL on Cutting Forces 

3.1.1 Grey Relation Analysis of the Resultant Cutting Force 

The Grey relation responses for the cutting force as a function of MQL parameters 
are presented in Fig. 2. The smaller is better grey relation criterion was used since we 
require minimum cutting forces. The results indicate that the lowest cutting forces 
(corresponding to the highest GRG values) were obtained at the highest lubricant and 
airflow rates. This is due to the optimum lubrication in the cutting zone and improved 
cooling process. This is due to the larger flow rate that effectively reduces friction and 
therefore cutting force. The nozzle distance demonstrated the lowest cutting force at 
an intermediate distance where sufficient heat is generated, softening the workpiece 
material, and plastic deformation occurs much more easily under these conditions. 
This result suggests that the machining or shear zone becomes more adiabatic, and the 
generated heat cannot be dispersed rapidly as the material flows. This heat increases 
the material’s ductility, which aids grain boundary dislocation motion and requires 
low cutting forces during machining.

The lubrication is less effective if the nozzle is too close or too far from the 
cutting zone where the cutting forces were observed to be appreciably larger. For 
both situations, optimal lubricant quantity does not reach the cutting zone leading 
to an increase resistance due to friction, heat, and tool wear. Thus leading to high 
cutting forces similar to low airflow rates were fewer oil droplets reach the cutting 
zone. 

Consequently, this causes a high heat generation between the cutting tool and 
workpiece, which causes evaporation of the oil mist in the cutting zone or lose of its
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(b)(a) 

(c) 

Fig. 2 Variation of GR response of the cutting force as a function of a oil flow rate, b nozzle 
distance, c airflow rate

thermal conductivity. Thus, also leading to an increase in cutting forces. These results 
are similar to those highlighted in previous work [20], where a small amount of oil 
mist vaporizes before effectively removing the heat. A high airflow rate atomizes 
the oil droplets more effectively, improving their penetration and the conditions that 
lead to a decrease in the cutting forces due to low friction. The results show that an 
increase in the airflow rate decreases the cutting forces. Therefore, the optimal MQL 
parameters that yield the lowest overall resultant cutting forces, are a maximum 
lubricant flow rate of 90 ml/h, an intermediate nozzle distance of 30 mm, and a 
maximum airflow rate of 37 l/h (see Fig. 2). 

3.1.2 Comparison Study 

The lowest overall resultant cutting force was demonstrated for MQL assisted 
machining when compared to both flood and dry cutting (see Fig. 3). Machining using 
the obtained optimal MQL parameters displayed a 19.7% lower resultant cutting force 
when compared to dry cutting and a smaller 6.5% for flood cooling. Flood cooling 
showed 14.2% reduction when compared to dry cutting. This is due to the effective 
lubrication accomplished by the micro-droplets of the aerosol. The high pressure and 
high velocity droplets from the MQL strategy sufficiently penetrate the cutting zone
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Fig. 3 Resultant cutting force’s comparison study 

reducing friction and the high airflow rate could reduce material adhesion to the tool 
face. 

Better MQL results were observed in literature where MQL yielded a 40% cutting 
force reduction, while flood cooling showed a 26% higher cutting force reduction 
than MQL and 19% less cutting forces than dry conditions. Furthermore, MQL 
also showed a 30% surface roughness improvement and a 36% reduction in cutting 
temperature compared with flood cooling and dry machining conditions [21]. 

The cutting forces obtained for dry cutting are noticeably lower than those 
obtained in literature [22], when machining C45 steel grade. A similar result was 
observed by [23] where the lowest cutting forces were obtained under MQL condi-
tions. Also, high MQL parameters were good for cutting force similar to those 
observed for surface roughness. 

3.2 Effect of MQL on Surface Roughness 

3.2.1 Grey Relation Analysis of the Surface Roughness 

The “smaller is better” grey relation criterion was also applicable for the average 
surface roughness (Ra) since the smoothest surface is generally beneficial and 
required, which corresponds to the largest grey relation value. The results indicate 
that increasing the lubrication flow rate improved the average surface roughness A 
similar result was observed in the available literature [24], where a high lubricant 
flow rate yielded the lowest surface roughness. 

At a low MQL flow rate, the machining zone becomes near dry and friction 
increases due to insufficient lubrication. The increase in friction leads to an increase
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in cutting forces to overcome the increased frictional resistance and tool wear. Conse-
quently, this leads to an increase in chatter due to a combination of high cutting forces, 
insufficient lubrication, and a low elastic modulus of the titanium alloy. Thus, leading 
to a coarser surface finish. Increasing nozzle distance reduced the efficiency of the 
lubricant in dispersing the heat generated and increased workpiece deformation. 
Similar to high airflow rate and low flow rates that cause significant lubricant disper-
sion or low reach, limiting the concentration of oil droplets that reach the cutting zone 
at higher nozzle distances. This leads to titanium adhering to the tool face leading 
to tool failure and yielding poor surface finish due to the near dry conditions [25]. 
This also significantly influence the resulting surface groove size and again, leads to 
higher surface roughness. 

A low airflow rate gives poor results due to inadequate lubricant reaching the 
machining zone as a result of the low flow of the transport medium. This result 
suggests that 31 ml/h is an optimum airflow, which leads to gradual heat dispersion 
in the cutting zone due to improved cooling. This means that the material is relatively 
easier to machine, and low cutting forces are required, which also results in low 
chatter, tool wear; thus, leading to low surface roughness. 

The coated cutting tools play a role in providing lower surface roughness but this 
depends on additional factors such as substrate material, tool coating combinations, 
and the thermos-physical conditions of both tool and workpiece [26]. Hence, the best 
overall surface finish results were achieved at the highest MQL lubricant flow rate of 
90 ml/h, at a minimum nozzle distance of 20 mm, and an intermediate airflow rate 
of 31 l/h (see Fig. 4).

3.2.2 Comparison Study 

Using these obtained optimal MQL parameters for surface roughness. The evaluated 
surface roughness attributes (Ra, Rz, and Rmax) all indicated a good surface finish 
for all MQL cutting experiments. MQL assisted machining displayed the best surface 
finish when compared to flood cooling and dry cutting. All thee surface roughness 
attributes (Ra, Rz, and Rmax) show the same trend for all thee cutting conditions 
(MQL, Dry cutting, and Flood cooling). Ra, Rz, and Rmax results were found to be 
below 1 μm, 4 μm, and 4 μm respectively for each MQL cutting condition, indicating 
a good surface finish that helps minimize crack initiation and inhibit failure due to 
fatigue [27]. 

When considering the average (Ra) surface roughness component, MQL improved 
the surface roughness by 42.5% (−0.4 μm) while flood cooling exhibited a 24% 
(−0.21 μm) improvement when compared to dry cutting results (see Fig. 5). A 
30% reduction in surface roughness was observed under MQL conditions when 
compared to dry and flood cooling conditions [28]. Also, the inferior surface finish 
in dry machining is a consequence of machining a difficult to machine alloy such 
as titanium due to the material adhesion to the tool face leading to tool failure and 
resulting in a poor surface finish. A low 50 ml/h MQL flow rate yielded the best 
result when compared to dry cutting in literature [29]. It was also found that the
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(b)(a) 

(c) 

Fig. 4 Variation of GR response of the surface roughness as a function of a oil flow rate, b nozzle 
distance, c airflow rate

Nano fluid-based MQL yielded better surface finishes than dry cutting and produces 
surface finishes similar to those observed under wet cutting [30]. 

MQL offered enhanced performance and exhibited a better surface finish when 
compared to dry and flood cooling conditions [31].

Fig. 5 Surface roughness comparison study for MQL6, Dry cutting, and flood cooling 
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3.3 Effect of MQL on Residual Stress 

3.3.1 Grey Relation Analysis of the Primary Residual Stress 

Residual stresses are defined as stresses that remain in the material once thermal 
or mechanical loads are removed. The results demonstrate that there are interme-
diate values for airflow and nozzle distance that produced optimum results. The 
intermediate nozzle distance seems to be a localized optimum where sufficient heat 
is produced and effectively cooled to produce an optimum (highest) compressive 
residual stress state. An increase in the MQL oil flow rate had an adverse effect on 
the residual stresses. The highest residual result is obtained for the lowest lubrication 
flow rate, where plastic deformation, cutting forces, and heat generation due to fric-
tion are most significant. The uneven plastic deformation due to mechanical loads, 
changes in material volume, and thermal effect as a result of solid-phase transforma-
tion. This is due to transmission of high temperature from the tool to the workpiece 
during machining and this change in phase leads to grain size raising gradually results 
in compressive residual stresses followed by cooling of the material [32]. The oppo-
site is observed for high lubricant and low airflow rates. Similarly, by increasing 
the airflow rate beyond the optimum, lubrication delivery becomes more efficient 
resulting in less heat being produced even though cooling is more efficient, which 
leads to a lower residual stress. 

Therefore, the best residual stress state is obtained at a low lubrication flow rate 
of 50 ml/h, an intermediate nozzle distance of 30 mm from the cutting zone, and an 
intermediate airflow rate of 31 l/h optimal MQL parameters (see Fig. 6).

3.3.2 Comparison Study 

The optimal MQL machining resulted in 20.6% (+91.4 MPa) and 12.3% (+54.5 
MPa) higher residual stresses when compared to dry and flood cooling respectively. 
The highest compressive residual stresses were observed in all cases along the main 
cutting direction (see Fig. 7). It was revealed that if mechanical loads are more 
dominant, compressive residual stresses profiles are more probable. While tensile 
residual stresses result when thermal loads govern [33]. This may be the reason 
for a low residual stress was observed in dry cutting where high heat is generated 
increasing the tensile stresses that offsets the compressive residual stress balance. 
A high MQL flow rate had a positive impact on the surface roughness similar to 
the cutting force. Best residual stresses were obtained at an intermediate MQL flow 
rate value. An intermediate nozzle distance gave the best cutting forces and residual 
stresses, while minimum nozzle distance favours surface roughness. However, a high 
airflow rate was good for cutting forces and an intermediate airflow rate was good 
for both the surface roughness and residual stresses.
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(b) (a) 

(c) 

Fig. 6 Variation of GR response of the residual stress as a function of a oil flow rate, b nozzle 
distance, c airflow rate

Fig. 7 Residual stresses comparison study MQL2, Dry cutting, and flood cooling 

4 Conclusions 

In this paper, the effects of MQL parameters on selected attributes of surface integrity 
during the turning of grade 4 titanium alloy were investigated experimentally. MQL 
parameters such as MQL oil flow rate, nozzle distance, and airflow rate were varied
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while cutting speed, feed rate, cutting length, and depth of cut were kept constant. The 
three surface integrity descriptors reacted differently to varying MQL parameters. 
In comparison, the optimal MQL parameter that yielded the lowest cutting forces 
had an adverse effect on surface roughness. While optimal parameters that yielded 
the lowest surface roughness results had the second-lowest cutting force but worst 
residual stress results, and optimal parameters that yielded the highest compressive 
residual stress results also yielded the worst cutting forces and surface roughness. 

MQL exhibited a 30% improvement in the resultant cutting forces and 42.5% 
lower average surface roughness when compared to dry cutting and flood cooling. 
This result is due to the improved lubricant penetration into the cutting zone and 
effective cooling. Varying the MQL parameters impacted the resultant residual stress 
state significantly and yielded mainly compressive residual stresses in all directions. 
In general, a 20.6% higher residual stress was obtained for the lowest lubrication flow 
rate, where plastic deformation, cutting forces, and heat generation due to friction 
are most significant. The cutting force analysis exhibited a variation of 31.6 N. The 
results for the surface roughness had a variation of 0.11 μm. While the residual stress 
results had a variation of 49.3 MPa. Which indicates a significant influence of the 
MQL parameters on the output results. The combination of low surface roughness 
and compressive residual stresses is known to minimize crack initiation and improve 
the fatigue strength of the part. This positive result further demonstrates the potential 
for MQL as a viable alternative for dry cutting and flood cooling especially with the 
ability to utilize specific MQL process parameter sets to engineer a specific outcome. 
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Abstract Attempts were made to improve the properties and machining perfor-
mance of NbC based cermet cutting inserts for face milling of grey cast iron (GCI) 
(BS 1452/GG35) by spark plasma sintering (SPS), use of sub-stoichiometric NbC
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(NbC0.88), Cr3C2 and Mo2C additives and laser shock peening (LSP). The microstruc-
ture, hardness, fracture toughness and Young’s modulus of WC–Co, NbC0.88-Co 
and NbC0.88-Ni cermet-based inserts were investigated for machining performance. 
Additions of Mo2C and manufacture by SPS significantly refined the NbC0.88-Ni/Co 
cermet’s carbide grain size from ~5.0 µm to <0.9  µm, which increased the hardness 
(by ~4GPa) and wear resistance. Laser shock peening (LSP) improved the fracture 
toughness of all the inserts, from 10% (in the SPS WC based in cermets) to ~100% 
(in the LPS NbC based cermets). Uncoated cutting inserts were manufactured from 
the sintered cermets in an SNMA (double sided square insert without a chipformer 
on the cutting edge) shape (12.7 × 12.7 × 4.3 mm3, 1.6 mm nose radius). The 
inserts were used for interrupted face-milling of GCI at cutting speeds (vc) ranging 
from 100 m/minute (400 rpm)–500 m/minute (2000 rpm) and depths of cut (ap) of  
0.2–1.0 mm. The insert wear was measured after every pass and analyzed by annular 
dark field scanning transmission electron microscopy (ADF-STEM). Cutting temper-
atures were measured with a high-speed thermal camera and forces were measured 
using a Kistler dynamometer. During machining at vc = 200 m/minute and ap = 
1.0 mm, WC–Co inserts had the lowest flank wear rate (FWR), although LSP signif-
icantly improved the tool life of the NbC0.88-Ni inserts, significantly reducing the 
FWR from 148.63 µm/minute to 99.79 µm/minute (by ~33%) and the average resul-
tant force from 1257 ± 15 N to 535 ± 15 N. During machining at vc = 500 m/minute 
and ap = 0.2 mm, LSP significantly lowered the FWRs of the NbC0.88 inserts, giving 
better tool life than all the WC based inserts. Generally, LSP improved the NbC0.88 

inserts’ tool life, reducing the flank wear rate by up to 33% during roughing and 63% 
during finishing. 

Keywords Niobium carbide · Laser shock peening · Face milling · Tool wear 

1 Introduction 

Machining has been the most used metal shaping process for decades, which is 
primarily due to the adaptability and versatility of the turning and milling processes 
in response to industrial and market needs [1]. Milling is a machining operation which 
cuts by rotation of the cutting inserts in the opposite direction to that of the feed of 
the work piece [1]. Face milling is a process where the cutting action is achieved 
by cutting insert rotation about an axis perpendicular to work piece [1]. Due to the 
rotation motion, the inserts undergo a periodic engagement (cutting) and disengage-
ment (cooling) with the work piece per revolution [1, 2]. This results in rapid heating 
and cooling cycles per revolution, leading to thermal shock at the insert cutting edge
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[2]. Additionally, depending on the work piece, the inserts are subjected to abrasion, 
adhesion, diffusion and mechanical wear mechanisms [2, 3]. These factors make 
face-milling one of the most challenging tribological processes, requiring inserts 
with good combinations of hardness, strength, toughness and chemical stability at 
elevated temperatures, such as provided by cermets [3]. 

In general, cermets consist of ceramics (e.g. tungsten carbide) embedded in a 
ductile binder matrix (e.g. cobalt) [3]. Tungsten carbide (WC)—cobalt (Co) based 
cermets (also cemented carbides) are commercially the most successful carbides 
since their inception in 1923 [3], due to the good combination of microstructure, 
mechanical, and wear properties [2, 3]. However, due to recent supply constraints 
and increasing cost [4], as well as poor chemical stability, particularly for machining 
of steels and cast irons [5], niobium carbide (NbC) has been investigated as a potential 
alternative. Niobium carbide has better high temperature properties than WC, such as 
retention of hot hardness at elevated temperatures, particularly when machining steels 
and cast irons [4], as well as comparable hardness and significantly lower density [5]. 
Generally, NbC-Co cements produced by conventional liquid phase sintering (LPS) 
have lower hardness and fracture toughness than WC–Co cemented carbides, due 
to excessive NbC grain growth [5]. This grain growth occurs at the high sintering 
temperatures and long sintering times during LPS [2, 5]. The excessive NbC grain 
coarsening can be prevented by rapid sintering techniques such as spark plasma 
sintering (SPS) as well as the addition of grain growth inhibitors such as Cr3C2 and 
Mo2C [5, 6]. The mechanical properties of NbC cermets can also be improved by 
using sub-stoichiometric NbC0.88 that has been reported to have higher hot hardness 
than WC at temperatures above 700 °C [7]. Furthermore, substitution of Co by Ni 
was beneficial, as Ni has better oxidation and thermal cracking resistance, as well as 
a stable ductile face centred cubic (fcc) structure at all temperatures [3, 8]. 

Surface engineering processes such as peening have been reported to improve the 
resistance to crack-based phenomena such as fracture, fatigue and stress corrosion 
cracking [9, 10]. Through peening, beneficial residual stresses are introduced which 
can improve fracture toughness (KIC) [9–11]. The use of peening for ceramics and 
cermets is problematic since brittle materials may not exhibit significant plastic 
deformation [12, 13], and hence the development of the residual stresses required 
for improved fracture toughness may not be possible. Laser shock peening (LSP) 
is an advanced form of peening [9] that enables precise control and repeatability of 
peening, making it suitable for brittle materials, such as cermets, which have a very 
limited range of deformation and residual stress generation. The LSP process uses 
high-powered laser pulses which are forced onto the target to generate rapid plasma 
expansions [10]. An inertial confinement medium is used to confine and enhance 
the pressure of the plasma to achieve high pressure of several GPa [10]. The high 
pressure acting over a short time interval drives a shock wave through the solid target 
with sufficient strength to exceed the dynamic yield strength, generating beneficial 
compressive residual stresses (CRs) [9, 10]. The CRs inhibit crack propagation under 
static and cyclic loading, thus improving the KIC and fatigue life [14]. 

In this work, an attempt to improve the properties and machining performance of 
NbC based cermet cutting inserts for face milling BS 1452, grade 17 grey cast iron
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(GCI) (DIN 1692 GG35) by spark plasma sintering (SPS), use of sub-stoichiometric 
NbC (NbC0.88), Cr3C2 and Mo2C additives and laser shock peening (LSP) was made. 
The microstructural and mechanical properties, as well as the wear performance, after 
face-milling of the developed NbC based inserts were compared to WC–Co based 
inserts. 

2 Experimental Procedure 

2.1 Sintering 

The characteristics of the starting powder are given in Table 1. Powders of different 
compositions were consolidated by spark plasma sintering (SPS) and conventional 
liquid phase sintering (LPS). Spark plasma sintering was done in a HP D5, FCT 
Systeme sintering furnace. The powders were poured into cylindrical graphite dies 
with inner and outer diameters of 20.9 mm and 40 mm respectively, and 48 mm 
height. Horizontal and vertical graphite foils were used to separate the powders from 
the die and punch set-up. Hexagonal boron nitride was placed on the graphite foil 
to prevent carbon diffusion from the graphite foil to the powders during sintering. 
The composite powder assemblies were heated in a vacuum (2 Pa) in two steps, 
for example WC-10Co (wt%) powders were first heated to 1000 °C at a rate of 
200 °C/min and subsequently to 1220 °C at a heating rate of 100 °C/min, and the 
temperature was held at 1220 °C for 5 min during sintering. 

A cooling rate of 200 °C/min was used for all samples. The applied pressure was 
adjusted from 16 to 30 MPa at 1000 °C, and from 30 to 50 MPa at 1220 °C within 
30 s. The pressure was then held constant at 50 MPa throughout the rapid sintering 
cycle. Different sintering profiles, depending on the powder compositions were used 
(Table 2) to achieve good densification.

Liquid phase sintering (HIP, Ultra Temp, USA) was done by heating the different 
powder compositions in a vacuum (0.04 MPa) at an initial heating rate of 2.4 °C/min 
up to 1200 °C. At 1200 °C, cobalt loss protection (CLP) was carried out by the

Table 1 Sintering powders 

Materials Particle size (µm) Crystal structure Purity (wt%) Source 

WC 0.8 Hexagonal >99.00 H.C. Starck, Germany 

Co 0.9 Hcp >99.80 OMG Americas, USA 

Ni 5.9 Fcc >99.00 Atlantic Equipment 
Engineers, Micron Metals 
Inc., USA 

NbC0.88 1.57 Cubic >99.00 Höganäs AB, Sweden 

Cr3C2 0.8 Hexagonal >99.00 H.C. Starck, Germany 
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Table 2 Sintering conditions 

Composition (wt%) Abbreviation Temperature (°C) and dwell time Pressure (MPa) 

WC-0.8Cr3C2-8Co WC-8Co-L 1430 °C for 75 min 4.4 

WC-0.8Cr3C2-8Co WC-8Co-S 1220 °C for 5 min 50 

NbC0.88-8Co NbC-8Co-L 1430 °C for 75 min 4.4 

NbC0.88-8Co NbC-8Co-S 1260 °C for 4 min 50 

NbC0.88-8Ni NbC-8Ni-L 1430 °C for 75 min 4.4 

NbC0.88-8Ni NbC-8Ni-S 1280 °C for 4 min 50 

NbC0.88-4Mo2C-8Ni NbC-Mo2C-8Ni-L 1430 °C for 75 min 4.4 

NbC0.88-4Mo2C-8Ni NbC-Mo2C-8Ni-S 1280 °C for 4 min 60

addition of argon gas at a pressure of 0.37 MPa, and a heating rate 3.5 °C/min up 
to 1430 °C. The temperature was held constant for 75 min, and for the last 20 min, 
hot isostatic pressing (HIP) was done at 4.4 MPa to eliminate all the surface porosity 
[3]. The sample was then water cooled at a rate of 3.5 °C/min. 

2.2 Characterization 

Microstructures of the sintered cemented carbides were examined in a field emission 
scanning electron microscope (SIGMA, Karl Zeiss, Germany) (SEM) and annular 
dark field scanning transmission electron microscopy (ADF-STEM) (JEOL 2100, 
with a LaB6 filament, JEOL, Japan). Image analysis was done on the SEM images 
using ImagJ software to obtain the mean/avearge carbide grain size of the sintered 
samples. Vickers hardness (HV30) was measured on polished specimens after stan-
dard metallographic preparation, using a load of 30 kg (VHT 003 MTA, Vickers 
Limited, United Kingdom), calculating an average from five indentations at different 
regions on each sample. The criteria for the accurate derivation of fracture toughness 
(K1c) using Shetty’s equation [15] were satisfied: 1.25 ≤ c/a ≤ 2.25 and 0.25 ≤ I/a 
≤ 2.5, where c is the crack length from the centre of the indentation to the crack 
tip, a is half the diagonal of the indentation and I is the difference between c and 
a. An ultrasonic thickness gauge (45MG, Olympus, USA) was used to measure the 
velocity of sound in the transverse (vT) and longitudinal (vL) directions which were 
used to calculate the Young’s modulus of the samples. Laser shock peening of the 
samples was carried out using a Spectra-Physics Quanta-Ray Pro 270 ND: YAG 
Laser. A power intesity of 12GW and energy of 1080 J was applied, and a spot size 
of 1 mm used. Water was used as the inertia confinement medium. 

Cutting tool inserts were manufactured from the sintered compositions and used 
to conduct face-milling tests on BS 1452, grade 17 (DIN 1691 GG35) grey cast 
iron. The inserts were square, 12.7 by 12.7 mm2 with a thickness of 4.3 mm, and a 
nose radius of 1.6 mm (SNMA insert shape which is a double sided square insert
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Table 3 Face milling parameters 

Test No. Cutting speed 
(m/minute) 

Depth of cut (mm) Spindle speed (rpm) Feed rate 
(mm/minute) 

1 200 1 400 40 

2 400 0.5 800 80 

3 500 0.2 2000 200 

without a chipformer on the cutting edge). Square cutting inserts were manufactured 
from the cylindrical 20 mm diameter, 5 mm height sintered WC and NbC cemented 
carbides by EDM wire cutting (A422S, CHMER, Taiwan). Chamfering (chamfer 
angle of 20° and a chamfer width of 0.2 mm) was done on the edges of the square 
inserts by grinding (40LR, Tacchella, Italy) using a D46 diamond grinding wheel. 
During face milling, the inserts were secured on a Pilot F75SN12080 cutting tool 
holder attached to a Bridgeport GX1000 CNC milling machine with an Oi-MC Fanuc 
series controller. Milling inserts were designed and manufactured from the sintered 
samples. The inserts were squares of the same dimensions already descibed (SNMA 
shaped insert). The work piece was 150 × 150 × 50 mm3. Laser shock peening of 
the inserts’ flank cutting edges was done and the original and laser shock peened 
inserts were compared during face milling. The face milling conditions are shown 
in Table 3, and the feed of 0.1 mm/tooth and radial depth of cut of 80 mm were 
held constant at all cutting conditions. Maximum temperatures and thermal variation 
per second were measured using a Flir thermal imaging camera (D5000, Nikon, 
Japan). Force measurements were carried out using a Kistler force gauge (9366CC0, 
Kistler multicomponent force link, Switzerland). The flank wear and crater wear 
were evaluated using an optical microscope (DM6000 M, LEICA, Germany) with 
a digital camera (DFC490, LEICA, Germany) and high angle annular dark field 
scanning transmission electron microscopy (HAADF-STEM) (JEOL 2100, with a 
LaB6 filament, JEOL, Japan) was used to deduce the phase compositions after wear. 

3 Results and Discussion 

3.1 Mechanical Properties 

The Vickers hardness (HV30) and fracture toughness (KIC) of the sintered samples 
are shown in Fig. 1. The SPS samples had higher hardness values than those produced 
by LPS, with the WC-0.8Cr3C2-8Co (wt%) sample (WC-8Co-s) having the highest 
hardness and NbC0.88-8Co (wt%) (NbC-8Co-L) and NbC0.88-8Ni (wt%) (NbC-8Ni-
L) having the lowest hardness values. Generally, the lower sintering temperatures 
and shorter sintering dwell times during SPS compared to LPS (Table 2) inhibited 
continuous Ostwald ripping, reducing the carbide grain growth [2, 6] and increasing 
hardness [2, 3, 6]. Both LPS and SPS WC-0.8Cr3C2-8Co (wt%) samples had higher
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hardness values than all the NbC based samples (Fig. 1). The higher hardness of the 
WC based samples was attributed to three main reasons: (i) WC (22.5 GPa) has a 
higher hardness than NbC (19.4 GPa) [5, 6], (ii) finer grain size (Figs. 2 and 3) due 
to good growth inhibition effect of Cr3C2 in the WC-10Co samples [2, 3], and (iii) 
better wetting behaviour between WC and Co than NbC and Co/Ni, giving a more 
homogeneous microstructure (Fig. 3), thus, improving the mechanical properties [2, 
3]. Additions of Mo2C to NbC0.88-8Ni (wt%) reduced the NbC grain size (Figs. 2 
and 4) increasing the hardness by >2 GPa. Further combinations of Mo2C addition 
and SPS grain size of <1.0 µm (Figs. 2 and 4) and hardness increase of >3 GPa 
(compared to NbC-8Ni-L). 

Fig. 1 Relationship between 
Vickers hardness and 
fracture toughness of 
sintered samples 

Fig. 2 Effect of grain size 
on Vickers hardness of 
sintered samples
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Fig. 3 SEM-BSE images of 
a LPS WC-8Co (wt%), 
showing WC (light) and Co 
(dark), and LPS, b NbC-8Ni 
(wt%), showing NbC (light), 
Ni (dark) using a scale of 2 
µm.

The NbC-8Ni-L sample had the highest KIC, while the NbC-8Co-S had the lowest 
KIC (Fig. 1), and all LPS samples had higher KIC than similar sample compositions 
produced by SPS. The higher KIC in the NbC-8Ni-L sample than the WC-8Co and 
NbC-8Co samples was due to the Ni binder. Nickel has a higher plasticity than 
Co and always retains the more ductile fcc structure (does not undergo a phase 
transformation like Co) [3, 8]. The WC-8Co samples had high KIC than the NbC-
8Co samples because of the poorer wetting of NbC by Co than of WC, and the 
lower solubility of NbC in Co than WC in Co, which promotes formation of brittle 
interconnected NbC networks and poorer distribution of Co [6]. Although Mo2C 
addition increased hardness, it reduced KIC, which was due to the formation of the 
harder and more brittle (Nb, Mo)C solid solution [16, 17]. 

The LPS samples had higher KIC than similar compositions produced by SPS, 
because of the better binder distribution from the transient liquid binder phase during 
LPS which enhanced carbide solubility, as well as the capillary action of the liquid 
phase in the pores during the secondary rearrangement stage of sintering [3].
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Fig. 4 SEM-BSE images of 
a LPS WC-8Co (wt%), 
showing WC (light) and Co 
(dark), and LPS, b NbC-8Ni 
(wt%), showing NbC (light), 
Ni (dark) using a scale of 10 
µm.

Generally, laser shock peening had negligible effect on the samples’ hardness, but 
increased KIC in all the samples (Figs. 5 and 6). The increased KIC was indicated by 
reduced crack length after Vickers hardness (HV30) tests. For example, Fig. 7 shows 
reduced crack lengths in the NbC-Mo2C-8Ni-L sample after laser shock peening. 
The indentation crack lengths were used to calculate the Shetty’s fracture toughness 
[15], where longer crack lengths indicate lower fracture toughnesses [15].

All the samples, irrespective of the sintering technique had increased KIC and the 
LPS samples had higher increases in KIC than the corresponding SPS samples (Figs. 5 
and 6). Additionally, the LPS samples with originally low KIC values (~7 MPa.m1/2) 
and low hardness, e.g. NbC-8Co-L, had higher increases in KIC after laser shock 
peening than LPS samples with higher original KIC and hardness values. 

There was no change in crack propagation mode before and after laser shock 
peening (LSP). Transgranular crack propagation (which is the most critical fracture 
mode in cemented carbides [18]) was the main mode of fracture in all the samples. 
Reduced crack lengths after LSP without a changed crack propagation mode was
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Fig. 5 Effect of laser shock 
peening on the relationship 
between Vickers hardness 
and fracture toughness of the 
liquid phase sintered samples 

Fig. 6 Effect of laser shock 
peening on the relationship 
between Vickers hardness 
and fracture toughness of the 
spark plasma sintered 
samples

attributed to the induced compressive residual stresses which limited of transgranular 
crack propagation [11, 14]. Laser shock peening had negligible effect on the surface 
roughness. 

3.2 Young’s Modulus 

The WC samples had higher Young’s moduli (E) (by >140 GPa) than all the NbC 
samples, irrespective of the sintering method (Fig. 8) due to WC having a higher E 
than NbC [19]. Sintering techniques had negligible effect on the samples’ Young’s 
moduli (Fig. 8). In the NbC samples, Co substitution by Ni had negligible effect
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Fig. 7 SEM-SE images of 
NbC-Mo2C-8Ni-L, showing: 
a long radial cracks before 
LSP, and b much shorter 
radial cracks after LSP

on the E, because of similar solubility of Co and Ni with NbC [20], resulting in 
similar bonding at the NbC/Co and NbC/Ni interfaces because the Young’s modulus 
is proportional to the bonding strength in a material [21]. Slightly reduced E occurred 
in the LPS NbC-8Ni and NbC-Mo2C-8Ni samples than SPS samples (Fig. 8). The 
slight reduction in E could be due to slightly lower material bonding strength [22] 
achieved in the samples from LPS than SPS.

3.3 Face Milling 

Cutting tool inserts were produced from selected samples and used for roughing, 
semi-finishing and finishing machining of BS 1452, grade 17 (DIN 1691 GG35) 
grey cast iron. The average resultant force (FR), average cutting temperature (T a) 
and flank wear rates (FWRs) of the inserts during face-milling at a cutting speed
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Fig. 8 Comparison of 
samples’ Young’s moduli

(vc) of 200 m/min and depth of cut (ap) of 1 mm are shown in Table 4. The average 
resultant force (FR) had a fixed error of ± 15 N from the Kistler force gauge. The 
WC-8Co-L insert had the lowest FWR followed by the NbC-Mo2C-8Ni-S, while 
the NbC-8Ni-S insert had the highest FWR (Table 4). The lower FWR in the WC-
8Co-L insert than WC-8Co-S and all the NbC inserts during roughening was due 
to the combination good hardness (>15 GPa), high KIC (>11 MPa.m1/2) and high E, 
that improved the abrasion and circular impact resistance during roughing [5, 17]. 
Addition of Mo2C to NbC-8Ni inserts reduced the FWRs due to refinement of the 
microstructure which improved the abrasion wear resistance [3]. Laser shock peening 
reduced the FWRs for the WC-8Co-S (by ~18%) and NbC-8Ni-S (by ~33%) (Table 
4) due to increased KIC. However, LSP had a converse effect on the WC-8Co-L and 
NbC-Mo2C-8Ni-S inserts, which could have been due to slight damage/fracturing 
of the cutting edges in processing. During LSP processing, a protective coating was 
used to protect the insert cutting edge from direct contact with the laser, and rarely, 
the coating would experience slight damage, exposing small areas of the cutting edge 
to the laser, which led to slight cracking and chipping.

During semi-finishing at vc = 400 m/minute and ap = 0.5 mm, the NbC based 
inserts generally had lower FWRs than the WC based inserts, and the NbC-Mo2C-
8Ni-L insert had the lowest FWR (Table 5). There are no error bars in any of the 
FWR results because one cutting test per insert was done for each cutting parameter. 
This meant that only a single set of maximum flank wear values were attained and 
used to calculate the FWRs. Hence, there are no error bars. However, during semi-
finishing, 3 out of 5 NbC based inserts had FWRs below 200 µm/min. While 3 of 
the 4 WC based inserts had FWR above 200 µm/min, indicating better NbC insert 
performance during semi-finishing.

The lowest FWR of the NbC-Mo2C-8Ni-L insert of all the NbC inserts was caused 
by the combination of good hardness (use of sub-stoichiometric NbC and Mo2C
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Table 4 Insert machining properties during roughing face milling at vc = 200 m/min and ap = 
1 mm  

Insert FR (N) Ta (°C) FWR (µm/min) 

WC-8Co-L 845 173.14 ± 1.69 66.53 

WC-8Co-L [LP] 354 231.00 ± 1.80 79.58 

WC-8Co-S 854 182.60 ± 1.20 130.69 

WC-8Co-S [LP] 381 265.53 ± 3.48 107.79 

NbC-8Ni-S 1257 246.27 ± 2.34 148.63 

NbC-8Ni-S [LP] 536 348.38 ± 3.67 99.79 

NbC-Mo2C-8Ni-L 656 294.46 ± 3.13 125.47 

NbC-Mo2C-8Ni-S 546 233.88 ± 2.53 94.74 

NbC-Mo2C-8Ni-S [LP] 822 337.74 ± 3.56 159.28

Table 5 Insert machining properties during semi-finishing face milling at vc = 400 m/min and ap 
= 0.5 mm 

Insert FR (N) Ta (°C) FWR (µm/min) 

WC-8Co-L 824 169.90 ± 1.81 189.47 

WC-8Co-L [LP] 964 199.15 ± 2.27 204.63 

WC-8Co-S 888 197.64 ± 2.15 287.16 

WC-8Co-S [LP] 926 175.17 ± 2.29 269.50 

NbC-8Ni-S 910 281.20 ± 1.59 287.16 

NbC-8Ni-S [LP] 903 240.63 ± 2.43 245.90 

NbC-Mo2C-8Ni-L 1041 277.21 ± 2.53 184.42 

NbC-Mo2C-8Ni-S 1059 257.82 ± 2.88 189.47 

NbC-Mo2C-8Ni-S [LP] 1125 277.81 ± 2.96 174.32

addition) which allowed good abrasion wear [5] and good fracture toughness for 
cyclic impact at the high cutting speed [17]. The lower FWRs of the NbC inserts 
than the WC-8Co inserts was due to the higher chemical stability of NbC than WC 
during machining of ferrous alloys [5, 17]. This was confirmed by HAADF-STEM 
mapping of the worn WC-8Co-L insert cutting edge interface (Fig. 9) which revealed 
smoothly worn and rounded WC grains, which indicated diffusion between the insert 
and the work piece [23]. However, HAADF-STEM mapping images of the worn 
NbC-Mo2C-8Ni-L insert cutting edge interface revealed angular-shaped NbC grains 
(Fig. 10), demonstrating the good chemical stability of NbC during machining of 
grey cast iron [5, 17]. The higher FWR of WC inserts was due to chemical wear 
caused by diffusion of carbon from the insert into the work piece because of iron’s 
higher affinity for carbon than tungsten [3]. Laser shock peening had negligible effect 
on the inserts’ wear rate during semi-finishing, with the NbC-8Ni-S showing slight 
reduction in FWR.
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Fig. 9 HAADF-STEM mapping images of the worn cutting interface WC-8Co-L, showing W 
(green), Fe (blue), Co (red) and C (yellow) 

Fig. 10 HAADF-STEM mapping images of the worn cutting interface NbC-Mo2C-8Ni-L, showing 
Nb (light green), Fe (blue), Ni (red) and C (yellow) 

Increasing vc from 400 to 500 m/min and reducing the depth of cut ap from 0.5 to 
0.2 mm increased FR and FWR, and usually reduced the cutting temperature (Table 
6). The inserts had different cutting temperatures, and this was attributed to different 
types of insert flank wear and flank wear rates [23]. The increased FR and FWR 
were caused by increased impact (increased number of collisions with work piece
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Table 6 Insert machining properties during finishing face milling at vc = 500 m/min and ap = 
0.2 mm 

Insert FR (N) Ta (°C) FWR (µm/min) 

WC-8Co-L 1160 111.86 ± 1.22 282.11 

WC-8Co-L [LP] 1233 121.14 ± 1.33 371.58 

WC-8Co-S 1204 155.31 ± 1.69 243.16 

WC-8Co-S [LP] 1222 122.97 ± 1.43 313.68 

NbC-8Ni-S 1217 151.97 ± 1.66 493.68 

NbC-8Ni-S [LP] 1311 143.84 ± 1.87 230.53 

NbC-Mo2C-8Ni-L 1319 173.81 ± 1.89 340.00 

NbC-Mo2C-8Ni-S 1258 161.45 ± 1.76 365.26 

NbC-Mo2C-8Ni-S [LP] 1237 142.25 ± 1.55 134.74 

per second), increasing friction as well as blunting and abrasion of the cutting edge 
[2]. Considering the inserts that were not laser shock peened, the WC-8Co-S insert 
had the lowest FWR because of the high hardness, which is critical for abrasive wear 
resistance during finishing [3], and good KIC. Although the WC based inserts had 
the lowest FWRs during finishing, they still experienced considerable wear rates 
(>200 µm/min) from chemical wear. 

Laser shock peening of the inserts significantly reduced FWRs for the NbC inserts 
so that the NbC-Mo2C-8Ni-S insert had the lowest FWR of 134 µm/min. This low 
FWR for NbC-Mo2C-8Ni-S was due to the combination of good hardness, increased 
KIC due to LSP and chemical stability. Laser shock peening had negligible effect on 
the WC based inserts FWR values at the high cutting speed, since chemical wear 
which still took place due to iron’s higher affinity for carbon than WC, resulting in 
loss of C from WC, weakening the cutting edge [3]. 

4 Conclusions 

Spark plasma sintering (SPS) of WC and NbC cermets resulted in higher hard-
ness and lower fracture toughness (KIC) than liquid phase sintering (LPS). The WC 
based samples had the best combination of hardness, KIC and Young’s modulus 
(E) compared to all the NbC based samples. Addition of Mo2C improved the hard-
ness of the NbC-8Ni samples. Laser shock peening (LSP) increased the KIC of all 
the samples. During roughing face milling, the WC-10Co-L insert had the lowest 
flank wear rate (FWR) because of the good combination of hardness, high KIC and 
high Young’s modulus (E), which are critical properties for roughing. Laser shock 
peening significantly reduced the FWR for WC-8Co-S and NbC-8Ni-S inserts due 
to increased KIC. During semi-finishing, the NbC inserts had lower FWRs than the 
WC inserts, with the NbC-Mo2C-8Ni insert having the lowest FWR values due to the 
better chemical stability of NbC than WC in machining Fe alloys. During finishing,
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although the WC inserts experienced considerable flank wear (chemical wear), they 
had the lowest FWR than NbC inserts for inserts that did not have LSP. Laser shock 
peening significantly reduced the FWR during finishing of the NbC inserts giving 
much lower FWRs than the WC inserts. Overall, during roughing, the WC inserts 
had the lowest FWRs, whereas during semi-finishing and finishing, the NbC inserts 
had the lowest FWRs due mainly due to better chemical stability and improved KIC 

due to laser shock peening. 

Acknowledgements This work was financially supported by Department of Science and Inno-
vation and the National Research Foundation, South Africa. The authors are grateful to Dr Chris 
Freemantle and Mr Joseph Oupa Mukwevho from Pilot Tools (Pty) Ltd for provision of powders and 
liquid phase sintering facilities, Mr Lufuno Mbauand Mr Ntsakisi Baloyi are thanked for assistance 
with the machining and lab work, as well as Mr Gerrard Peters for discussions and advice. The 
authors are also grateful to Companhia Brasileira de Metallurgia e Mineração (CBMM), São Paulo, 
Brazil, for supplying the NbC powder. Finally, I would like thank God for making this possible. 

References 

1. Childs, T., Maekawa, K., Obikawa, T., Yamane, Y.: Metal Machining—Theory and Application. 
Wiley & Sons Inc., New York, USA (2000) 

2. Genga, R.M., Akdogan, G., Polese, C., Garrett, J.C., Cornish, L.A.: Abrasion wear, thermal 
shock and impact resistance of WC-cemented carbides produced by PECS and LPS. Int. J. 
Refract. Met. Hard Mater. 29, 133–142 (2015) 

3. Upahyaya, G.S.: Cemented Tungsten Carbide Production, Properties and Testing. Noyes 
Publications, New Jersey, USA (1998) 

4. Woydt, M., Mohrbacher, H.: The use of niobium carbide (NbC) as cutting tools and for wear 
resistance tribosystems. Int. J. Refract. Met. Hard Mater. 49, 212–218 (2015) 

5. Genga, R.M., Cornish, L.A., Woydt, M., Janse van Vuuren, A., Polese, C.: Microstructure, 
mechanical and machining properties of LPS and SPS NbC cemented carbides for face-milling 
of grey cast iron. Int. J. Refract. Met. Hard Mater. 73, 111–120 (2018) 

6. Huang, S.G., Liu, R.L., Li, L., Van der Biest, O., Vleugels, J.: NbC as a grain growth inhibitor 
and carbide in WC–Co hardmetals. Int. J. Refract. Met. Hard Mater. 26, 389–395 (2008) 

7. Woydt, M., Mohrbacher, H.: The background for the use of hardmetals and MMCs based 
on niobium carbide (NbC) as cutting tools and for wear resistant tribosystems. In: Conference 
Proceedings of 3rd International Conference on Stone and Concrete Machining, Bochum, ISBN 
987-3-943063-20-2 

8. Penrice, T.W.: Alternative binders for hard metals. J. Mater. Shaping Technol. 5, 35–39 (1987) 
9. Gao, Y.K.: Improvement of fatigue property in 7050–T7451 Aluminium Alloy by laser peening 

and shot peening. Mater. Sci. Eng. 528, 3823–3828 (2011) 
10. Montross, C.S., Wei, T., Ye, L., Clark, G., Mai, Y.: Laser shock processeing and its effect on 

microstructure and properties of metal alloys: a review. Int. J. Fat. 24, 1021–1036 (2002) 
11. Rubio-Gonzalez, C., Felix-Martinez, C., Gomez-Rosas, G., Ocaña, J.L., Morales, M., Porro, 

J.A.: Effect of laser shock processing on fatigue crack growth of duplex stainless steel. Mat. 
Sci. Eng. 528, 914–919 (2011) 

12. Wulf, P., Frey, T.: Shot peening of ceramics: damage or benefit. Cer. Forum Int. 79, E25–E28 
(2002) 

13. Wulf, P., Frey, T.: Strengthening of ceramics by shot peening. J. Euro Ceram. Soc. 26, 2639– 
2645 (2006)



Laser Shock Peening: A NbC Based Cermet Enhancement Alternative … 887

14. Wang, C., Jiang, C., Cai, F., Zhao, Y., Zhu, K., Chai, Z.: Effect of shot peening on the residual 
stresses and microstructure of tungsten cemented carbide. Mat. Des. 95, 159–164 (2016) 

15. Shetty, D.K., Wright, I.G., Mincer, P.N., Clauer, A.H.: Indentation fracture of WC-Co cermets. 
J. Mater. Sci. 20, 1873–1882 (1985) 

16. Genga, R.M., Rokebrand, P., Cornish, L.A., Brandt, G., Kelling, N., Woydt, M., Janse van 
Vuuren, A., Polese, C.: High-temperature sliding wear, elastic modulus and transverse rupture 
strength of Ni bonded NbC and WC cermets. Int. J. Refract. Met. Hard Mater. 87, 105143 
(2019) 

17. Genga, R.M., Rokebrand, P., Cornish, L.A., Zeman, P., Brajer, J., Woydt, M., Janse van Vuuren, 
A., Polese, C.: Roughing, semi-finishing and finishing of laser surface modified nickel bonded 
NbC and WC inserts for grey cast iron (GCI) face-milling. Int. J. Refract. Met. Hard Mater. 
86, 105128 (2019) 

18. Chermant, J.L., Osterstock, F.: Fracture toughness and toughness of WC-Co composites. J Mat. 
Sci. 11, 1939–1951 (1976) 

19. Mohrbacher, H., Woydt, M., Huang, S., Vleugels, J.: Niobium carbide—An innovative and 
sustainable high-performance material for tooling, friction and wear applications. Adv. Mater. 
Sci. Environ. Energy Tech. 260, 67–81 (2016) 

20. Tracey, V.A.: Nickel in hardmetals. Int. J. Refract. Met. Hard Mater 11, 137–149 (1992) 
21. Askeland, D.R., Fulay, P.P., 2010, Essentials of Material Science and Engineering, 2nd Edition, 

Cengage Learning, Stanford, UK (2010) 
22. Banerjee, D., Lal, G.K., Upadhaya, S.G.: Effect of binder-phase modification and the Cr3C2 

addition on the properties of WC-10Co cemented carbide. JMEPEG 4, 563–572 (1995) 
23. Trent, E.M., Wright, P.K.: Metal Cutting, 4th edn. UK, Butterworth-Heinemann, London (2001) 

Rodney Genga Associate Professor, Ph.D. (Eng.), Director: 
Academic Development Unit Priciple Researcher: School of 
Mechanical, Industrial and Aeronautical Engineering, Faculty of 
Engineering & the Built-Environment University of the Witwa-
tersrand.



888 R. M. Genga et al.

Daniel Graser Dr. (Ph.D. Eng.), Senior engineer at the CSIR, 
Research associate: Mechanical Engineering, Nelson Mandela 
University. 

Patrick Rokebrand Dr. (Ph.D. Eng.), Senior Data Consultant 
at C3 Analytics, LLC VP: Kimble’s Aviation and Logistical 
Services, Inc. VP: Rock Harbor, LLC. 

Lesley Cornish School of Chemical & Metallurgical Engi-
neering, University of the Witwatersrand, Director: DSI-NRF 
Centre of Excellence in Strong Materials, hosted by the Univer-
sity of the Witwatersrand, Johannesburg Director: ARUA CoE 
Materials, Energy and Nanotechnology.



Laser Shock Peening: A NbC Based Cermet Enhancement Alternative … 889

Mathias Woydt is managing partner of MATRILUB Materials 
Tribology Lubrication, with more than 35 years of experience 
in R&D and with more than 350 publications and 51 priority 
patents filed. He is elected STLE Fellow and recipient of ASTM 
award of excellence and board member of the German Society 
for Tribology. 

Claudia Polese Associate Professor School of Mechanical, 
Industrial and Aeronautical Engineering. Polese is Associate 
Professor in Aerospace Manufacturing and Design Head of 
Aeronautical Engineering Stream.
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Powder Characteristics, Defects, 
and Final Build Properties for L-PBF 
WC–Co 

P. Govender, D. Hagedorn-Hansen, D. C. Blaine, and N. Sacks 

Abstract With rising interest in additive manufacturing (AM) techniques, there is 
increased focus on research that evaluates critical parameters that guide the selection 
of powders suitable for AM. This study focuses on two spray-dried WC–Co powders 
(12 and 17 wt% Co) and evaluates the relationship between typical powder charac-
teristics, defects occurring post printing and the final build parameters. The precursor 
powders and parts produced using a laser powder bed fusion (L-PBF) process were 
characterized. Suitable WC–Co printing parameters were used for building cutting 
tool inserts. The as-built parts were analysed for density and defect formation due to 
printing. The final part properties were evaluated and related back to the precursor 
powder properties. 
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1 Introduction 

Cemented carbides are considered a workhorse material for a wide range of manufac-
turing industries. They are metal matrix composites (MMC) where metallic carbides, 
such as WC or TiC, act as reinforcing particles inside a metallic alloy binder phase, 
typically Co- or Ni-based, which acts as the metal matrix [1, 2]. The carbides 
contribute to the hardness and wear resistance, while the binder provides toughness 
and counters the brittle nature of the carbides [1, 3]. Cemented carbides are tradi-
tionally produced through press and sinter techniques; typical products are cutting 
tool inserts and high wear forming tools, such as dies. They are well-suited to these 
applications as they possess an excellent combination of thermal stability, hardness, 
and toughness [1, 4]. 

Laser powder bed fusion (L-PBF), an additive manufacturing (AM) technology, 
provides a potential alternative to conventional subtractive manufacturing processes, 
by offering advantages in the reduction of production time and feasibility of manu-
facturing complex geometries [2, 3, 5]. Producing high quality L-PBF parts depends 
on the use of powder that has is suited for AM. 

The aim of this study was to determine the link between standard powder metal-
lurgy (PM) powder characteristics, novel powder spreadability parameters, and the 
as-built properties of L-PBF WC–Co ISO 504:1975 designated CNMA 120404 
cutting tool inserts. For this study specifically, spray-dried WC–Co powders, with 
Co contents of 12 and 17 wt%, respectively, were evaluated. 

2 Materials and Methods 

2.1 Raw Materials 

Two different commercially available, agglomerated, and sintered WC–Co powders, 
that are typically used for high velocity oxygen fuel (HVOF) coatings, were used in 
this study: Praxair 1342 VM (WC-12Co) and Kennametal JetKote 117 (WC-17Co). 
As L-PBF of WC–Co is still under development, there are no AM powders available 
commercially. For ease of reference the respective powders are referred to as WC-
12Co and WC-17Co, respectively. Table 1 shows the chemical composition of these 
powders, as reported by the suppliers. 

Table 1 Powder 
composition, as per supplier 
datasheet 

Powder description WC (wt%) Co (wt%) Other (wt%) 

WC-12Co 82.5 11.72 5.77 

WC-17Co 77.8 17 5.2
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2.2 Methodology 

Standard powder characterisation methods were used to evaluate the raw powders. 
These methods included apparent density and flow rate, measured according 
to ASTM standards B212 and B213. Particle morphology and size was deter-
mined through image analysis using a scanning electron microscope (SEM), with 
concomitant energy dispersive spectroscopy (EDS) used for elemental analysis. The 
particle size distribution was measured using the light scattering technique with a 
Micromeritics Saturn DigiSizer. 

Spreadability metrics, powder bed spread density (PBD) and percentage coverage, 
were determined with the use of a custom designed powder spreadability rig [6] that 
replicates the powder spreading process of L-PBF. Both the WC-12Co and WC-17Co 
powders were used to print the CNMA cutting tool inserts on a Concept Laser M2 
L-PBF machine. Two sets of inserts were produced from each powder keeping the 
laser power (190 W) and scan speed (550 mm/s) constant while varying the hatch 
spacing at two different levels (80 and 100 μm). The layer thickness and laser spot 
size were kept constant at 30 μm and ~50 μm, respectively. The parts were removed 
from the base plate with an Agie Charmilles CA20 wire electrical discharge machine 
(W-EDM). 

The as-built inserts were prepared for analysis using standard metallographic 
procedures for WC–Co. Density was measured using the Archimedes principle. 
Porosity as well as grain size and microstructure were investigated using optical 
microscopy and SEM. The hardness of the inserts was measured using the Rockwell 
hardness scale A (HRA) testing with a load of 60 kgf for a hold time of 3 s. The 
cobalt content was measured with energy dispersive spectroscopy (EDS) on the SEM. 
The presence of visible defects was determined for each set of build parameters. 
Powder X-ray diffraction (XRD) was performed on a Bruker D2 Phaser instrument. 
The influence of the precursor powders was then related to the as-built material 
characteristics. 

3 Results and Discussions 

3.1 Initial Characterization 

3.1.1 Particle Morphology and Size 

Figure 1 shows SEM images of the WC-12Co and WC-17Co powders at two levels of 
magnification. Both powders show spherical particles that are the sintered agglomer-
ates of WC grains fused together by Co; this is the typical morphology that is expected 
for HVOF WC–Co powders. The particles of the WC-17Co powder are slightly more 
elongated than those of the WC-12Co powder. Table 2 reports the powder particle 
size distribution (PSD), as determined through light scattering technique. The PSDs
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Fig. 1 SEM images of 
WC-12Co (a, b) and  
WC-17Co (c, d) with scale 
bars of 100 μm and 10 μm, 
respectively for (a, b) and  (c, 
d) 

a 

dc 

b 

Table 2 Powder particle size 
distributions 

Powder designation D10 (μm) D50 (μm) D90 (μm) 

WC-12Co 21.50 31.94 43.05 

WC-17Co 24.96 36.96 50.59 

of both powders are similar, ranging from D10 around 20 μm to D90 around 50 μm. 
The WC-12Co powder is slightly smaller on the whole (around 13–14% across D10, 
D50 and D90) with a slightly narrower spread. 

Elemental composition was determined by EDS spot analysis to identify WC 
grains and the Co regions that connect the WC grains. These features are indicated 
by the labels in Fig. 2, with WC showing lighter in colour than the darker grey Co 
regions. This visualizes the Co is the binder matrix while the WC grains are the 
reinforcing phase in the composite particles.

3.1.2 Powder Characteristics 

The apparent density and flow rate for each powder are listed in Table 3. Each test 
was repeated three times, with the mean values along with the standard deviations 
reported. It is misleading to compare the apparent density values as the Co content 
of the two powders, and therefore the theoretical full density of the powder particles, 
differs. According to general relationships for full density WC–Co, a 12 wt% Co 
WC–Co material has a full density of 14.3 g/cm3 while the density when the Co 
content is 17 wt% is 13.7 g/cm3 [7]. By normalising the apparent density with the 
theoretical full density of each powder, the relative or fractional apparent density was 
calculated and is also reported in Table 3. As the relative density reflects the volume
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Fig. 2 SEM image of 
WC-17Co agglomerated 
powder particles with EDS 
spot analysis verification of 
WC and Co particles inside 
the agglomerates

WCCo 

Table 3 Powder 
properties—apparent density 
and flow rate 

Powder Apparent density 
(g/cm3) 
{relative density} 

Flow rate (s/50 g) 
{Volume powder/50 g 
(cm3)} 

WC-12Co 5.39 ± 0.01 {37.7%} 14.18 ± 0.98 {3.50} 
WC-17Co 3.98 ± 0.00 {29.0%} 21.73 ± 0.53 {3.65} 

fraction of actual material mass in a porous volume, the fractional porosity (volume 
% of air) is estimated as (1—relative density). 

The WC-12Co powder has a higher relative apparent density than the WC-17Co 
powder; this indicates that the WC-12Co powder packs more densely, has less air 
gaps between powder particles, than the WC-17Co powder. 

The implication of the higher full density of the WC-12Co on the flow rate can be 
partially explained by considering the volume of actual material that is occupied by 
the 50 g sample mass of each powder, also reported in Table 3. WC-12Co is denser, 
so the individual powder particles (without air gaps) occupy a smaller volume per 
unit mass. As the two powders have similar PSDs, the number of particles per unit 
mass of the WC-12Co is smaller than that of the WC-17Co powder and so the WC-
12Co powder will take a shorter time to flow through the funnel. Nevertheless, the 
difference in volume per 50 g of powder is only 4%, while the difference in flow rate 
is 53%. Considering these two factors simultaneously indicates that the WC-17Co 
is more cohesive (more resistant to flow) than the WC-12Co powder. 

3.1.3 Spreadability Metrics 

The spreadability metrics, PBD and percentage coverage, are reported in Tables 4 
and 5, respectively. The PBD was determined at layer heights of 60, 80 and 100 μm, 
while the percentage coverage was determined at layer heights of 40, 60 and 80 μm.
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Table 4 Powder bed spread 
density (PBD) 

Powder Layer height (μm) 

60 80 100 

PBD (g/cm3) {relative density} 

WC-12Co 4.28 {29.9%} 4.51 {31.5%} 4.64 {32.5%} 

WC-17Co 2.96 {21.6%} 2.52 {18.4%} 2.79 {20.4%} 

Table 5 Percentage coverage 
(by area) 

Layer height (μm) 

40 60 80 

Percentage coverage 

WC-12Co (%) 52 81 88 

WC-17Co (%) 56 82 56 

Both powders have a PBD lower than their apparent density (Table 3); however, 
the difference between the relative PBD and relative apparent density is larger, 7.4– 
10.6%, for the WC-17Co as compared to the WC-12Co powder, 5.2–7.8%. The 
implication of this result is that the reduction in packing density due to the action 
of spreading the powder across the baseplate is higher for the WC-17Co powder 
than the WC-12Co. This correlates with the flow rate result that indicates that the 
WC-17Co is more cohesive, more resistant to flow and spreading, than the WC-12Co 
powder. The elongated particle shape may have increased interparticle friction that 
may have affected the flowability. Similar results are presented by Snow et al. [8]. 
The larger particle sizes in WC-17Co would hinder spreadability at each layer height. 
This was observed by Cordova et al. [9] who also noted that large powder particles 
or agglomerates block the path for further powder spread. This creates lines or tracks 
across the base plate where little too no powder is present; these areas of low powder 
result in less material being spread across the base plate, resulting in a lower PBD. 

For WC-12Co, there is a directly proportional relationship between percentage 
coverage and layer height. In contrast, the percentage coverage for WC-17Co 
increases as layer height increases from 40 to 60 μm, but then decreases substantially 
at a layer height of 80 μm. At least 10% of the particles in both powders are larger 
than the first layer height, 40 μm. This explains the low percentage coverage results 
at a layer height of 40 μm, as many particles would not fit under the gap between the 
base plate and re-coater blade and would be pushed across the plate instead of being 
deposited as a powder layer. Additionally, the more cohesive WC-17Co powder may 
form clumps or agglomerates of the composite particles, that are not broken up by 
the shear force of the re-coater blade moving across the baseplate when a higher 
layer height is used, such as is the case for the 80 μm layer height result. The result 
is that the percentage coverage drops after an optimal layer height is reached.



Evaluating the Relationship Between Powder Characteristics … 897

3.2 Post Printing Characterization 

3.2.1 Prints and Defects 

The prints were successfully performed. There were, however, issues with the WC-
12Co inserts as many of them curled and warped off the base plate during the L-PBF 
process. This may be due to insufficient laser power, yet the parameters chosen were 
found to be the most beneficial to produce near defect-free components [10]. The 
final samples are shown in Fig. 3. 

The physical properties of the inserts were measured and are tabulated in Table 
6 [10]. It should be noted that even though WC-17Co powder had lower relative 
apparent density and relative PBD than WC-12Co, the as-built density of the final 
L-PBF inserts built of the WC-17Co was higher than the WC-12Co inserts. Another 
way of viewing this result is by considering that even though the loose WC-12Co 
powder packs more densely and spreads more densely than the WC-17Co powder, 
with less air gaps between powder particles, the residual level of porosity in the 
as-built inserts was higher for the WC-12Co inserts. This is a counter-intuitive result 
but it can be explained by considering the influence of the higher Co content. This 
is discussed in more detail after considering the implications of the hardness testing 
results.

The hardness measured for WC-17Co inserts was higher than that of the WC-12Co 
inserts. Two factors influence the hardness: the Co content and the residual porosity in 
the as-built material. Typically, a cemented carbide with a higher WC content and thus 
lower Co content, relates to a higher hardness [7]. A higher level of residual porosity

Fig. 3 Printed CNMA 
samples from (Top) 
WC-12Co and (Bottom) 
WC-17Co [10] 
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Table 6 CNMA insert properties 

WC-12Co WC-17Co 

Hatch Spacing (μm) 80 100 80 100 

Density [g/cm3] (%) 12.48 (86.1) 12.32 (85.0) 12.84 (93.0) 12.59 (91.2) 

Hardness [HRA] 53.2 ± 10.7 54.2 ± 9.6 57.3 ± 8.1 60.3 ± 3.2 
wt% Co 9.45 9.99 16.32 16.67

correlates to a lower hardness. While the difference in Co content between WC-
12Co and WC-17Co is 5 wt%, the corresponding difference in fractional Co volume 
is (26.5–19.3) = 7.2 vol.%. Additionally, EDS analysis of the inserts indicated that 
the final Co content of the WC-12Co inserts was <10 wt%, indicating that around 
2 wt% Co evaporated during printing. In contrast, <1 wt% of Co evaporated during 
printing of the WC-17Co, as shown in Table 6. While the WC-17Co samples had 
a higher vol.% of Co, which should correspond to a lower hardness, their as-built 
residual porosity (1—relative as-built density) was lower. The additional Co allows 
for a more stable melt since a higher fractional volume of the powder forms a liquid 
phase (Co) when exposed to the laser; this results in less evaporation, and better 
wetting and densification of the microstructure during printing. Thus the influence 
of the higher Co content in WC-17Co has a significant effect on both the density 
and residual porosity. The effect of the residual porosity on the hardness of the final 
as-built material was more significant than the Co content, with the denser WC-17Co 
displaying a higher hardness, despite it having a higher Co content. 

3.2.2 Phase Identification 

Figures 4 and 5 show comparisons of XRD results for each powder, as well as their 
respective printed inserts. XRD identifies the crystalline phases present in a material. 
The results reveal that W2C and other η-phases, although absent in the precursor 
powders, are observed in all the as-built inserts. The formation of the W2C phase 
results from the heat generated by the L-PBF process. A greater quantity of W2C 
was measured in the inserts with a lower hatch spacing (80 μm). These correlates 
to increased laser track overlap at a lower hatch spacing, which results in a higher 
temperature at the intersection point due to the higher energy input per unit area. 
It is known that W2C and η-phases are brittle in nature and affect the mechanical 
properties of the final samples [5].

4 Conclusion 

Two commercially available WC–Co powders with Co contents of 12 and 17 wt%, 
respectively, were evaluated for this investigation. The powders were evaluated
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Fig. 4 X-Ray Diffraction phase analysis results for WC-12Co and printed insert samples from each 
hatch spacing 

Fig. 5 X-Ray Diffraction phase analysis results for WC-17Co and printed insert samples from each 
hatch spacing

according to their powder characteristics: particle size and shape, apparent density, 
and flow rate, as well as the spreadability performance, as indicated by powder 
bed spread density and percentage coverage. The powders were then used to print 
CNMA inserts using L-PBF, which were then further characterised. The following 
conclusions are drawn from the results:



900 P. Govender et al.

● The WC-12Co powder has primarily spherical particles whilst those of WC-17Co 
are slightly elongated. The particle sizes of the WC-12Co powder are slightly 
smaller.

● The WC-12Co powder has a higher apparent density than WC-17Co, which is 
partially due to its lower Co content. However, when considering the relative 
apparent density, it is clear that the WC-12Co powder packs more densely.

● The WC-12Co powder has a faster flow rate than WC-17Co. Both powders flowed 
freely, despite the more cohesive nature of the WC-17Co powder.

● The WC-12Co powder has better spreadability than WC-17Co, displaying both 
denser packing and a higher percentage coverage of the powder bed baseplate. It 
was observed that the percentage coverage increased as the layer height increased. 
This is attributed to its smaller particles and low cohesive forces as evident in the 
flow rate test. Both powders displayed poor spreadability at a 40 μm layer height 
as more than 10% of their powders are larger than 40 μm and are therefore dragged 
across the baseplate instead of being deposited.

● Inserts built from the WC-12Co powder warped off the base plate. Insufficient 
laser power, inadequate powder spreading in the case of WC-17Co, and the 
development of residual stress in the inserts may have contributed to this result.

● While the WC-17Co powder does not spread as well or pack as densely as the 
WC-12Co powder, the as-built density of the WC-17Co inserts is higher than the 
WC-12Co inserts. This is attributed to the higher Co content resulting in a more 
stable melt; this conceivably results in better printing behaviour contributing to 
denser parts.

● The as-built WC-17Co inserts measured higher hardness, even though a higher Co 
content was measured. This is attributed to the more significant influence of the 
residual porosity, that has a lower value for the WC-17Co inserts. The presence 
of the W2C phase and η-phase also contributed to an increase in hardness.

● Printing parameters were seen to be optimal as components were successfully 
built with very little variation in Co wt% before and after printing. 

Further experimentation is needed to quantify the relationship between powder 
characteristics, defects, and final build properties for L-PBF WC–Co. Various alloys 
could also be investigated to see similarities between powders investigated in this 
study and whether similar properties/defects are found post printing. 
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Abstract To date manufacturing industries aims at achieving a growing variation 
of tailored, superior, high excellence and quality products in flexible sets. The tran-
sition from traditional machine systems to current reconfigurable machine (RM) 
requires consistency in achieving the requirements brought by the changes on the 
market demand, product life cycle and flexibility. This manuscript presents a liter-
ature review about the manufacturing system. The paper highlights the concepts of 
RM, dedicated machine (DM) and flexible machine (FM). It also highlights the appli-
cation areas as well as the methodology and tools, by existing works. The search of 
the articles was conducted by inserting search strings in scientific search engines and 
academic databases to find relevant contributions on the analysed topic. The trend of 
the literature shows a gradual shift from dedicated machines to flexible machines and 
now reconfigurable machines. The findings of this work provide an insight into the 
requirements for the development of sustainable and reconfigurable manufacturing 
systems. 
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1 Introduction 

The increasing market competitiveness, recent advances in manufacturing technolo-
gies as well as the dynamic nature of products and service requirements necessitate 
the reconfiguration of machine tools. In order to rapidly and efficiently respond to the 
various changes that characterise the manufacturing processes and new product vari-
ations, cost-effective reconfigurable systems are developed. In this digital era, manu-
facturing industries are faced with the challenges of improving the designs, manu-
facturing process and standard of their products and services. Dedicated manufac-
turing systems (DMSs), flexible manufacturing systems (FMSs) and reconfigurable 
machine systems (RMS) represent the evolution trends of manufacturing systems 
in the quest for improved profitability and competitiveness. Koren et al. [1] states 
that Reconfigurable Machine (RM) is a machine whose modules can be altered to 
provide either alternative functionality or incremental increase in its production rate 
to meet changing demand. The original position of a RM can continuously change or 
be modified to create new operations and functionality to meet production capacity. 
Koren et al. [1] further, states that RM has two objectives. First, to adapt the machine 
functionality to fit a new member of a family parts and the second is to increase the 
machine production rate by adding resources. 

Aboufazeli [2] categorised the different manufacturing systems into three namely: 
Dedicated Manufacturing System (DMS), Flexible Manufacturing System (FMS) 
and Reconfigurable Manufacturing System (RMS). The DMS are usually designed 
for a single product with different simultaneous operations. It boasts of high volume 
production but with fixed capacity, few product variants and low flexibility. 

Dedicated manufacturing systems (DMS) as defined by Katz [3] finds application 
when part production volumes are high and constant, with the parts unchanged. 
Dedicated machine (DM) used in a (DMS) is designed around a specific part that 
is mass produced. DM are created to perform single operations with high reliability 
and repeatability, and high productivity and therefore is relatively simple and less 
expensive. 

Katz [3] states that flexible manufacturing systems (FMS) are used when the 
required quantities are relatively lower and many modifications in the part design are 
foreseen, or more than one type of product is produced on the same line simultane-
ously. Flexible machines (FM) that are used in (FMS) are created to perform most 
operations in flexible manner. The system can produce many different parts, alter, 
and undertake different positions or states in response to changing requirements with 
little consequence in performance, cost, time and effort. 

The particular features of these machine systems will be elucidated in this paper.
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Fig. 1 The framework for 
the inclusion and exclusion 
articles 

2 Methodology 

The search of the articles is conducted by inserting search strings in scientific search 
engines, Google Scholar (scholar.google.com), Scopus (scopus.com) and Science 
direct (sciencedirect.com) mainly, to find relevant contributions on the analysed 
topic. The analysis includes the most relevant literature contributions published. 
In the phase of article screening, search strings include ‘reconfigurable machine’, 
‘reconfigurable manufacturing system’, and ‘reconfiguration’ as basic terms. Initially 
a total of 100 articles were selected from various academic database. The final articles 
reviewed were 48 following the elimination of old, duplicate and unrelated articles. 
The framework for the inclusion and exclusion articles is presented in Fig. 1. 

3 Literature Review 

The quest for the localisation of certain components in order to promote industrial-
isation and the development of Gross Domestic Product (GDP) requires a reconfig-
urable system capable of handling such manufacturing processes [4]. Furthermore, 
many manufacturers seek to gain a competitive edge by delivering high quality prod-
ucts which are cost effective with reduction in the manufacturing lead time. Nowa-
days, manufacturing processes continue to witness evolution with numerous change 
coupled with the introduction of new designs and complex components. In order to 
solve these challenges there is a need to develop a system which integrate both the 
ending and cutting functions.
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Table 1 Differences between dedicated, reconfigurable and flexible machines [5, 6] 

Machine type Dedicated Reconfigurable Flexible 

Given part geometry Fixed part geometry Part geometry fits a part 
family 

Any part geometry 

Operation speed Very fast Fast Slow 

Demand Stable Variable Variable 

Flexibility Not flexible Customized flexibility for part 
family 

Full flexibility 

Cost per part Low Medium Reasonable 

Machine module Fixed Changeable Fixed 

Productivity Very high High Low 

System structure Fixed Changeable Changeable 

Variety No Wide High 

Machine types differ in their characteristics, RM are designed around the common 
characteristics of part families, and this feature differentiates them from dedicated 
or flexible machine. 

Table 1 differentiates the characteristics of machines. 
On the other hand, the FMS is designed for varieties of products, volume, mix 

and operations, hence, it boast of high flexibility and scalability but with a lower 
throughput compared to the DMS, hence, the system is expensive compared to the 
DMS. 

The RMS combines six principles of modularity, scalability, integrability, convert-
ibility, customisation or flexibility, and diagnosability to enable a rapid change in the 
capacity and functionality of a system in respond to the dynamic demand and product 
requirements [5]. 

The modularity principle deals with the compartmentalisation of the entire system 
into various parts or sub-systems. The combination of the separate parts or sub-
systems changes the overall structure and functionality of the system based on the 
need. The scalability features of the RMS deals with the ability of the system to 
change the production capacity based on the nature of market forces (demand and 
supply) [5]. This feature is necessary for increasing or decreasing the productivity 
of the system in response to the forces of demand and supply. 

The integrability feature addresses the integration of the different modules or parts 
accurately and rapidly [5]. It employs mechanical and control interfaces to ensure 
that the modules fits together properly. The strength of the modules determines the 
production rate of the system as well as the overall quality and dimensional accuracy 
of the final products. This feature also reduces the set up and ramp up times thus, 
increasing the productivity and cost effectiveness of the system. 

The convertibility feature of the RMS is a characteristics of the RMS which deals 
with the ability of the system to change its functionality by changing the system’s 
structure [5]. This is to allow multiple manufacturing operations to be performed on 
the system by changing certain components of the system. Effective convertibility
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will aid the development of new product variants without the addition of a new 
machine or subsystem to the RMS. 

Customisation addresses the modification required by the system to adapt to the 
specialised needs of customers. A particular need of customers can be met by ensuring 
that the system is flexible enough to allow for the modification of certain components. 
This will enable the production of different varieties of the same product in a cost 
effective manner. The higher the ease of system’s customisation to meet the variation 
of products based on customer’s demand, the higher the flexibility of the system and 
vice versa. 

The diagnosability feature defines the ability of the system to troubleshoot itself 
and identify the root cause of defects. This is necessary to reduce manufacturing 
errors, and to increase the availability, productivity and value added time of the RMS 
[5]. Gwangwava et al. [7] proposed a methodology for the design and reconfiguration 
of reconfigurable bending press machine (RBPM). The study presented a function-
driven object methodology for the design and reconfiguration of the RBPM. First, the 
reconfigurability needs were identified followed by the function tree which identifies 
the primary bending function of the RBPM. 

Sibanda et al. [8] highlighted some engineering design which features the life-
cycle approach for reconfigurable machines. The study proposed an integrated design 
method which integrates certain components such design for assembly, design for 
manufacturing, eco-design, concurrent engineering and reconfigurable design as 
important elements of the reconfigurable machine. 

The aim is to ensure optimal use of resource with effective environmental conser-
vation, cost effectiveness during design and manufacturing, improved product quality 
with reduction in the manufacturing lead time. Sibanda et al. [9] proposed a class 
of the reconfigurable machine referred to as the reconfigurable guillotine shear and 
bending press machine (RGS & BPM). The machine integrates the dual function of 
bending and cutting of sheet metals. The first step was the development of the part 
families for the machine followed by the use of the part families for the development 
of the modules for the machine sizing and part manufacturing. The machine was 
designed to work on dedicated part families by addition or removal of the developed 
modules as it applies. 

Olabanji and Mpofu [10] presented mathematical models for achieving reconfig-
uration in a smart assembly work cell. The function of the model is to set the limit of 
reconfiguration for a Reconfigurable Assembly Fixture (RAF) and too enhance the 
integration of the RAF operation within the assembly procedures of the systems. The 
results obtained indicated that the developed mathematical models can be employed 
for adjusting the dimensions of the RAF and computing its operating parameters. 

Olabanji and Mpofu [11] also worked on the design sustainability of reconfig-
urable machines using four indicators of reconfigurable machines (reconfugura-
bility, manufacturability, functionality and lifecycle analysis) and three indicators 
of sustainability (economic, social and environment). The study indicated that the 
performance of the reconfigurable machines can be achieved by improving the design 
features relating to the sub-indicators without any compromise to other sustainability 
indicators.
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Olabanji et al. [12] presented a distributive approach to mathematical modelling 
and position control of multiple hydraulic actuators as a clamping system in a 
reconfigurable assembly fixture. The experimental validation of the electrohydraulic 
system was carried out to observe the synchronisation of the hydraulic actuators. 

The results obtained from the performance evaluation of the system indicate that 
the controller significantly achieved the position control of all identical actuators in 
each subsystem. This is evidenced in the marginal settling time, effective transient 
response and elimination of the overshoot. 

Daniyan et al. [13] developed a reconfigurable fixture for holding workpiece 
during low weight machining operations. The fixture finds application in manufac-
turing industries as a work holding device for low weight workpiece with a maximum 
weight of 15 kg during machining operations such as drilling, boring, filing, drilling, 
cutting or grinding. The fixture employs pneumatic controllers as a novelty which 
serves an improvement of fixtures. This is due to the fact that the fixture balances oper-
ator’s ergonomic issues with cost effectiveness, precision, accuracy and smart loca-
tion. Seloane et al. [14] presented a conceptual design of intelligent reconfigurable 
welding fixture in order to address some of the challenges relating to assembly oper-
ations in the railcar manufacturing industry. The system demonstrated capacity for 
precise welding assembly, less rate of scrap, improved flexibility and changeability 
to meet frequent market changes. 

4 Results and Discussion 

The findings from the literature survey conducted including the method employed 
for reconfigurable, dedicated and flexible manufacturing systems are presented in 
Tables 2 and 3 respectively.

The evolution and paradigm changes in reconfigurable manufacturing systems 
necessitates that the systems are flexible and changeable. Asghar et al. [43] conducted 
a study where the co-evolution of process planning and machine configurations in 
which optimal machine capabilities are generated through the application of multi-
objective genetic algorithms. Furthermore, based on these capabilities, the system is 
tested for reconfiguration in case of production changeovers. 

Architectural designs require innovative and efficient changes in reconfigurable 
machine tools as well as reconfigurable manufacturing systems. According to Martin 
[44] a methodology for designing production system is mainly based on a homoge-
nous matrix for describing the machine structure and manufacturing features for 
describing parts in terms of geometrical data. 

Global competition and the societal implications are rapidly increasing hence the 
need for variety of good quality products, thus requirements for manufacturing indus-
tries to adopt by adjusting its capacity and functionality quickly at low cost. Imple-
menting Lean manufacturing techniques such as Jidoka and Poka-yoke to increase 
the diagnosability of the system is more useful in the evaluation of a reconfigurable 
manufacturing system according to Prasad et al.[45]. Functionality and capacity are
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D
ev
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f 
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ur
ab
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m
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 f
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fig

ur
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le
 m

an
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ac
tu
ri
ng
 

sy
st
em

s 

T
he
 m

ec
ha
tr
on
ic
 d
es
ig
n 
ap
pr
oa
ch
 f
or
 th

e 
de
ve
lo
pm

en
t o

f 
re
co
nfi

gu
ra
bl
e 
m
ac
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ne
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ol
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w
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se
d 
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. T
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 d
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n 
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iv
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fig

ur
ab
le
 m

ac
hi
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s 

an
d 
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e 
pr
in
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pl
es
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ed
 f
or
 M

od
ul
ar
 

R
ec
on
fig

ur
ab
le
 M

ac
hi
ne
s 
(M

R
M
s)
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 d
ev
el
op
ed
 

M
od
ul
ar
 r
ec
on
fig

ur
ab
le
 m

ac
hi
ne
s 
w
er
e 

pr
op

os
ed
 in

 th
is
 r
es
ea
rc
h 
as
 a
 p
os
si
bl
e 

so
lu
tio

n 
to
 th

e 
m
ac
hi
ni
ng

 r
eq
ui
re
m
en
ts
 o
f 

R
ec
on
fig

ur
ab
le
 M

an
uf
ac
tu
ri
ng
 S
ys
te
m
s 

(R
M
Ss
).
 T
he
 m

od
ul
ar
 n
at
ur
e 
of
 th

es
e 

m
ac
hi
ne
s 
pe
rm

its
 a
 c
ha
ng

e 
in
 m

ac
hi
ni
ng

 
fu
nc
tio

ns
 a
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 d
eg
re
es
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f 
fr
ee
do
m
 o
n 
a 

pl
at
fo
rm

, t
hu
s 
en
ab
lin

g 
ad
ju
st
ab
le
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nc
tio

na
lit
y 
in
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R
M
Ss
) 

M
ak
in
de
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t a
l. 
[1
8]

R
ev
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w
 o
f 
th
e 
st
at
us
 o
f 
re
co
nfi

gu
ra
bl
e 

m
an
uf
ac
tu
ri
ng
 s
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te
m
s 
(R
M
S)
 

ap
pl
ic
at
io
n 
in
 S
ou

th
 A
fr
ic
a 
m
in
in
g 

m
ac
hi
ne
ry
 in

du
st
ri
es
 

T
hi
s 
pa
pe
r 
ex
pl
or
es
 o
n 
va
ri
ou
s 
lit
er
at
ur
e 

re
vi
ew

 in
 r
el
at
io
n 
to
 r
ec
on

fig
ur
ab
le
 

m
an
uf
ac
tu
ri
ng
 s
ys
te
m
 c
on
ce
pt
s,
 

ar
ch
ite

ct
ur
al
 d
es
ig
n 
ch
ar
ac
te
ri
st
ic
s,
 c
on

tr
ol
 

ca
pa
bi
lit
ie
s 
an
d 
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 r
ol
e 
in
 m

in
in
g 

m
ac
hi
ne
ry
 in

du
st
ri
es
, a
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 th

e 
po
te
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ia
l 

fu
tu
re
 o
f 
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 R
M
S 
in
 S
ou
th
 A
fr
ic
a 
m
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g 

m
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hi
ne
ry
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ri
es
 

R
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on
fig

ur
ab
le
 m

an
uf
ac
tu
ri
ng
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ys
te
m
s 

ha
s 
be
en
 u
se
d 
in
 th

e 
m
in
in
g 
m
ac
hi
ne
ry
 

in
du
st
ri
es
 to

 m
an
uf
ac
tu
re
 L
oa
d 
H
au
l 

D
um

p 
(L
H
D
) 
tr
uc
ks
, m

ul
tip

le
 d
ri
lli
ng

 b
its
 

su
ch
 a
s 
th
e 
tr
ic
on

e 
bi
ts
, s
cr
ee
n 
m
es
h 
of
 

di
ff
er
en
t a
pe
rt
ur
e 
si
ze
s 
w
hi
ch
 h
as
 

co
nt
ri
bu
te
d 
im

m
en
se
ly
 to

 th
e 
15
.3
%
 G
D
P 

ac
hi
ev
ed
 b
y 
th
e 
m
an
uf
ac
tu
ri
ng

 s
ec
to
r 
in
 

So
ut
h 
A
fr
ic
a.
 G
lo
ba
l h

ig
h 
m
in
er
al
 d
em

an
d 

is
 a
 p
os
iti
ve
 in

di
ca
to
r 
fo
r 
gr
ea
t f
ut
ur
e 
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th
is
 in

du
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ry
 if
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M
S 
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 f
ul
ly
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ar
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ed
, 
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C
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ua
l d

ev
el
op
m
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t o

f 
m
od
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m
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 to
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s 
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re
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gu
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bl
e 

m
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tu
ri
ng
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tu
al
 d
ev
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op
m
en
t o

f 
m
od

ul
ar
 m

ac
hi
ne
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ol
, b
y 
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ct
in
g 
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d 

co
m
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lin

g 
a 
lis
t o

f 
m
od

ul
es
 a
va
ila
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e 

co
m
m
er
ci
al
ly
 o
ff
 th

e 
sh
el
f.
 I
n 
th
is
 s
tu
dy
, 

th
e 
M
or
ph
ol
og
y 
M
et
ho
d 
w
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 u
se
d 
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r 
th
e 
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ep
t f
or
m
ul
at
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n 
of
 a
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od
ul
ar
 m

ac
hi
ne
 

to
ol
 f
or
 r
ec
on
fig

ur
ab
le
 m

an
uf
ac
tu
ri
ng
 

sy
st
em

s.
 T
he
 m

ac
hi
ne
 to

ol
 is
 d
ev
el
op
ed
 in

 
su
ch
 a
 w
ay
 th

at
 it
 c
an
 b
e 
co
nfi

gu
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d 

ac
cu
m
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iv
el
y 
in
 te
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s 
of
 d
eg
re
es
 o
f 

fr
ee
do
m
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ac
co
m
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e 
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ff
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t 
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at
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ns
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m
ac
hi
ne
 s
tr
uc
tu
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s 

T
he
 u
se
 o
f 
st
an
da
rd
 c
om

po
ne
nt
s 
on
 th

e 
de
ve
lo
pm

en
t c
an
 r
ed
uc
e 
co
st
s 
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d 

de
ve
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pm

en
t t
im

e 
of
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ys
te
m
s.
 F
le
xi
bi
lit
y 

an
d 
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sp
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si
ve
ne
ss
 o
f 
th
e 
R
M
S 
w
as
 

ac
hi
ev
ed
 th

ro
ug
h 
ad
di
tio

n 
an
d 
de
le
tio

n 
of
 

m
od

ul
es
, w

hi
ch
 a
re
 s
el
ec
te
d 
fr
om

 m
od

ul
es
 

av
ai
la
bl
e 
co
m
m
er
ci
al
 o
ff
 th

e 
sh
el
f 

R
am

at
se
ts
e 
et
 a
l. 
[2
0]

C
on
ce
pt
ua
l d

es
ig
n 
fr
am

ew
or
k 
fo
r 

de
ve
lo
pi
ng
 a
 r
ec
on
fig

ur
ab
le
 v
ib
ra
tin

g 
sc
re
en
 f
or
 s
m
al
l a
nd

 m
ed
iu
m
 m

in
in
g 

en
te
rp
ri
se
s 

T
he
 p
ur
po
se
 o
f 
th
is
 p
ap
er
 w
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 to

 p
re
se
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 a
 

fr
am

ew
or
k 
th
at
 h
as
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 s
tr
uc
tu
re
d 
ap
pr
oa
ch
 

fo
r 
de
ve
lo
pi
ng
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 r
ec
on
fig

ur
ab
le
 v
ib
ra
tin

g 
sc
re
en
 (
R
V
S)
 th
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 w
ill
 b
e 
us
ed
 b
y 
sm

al
l 

an
d 
m
ed
iu
m
 m

in
in
g 
en
te
rp
ri
se
s.
 D
es
ig
n 

C
on

ce
pt
s 
an
d 
de
si
gn

 r
eq
ui
re
m
en
ts
 a
nd

 
co
ns
tr
ai
nt
s 
m
et
ho
do
lo
gy
 w
as
 a
do
pt
ed
 to

 
de
si
gn
 th

e 
fr
am

ew
or
k 

T
he
 c
on
ce
pt
s 
en
ab
lin

g 
m
ec
ha
ni
sm

s 
fo
r 

ac
hi
ev
in
g 
a 
re
co
nfi

gu
ra
bl
e 
sy
st
em

 w
er
e 

ge
ne
ra
te
d.
 T
he
 p
ro
po
se
d 
fr
am

ew
or
k 
ca
n 

be
 u
til
is
ed
 a
t t
he
 c
on

ce
pt
ua
l s
ta
ge
 o
f 
th
e 

de
si
gn
. T
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 p
ro
po
se
d 
fr
am

ew
or
k 
w
as
 

fo
un
d 
to
 b
e 
m
or
e 
ap
pr
op
ri
at
e 
to
 d
if
fe
re
nt
 

ty
pe
s 
of
 d
es
ig
n 
co
nd
iti
on
s;
 th

er
ef
or
e,
 it
 is
 

re
co
m
m
en
de
d 
th
at
 th

e 
fr
am

ew
or
k 
be
 

ap
pl
ie
d 
to
 s
im

ila
r 
ty
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 r
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fig
ur
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de
si
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s

(c
on
tin

ue
d)



914 N. Z. Dlamini et al.

Ta
bl
e
2

(c
on
tin

ue
d)

A
ut
ho
rs

T
itl
e

M
et
ho
d

Fi
nd
in
gs
/c
on
cl
us
io
n

Y
oo
n 
et
 a
l. 
[2
1]

Fe
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 o
n 
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y 
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fo
rm
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pr
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en
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In
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 s
tu
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, a
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ew

 s
he
et
 m

et
al
 f
or
m
in
g 

pr
oc
es
s 
ca
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d 
th
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y 
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gu
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bl
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ro
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fo
rm
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(F
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 p
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 p
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 b
ot
h 
th
e 
ex
is
tin

g 
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xi
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e 
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s 
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th
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l d
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m
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g 
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a 

m
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ur
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d 
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ee
t m

et
al
 s
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fa
ce
. T

he
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R
F 
m
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m
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 to

 
m
an
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tu
re
 a
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ur
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sh
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et
al
 

su
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et
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 p
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m
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 m

et
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w
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e 
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 a
nd
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 e
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m
en
t a
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E
A
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at
io
ns
 o
f 
re
pr
es
en
ta
tiv

e 
m
ul
tic

ur
ve
d 
sh
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w
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St
ud
y 
on
 fl
ex
ib
ly
 r
ec
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fig

ur
ab
le
 r
ol
l 

fo
rm

in
g 
pr
oc
es
s 
fo
r 
m
ul
ti-
cu
rv
ed
 s
ur
fa
ce
 

of
 s
he
et
 m

et
al
 

To
 m

an
uf
ac
tu
re
 th

re
e-
di
m
en
si
on
al
 s
he
et
 

m
et
al
 p
ar
ts
 f
or
 s
m
al
l-
qu

an
tit
y 
ba
tc
h 

pr
od
uc
tio

n,
 s
ev
er
al
 fl
ex
ib
le
 f
or
m
in
g 

te
ch
no
lo
gi
es
, i
nc
lu
di
ng
 m

ul
ti-
po
in
t 

fo
rm

in
g 
(M

PF
),
 h
av
e 
be
en
 m

ad
e 
as
 

al
te
rn
at
iv
es
 to

 th
e 
co
nv
en
tio

na
l d

ie
 

fo
rm

in
g 
on
e.
 H
ow

ev
er
, t
he
 e
xi
st
in
g 

al
te
rn
at
iv
es
 c
au
se
 d
ef
ec
ts
 li
ke
 d
im

pl
es
 a
nd

 
w
ri
nk
le
s 
on
 th

e 
sh
ee
t m

et
al
 d
ur
in
g 
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rm

in
g,
 d
ue
 to

 th
ei
r 
di
sc
re
te
 p
un
ch
es
. T

o 
al
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vi
at
e 
th
es
e 
lim

ita
tio

ns
, a
 n
ew

 s
he
et
 

m
et
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 f
or
m
in
g 
pr
oc
es
s,
 n
am

ed
 fl
ex
ib
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re
co
nfi

gu
ra
bl
e 
ro
ll 
fo
rm

in
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(F
R
R
F)
 

pr
oc
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s 
w
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 p
ro
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se
d.
 T
hi
s 
in
no
va
tiv

e 
te
ch
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lo
gy

 u
til
is
es
 a
dj
us
ta
bl
e 
pu

nc
he
s 

m
ou
nt
ed
 o
n 
tw
o 
re
co
nfi

gu
ra
bl
e 
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rs
 

In
 th
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 in
ve
st
ig
at
io
n,
 th
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m
et
ho

d,
 

ap
pa
ra
tu
s,
 a
nd
 p
ro
ce
du
re
 o
f 
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R
F 
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es
s 
fo
r 
sh
ee
t m

et
al
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m
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w
er
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pr
op
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ed
. I
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 c
on
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m
ed
 th
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e 
fe
as
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 b
ee
n 
de
m
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st
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te
d 
th
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ug

h 
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m
er
ic
al
 s
im

ul
at
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 o
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R
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s.
 T
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 F
R
R
F 
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ir
e 

un
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m
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ic
at
ed
 c
om

po
ne
nt
s 
an
d 
a 
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m
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ra
tiv

el
y 
sm

al
le
r 
in
st
al
la
tio

n 
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ac
e.
 

T
hu
s,
 th

is
 p
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ce
ss
 c
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 r
ed
uc
e 
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e 
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od

uc
tio

n 
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st
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el
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ed
 to
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e 
de
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lo
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en
t 

an
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f 
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in
g 
di
es
. I
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o 
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o 
ad
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re
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 f
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 d
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w
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T
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, t
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og
re
ss
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e 
pr
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es
s 
ca
n 
be
 

us
ed
 f
or
 s
he
et
 m

et
al
 f
or
m
in
g 
in
 

sm
al
l-
qu

an
tit
y 
ba
tc
h 
pr
od

uc
tio

n,
 in

cl
ud

in
g 

ap
pl
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at
io
ns
 in

 th
e 
sh
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in
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 r
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id
 

tr
an
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t t
ra
in
, a
ut
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ile
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A
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ea
lis
ed
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s 
a 

co
m
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tio

n 
of
 r
ev
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e 
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ir
s;
 a
 lo

ck
in
g 

sy
st
em

 a
llo

w
s 
on

e 
to
 a
lte

rn
at
iv
el
y 
fix

 o
ne
 

of
 th

e 
re
vo
lu
te
 jo

in
ts
, g

iv
in
g 
th
e 
m
ac
hi
ne
 

di
ff
er
en
t 3

-C
PU

 k
in
em

at
ic
 c
on
fig

ur
at
io
ns
 

w
hi
ch
 c
or
re
sp
on
d 
to
 d
if
fe
re
nt
 ty

pe
s 
of
 

m
ob

ili
ty
 

T
he
 a
rt
ic
le
 s
ho
w
s 
th
at
, s
te
m
m
in
g 
fr
om

 th
e 

3-
C
PS

 u
nd

er
-a
ct
ua
te
d 
ki
ne
m
at
ic
s,
 m

an
y 

di
ff
er
en
t m

ac
hi
ne
s 
ca
n 
be
 d
er
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ed
, a
ll 

ch
ar
ac
te
ri
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d 
by
 th
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3-
C
PU

 to
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lo
gy
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ut
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 d
if
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re
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pe
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m
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 d
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 th
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re
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l p
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A
 m

et
ho
do
lo
gy
 to

 d
efi
ne
 a
 r
ec
on
fig

ur
ab
le
 

sy
st
em

 a
rc
hi
te
ct
ur
e 
fo
r 
a 
co
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vital in reconfigurable manufacturing systems. A novel approach based on the module 
interactions and machine capability can measure the machine reconfigurability and 
operational capability of a reconfigurable machine tool states Goyal et al. [46]. The 
is an increase in the usage of Internet of things (IoT) to solve global issues and 
use of smart systems. Kurniadi et al. [47] states that reconfiguration planning (RP)

Table 3 Summary of findings on flexible manufacturing systems 

Authors Title Method Findings/conclusion 

Chang and 
Peterson [31] 

Modeling and analysis of 
flexible manufacturing 
systems 

Computer simulation 
approach for the 
investigation of the 
efficiency of FMS in 
terms of its lead time, 
utilisation of resource, 
queue and inventory 
levels, throughput 
analysis, and the 
number of workstations 

The simulation approach 
aid the understanding of 
the FMS interms of its 
responsiveness and as 
well as changes of 
demand patterns 

Chatterjee and 
Chakraborty 
[32] 

FMS selection using 
preference ranking 
method 

Use of multi-criteria 
decision support models 

The multicritera decision 
models are suitable for 
making decisions 
relating to the selection 
of FMS structure 

Taha and 
Rostam [33] 

A hybrid fuzzy analtical 
hierarchy process 
(AHP)-PROMETHEE 
decision support system 
for machine tool selection 
in flexible 

Use of the multicriteria 
decision support model 
(hybrid fuzzy 
AHP-PROMETHEE 
decision support 
system) 

Suitability of the hybrid 
fuzzy 
AHP-PROMETHEE 
decision support system 
for making decisions 
relating to tool selection 
in FMS 

Buyurgan 
et al. [34] 

Tool allocation in flexible 
manufacturing system 
with tool alternatives 

Heuristic approach 
based on life over size  
ratio 

The method boast of 
effective allocation and 
use of space in the tool 
magazines, shorter flow 
times and reduction in 
the number if tool 
changeovers in the FMS 

Joseph and 
Sridharan [35] 

Evaluation of routing 
flexibility of a flexible 
manufacturing system 
using simulation 
modelling and analysis 

Discrete even 
simulation model 
validated using the 
fuzzy logic 

The proposed approach 
is suitable for determing 
the routing efficiency, 
versatility, variety and 
flexibility. However, 
further evaluation which 
considders the cost of 
processing and 
interruption in material 
flow should be 
considered

(continued)
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Table 3 (continued)

Authors Title Method Findings/conclusion

Singholi [36] Impact of manufacturing 
flexibility and pallets on 
buffer delay in flexible 
manufacturing systems 

Taguchi 
experimentation and 
simulation 

The number of pallets 
and routing flexibility 
are two critical factors 
which affects the 
average delay at buffers. 
There is a feasile 
comiation of factors 
which can reduce buffer 
delay at a certain 
operating conditions 

Jeschke et al. 
[37] 

Industrial Internet of 
Things and cyber 
manufacturing systems 

Modelling and 
simulation as well as 
artificial intelligence 
and analytics 

The use of internet of 
things devices can make 
manufacturing systems 
flexible, smart, 
adaptable, and 
reconfigurable 

Cheng and 
Chan [38] 

Simulation optimization 
of part input sequence in a 
flexible manufacturing 
system 

Simulation of different 
combinations of parts 
and input sequences 

The 
simulation–optimization 
model to the planner for 
FMS is advantageous 

Rybicka et al. 
[39] 

Testing a flexible 
manufacturing system 
facility production 
capacity through discrete 
event simulation 

Discrete event 
simulation 

Selection of optimal 
parameters for FMS set 
up 

Florescu et al. 
[40] 

Operational parameters 
estimation for a FMS 

Analytical modelling 
and simulation 

The layout and 
configuration of FMS 
can influence its 
production capacity and 
adaptability 

Mahmood 
et al. [41] 

Performance analysis of a 
FMS 

Modelling and 
simulation approach 

The integration of 
system dynamics 
reliability functions will 
enable the identification 
of the troubled spots in 
the FMS with effective 
decision support for 
improving the 
performance of the FMS 

Daniyan et al. 
[42] 

Design and simulation of 
a flexible manufacturing 
system for manufacturing 
operations of railcar 
subassemblies 

Discrete event 
modelling and 
simulation 

An inverse relationship 
between the operating 
cycle time of the 
conveyor and the 
conveyor speed was 
established
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problems can be solved, automated, and controlled with the integration of Internet 
of things IoT into RMS and the development of mathematical model to solve RP 
problems to save reconfiguration time, cost, and effort. 

The reconfiguration planning problem on sustainability or environment-friendly 
functions within RMS is sparse. Kurniadi [48] proposes a multi-disciplinary green 
bill-of-material (MDG-BOM)—an improved Green-BOM concept—with an addi-
tional multi-disciplinary feature to minimize emissions and hazardous materials 
during product development, as well as manage product information across multiple 
disciplines during the reconfiguration process. 

5 Conclusions 

The aim of this work was to carry out an overview of the manufacturing systems. 
This was achieved via the literature survey comprising of 48 peer reviewed arti-
cles obtained from different academic databases. The findings show a systematic 
shift from dedicated machines to flexible machines and reconfigurable machines. 
The present manufacturing paradigm features the use of internet of things devices 
to make manufacturing systems smart, adaptable, and reconfigurable. This is in line 
with the fourth industrial revolution which promises high level of flexibility, respon-
siveness and productivity. It is envisaged that the findings of this work will provide an 
insight into the requirements for the development of sustainable and reconfigurable 
manufacturing systems. 
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Research Endeavors Towards Predictive 
Modelling of a Grinding Process 

Fungai Jani, Samiksha Naidoo, Quintin de Jongh, 
and Ramesh Kuppuswamy 

Abstract The advent of additive manufacturing has created a paradigm shift in mate-
rial processing and hence manufacturing processes such as: grinding have gained 
new momentum towards imparting the finished shape and size to the engineering 
components. This research unveils the development of an intelligent grinding system 
for processing a selective laser sintering based Ti6Al4V engineering component 
and paves the foundation for use on a wide variety of super-alloy materials. The 
developed system started with a theoretical platform which used a semi-empirical-
analytical model for feature-extraction at its core, allowing for prediction of grinding 
behavior, based on workpiece material, wheel type and wheel-work interface param-
eters. The developed model was coded into MATLAB; with three notable outputs 
of the system being: residual stress, workpiece surface temperature and a unitless 
Coefficient B. An intelligent database using Microsoft Access was made to support 
the system by allowing for storage and cross-referencing of data. The data in the 
table include material, wheel, and coolant information, as well as system outputs 
and operator inputs. This database provided the basis for optimization of parameters. 
Graphical User Interfaces (GUIs) were created for the intelligent database (Access), 
system (MATLAB), and for data acquisition (DeweSoft). These three interfaces were 
connected, allowing for easy navigation and inputs from the operator. Signals were 
also eliminated through use of discrete wavelet transformations and moving average 
filters, enabling statistical analysis such as kurtosis coefficients and Werner’s force 
model. A feature correlation engine was built using artificial intelligence: based on a 
neural network (NN), decision tree and a linear regression model. Through a rigorous
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designed experimentation process, results showing a great reduction in grinding burn 
and a presence of residual compressive stress. 

Keywords Grinding · Intelligent grinding systems · Grinding performance 
prediction 

1 Introduction 

An Intelligent Grinding System (IGS) monitors a grinding process while controlling 
specific grinding parameters after having analyzed the data in real-time, to achieve 
the specified grinding requirements. The merits of an IGS are not limited to the 
achievement of very accurate dimensional characteristics, but also stretch towards the 
enhancing the grinding productivity along with the minimization of grinding induced 
surface damages. Residual stress is a combination of mechanical and thermal effects 
due to the interaction between the surface of the grinding wheel and the workpiece, 
giving rise to unintended tensile stresses within the part, that affect service life nega-
tively. Various technological advances have enabled a better monitoring and control-
ling of the grinding process, but the limits of real-time monitoring and control remains 
as an unfinished agenda [1]. With leveraging the previous research, this research aims 
to close this gap ever so slightly by developing an IGS that utilizes the merits of arti-
ficial intelligence (AI) to monitor, analyze and control the entire grinding process in 
real-time. 

2 Grinding Model Development 

Developing an accurate and reliable model is the first and most important step in 
creating any intelligent grinding system that is capable of monitoring and enabling 
performance predictions. Many empirical and analytical formulae and equations have 
been based around the acquisition of grinding force signatures as this parameter either 
directly or indirectly enable to monitor the grinding induced stresses. Few of the past 
findings towards grinding induced stress model development are given below. They 
are, 

1. Numerical Modelling 

This method makes use of numerical time stepping procedures embedded in math-
ematical models to acquire the behaviour of the process over time. A past research 
[2] modelled the surface grinding process focussing on residual stresses and temper-
atures in the process. Another notable past finding [3] suggests use of FEM to model 
residual stress formation and draw conclusions regarding tensile residual stresses 
due to phase transformations. Numerical modelling has the advantages of requiring 
little data and producing results quickly, however exact solutions are not distinctly 
clear.
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2. Empirical/Experimental Modelling 

To use this technique, a large amount of initial data (normally experimental) is 
required. Such models produce accurate results, but often limited to a pre-set range 
of grinding conditions and materials. A popular model used in grinding is that of 
Werner’s force model [4], which estimates specific grinding force. The formula is 
given by: 

F ′
n = K (c1)γ

(
Qw 

vs

)2ε−1 

(ae)
1−ε (ds)

1−ε (1) 

The Wener’s grinding force model was further adjusted [5] to replace the 
proportionality factor, cutting edge density and grinding property exponent with 
a single empirical factor, thus reducing the required empirical factors, along with the 
maintainence of the desired accuarcies. 

3. Analytical Modelling 

This modelling technique provides a large amount of insight from both a theoretical 
and a physical sense. A complete micro-mechanism model (looking at the interaction 
between grinding grains and asperities of a workpiece) has not been developed yet 
but models have been created that incorporate features of analytical modelling with 
aspects from empirical and numerical modelling. Few past findings, [2, 6] and Chen 
et al. [7], have created models with accurate outputs regarding grinding induced 
residual stresses. The analytical model is helpful as it produces accurate results over 
a wide variety of conditions and acts like a building block for the intelligent grinding 
systems. 

3 Experimental Setup and Data Collection 

Shown in Fig. 1 is the experimental setup and instrumentation consists of 
Dynamometer (Kistler 9265), Microphone sensor (GRAS40H) and Piezotron 
Acoustic Emission Sensor signals (8152B221) for acquisition of process sugnatures 
during grinding. These sensors are connected to a data acquisition (DAQ) system for 
processing and analysing the data subsequently. Hardware Dewesift 43 and software 
Dewesoft X1 were used for data acquisition and analysis.

Ti6Al4V alloy was used for the experimental study. The physical dimensions 
of the samples were 20 mm × 20 mm × 20 mm cubes. The sample components 
were manufactured using Selective laser sintering (SLS) processes. SLS processed 
Ti6Al4V, if not controlled adequately, has a high cooling rate and thus exists in the 
martensitic β phase (metastable peculiar α + β microstructure). Heat treatments are 
a viable way to reduce residual stress and bring back a lamellar microstructure while 
hot isostatic pressing (HIP) can close pores. Grinding of Ti6Al4V was done using 
a silicon carbide grinding wheel having the specifications 39C100KU9. During the
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Fig. 1 Experimental setup 
for grinding test of Ti6Al4v 
alloy

grinding operation, the work material was fed into the grinding wheel at a prede-
trmined table feed, depth of grinding and wheel speed conditions. Grinding tests 
were conducted until the grinding wheel reaches a condition which requires dressing 
interruption which is considered an unhealthy situation. 

4 Process Parameters and Required Outputs 

The developed IGS use the grinding forces/residual stress parameter to determine the 
grinding wheel failure boundaries. Temperature increase and workpiece burn both 
directly affect the build-up of residual stress, with the thermal field having some of 
the greatest influence on magnitude of apparent residual stress. The residual stress 
parameter is difficult to measure in real time and a past finding suggests using the 
grinding force parameter for computing the residual stresses [8]. The developed 
empirical model had the output of a new coefficient called ‘coefficient B’ and the 
details are given in Eq. 2.
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B = P ′tc = 
P 

bvw 
(2) 

where P = total power, b = width of grinding, vw = workspeed 
The total grinding power is given as. 

P = Ft vs (3) 

where Ft is the tangential force and vs is the grinding wheel speed. 
The tangential force in grinding was computed as. 

Ft = Cp 
vwaeb 

vs 
+ μFn (4) 

where Fn is the normal force, μ is the wheel-work interface friction, ae is the depth 
of grind and Cp is the specific grinding resistance. The normal force Fn is computed 
as Inada [9]; 

Fn = 
πvwaeb 

2vs 
tan𝝫 (5) 

where φ is the half of the included angle of the abrasive. 
Combining Eqs. 3 and 4, Eq.  2 is rewritten as. 

B = 
(Cp 

vwaeb 
vs 

+ μFn)vs 

bvw 
(6) 

Also, the behaviour of grinding force (Fn) has an indirect indication of the abrasive 
wear of a wheel (Vabr) and given as. 

Vabr = 
2 

π 
tan θ 
H 

Fn L (7) 

The grinding process parameter Fn was used to compute the residual stress and 
enable to determine the type of grinding wheel failue such as wheel loading or 
abarasive wear. Such proactive findings facilitate to take the necessary corrective 
actions. Shown in Fig. 2 is the layout of the devleoped IGS system.

The IGS system was created using MATLAB and its associated App Designer 
with object-oriented programming. The predictive model was configured with the 
support of a statistical analysis software K-Graph. Also, the theoretical analytical 
model, was coded into the backend of the system. User inputs such as: workpiece 
material, wheel type, coolant condition enable the system to use the correct pre-stored 
grinding constants information. Once all inputs have been acquired, the model is run 
to acquire predicted outputs and recommended grinding conditions/parameters for 
the system. At this point, the active cycle data is updated, and data is exported into 
a format applicable for the data acquisition software (DeweSoft). The data (force
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Fig. 2 Layout of the devleoped IGS system

signals) are exported back to MATLAB and denoised appropriately, including a 
minor statistical procedure that is performed in MATLAB to see if the data collected 
is representative and is of good quality through the skewness and kurtosis features. In 
the sampling signal feature correlation and statistical analysis is done followed by a 
prediction model that predicts target variables. Analysis pages from both MATLAB 
and Statistical software allows the operator to compare both signals and predictions 
in terms of grinding forces/residual stress and relates such information to grinding 
wheel failures such as abrasive wear, and wheel loading. The predictive model trains 3 
models, a neural network, decision tree as well as a linear regression model. A model 
comparison is done within K-graph to determine which predictive model performed 
the best. Furthermore, we opted to use Support Vector Machine, Naïve Bayes and 
K-star algorithms as further classification methods which allows us a lot of flexibility 
in terms of prediction methods, because one prediction model can work better for
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a specific grinding configuration than the other, and we will be able to analyse that 
trend. 

5 Results and Discussion 

Shown in Figs. 3 and 4 are (i) the data acquistion screen image of the devloped IGS 
and (ii) the behaviour of grinding force, microphone and accelrometer signatures 
against the volume of material removal for the Ti6Al4V respectively. 

In this manuscript, some of the signal processing techniques such as time-domain 
analysis, spectrum analysis and continuous wavelet transform (CWT) analysis are 
used to investigate the condition of the grinding wheel based on the force, micro-
phone and accelerometer signatures. Apart from the experimental finding, machine 
learning techniques were applied to understand and predict the grinding process 
behaviour. Machine learning technique has three phases, which are; feature extrac-
tion, feature selection and feature classification. In feature extraction, statistical 
features, histogram features, discrete wavelet features and empirical mode decompo-
sition features were extracted from the collected force, microphone and accelerom-
eter signals. In the feature selection technique, a subset of the existing features was 
selected without any transformation. The decision tree algorithm is a feature selection 
technique and used in the present study. Machine learning process has two stages in 
the third phase. In the first stage, the classification algorithms are trained with the help 
of selected features from the training data of various fault signals. In the second stage, 
the trained algorithm is tested with the help of selected features from the test data.

Fig. 3 Data acquistion in the devloped IGS system
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Fig. 4 Behaviour of grinding force, microphone and accelrometer signatures against the volume 
of material removal for Ti6Al4V

The classification phase identifies the faulty component. The support vector machine 
(SVM), artificial neural network (ANN), Naïve Bayes, decision tree and K-star algo-
rithms are used as classifiers in this research work. From the force, microphone and 
acceleration data, descriptive statistical features like skewness, mode, standard error, 
maximum, minimum, range, sum, mean, standard deviation, median, sample vari-
ance and kurtosis are assessed to serve as features. These parameters are called as 
statistical features. These parameters were treated as an input to the J48 algorithm 
for feature selection. The computed statistical parameters parameters (10 signals 
samples per each class) are tabulated in Table 1.

The J48 algorithm was used for feature selection. The collected data comprises 
of 12 samples with 10 sets of data on each sample was fed to the algorithm and 
decision tree is formed as shown Fig. 5. The rectangular blocks indicate classes 
(condition of the grinding wheel). The standard error refers to the accuracy of the 
sample against the population. Standard error enable to broadly clarrify an unhelathy 
and healthy grinding wheel as an unhealthy grinding wheel detrioates quickly than 
an healthier grinding wheel. Kurtosis value further narrow down the unhealthy and 
healthy grinding perofrmances. It explains how the tail of a distrubution differ from a 
normal distribution. While the normal distrubution can be equated to a good grinding 
behavior but the extreme tail values could be equated to a unhealthy grinding situa-
tions. The statistical parameter, skewness is a measure of the asymmetry of the prob-
ability distribution of a real-valued random variable about its mean. All extracted 
descriptive statistical parameters were used as an input to the decision tree and signif-
icant features were selected out of the extracted features. As seen from Fig. 5, the tree 
structure of different classes has been formed in such a way that when standard error 
is greater than 0.161 value it is classified as healthy condition. To further narrow down
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Fig. 5 Decision tree of statistical features of grinding induced force signatures 

the accuracy kurtosis, skewness and median were applied, and the figures shows the 
condition of loaded grinding wheel and grinding wheel features with abrasive wear. 

The decision tree has further enabled to perform classification of the grinding 
wheel behaviour using few selected features. The different classifiers such as ANN, 
SVM, Naïve Bayes, and K-star algorithms are used to distinguish the different 
grinding wheel conditions. The performance of each classifier are reported as follows. 
Totally 120 samples of data from 12 experiments were used to classify the grinding 
wheel behaviour. The detail findings on each classifier is given below. 

1. Support vector machine (SVM) 

SVM is an emerging classifier in fault diagnosis. Table 2 shows the confusion matrix 
of the SVM classifier, and the diagonal elements represent the correctly classified 
instances. Standard error of each data sample was used as a tool to group the data on 
each signal grouping. The results are given in Table 2.

From the confusion matrix, out of 120 instances, 109 instances were classified 
by a SVM algorithm with the overall classification accuracy of about 90.8% for 
the given force signatures. It should be noted that in all the experiments all the 
grinding parameters such as table feed, depth of grind, wheel speed were kept constant 
and hence feature extraction of grinding force/residual stress has largely depended 
upon the grinding wheel degrading conditions. The classification accuracy could be 
enhanced with use of a very large data set.
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Table 2 SVM based confusion matrix for statistical features of force signatures 

Healthy grinding 
wheel 

Grinding wheel featured 
with abrasive wear 

Grinding wheel 
featured with wheel 
loading 

84 6 0 Healthy grinding wheel 

0 9 1 Grinding wheel featured 
with abrasive wear 

0 4 16 Grinding wheel featured 
with loading

2. Artificial neural network (ANN) 

ANN is one of the classifiers in the area of fault diagnosis/condition monitoring. The 
salient statistical features were fed to the ANN classifier using the Neural designer 
software and classification of the grinding wheel behaviour is represented as a confu-
sion matrix as shown in Table 3. In the neural software a gradient descent method 
was adopted for finding the local minimum of differential function for the grinding 
induced normal forces (FN) against time. The results are tabulated in the confusion 
matrix which suggests that out of 120 instances, 96 instances were correctly classi-
fied, and the classification accuracy was found to be 80% which is quite low for fault 
diagnosis. 

3. Naïve Bayes algorithm 

The selected features of force signatures were also classified using the Naive Bayes 
algorthm to classify the grinding wheel peroformance behavior. Bayesian classifi-
cation uses conditional probability that describes the occurrence of event normal 
force at pre-defined boundries based on mean value and predefined failure condi-
tions. To increase the accuracy of probability function only force signatures related 
to upgrinding were taken and the force signatures related to down grinidng were 
omitted. The results are given in the Table 4.

Table 3 ANN based confusion matrix for statistical features of force signatures 

Healthy grinding 
wheel 

Grinding wheel featured 
with abrasive wear 

Grinding wheel 
featured with wheel 
loading 

78 8 2 Healthy grinding 
wheel 

0 6 4 Grinding wheel 
featured with abrasive 
wear 

0 8 12 Grinding wheel 
featured with wheel 
loading 
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Table 4 Naïve Bayes confusion matrix for statistical features of force signatures 

Healthy grinding 
wheel 

Grinding wheel featured 
with abrasive wear 

Grinding wheel 
featured with wheel 
loading 

90 0 0 Healthy grinding 
wheel 

0 7 3 Grinding wheel 
featured with abrasive 
wear 

0 5 15 Grinding wheel 
featured with wheel 
loading 

From the confusion matrix, 8 out of 120 instances were misclassified by the clas-
sifier and the overall classification accuracy was about 93.3% which is nearly OK 
for fault diagnosis. Thus, the combination of Naïve Bayes and statistical features 
particularly the Fn value enable to establish the fault diagnosis of the grinding wheel. 
The statistical features were extracted from the acquired force signatures and feature 
selection was performed using decision tree technique. The performances of the 
different classifiers were analysed using selected features and the summary of clas-
sification efficiencies of different classifiers is as shown in Table 5. From the table, 
it can be deduced that the classification accuracies are found to be low within a 
reasonable acceptable limits. 

Similar decision tree and classifier methods were adopted for microphone and 
acclerometer signals and a similar trend were noted. Also an ANOVA analysis is done 
to validate whether microphone signals is an indirect indiction of force signatures/ 
residual stress. The results are shown in Table 6.

Statics such as P & F factor were used to analyse the data. P & F factor enables to 
establish the relationship between the different categories: Fn, Mp and accelrometer 
readings. The smaller the “P” value, the smaller the probability of making mistakes 
by rejecting the null hypothesis, and consequently, the larger the corresponding coef-
ficient. By evaluating the P-values of the parameters: Fn and microphone values, it 
is found that the P-values which is smaller for Fn and MP than Fn and acclerom-
eter readings. On a similar note it was observed that there exists different level of 
satisfaction between Fn, microphone and acclerometer readings. The values of “F” 
in Table 6 A & B which is >1 suggests that the samples were drawn from a different 
population. 

The t-value measures the size of the difference relative to the variation in your 
sample data. In other words, t factor suggests the calculated difference represented in

Table 5 Classification accuracies of different clasifiers 

Classification accuracy SVM (%) ANN (%) Naïve Bayes (%) 

90.8 80 93.3 
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Table 6 ANOVA Comparison tests on (A) grinding force and microphione signatures (B) grinding 
force and accelrometer signatures 

Source DF SS MS F P 

A: Analysis of variance results 

Total 29 25,691,373 885,909.4 

A 1 1,241,754 1,241,754 1.422 0.243 

Error 28 24,449,619 873,200.7 

B: Analysis of variance results 

Total 27 37,256,553 1,379,872.3 

A 1 387,383.62 387,383.62 0.2731 0.605 

Error 26 36,869,169 1,418,045
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Fig. 6 Grinding force and “t” factor behavior against the volume of grinding 

units of standard error. The greater the magnitude of t factor the greater the evidence 
against the null hypothesis. Shown in Fig. 6 is the behaviour of grinding force and 
t factor against the volume of material removed. The findings in Fig. 6 enable to 
predict the behaviour of a new grinding wheel with a small break-in test. 

6 Conclusion 

An intelligent grinding system was developed using semi-empirical, analytical 
models and experimental results at its core, to allow for prediction and analysis of 
grinding conditions based on workpiece material, wheel type, and grinding process
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parameters. Also, an intelligent database was developed to support the system and 
to allow for storage and referencing of data, as well as providing the basis for opti-
misation of the process. The fault diagnosis of the grinding wheel was constructed 
using grinding force signatures, microphone and accelerometer readings. An exten-
sive analysis using both MATLAB and Statistical software has enabled to construct 
grinding feature extraction and thus enable to predict the performance of a new 
grinding wheel after a small break in test. Use of classifiers such as: Support Vector 
Machine, Artificial Neural Network, Naïve Baynes algorithm and decision tree has 
clearly defined the boundaries of healthy and unhealthy grinding wheel. The classi-
fication accuracies of SVM, ANN and Naïve Bayes were found to be 90.8%, 80% 
and 93.3% respectively. A “t” factor study along with the grinding force behaviour 
has further enable to predict the behaviour of a new grinding wheel. 
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Role of Grinding Spark Image 
Recognition on Enhancing the Smart 
Grinding Technology for Ti6Al4V Alloy 

S. Naidoo, F. Jani, and Ramesh Kuppuswamy 

Abstract Research has shown that an intelligent grinding system (IGS) improves 
the reliability and maintenance of grinding operations, as it has the capabilities for 
real time monitoring and failure prediction. This research addresses the additional 
feature towards enhancing IGS, through Augmented Reality (AR) techniques. AR 
will provide a visual monitoring and failure prediction mechanism, as an overlay 
to the IGS. Thus, allowing the operator to view and compare the grinding process 
to a simulated model, in real time. This improves the on-line support offered to 
the operator and has the potential to greatly influence the down time, reliability, 
quality and inspection of grinding operations. The grinding of the Ti6Al4V alloy 
results in high temperatures at the grinding wheel-work interfaces and results in a 
thermal damage. Previous research conducted on IGS, found that operators generally 
use the acoustic emission (AE) signals and grinding force signatures as a check for 
characterizing the grinding process. Prediction of the grinding burn in real time 
offers better monitoring capabilities for mission critical components. In this study 
the grinding spark characteristics such as: color, spark area and quantity of spark 
lines was used as a measure for establishing the grinding process behavior. Spark 
images were used to assess the grinding processes in real time, with the use of 
a thermal imaging camera. To create the AR environment in the IGS system, a 
FLIR C5 thermal camera was used to capture the object’s depth and dimensions. 
Conclusively, the research investigations on AR and IGS systems, indicate that it 
could accurately track the grinding process and extract useful information regarding 
the failure mechanisms of the grinding wheel and workpiece and the system works 
in near real time.
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1 Introduction 

Manufacturing processes such as the grinding process, undergoes extensive digitiza-
tion and the digitized grinding system is often termed as Intelligent Grinding System 
(IGS). Through technological advancements, IGS has greatly improved its ability 
to provide process monitoring and fault diagnosis abilities in real time, thus drasti-
cally changing the conventional maintenance and predictive reliability techniques. 
The main aspects contributing to an IGS system is the grinding science, grinding 
experiment-based signals and the application of algorithms to develop a model that 
can provide predictive process behaviours. Grinding process monitoring is funda-
mental to creating a robust IGS system. In order to skilfully capture signals and 
analyse the grinding processes, a variety of techniques are employed. These include, 
applying fuzzy logic rules, acoustic sensors, designing sensors into the grinding 
wheel and developing prediction models that can operate in real time [1]. 

Augmented Reality (AR) is defined as a system that brings together both the real 
and virtual environment, it is interactive and operates in real time, and both environ-
ments are placed in the 3D space [2]. It is important to distinguish between augmented 
reality and virtual reality. In the case of virtual reality, the real life environment is 
completely replaced and one sees and interacts with a new form of an environment 
that is computer generated [2]. This manuscript explore the aspects required to inte-
grate AR in an IGS system, in creating an enhanced grinding process monitoring 
system. 

2 AR in Manufacturing 

Egger and Masood [3] noted that in creating a smart factory, AR is a key technology 
that allows for a human level of engagement within the manufacturing space. Despite 
the advancements in AR, there are still areas that require massive improvements in 
order to create a technological system that is powerful and effective, both for the 
operator and the manufacturing performance. The authors stress the importance for 
future AR technologies to be developed with the operator in mind. Even the most 
advanced technology can fail during implementation, if the user acceptance is poor, 
thus resulting in failure. The AR tracking system can use a marker based system. 
In order to improve the marker based system, which is effected by environmental 
conditions, algorithms can be improved to identify the markers correctly, under a 
range of conditions. It is noted that another form of improving the AR application 
in the manufacturing, is for the conditions that affect the operator’s experience to 
be integrated into the software. In addition, a system that adapts to the operation, in
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real time, can greatly enhance the operators experience [3]. If one had to consider 
the grinding process, the operator uses the grinding noise as a tell of the state of 
the grinding wheel [4]. Although this practise is commonly used, it is not a valid 
indicator, as the result can vary from operator to operator. Lee et al. [4] developed an 
intelligent system using the data from machining sounds and applying deep learning 
algorithms to determine the grinding wheel wear. Therefore, by implementing an 
AR system that takes into account the data from visual and audio signals, processed 
from the IGS, a more visual and interactive prediction can be achieved in real time. 

2.1 Developing a Successful AR Application 
in Manufacturing 

Ong et al. [5] highlight that the AR systems should aim to improve manufacturing by 
decreasing the lead time, reducing the cost of production and improving the quality. 
AR has the potential to be greatly beneficial to the grinding of titanium alloy. The 
accuracy required on hard materials, results in grinding challenges which in turn 
impacts on the cost and time required to replace the grinding wheel and restart 
the machining process. There is an opportunity within this space to be explored, 
through AR, that will reduce time and cost. By decreasing the time to change the 
grinding wheel, the overall lead time is reduced. If a successful prediction model 
can be developed to predict the wear on the grinding wheel in real time, this can 
improve the quality of the workpiece, as it prevents defects from occurring due to 
a worn grinding wheel. The prediction model will be complimented with an AR 
system which will provide an interactive visual monitoring system for the operator 
to perform the grinding process with improved accuracy. Overall, this contributes to 
a sustainable form of manufacturing as the material wastage of defected components 
and worn grinding wheels, is reduced. The AR system was devised to align to the 
following hardware and software requirements, outlined by Ong et al. [5].

● The AR system is reliable, simple to use and cost effective.
● The AR system allows the user to easily interact with both the real world and 

virtual manufacturing space.
● The AR system is devised to be internet based to allow for collaboration, regardless 

of geographic location. 

2.2 Grinding Spark Analysis

● Predicting grinding burn 

Grinding burn arises from the high grinding wheel-work interface temperatures and 
results in a poor surface quality, with changes to the microstructure and an increase 
in grinding wheel wear which necessitates redressing [6]. Using the grinding burn
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on the workpiece as a criterion for assessing the wheel life, prior research was able 
to successfully predict the burn time using an Artificial Neural Network. A back 
propagation algorithm was used to predict the burn time using various grinding 
conditions as the inputs, namely the wheel speed, material diameter, in feed and 
grinding power. In the grinding experiments conducted on C60 steel, the pyrometer 
measured the spark temperature and found that burn occurred when 900 °C was 
exceeded. The research concluded that spark temperature was a significant determi-
nant of the grinding zone temperature and that burn time dropped as the grinding 
power increased. It was also found that the 4-3-1 network, in which the hidden layer 
consists of 3 nodes, displayed a strong correlation between the predicted burn time 
and the actual burn time [6].

● Predicting normal and faulty grinding conditions 

Another study focused on the monitoring the grinding process in real time, to deter-
mine whether the condition is normal or faulty [7]. The study characterised a faulty 
grinding condition by the chatter vibration and burn, which in turn impacts on the 
surface roughness of the workpiece. Therefore, an online system was established 
to predict the state. To develop the prediction model, data in the form of signals, 
thermal images and visual images were acquired. To capture the thermal images, 
a 16  × 16 IRISYS IRI 1002 thermal camera was used and measured the grinding 
zone temperature. A Logitech web camera captured the visual images, in order to 
determine the spark area. 

Image processing was conducted using two methods, namely binary thresholding 
and image processing. The binary thresholding method was applied to the visual 
images. The method determines the spark area in the grinding zone, in terms of 
pixels. Each pixel that contains a grinding spark is represented with white, whilst 
the background (non-spark) pixels is represented by black. The image processing 
method was applied to thermal images and involved subtracting the image with no 
sparks (reference image) from an image with sparks that you want to determine the 
sparks from. The output is an image with only sparks. The results from the experiment 
found that the spark area was a significant indicator of the grinding zone temperature 
as an increase in the spark area, corresponded to an increase in the grinding zone 
temperature. The back propagation neural network was applied to the visual images 
of the spark area in order to predict a normal or faulty grinding conditions with a 
95% accuracy. The radial basis neural network was applied to the thermal images to 
predict the grinding conditions with close to a 100% accuracy [7]. 

3 Experiment Setup and Grinding Conditions 

Figure 1 is the experimental set up. The grinding of Titanium alloy (Ti6Al4V) uses 
resin bonded Diamond grinding wheel D400(MD20) N100B. The grinding condi-
tions are; wheel speed of 30 m/s, a feed rate of 3000–30,000 mm/min and a depth of
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grinding 0–10 μm. The audio signals were captured using a microphone (GRAS40H) 
and the grinding behaviour with an accelerometer sensor (8152B221-Kistler). The 
dynamometer was used to acquire the grinding forces, accelerometer to measure the 
vibrational change and thermal camera to measure the temperature in the grinding 
zone. The experimental study was focused on thermal analysis of the grinding process 
in determining the state of the grinding wheel in terms of wear. The temperatures 
obtained from the grinding zone, was compared against the spark images in the 
grinding zone obtained from the thermal camera. 

The thermal camera selected for the study, is the FLIR C5 model [8, 9]. The camera 
detects temperatures in the range −20 to 400 °C. The frequency is 8.7 Hz which 
translates to 8.7 frames per second. The camera is classified as long wave as it has a 
spectral range of 8–14 μm, which is the range of wavelengths that can be detected. The 
fixed focus feature of the camera suggests accurate measurements of temperature will 
be captured as the camera will always be in focus. The noise equivalent temperature 
difference (NETD), which is the smallest temperature difference between the target 
and the background, is less than 70 mK. The resolution of the camera is 160 × 120 
i.e., 19,200 pixels. The data obtained from the measurement devices was conveyed to 
Dewesoft Data Acquisition software in real time, where it was further analysed. The

Fig. 1 Grinding experimental set up for feature extraction and correlations 
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thermal images displayed did undergo image processing on MATLAB and thermal 
studio software. The prediction model enables implementation in real time, and 
MATLAB was used along with the Deep Learning toolbox. The augmented reality 
layer created for the IGS, have used both Google ARCore and Unity softwares for 
development. The AR monitoring system has enabled to assess the grinding wheel 
state in real time and provide visual prompts/notifications to the operator. 

4 Proposed Framework for Prediction Model of Wheel 
Wear 

The framework developed by Lee et al. [4] in monitoring the grinding wheel wear 
considered the audio signals from the machining process. The extracted features 
from the audio signals in each experiment, were applied to a convolution neural 
network (CNN), in order to classify the extracted features into categories. This was 
applied in determining the grinding wheel condition. The classification used the 
back propagation algorithm. The framework (see Fig. 2) was adapted for thermal 
imaging processing, which would lead to predicting wheel wear in terms of normal, 
approaching worn state and worn.

5 AR Software and Components 

Google ARCore is an open-source library that is used to digitally overlay the informa-
tion onto the actual environment, whilst Unity the software provides the 3D rendering 
functionality, which converts 3D models into 2D images that can be displayed onto the 
tablet or smartphone [10]. The built-in features of Google ARCore are instrumental 
in creating the AR application: motion tracking, light estimation, image tracking 
and detecting feature points. The key components of an AR environment is the 
capturing device (camera), data feed, image processing, tracking capabilities, infor-
mation processing and visual information display [11]. Shown in Fig. 3, was  the  
development from Wang et al. [11], which presented a diagram of the AR environ-
ment for assembly. Although this study will not focus on assembly, the diagram served 
as a useful reference to understand the elements of AR in the case of a monitoring 
system for the prediction model of wheel wear.

6 Image Processing 

One of the key aspects of this study involves image processing. MATLAB used 
to conduct the image processing. The process involves the following key stages:
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Fig. 2 Proposed framework 
of prediction model based on 
thermal imaging analysis

import, pre-process, segment, post-process, and classification [12]. The importing 
stage involves bringing the image into MATLAB, working with the grey scale and 
colour images to extract colour planes and intensities and adjusting the contrast. 
Images in MATLAB are stored as arrays in which every element of the array repre-
sents the pixel of the image. The number of array rows is equivalent to the images 
height, and the number of columns is equivalent to the image’s width in pixels. In 
terms of grey scale images, each element in the array is stored by a number between 0 
and 255, whereby the low values are low intensity (dark areas) and the higher values 
are high intensity (bright areas). For colour images, the elements in the array are 
similarly stored as numbers between 0 and 255, however, the colour image is stored 
as a combination of the intensity of 3 colours: red, green and blue (RGB). The colour 
plane for each of the RGB values is transformed to a grey image, where the higher 
values represent the brightness or intensity of the specific colour. 

The segmenting stage involves separating the image into the characteristics shown 
on the image, in order to create binary images from the pixel values. The binary image 
comprised of 1 for the parts of the image you want to keep, and 0 for the parts to be
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Fig. 3 AR components used for the study [11]

excluded. Using the histogram feature to display the intensities of the grey image, 
is useful in identifying which values the pixels are concentrated at, and determining 
whether the image contains more darkness or brightness. Depending upon the image 
intensities a threshold was introduced and hence the display information contain the 
necessary features. When dealing with many images, a MATLAB function to identify 
the best threshold for the image is used. 

Pre- and post-processing techniques were performed to improve the segmentation, 
as well as filtering the noise and removing the background. An averaging filter is 
used to remove the noise from the image. Once the filter is applied to smooth out 
the image, a binary image was produced, which is made of two pixels to represent 
the bright and dark. “Opening” an image was applied to emphasize the dark aspects 
of the image, and “closing” an image was applied to emphasize the bright regions. 
This is used to isolate portions of the image. 

Classification is developing a metric for the image and then applying this metric 
across multiple images. In order to process hundreds of images, a datastore is created 
to access these numerous files. By using a for loop, the program developed classifies 
the image and applies across all image files in the folder [12].
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Fig. 4 Thermal image a 
converted to black and b 
white image [11] (A) 

(B) 

The following code sequences in the MATLAB program was developed in order 
to extract digital information from the image. In the program, a binary image is 
generated from a thermal image, the spark lines in the area of interest were isolated 
using the crop feature, lines were identified using the Hough Transform and thereafter 
plotted and counted [13, 14]. 

The program in MATLAB converted the initial thermal image to a grey image, 
thereafter it converted the grey image to black and white (binary image) (Fig. 4). 

The area of interest is then cropped from the binary image by stating the size and 
position of the cropping rectangle. 

Thereafter, the Hough Transform was applied. The purpose of the Hough Trans-
form is to identify the lines in the black and white image. It does this by representing 
a line in terms  of  ρ and θ. 

ρ = x cos θ + y sin θ (1) 

where 

ρ—distance from origin to line, at 90° to the vector 
θ—angle from the x-axis to the vector, clockwise from positive x-axis.



954 S. Naidoo et al.

Fig. 5 MATLAB code for Hough Transform [11] 

Fig. 6 Identified spark lines 
(represented as yellow lines) 
with endpoints (green 
circles) from Hough 
Transform [11] 

The ‘houghpeaks’ function in MATLAB returns the row and column co-ordinates 
of the Hough Transform, which are used to search for lines in the binary image. 
Thereafter, the identified lines are plotted on the binary mage (Figs. 5 and 6). 

The program then determined the quantity of sparks within the cropped spark 
area. Based on the code, the number of spark lines identified from this image is 22. 

7 Conclusions 

Previous research found that grinding sparks served as the basis for determining the 
carbon content in steel and predictions for grinding burn, faulty and normal grinding



Role of Grinding Spark Image Recognition on Enhancing … 955

operations, and the material removal rate. Grinding sparks have been analysed with 
features such as quantity, spark area, colour, and texture. This study has revealed a 
method to analyse the spark features: colour, spark area, line features and quantity 
of lines towards predicting the state of the wheel wear which is used as an early 
warning system of grinding wheel failure. The prediction model forms part of the 
image processing component in the AR environment. The influence of AR in IGS 
allows the prediction model to be translated to a dynamic visual display in the form 
of text and images. This contributes to sharing knowledge expertise to the operator 
in real time and improves wheel wear monitoring capabilities, which will in turn 
reduce down-time and manufacturing costs. 

Acknowledgements This project was supported by fund NRF GRANT: INCENTIVE 
FUNDING FOR RATED RESEARCHERS (IPRR)—South Africa through Reference: Reference: 
RA191118492767 and Grant No: 136118. The views expressed and the conclusions drawn in this 
paper are those of the authors and cannot necessarily be attributed to the references. 

References 

1. Kuppuswamy, R., Jani, F., Naidoo, S., de Jongh, Q.: A study on intelligent grinding systems 
with industrial perspective. Int. J. Adv. Manuf. Technol. 115(11), 3811–3827 (2021) 

2. Azuma, R.T.: A survey of augmented reality. Presence: Teleoperators Virtual Environ. 6(4), 
355–385 (1997) 

3. Egger, J., Masood, T.: Augmented reality in support of intelligent manufacturing—a systematic 
literature review. Comput. Ind. Eng. 140, 106195 (2020) 

4. Lee, C.-H., Jwo, J.-S., Hsieh, H.-Y., Lin, C.-S.: An intelligent system for grinding wheel 
condition monitoring based on machining sound and deep learning. IEEE Access 8, 58279– 
58289 (2020) 

5. Ong, S.K., Yuan, M.L., Nee, A.Y.C.: Augmented reality applications in manufacturing: a survey. 
Int. J. Prod. Res. 46(10), 2707–2742 (2008) 

6. Deiva Nathan, R., Vijayaraghavan, L., Krishnamurthy, R.: In-process monitoring of grinding 
burn in the cylindrical grinding of steel. J. Mater. Process. Technol. 91(1–3), 37–42 (1999) 

7. Junejo, F., Amin, I., Hassan, M., Ahmed, A., Hameed, S.: The application of artificial 
intelligence in grinding operation using sensor fusion. Int. J. GEOMATE 12(30), 11–18 (2017) 

8. Thermal Camera Specs You Should Know Before Buying: Teledyne FLIR (2019). https:// 
www.flir.com/discover/professional-tools/thermal-camera-specs-you-should-know-before-
buying/. Accessed 15-8-2021 

9. FLIR C5 Data Sheet: (2021). www.flir.com/C5. Accessed 15-8-2021 
10. Oufqir, Z., el Abderrahmani, A., Satori, K.: ARKit and ARCore in serve to augmented reality. 

In: 2020 International Conference on Intelligent Systems and Computer Vision (ISCV) (2020) 
11. Wang, X., Ong, S.-K., Nee, A.Y.-C.: A comprehensive survey of augmented reality assembly 

research. Adv. Manuf. 4, 1–22 (2016) 
12. Image Processing Onramp: (2021). https://matlabacademy.mathworks.com/R2021a/portal. 

html?course=imageprocessing#chapter=2&lesson=2&section=1. Accessed 6-9-2021 
13. Hough Transform—MATLAB Hough: (2021). https://www.mathworks.com/help/images/ref/ 

hough.html. Accessed 8-10-2021 
14. Extract line segments based on Hough transform—MATLAB Houghlines: (2021) https://www. 

mathworks.com/help/images/ref/houghlines.html. Accessed 8-10-2021

https://www.flir.com/discover/professional-tools/thermal-camera-specs-you-should-know-before-buying/
https://www.flir.com/discover/professional-tools/thermal-camera-specs-you-should-know-before-buying/
https://www.flir.com/discover/professional-tools/thermal-camera-specs-you-should-know-before-buying/
http://www.flir.com/C5
https://matlabacademy.mathworks.com/R2021a/portal.html?course=imageprocessing#chapter=2&amp;lesson=2&amp;section=1
https://matlabacademy.mathworks.com/R2021a/portal.html?course=imageprocessing#chapter=2&amp;lesson=2&amp;section=1
https://www.mathworks.com/help/images/ref/hough.html
https://www.mathworks.com/help/images/ref/hough.html
https://www.mathworks.com/help/images/ref/houghlines.html
https://www.mathworks.com/help/images/ref/houghlines.html


956 S. Naidoo et al.

Samiksha Naidoo obtained her B.Sc. Eng. degree in Mechan-
ical Engineering from the University of Cape Town. She is 
currently studying towards achieving her M.Sc. Eng. in Mechan-
ical Engineering, at the University of Cape Town. 

Fungai Jani obtained his B.Sc. Eng. degree in Mechanical 
Engineering from the University of Cape Town. He is currently 
studying towards achieving his M.Sc. Eng. in Mechanical Engi-
neering, at the University of Cape Town. 

Ramesh Kuppuswamy acquired his Ph.D. from the Nanyang 
Technological University, Singapore and is currently an Asso-
ciate Professor in the mechanical engineering department at the 
University of Cape Town.



Hybrid Production Principles: 
A Framework for the Integration 
in Aircraft Manufacturing 

Alexander Wenzel, Torben Lucht, and Peter Nyhuis 

Abstract Steady increasing individual customer requirements characterize produc-
tion processes in aircraft manufacturing. In addition, these production processes are 
usually marked by rigid cycle times and a lack of flexibility potential. Due to these 
constraints, the increasing number of variants in flow production leads to consider-
able efficiency deficits in the form of high utilization losses. Conventional approaches 
to handle variant diversity within flow lines (e.g. vertical separation of variant-neutral 
and variant-specific product components) reach their limits with complex products 
because the low proportion of standardized, variant-neutral components alleviates 
the actual advantages of line production. Hybrid production principles (HPP), e.g. 
a flow-line-based production with bypasses to modular workshops, in combination 
with a production planning and control (PPC) configuration tailored to these princi-
ples, offer high logistics and economic potential for multi-variant aircraft manufac-
turing. A logistics oriented description of the system behaviour of hybrid production 
principles does not exist yet. However, this is necessary to investigate possible effects 
on logistics performance depending on the principles applied. Therefore, this paper 
identifies and describes factors influencing the selection and design of hybrid produc-
tion principles concerning production organization and the associated intralogistics 
and PPC. Based on this, a holistic framework for integrating hybrid production prin-
ciples in future-oriented aircraft manufacturing is presented. In order to handle the 
resulting complexity, the framework integrates individual components of strategic 
and operational planning and thus forms the basis for an integrated digital planning 
approach. The presented framework in this paper has a conceptual character and 
needs to be verified due to a transfer to a proper application environment. Therefore 
individual components of the framework (e.g., logistic models) must be developed 
and transferred in a consistent structure to enable integrated planning and control of 
HPP.
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1 Introduction 

Irrespective of crisis-ridden business years (e.g., due to terrorist attacks or 
pandemics), the civil aircraft market is characterized by strong growth due to steadily 
rising traffic volumes [1]. Due to the continuously increasing sales volume in aircraft 
production, manufacturers increasingly oriented themselves towards measures to 
decrease throughput times and increase their output [2]. At the same time, the growing 
number of global competitors, especially in the smaller short-haul aircraft segment, 
is leading to increasing pressure to innovate and reduce costs. In addition, the glob-
alized demand for customized products at low prices continues to grow [3], with 
the result that the aircraft market is defined not only by volume growth but also by 
variant growth [4]. This development mainly affects aircraft assembly since the share 
of assembly activities exceeds the share of parts production [5]. In addition, assembly, 
as the last stage of product creation, plays an essential role concerning the efficient 
satisfaction of customer requirements, like on-time delivery [6]. In this context, the 
continuous customer influence—even after the start of production—together with 
highly fluctuating process times due to increasing variety of product derivates as 
well as the increasing need for scalability caused by fluctuating sales volumes (e.g. 
in times characterized by crises) require a high degree of flexibility with short reac-
tion times [7]. This confronts aircraft manufactures with significant challenges in 
planning and operation of their often line-oriented assembly systems. Increasing 
complexity costs due to additional efforts, e.g. supply planning as well as rising 
downtimes in the assembly lines, are the consequence [8]. Many efforts to control 
variant diversity within flow lines, for example, by vertical separation of variant-
neutral and variant-specific product components [9] or reducing model-mix losses, 
e.g. by sequence planning [10], partly reach their limits in the case of highly complex 
products, since the decreasing number of standardized, variant-neutral components 
reduces efficiency advantages of line production [11]. For a long-term and efficient 
control of the increasing diversity of variants, new approaches—so far primarily 
driven by the automotive industry and hardly scientifically based—envisage a step 
away from complete line assembly towards hybrid production structures [8]. This 
paper highlights the potential of these approaches and identifies challenges associ-
ated with these approaches in the context of aircraft manufacturing. Based on this, 
a framework for meeting these challenges is presented, which can serve as the basis 
for designing future-oriented aircraft assembly systems.
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2 A Literature Review: Hybrid Production Principles 
and Their Potentials 

The basic idea behind the idea of hybrid production principles (HPP) can be summa-
rized as follows: Through the development of new forms of organization, the classic 
principle of exclusive line production, established through the paradigm of lean 
production, is dissolved in favor of a more workshop-oriented production or expanded 
in a suitable form to HPP. The degree between the final renunciation and an individual 
extension of the exclusive line production, for example, with workshop-oriented 
bypasses, depends on each approach. A common feature of the identified systems is 
the use of Automated Guided Vehicles (AGVs). The AGVs allow a flexible trans-
port of, e.g. assembly objects or necessary operating resources to different stations 
[12, 13]. 

Göppert et al. describe an approach to freely linked assembly systems. Spatial 
and temporally rigid linkages of the individual assembly resources are completely 
dissolved, thus enabling an individual and flexible assembly sequence for each order. 
An order route is defined individually for each order, which means that different 
order routes can result in several orders of a product type depending on the available 
assembly resources. This makes it easier to access different resources for different 
variants, to switch to alternatives if resources are occupied, and to integrate additional 
assembly resources without considering spatial sequence restrictions. Otherwise, the 
dynamic order routes increase the complexity of material supply due to changes in 
locations, sequences, and timing [14]. A similar approach is described by Hüttemann 
et al. [15]. In this context, these concepts of freely linked or line-less assembly are 
parallel to workshop-oriented assembly systems’ principles because the central line 
completely disappears [16]. 

In contrast, approaches such as modular or fluid assembly [17, 18], box assembly 
[19] ormatrix assembly  [20], which do not necessarily aim at the complete dissolution 
of line-based assembly structures, are summarized under the general term of HPP. 
According to Kampker et al., these hybrid production principles are an approach that 
enables the assembly of variant-independent product modules within the flow line and 
variant-specific assembly operations, which are the main drivers of complexity costs, 
in decoupled assembly segments [8]. Decoupled assembly segments’ structures are 
based on, e.g. a workshop principle, a construction site principle, or even a matrix 
principle. The respective areas thereby form a kind of bypass to supply or, in the case 
of competence-changing assembly segments, an extension of the central assembly 
line [17]. 

Assembly segments can be used stationary or location-independent, with the result 
that a rigid linkage between individual workstations in the central assembly line can 
be dissolved. Higher flexible cycle sequences open up degrees of freedom both within 
the assembly line and the processes supplying the assembly line. On the one hand, 
this enables the assembly of product variants with fundamentally different product 
designs in a highly variable assembly structure. On the other hand, it has the potential 
to reduce efficiency losses between low and fully equipped variants due to cycle
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Fig. 1 Potentials of hybrid production principles (based on [15, 18]) 

time spreading [17, 20]. This leads to an increase in variant flexibility due to partial 
assembly besides the basic cycle time. At the same time, the additional assembly 
segments needed to implement HPP causes both capital expenditure and increasing 
space requirements on the shop floor. Additionally, the partially resulting, unfocused 
material flow increases the complexity of the assembly processes considerably and 
thus increases the planning and control effort, for example, concerning material 
supply [19]. 

Besides that, three key potentials were identified by moving away from complete 
line assembly (see Fig. 1). These potentials essentially result from linking location-
independent assembly segments and transport processes operated by AGVs [15, 
18]. 

3 Research Methodology 

The interdependencies and influencing technical and organizational factors to be 
considered when integrating HPP into aircraft manufacturing do not allow the 
research question to be answered based on quantitative analyses. According to the 
research approach of applied science (AS) by Ulrich [21], design principles can be 
validly derived based on problem-relevant theories of the basic sciences and proce-
dures of the formal sciences. For the development of this framework, argumentative-
deductive reference modeling was used. Hereby, simplified and optimized represen-
tations (ideals) of systems are usually created inductively (based on observations) or 
deductively (e.g. from models) to deepen existing knowledge and generate design 
options [22]. Weick’s ‘sensemaking’ concept [23] functioned as a guideline to create 
a valid system understanding. Following this research methodology, the challenges 
in adopting HPP in aircraft manufacturing are structured below, and the approach 
developed is presented on this basis.
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4 Challenges in the Adoption of Hybrid Production 
Principles in Aircraft Manufacturing 

Fundamentally, the industrial application of highly flexible assembly systems is 
closely linked to technical and operational/organizational challenges that affect 
company processes and resources directly related to assembly systems or to accom-
panying IT systems [15]. To make use of the potentials described in Sect. 2, which 
are associated with the approaches of HPP, several challenges have to be considered 
and overcome. These challenges are based on three main problem areas: 

The first problem area is the rather practice-driven development of the approach in 
the automotive industry. Systems, such as box assembly [19] which basic structure 
is already very close to the approach of HPP, are already described in scientific 
literature. However, a fundamental understanding of the logistical system behavior 
of such hybrid production systems is still absent. So far, it is not possible to make 
any well-founded statements about the performance or cost development resulting 
from the use of such systems. Production logistic interdependencies resulting from 
the combination of flow-oriented assembly lines and function-oriented assembly 
segments (e.g. according to workshop principle) have not been investigated so far. 
However, this is necessary to enable an objective-oriented and requirements-based 
design of HPP for aircraft assembly and to evaluate the logistical advantageousness 
of such structures. 

The second problem area relates to the modular assembly segments associated 
with the HPP, which cause varying space requirements. In aircraft manufacturing, this 
effect is additionally intensified by the large component dimensions (e.g. fuselage), 
which already need fundamentally significant floor space requirements within the 
assembly. Assembly layouts in aircraft manufacturing must consider that as work 
progresses, the amount of space required increases (e.g., due to the assembly of 
wings), and individual orders can therefore compete for space on the shop floor [24]. 
Therefore, the aircraft product itself already imposes limits on hybrid structures 
in terms of modularity and thus flexibility in aircraft assembly. With the modular 
assembly areas and AGVs connecting them, which require sufficient travel distances 
to carry out their individual transport routes, additional participants enter the compet-
itive situation. The traditional boundaries between the strategic design of a factory 
or unit and operational tasks are becoming increasingly blurred due to the afore-
mentioned influences. The associated complexity is always related to a large amount 
of information to be processed. Therefore, the use of new information and commu-
nication technologies is necessary to implement end-to-end planning processes for 
digitally controlled large component assembly (see [16]). 

The AGV system, which is usually indispensable for the efficient implementation 
of HPP, as an additional component for aircraft assembly represents the third problem 
area. In addition to the space requirements of individual AGVs or AGVs operating in a 
network, which has already been addressed, this problem area also involves technical 
and organizational challenges in connection with additional components involved in 
assembly systems. The use of AGVs or Autonomous Mobile Robots (AMR) enables
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new degrees of freedom in assembly. Still, it is associated with increasing control 
effort and growing complexity in intralogistics, e.g., material supply [25]. In general, 
it can be stated that the integration of AGVs and AMRs into the IT landscapes of 
PPC is a significant challenge. This process is made more difficult by the high safety 
and quality requirements prevailing in the aircraft industry. 

5 Framework for the Integration of Hybrid Production 
Principles in Aircraft Manufacturing 

Hybrid production principles promise great potential for increasing effectiveness 
and flexibility in multi-variant aircraft manufacturing (see Sect. 2). As outlined in 
the previous section, combining several basic production principles (e.g. line and 
workshop production) and a related extension of the production system by AGVS 
or AMRs results in challenges in the design, description, and evaluation of such 
production systems. A holistic approach is required to transfer HPP into aircraft 
manufacturing (focus on final assembly). Figure 2 links the previous observations and 
transfers them into a macro structure as a basis for the development of the framework. 
This framework integrates suitable solutions for meeting the identified challenges 
and their interactions, including necessary information flows and planning-relevant 
interfaces (see Fig. 3). 

The resulting modularity of HPP leads to highly variable layouts of assembly 
workstations. This must be taken into account in the layout design so that it is 
possible to react dynamically to necessary layout changes. However, this requires the 
consideration of operational planning activities (e.g. routing). Therefore, the over-
riding component within the framework is a consistent digital planning approach

Fig. 2 Macro-structure of 
the approach
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(see Fig. 3), which forms the fundament for the interaction of strategic and oper-
ative activities and allows short-term decisions. These decisions can concern, for 
example, the adjustment of order distributions, assembly sequences, or space require-
ments. The resulting highly networked processes require the integrated preparation 
of different information within the planning basis. For this purpose, different digital 
models are implemented to generate information about products, processes, and the 
entire factory design during the whole planning process. Model Based System Engi-
neering (MBSE) principles will be forced to combine different digital twins and 
obtain a complete representation of the aircraft assembly for a potential realiza-
tion. The Digital Twin model from Lechler [26] could be used as a basis to create 
the Configured Production System Model (CPSM), which links various information 
from the digital models and thus provides a gross scope for the HPP-designing part 
of the framework. 

For a detailed design of hybrid production principles and PPC for aircraft manufac-
turing, it is essential to investigate the logistical system behavior, such as utilization 
or flexibility resulting from the combination of line and workshop assembly. For this 
purpose, the approach of logistic modeling is provided as a possible method [27]. 
First, necessary logistic targets and their interdependencies need to be identified. 
These are then converted into mathematical models and validated by using simu-
lations. By transferring the findings into a generally applicable form, quantitative 
cause-effect relationships depending on the selected HPP structure can be analyzed, 
and design options are derivable. The CPSM provides the information and data 
required for the logistics modeling. Potentials of HPP in aircraft assembly can be 
determined concerning the achievement of logistic objectives (e.g. utilization, WIP), 
and relevant conclusions can be passed on to decision-making instances. In addi-
tion, logistics modeling enable the logistics-oriented design and parameterization of 
planning and control strategies [27, 28]. Therefore, possible factors influencing the

Fig. 3 Framework to enable hybrid production principles in aircraft manufacturing
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configuration of a hybrid aircraft assembly concerning system design or intralogis-
tics will be identified (e.g. the number of variants, order time dispersion, transport 
times). Linked to the development of hybrid assembly structures, suitable design 
options are derived for an integrated PPC focusing on material flow synchronization, 
which, e.g. ensures the efficient integration of AGVs. To reduce the complexity and 
control efforts related to AGVs, an ideal degree of dovetailing between centralized 
and decentralized planning and control activities is determined in close exchange with 
information-processing systems. In this context, PPC objectives contain information 
about possible points of intervention and planning granularity regarding degrees of 
autonomy, for example, in scheduling or routing specific orders. This information 
is bundled into guidelines and transferred to a dynamic fleet management system 
in a suitable form. To ensure a successful realization, the development of an adap-
tive and integrated coordination procedure, which can harmonize different infor-
mation streams (e.g. from Real-Time Location Systems), is envisaged at this point. 
According to guidelines, this system covers all resources (AGVs, AMRs) involved 
in the aircraft assembly and their degrees of freedom and mutual interactions. Based 
on the flexibility potentials—resulting from the degrees of autonomy given by the 
PPC—the system coordinates all relevant resources. 

6 Conclusion 

The design of hybrid production principles for aircraft manufacturing, combined with 
a PPC configuration geared to this, holds prospects for more significant increases 
in efficiency and flexibility in aircraft manufacturing with its many variants. Never-
theless, these approaches—mainly driven by the automotive industry—have hardly 
found their way into other industry sectors. In part, the complex challenges asso-
ciated with the development and application of hybrid production principles are 
reasons for this. In particular, the missing overview—due to the lack of under-
standing of logistical system behavior in hybrid structures- of company-specific 
potentials and, for example, possible cost drivers of hybrid production principles 
often leads to adherence to existing, unsuitable, but transparent principles. This paper 
presented a framework that transfers the approach of hybrid production principles 
into aircraft manufacturing, integrates the associated challenges and their interac-
tions, and describes necessary solution components, including essential information 
flows, planning-relevant interfaces and methods. 

The individual components of the framework and their interaction need to be 
investigated in detail with future work to determine the benefit of hybrid production 
principles for aircraft manufacturing and provide the basis for the potential integration 
of these principles into aircraft assembly. It must be examined how far existing math-
ematical logistic models can be adapted or extended to describe the system behavior 
of HPP. This includes, for example, the modeling of possible flexibility require-
ments to assess when and at which assembly stage hybridization would be suitable. 
In addition, it should be investigating how PPC for hybrid aircraft assembly should
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be designed to ensure the successful integration of AGVs and AMRs. In cooperation 
with Helmut Schmidt University and Airbus, these issues are being challenged in the 
research project “Intelligent Modular Robotics and Integrated Production System 
Design for Aircraft Manufacturing” (iMoD). 
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