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Abstract. Research in Collaborative Virtual Environments (CVEs) is
becoming more and more significant with increasing accessibility of Vir-
tual Reality (VR) and Augmented Reality (AR) technology, additionally
reinforced by the increasing demand for remote collaboration groupware.
While the research is focusing on methods for synchronous remote collab-
oration, asynchronous remote collaboration remains a niche. Neverthe-
less, future CVEs should support both paradigms of collaborative work,
since asynchronous collaboration has as well its benefits, for instance a
more flexible time-coordination. In this paper we present a concept of
recording and later playback of highly interactive collaborative tasks in
Mixed Reality (MR). Furthermore, we apply the concept in an assem-
bly training scenario from the manufacturing industry and test it during
pilot user experiments. The pilot study compared two modalities, the first
one with a manufacturing manual, and another using our concept and
featuring a ghost avatar. First results revealed no significant differences
between both modalities in terms of time completion, hand movements,
cognitive workload and usability. Some differences were not expected,
however, these results and the feedback brought by the participants pro-
vide insights to further develop our concept.

Keywords: Asynchronous remote collaboration · Collaborative
Virtual Environments · Mixed Reality · Asymmetric collaboration

1 Introduction

Social collaboration is an important component in our daily work where the
importance of remote collaboration systems is rapidly growing [9]. The work in
companies, institutes and educational facilities increasingly involves stakeholders
and interdisciplinary experts from all around the world. To address the effects
of globalization, CVEs are required which the participants can virtually join
from their remote locations and together conduct collaborative work within the
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shared virtual environment. In recent years, the covid-19 pandemic has boosted
the transition of working from co-local to remote paradigms, especially during
periods of social distancing and lockdowns [1]. As a positive side-effect CVEs help
in minimizing travel. Since the stakeholders can simply meet in a shared virtual
environment the need for travels to the remote locations of other collaborators
decreases which results in a reduction of the carbon footprint. Global collabora-
tion is characterized by spatial distribution of the participants. Additionally, the
work force is time-distributed due to different time-zones. The need for CVEs
supporting remote asynchronous collaboration increases with a growing global
distribution of the collaborating teams. Asynchronous collaboration is required
for a successful collaboration [33] and has several unique advantages over syn-
chronous communication, such as: work parallelism, flexible time-coordination,
reviewability, and reflection [3,13,15,27]. Nevertheless, CVEs should support
synchronous as well as asynchronous collaboration and furthermore allow tran-
sition between both [3,9,21,23].

In application areas where the communication of spatial information is impor-
tant, immersive CVEs are promising platforms to enable effective remote col-
laboration [15]. Because of advancements in MR technology, collaboration in
immersive CVEs has become a research area [3,9,18]. De Belen et al. emphasize
the need for asynchronous MR CVEs and discuss possible application areas [3].

The literature reviews [3,9,18] show an increasing interest in immersive
collaboration approaches, in particular the number of publications addressing
remote collaboration in MR is growing fast. Nevertheless, while the majority of
publications is focusing on synchronous collaboration, the reviewers identified a
gap in research of asynchronous collaboration. At the same time they emphasize
the benefits of asynchronous CVEs and encourage further research in this area
[3,7,9].

In this work we propose to follow the suggestions and research application
concepts for asynchronous remote collaboration using MR technologies. In par-
ticular our main research question is: How to relive manual work of a non-present
collaborator in interactive CVEs?

As main contribution of this paper we present a concept for the asynchronous
record and replay of spatial motions of remote collaborators, in particular their
hand motions and interactions with objects within a CVE. Furthermore, we
show the application of this concept in an assembly training scenario from the
manufacturing area and test it during pilot user experiments.

2 Related Work

This work mainly contributes to the research area of asynchronous CVEs, in
particular immersive CVEs which are realized with MR technologies. In asyn-
chronous collaboration scenarios the participants conduct their cooperative work
at different times [7]. A key concept in asynchronous collaboration is to create
and preserve digital information which can be reconstructed and consumed at
another time [3]. In immersive CVEs this often involves the recording of users’
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actions within the virtual space and a later replay of these actions. To visual-
ize spatial actions of the users within immersive virtual environments they are
usually represented by 3D avatars. In this work we use the ghost metaphor as a
representation method of non-present user actions.

2.1 Asynchronous Collaboration in MR

Asynchronous collaboration in MR is only slowly growing as a research topic,
since most of the research in the CVE area is focusing on synchronous collab-
oration [3,7,9,15]. Ens et al. have reviewed 110 papers about collaboration in
MR published between 1995 and 2018. They found that the vast majority of
papers (106, or 95%) focus on synchronous collaboration [9]. Their findings are
also backed up in the literature review of de Belen et al. [3] where a total of
259 papers between 2013 and 2018 were reviewed. Through this work, we aim
at putting our stone to asynchronous collaboration.

Most of the papers about asynchronous collaboration in MR allow the cre-
ation and consumption of annotations, like virtual graffiti and photos which are
placed at certain locations within the immersive environment and can be viewed
and interacted with by other collaborators at another time [6,17,19,24,31]. Irlitti
et al. [16] are researching combination methods for tangible markers and aug-
mented annotations which can be left for the next worker. However, tasks in the
engineering domain often involve continuous spatial information which is hard
to communicate using static annotations and images.

Tseng et al. [36] present a system which not only preserves respectively cor-
rect annotations, but additionally visualizes the position and orientation of the
recorded user’s head and hands. This provides the minimum of continuous infor-
mation to perceive the movements of the user’s head and hands over time. In the
work of Tsang et al. [35] an AR system is developed which can record multimodal
streams of annotation data, including viewpoints, voice and gesture information.
After a recording is complete, users can save or playback the annotation session.

While the majority of the literature focus on general concepts providing
proof-of-concept prototypes, others show how to apply asynchronous collabora-
tion methods to specific domains. A collaboration system for crime scene inves-
tigators with remote support from experts is presented by Poelman et al. [29].
Although the main focus is on synchronous collaboration during the investiga-
tion, the authors also discuss a record option to support a later review of the
investigation research by judges. Marques et al. [21] present a collaboration sys-
tem which enables remote experts to support on-site technicians with augmented
annotations during synchronous as well as asynchronous sessions.

2.2 Spatial Capture and Replay of Body Motions

While the creation, preservation and later consumption of information in MR
has been considered in existing research, the asynchronous combination of these
actions has seldom been considered [15]. V-Mail [14] and MASSIVE-3 [11] are
the most relevant approaches where the capture and replay of rich, multi-modal
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interactions were applied for asynchronous communication. Chow et al. [7] iden-
tified several application domains where this method was implemented for asyn-
chronous collaboration: architectural review [12], creative feedback applications
[25,35], training [4,38] and tele-communication [6,28,30]. In their work Chow
et al. present a VR environment enabling asynchronous collaboration in spa-
tial tasks by supporting multi-modal record and replay functionalities and sev-
eral annotation methods. Other research groups focus on reliving virtual reality
experiences and even support the recording and replaying of full body avatars
[10,37]. Although, the literature presents methods for reliving experiences or
collaborative planning sessions, further concepts have to be explored suited for
the engineering domain, in particular involving tools and manual actions.

Lindlbauer and Wilson [20] propose several time manipulation methods for
asynchronous sessions, including pause, loop and replay of a captured 3D envi-
ronment as well as speed manipulation and jumping back to important moments
during meetings. Their methods are useful for applications where users want to
make temporal changes. Ogasaware and Shibata [26] developed a prototype CVE
system which allows to record user editing to the scene and also to create snap-
shots of the scene state which can be preserved and operated like non-immersive
version control systems such as git.

2.3 Representation of Non-present Collaborators

To address the loss of physicality in remote work and provide collaborators with
awareness about what other collaborators are doing, groupware researchers are
exploring user embodiment [9]. Embodiment must represent the functions within
the CVE that a collaborator’s body and hands would have during his work
in the real environment, for instance his hand gestures. In immersive virtual
environments users are usually represented by 3D avatars.

The ghost metaphor is a representation style for 3D avatars and was intro-
duced as an intuitive and effective method for training within an immersive
environment in the work of Yang and Kim [38]. As they describe, the motion of
a trainer is visualized as a ghost moving out of the trainee’s body in real-time.
The trainee spectates the ghost’s motion from the first-person view and tries to
“follow” it as close as possible to imitate the trainer. This kind of interaction
is only possible in MR and with additional algorithms the performance of the
trainee can be evaluated. In a later work their method is extended with motion-
retargeting which converts the recorded trainer data to different body sizes [2].
Their method was tested in experiments for training in fencing, dancing and
calligraphy tasks and showed to be as effective as traditional learning methods
despite a relatively low presence and problems with MR devices. The motion
guidance system of Schönauer et al. [32] expands the ghost metaphor to multi-
modal guidance feedback adding vibrotactile and pneumatic actuation. Their
design space discussion can be used to guide developers of multimodal motion
guidance systems. Further research explicitly focuses on arm and hand motion
feedback utilizing the ghost metaphor [8,22,34].
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2.4 Contribution

With our work we aim to contribute to the research area of MR asynchronous
collaboration. In particular our concept includes a capture of the users actions
to preserve their work process and thereby allows to relive this progress again
at another time. Unlike past research, we propose a recording of continuous
information in which the hands, head and manipulated objects’ positions and
rotations are kept, without however allowing users to record static information
by placing annotations.

Furthermore, we applied our concept to a real use case in the engineering,
extending the results in the related work by another application domain. The
current study is a first step in the development of our collaborative application,
aiming at enabling, for instance, experts to collaborate asynchronously with on-
site technicians, or teachers with students.

In the scope of this work we focus on VR, although our concept also works
in AR as our first tests with a Microsoft Hololens 2 have shown. Furthermore,
our concept can support MR since the recordings of the user could be created in
AR and played back in VR and vice versa. This is a first step towards a system
which supports the transition between AR and VR as it is encouraged in the
literature [9]. The adaptation of our concept to AR and MR will be evaluated
in future work.

3 Asynchronous Capture and Replay of Spatial Work

In this work we present a MR concept for asynchronous capture and replay of
manual work in remote collaboration. By visualizing former work processes of
the collaborators, our concept enables communication through time which is a
basic requirement in asynchronous collaboration.

Fig. 1. Overview of the MR recording and replaying process in asynchronous collabo-
ration from the perspective of one collaborator.
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As depicted in Fig. 1, collaborators can capture their movements and interac-
tions within their environment and send the resulting records to the other partic-
ipants. Recorded interactions with virtual objects include information about the
object’s pose and appearance. Received recordings from others can be replayed
visualising the non-present collaborators and their interacted objects as ghosts.
During the MR replay process the collaborators are not restricted in their actions
and are able to move and interact freely with their environment while observing
the ghosts.

3.1 Representation of Collaborators and Their Manual Work

To visualize the manual work processes of the collaborators they are represented
by 3D avatars. Because we focus on manual work, the representation of the
hands and their actions is significant. Nevertheless, a minimal representation of
the body is also needed to perceive the presence of the collaborators within the
virtual environment.

In VR the hand poses and gestures are tracked via VR controllers. The ges-
tures are visualized by predefined hand stances. In the current implementation
three hand stances with the according transition animations are included: open,
grab and want to grab, as depicted in Fig. 2. If the user moves his hand near a
virtual object the virtual hand switches from the open to wants to grab state
visualized by slightly bent fingers. By activating the grab button on the con-
troller, near objects can be picked up with the virtual hand, which will switch to
the grab state visualized by a closed hand holding the object. In follow-up work
more hand gestures can be added with minimal effort.

Fig. 2. Left: Open. Middle: Want to grab. Right: Grab stances.

In AR no hand controllers are used. Instead, joint poses of the hands are
recognized and mapped onto the virtual 3D hand representation. This method
allows a continuous visualization of the hand gestures without discrete states
for the hand stances unlike in our VR approach. Furthermore, the user has free
hands to interact with the real environment. In contrast to VR, in AR the user is
interacting with real objects in his working environment. Thereby only motions
of the hands are captured but not of the objects they are manipulating. In future
work, image recognition could help to overlay the objects with their according
virtual representations and allow recording of their movements in AR as well.
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For the visualization of the work process of non-present users, record files
are used to reconstruct their 3D avatars and their hand interactions with the
virtual objects. To emphasize the absence of the collaborator and improve the
visibility of the present environment, the ghost metaphor is utilized. Therefore, a
transparent avatar is used for the visualization of the absent collaborator. If the
absent user was interacting with virtual objects during the recording, they are
represented by transparent duplicates during replay. By creating ghost duplicates
of the objects, the present user can relive the changes the ghost has applied to
the virtual environment without actually changing the present environment.

3.2 Record and Replay Process

In order to reproduce the work of non-present collaborators, the according infor-
mation has to be collected and saved during their work sessions. The informa-
tion is frequently collected and saved as a time-frame sequence per user within
a record structure as depicted in Fig. 3.

Fig. 3. A record contains sequential information about the collaborator’s position,
orientation, hand gestures and objects he interacted with. The records can be exported
into files to be sent to remote collaborators. Received files can be imported into record
data structures which are used to replay the remote collaborator’s actions with ghosts.

Each time-frame includes information about the avatar poses, hand tracking
and interacted objects. The avatar poses consist of the users head and hand
positions and orientations within the CVE. Hand tracking information includes
the hand states for the gesture representation if recorded in VR and 50 hand
joint poses if recorded in AR. For each hand 25 joints are used to construct
the gesture of the virtual 3D hand. For the interacted objects the time-frame
includes information about the object orientation and position within the CVE
as well as information about the appearance of the object, like the 3D model
and scale factor.



24 A. Mayer et al.

During replay of a record the contained time-frame sequence is read frame by
frame and the according information is applied on the ghosts. The avatar poses
and hand gestures are applied on the ghost avatar representing the absent remote
collaborator. If information about interacted objects is available ghost objects are
created with the according appearance and placed at poses as specified in the
record. When the replay is finished all ghosts are set to invisible.

For preservation and exchange the records are exported into files, which con-
tain a textual representation of the information. The record files can be sent to
the remote collaborators and played within the shared MR environment their
local systems are connected to. Therefore, we store the files in a format which
can be universally used either in VR and AR.

4 Application in Remote Assembly Training

The presented concept for asynchronous remote collaboration was implemented
first in a VR assembly training application in manufacturing using the Unreal
Engine 4 game engine. Manufacturing involves sequences of manual work steps
which consist of spatial information and gestures and are required for a successful
assembly completion. The collaborative training scenario takes place between a
trainer and trainees where the trainer is showing how to build an assembly within
the CVE. The CVE contains all required assembly parts placed on a workbench,
which can be picked up and moved with the virtual hands as shown in Fig. 4.
To support the interaction with the virtual objects a highlighting feature was
implemented to visualize the nearest object that can be picked up. For record
creation and replay, immersive buttons were implemented which can be pushed
with the virtual hands.

In the asynchronous training scenario the trainer is recorded during the
assembly process capturing his hand movements and the objects he interacts
with. The recording can be activated and stopped by pressing the record but-
ton. Once the record is stopped, the data is automatically exported into a text
file which can be shared with the trainees.

A trainee only receives the records of the trainer excluding his changes to
the CVE with the finished assembly. Being in the initial CVE with the assembly
pieces placed on the work bench the trainee can push the play button to view
the recording of the trainer and see how to build the assembly as visualized in
Fig. 4. During replay the ghost of the trainer and the assembly parts he has
interacted with are visualized. By observing and imitating the ghost the trainee
is guided through the assembly process without the simultaneous presence of a
trainer. Furthermore, the trainee can record his assembly attempts and send it
back to the trainer for review.

5 Pilot Experiment

This section presents a pilot study of our asynchronous collaboration application,
considering the VR remote assembly training task detailed above. Thereby we
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Fig. 4. VR implementation of the asynchronous collaboration concept in an assembly
training scenario. The user can interact with the 3D assembly parts using his virtual
hands (grey). During replay the ghosts (blue) of the trainer and the interacted objects
can be viewed. (Color figure online)

considered a small sample size and we carried out the experiment using HMD
devices, the AR mode being evaluated in a future study. The goal of this pilot
study was to get a first insight on our application in a real use case, so that our
concept could be enhanced with additional features and fully meet the actual
participants’ needs.

5.1 Experimental Design

10 participants (mean age= 24 ± 3, 1 female) were recruited inside the uni-
versity, eight of them were familiar with VR devices. The experiment needed
approximately thirty minutes to complete.

Upon arrival they were asked to fill in a short demographic questionnaire.
Then we explained the purpose of the application, and we gave them the HMD.
The HMD used was an Oculus Quest 2, which is a lightweight HMD (503g), with
a 1832 × 1920 resolution per eye and a refresh rate 120 Hz.

Prior starting, we asked them to pick up a part on the workbench and to
go through the steps without completing the assembly task, to ensure that they
knew and understood how to use the application. Then, we requested them to
start the assembly task. The assembly comprised ten steps to complete, and con-
sisted in positioning parts with the others, including ball bearings, screws, cir-
clips, rods and gears. During assembly, we recorded the time needed to complete
the whole assembly task, and the hand positions. Once finished, participants
were required to leave the application, and to complete three questionnaires:
the NASA-TLX (Task load Index), the SUS (System Usability Scale) and a
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post-questionnaire including specific points about the application, such as the
“ease of use”, the “amount of time needed to complete the scenario” and the
“satisfaction with the information given to complete the task”. Last, participants
were free to express themselves about the application, anything that they would
improve, or if they were specifically satisfied about the features.

For this pilot study, two modalities were compared: one with the informa-
tion provided by a Manual (M), and one with the information provided by a
Ghost avatar (G), see Fig. 5. In each modality, buttons were displayed on the
information panel, participants could push them to move to the next steps. Each
participant had to complete one or the other modality, meaning that five of them
conducted the M modality and the other five did the G modality.

Fig. 5. Left: Ghost modality. Right: Manual modality.

We made the following hypotheses:
H1. The manual modality will induce higher cognitive workload than the

ghost modality, because users will have to read the manual first and find the
right part on the workbench.

H2. The ghost modality will lead to less hands movements, because users
will not have to search for the right part on the table. Moreover participants will
make less mistakes in the placement of the parts.

5.2 Results

The experiment led to a between-subject experiment. Each participant com-
pleted the application once with one modality, either G or M.

For all the data collected, we performed normality checks. When data were
found normal, t-tests were run. On the contrary, when data were found not
normal, Mann-Whitney tests were used. The significance threshold was set to
.05.

Hand Movement: We recorded the positions of the hands at each frame, thus
we were able to calculate the amount of movement in meters performed by each
participant during the whole application. A t-test on the total distance done by
the participant’s hands showed no significant differences between both modalities
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(t(8) = 1.869, p = .24). Nonetheless, the ghost modality led to more movements
than the manual modality (MG = 350, SDG = 19.966,MM = 317.291, SDM =
40), see Fig. 6 left. This result is unexpected and contradicts hypothesis H2, as
we supposed that participants would stand still looking at the ghost and then
reproduce the exact movement, while in the Manual modality they would have
to search for the right part and the right position, which would involve more
movements. Furthermore, we made the assumption that participants might imi-
tate the ghost motion by motion, whereas the ghost might perform more move-
ments than necessary, compared to the manual modality. Further investigation
is needed to make this point clear.

Completion Time: No statistical difference was found in time completion
(t(8) = 1.859, p = .050). However, since the p-value obtained is quasi-equal to
the significance threshold, we could expect clearer results with more participants.
Here, participants took in average more time to complete the assembly with the
ghost modality, 13.30 min (SDG = 1.22 min), than with the manual modality,
10.12 min (SDM = 1.12 min), see Fig. 6 right. Time might be higher for the
ghost modality, as participants had to wait for the ghost to accomplish each
step, which, inherently, doubles the time needed, even though participants suc-
cessfully accomplished the step at the first attempt. Thus, despite these results,
we can assume that the manual modality may take in fact more time than with
the ghost, from an absolute perspective.

SUS: A Mann-Whitney test did not reveal any significant difference between
both modalities (U = 6.5, p = .245). The average scores for both modalities
are above 75 (MG = 86, SDG = 3.5,MM = 78.5, SDM = 5.624), which is rec-
ognized to show high usability of the application. Only two participants rated
under 75 for the manual modality. The scores for each item of the SUS question-
naire is depicted in Fig. 7. These results show that our application, whatever the
modality, is usable, and none of the participants encountered major challenges
when using it, which was one goal of this pilot study. Moreover, since improve-
ments of our concept according to participants’ feedback are already planned,
the usability score should further increase.

Post-questionnaire: Three questions were asked: 1) Overall, I am satisfied with
the ease of completing the tasks in this scenario, 2) Overall, I am satisfied with
the amount of time it took to complete the tasks in this scenario, 3) Overall, I
am satisfied with the information media when completing the tasks. Participants
had to answer on a Likert scale ranging from 0-Strongly Disagree to 5-Strongly
Agree. Although both modalities provided satisfaction to participants (MG =
4.4, SDG = .163,MM = 4.6, SDM = 0.163), no significant differences were found
between each modality (U = 8.5, p = .403).

NASA-TLX: We asked participants to complete the NASA-TLX upon comple-
tion, no significanct difference could be highlighted (t(10) = 1.814, p = .121). If
we look closely at each item of the NASA-TLX, we can observe that except for
Performance and Frustration, each item has been rated higher for modality M,
the higher difference being for Mental Demand, as depicted in Fig. 8. Although
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Fig. 6. Left: Hand movements. Right: completion time.

Fig. 7. SUS items results.

not significant, these observations tend to go in the same direction as hypothesis
H1. Further investigation is however needed, as we took participants not coming
from industry, for whom reading a manufacturing manual may be more cognitive
demanding than for industrial operators.

Participant Feedback and Observation: During the experiment, we
observed the participants, and after it we ask them to provide feedback. First
of all, participants performing the manual modality tended to consider gravity
and leave the parts directly on the workbench, even though it meant that they
had to turn themselves to access a specific viewpoint, or they kept the part in
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Fig. 8. NASA-TLX items results.

their hand during the whole process. Moreover, four of them used only one hand.
On the contrary, users in the ghost modality used both hands and were more
likely to ignore gravity and leave parts at their eyes’ height. We may suppose
that they took inspiration from what the ghost avatar did, which was to leave
objects in the air and use his both hands. Participants gave advice on how to
improve the application, such as having a time progression bar when the ghost
performs a step, to know how much time left there would be before the ghost
would stop, or adding physical feedback when a part is grabbed (currently the
parts are highlighted in yellow when grabbed) or when they accurately place the
part they are holding. Some steps require unnatural placement movements, such
as placing screws which normally requires specific tools. For such steps, tools,
such as screw drivers, could be added to enhance realism.

5.3 Limitations

Several limitations might have influenced the results obtained. First, except
one participant, all participants were from our research institute, which activity
focuses on MR, thus, they all had consequent experience with VR tools, which is
not representative of final users. Furthermore, our results could be influenced by
the novelty effect, which must be minimized in VR training applications [5]. Our
post-questionnaire showed a slightly greater satisfaction of inexperienced partic-
ipants compared to participants who had already spent more than 20 h in VR.
Additionally, inexperienced subjects were more satisfied with the ghost modality
compared to the manual. On the contrary, for experienced participants as well
as in the overall results, a greater satisfaction was observed with the manual
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modality. Nevertheless, to be statistically more representative, a larger popula-
tion sample should be considered. At last, an additional possible source of error
is the current state of the application, as in fact, some improvements, such as
the ones described above, may lead to significant changes in performance.

6 Conclusion

In this work we presented a concept for asynchronous remote collaboration based
on the recording and replaying of body motions, in particular hand motions of
the collaborators during manual work, in MR. The concept was applied in a
remote assembly training scenario in VR and tested in a pilot experiment fea-
turing two modalities: one with a manual displayed next to the workbench, and
one with our ghost recording. This experiment has revealed no significant differ-
ences between both modalities in terms of hands movements, completion time,
cognitive workload and usability. However, during the experiment, we observed
clear differences in behaviors, which may impact past results with tasks requiring
more steps. Moreover, we had only five participants for each modality, which may
have impacted the results. We believe that more significant differences could be
observed in a future experiment involving more steps to perform and integrating
in the application the features proposed by the participants. Nonetheless, this
pilot experiment provides insights to further develop the proposed concept.

For the evaluation of our concept a larger user study is planned as well as
further experiments including AR. In the future work we aim to build a system
for asynchronous MR collaboration including the presented record and replay
of the collaborators as well as a synchronization of the shared CVE between all
participants to exchange manipulations of the virtual environment along with the
records. Additionally, we will work on multi-modal recordings, including verbal
communication, pursue new concepts for time navigation through the recordings
and implement our concepts in further application domains.
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