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Preface

This book presents the proceedings of the 21st International Federation of Information
Processing (IFIP) Conference on e-Business, e-Services, and e-Society (I3E), which
took place in Newcastle upon Tyne, UK, during September 13–14, 2022. The annual
I3E conference is a core part of Working Group 6.11, which aims to organize and
promote the exchange of information and cooperation related to all aspects of e-business,
e-services, and e-society. Considering the nature of the conference and the interest
of the community, the I3E conference series is an interdisciplinary one, welcoming
contributions from both academicians and practitioners alike.

Given the restrictions imposed due to the pandemic, the 21st conference was the
first in-person one since 2019. The COVID-19 pandemic is arguably one of the most
defining crises our societies have experienced in the past 50 years, both in terms of
the global reach and its impact on numerous levels. In a very short time SARS-CoV-2
has created havoc across continents, effectively halting social and economic activities.
In such unprecedented times individuals and private and public organizations had to
respond with unprecedented measures, which had a similarly unprecedented impact.
The scars of COVID-19 will be deeply felt for a long time. Not surprisingly, information
and communication technologies had a vital role to play. Social distancing meant that
online applications became critical in ensuring the continuity of personal and business
services. An onlinememe asking “Who led the digital transformation of your company?”
with COVID-19 as the chosen answer perfectly captures the urgency with which existing
digital services were extended and new ones were rolled out, often in haste. IT managers
had to react quickly to a rapidly escalating crisis and come up with innovative solutions
to ensure business continuity.

Although everyone is eager to return to “normal”, the post-pandemic business-
as-usual is likely to be different to that which individuals and organizations were
accustomed to before the pandemic.Understanding the changes that have taken place and
their impact in the future is a pressing priority, if we are to thrive in such a turbulent
environment. To this end, I3E 2022 invited submissions that aimed to offer topical
insights into areas of interest. More specifically, the theme encouraged authors to
consider the role that digital technologies can play in shaping a post-pandemic world.
However, in line with the inclusive nature of the I3E series, all papers related to
e-business, e-services, and e-society were still welcome.

We accepted submissions in two main categories: full research papers and
short research-in-progress papers. Each submission was reviewed typically by three
knowledgeable academics in the field, in a double-blind process. The conference
received about 72 submissions, with half of themmaking it to the proceedings, subject to
the authors’ consent. The final set of papers included in the proceedings were clustered
into eight groups, as listed below. Each group features conceptual, empirical, and review
papers, covering each theme from a number of different vantage points.
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• Artificial intelligence: a topical group of papers that consider a wide range of AI
applications and contexts.

• Careers and ICT: papers on the role that ICTs can play in supporting careers but also
ICT as a career choice

• Data and Analytics: papers considering different aspects of collecting, analyzing, and
using data for research and practice purposes.

• Digital Innovation and Transformation: this group of papers includes research
that examines how organizations can innovate and transform themselves and their
products/services using digital technologies.

• Electronic Services: this group features studies considering different aspects of
developing and offering services underpinned by digital technologies.

• Health and Wellbeing: papers examining how digital technologies can support health
systems and promote the wellbeing of users.

• Pandemic: this group of papers offers insights into different aspects of user and
organizational experiences when facing the challenges that COVID-19 has created.

• Privacy, Trust and Security: these papers consider how regulation could affect users
and how privacy might impact adoption.

The 21st IFIP I3E Conference was the outcome of collective work over a period
of much uncertainty. Despite restrictions being relaxed, we appreciate that we are not
back to “normal” and traveling to a conference is not as easy as we would have hoped.
This especially applies to international conferences like I3E, which aspires to welcome
colleagues from around the world. We hope that the 21st conference will become a
stepping stone on this ongoing journey towards the new normal.

We would like to thank the authors, reviewers, the Program Committee, our keynote
speakers, Springer LNCS as the publisher of these proceedings, and everyone who
contributed to the success of I3E 2022. We are grateful for all the energy, time, and
dedication put into making this conference a success. Last but not least, we would
also like to thank Newcastle University Business School for hosting, supporting, and
sponsoring the conference.

July 2022 Savvas Papagiannidis
Suraksha Gupta

Eleftherios Alamanos
Yogesh K. Dwivedi
Matti Mäntymäki

Ilias Pappas
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Artificial Intelligence Adoption for FinTech
Industries - An Exploratory Study About

the Disruptions, Antecedents and Consequences

Hitesha Yadav(B) , Arpan K. Kar , and Smita Kashiramka

Department of Management Studies, Indian Institute of Technology Delhi, New Delhi, India
hitesha1902@gmail.com

Abstract. Artificial Intelligence (AI) with its highly cognitive features has been
increasingly adopted by FinTech firms. With increasing market and economic
fluctuations during the unprecedented times of Covid-19, AI offers high computa-
tional and easily accessible personalized financial solutions. During the Covid-19
pandemic, customers showed keen interest in AI-assisted financial services. AI in
the FinTech industry is now gaining a lot of traction in terms of customer engage-
ment and business prosperity. But with the benefits of availability of consumer
data and automation for offering customized and personalized services, the black
box effect of AI has a potential dark side affecting both consumers and employees.
Lack of human intervention has questioned the accountability and transparency of
these financialwealthmanagement solutions that are susceptible to security threats
and biased decisions. The purpose of this empirical study is to better understand
the adoption of AI in the disruption of the FinTech ecosystem. A mixed approach
of focus group and interviews for the purpose of data collection, and qualitative
content analysis using natural language processing (NLP) for data analysis have
been used to conduct this exploratory study. The findings of the study help to
develop an understanding of the social, ethical, and economic consequences of
strategic AI adoption for both consumers and businesses.

Keywords: Artificial Intelligence (AI) · Technological innovation · FinTech ·
Finance · Survey · Natural language processing (NLP)

1 Introduction

Computational technologies play a vital role in the transformation of modern financial
services. Rapid advancement in the digitization and adoption of innovative technologies
has been observed to improve financial solutions for investment, insurance, and the
banking industries. Recent advances in AI, cloud computing, and machine learning
(ML) have empowered us with capabilities to make sense of huge amounts of digital
data from internet and mobile usage [5, 9].

The past decade has witnessed rapid progress in the adoption of technologies such
as AI, Internet of Things (IoT), cloud computing, blockchain, and big data analytics [21]

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
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in many industries such as healthcare, manufacturing, retail and finance for the purpose
of decision making and strategizing the business process [13]. In recent times FinTech
has been growing fast, enabling the financial market services with the introduction of
speedy online payments, crowdfunding, and services for managing personal finances.
An immense transformation in financial businesses is evident where the processes are
digitized, direct dealings with the customer are promoted, less human intervention, cus-
tomized and intelligent services, decentralization of governance, and increased attention
toward information security [19]. Unlike physical cash and banking processes, FinTech
was just about digital payments and online banking services.With the availability of rich
customer-centric data, a lot more digitally enabled personal financial management ser-
vices such as portfolio optimization, fraud detection, algorithmic trading, and insurance
have emerged [15].

Technology and digitization have brought about lots of positive business transforma-
tion but then these advantages are teamed up with challenges to the financial institutions
such as regulatory reforms, fewer profits, financial crisis and collapsing public trust
[3]. Industry and academic researchers believe there are a lot more hidden insights in
the FinTech revolution that needs further assessment. FinTech firms are technologi-
cal organizations dealing with financial services whose fundamental task is to provide
infrastructural facilities to other financial institutions by digitizing their processes with
improved risk management and customer experience [6, 18].

Vast internet use and bizarre advances in technological trends has led to an abrupt
advancement in the financial system. It has completely transformed the way financial
sector functions, while providing opportunities to the investors in the FinTech industry.
The widespread technological revolution in FinTech has no geographical boundaries
forcing the regulatory and policy makers to wisely propose the strategic adoption of
FinTech solutions [10, 24]. New media participation leads to a complex information
environment making it difficult for FinTech institutions to have an equilibrated strategy
and restrain excessive innovation to maintain public reputation in long run [27].

The worldwide economy has suffered greatly due to the COVID-19 epidemic and
challenges for traditional systems in the financial sector makes it more important to
understand the role of digitization and technological adoption in financial business ser-
vices. Hence, it has become very crucial to develop an in-depth understanding of inno-
vative collaboration by technological firms and financial institutions in strategizing the
financial services based on the historic consumer data and past financial behaviors.

Although there have been studies focusing on how the financial services especially
the banking sector are undergoing changes in their business processes through technol-
ogy adoption. But there is a void in the literature that discusses the creative and innovative
digital disruption caused by AI to various financial services and the FinTech industry.
Prior research discusses the technological, economic, political, legal, organizational, and
ethical challenges of AI integration with financial big data, while a positive influence
has been found between the technology adoption in the form of robo-advisors with the
perceived usefulness and attitude of the customers [2]. However, there exists a gap in
how AI plays a role in disrupting FinTech to provide the best possible financial solu-
tions to their customers. Hence, to identify the various aspects surrounding the adoption
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of AI, its consequences in the FinTech industry, and customers’ attitude toward this
technological disruption, our study aims to explore the following research questions:

RQ1. What are the drivers of AI adoption in the FinTech industry?
RQ2. What are the positive outcomes of AI adoption in the FinTech industries?
RQ3. What are the adverse outcomes of AI adoption in the FinTech industries?

The rest of the article is organized into six subsections: introduction, theory
development, research methodology, findings, discussions and conclusion.

2 Theory Development

Industrial revolution in the finance industry has opened up opportunities for FinTech
institutions to launch automated financial products so as to ease the stress of indecisive-
ness amongst the financial service consumers (end-users) as well as service providers
(banks). Innovative technological solutions by the startup FinTech firms as well as banks
have made customer’s life easier in terms of speedy, accurate, and efficient service irre-
spective of their geographical location, especially during the lockdowns of the Covid-19
pandemic. But there are always the two sides of a coin, with so many advantages comes
the challenges and adverse effects of AI proliferation into the financial sector. There-
fore, the authors try to understand the nuances associated with this paradigm shift of AI
adoption in FinTech industry through the following research questions using inductive
methodology:

RQ1. What are the drivers of AI adoption in the FinTech industry?
Unlike past, recently a lot more investment from both banking and non-banking

organizations is visible in the FinTech industry. The strategy of automatic intelligent
behavior of AI-driven solutions is one of the most impressive strategy that has gained
attention amongst the practitioners and researchers in theAI field [7, 22].Hence, research
question one tries to identify various drivers of the adoption of AI in the FinTech Industry
from the end-user point of view.

RQ2. What are the positive outcomes of AI adoption in the FinTech industries?
Literature highlights significant contribution of AI applications to knowledge cre-

ation and management, controlling the buyer perception and crisis management [14]. To
gain better customer satisfaction, the automated channels empower firms to reach out to
the consumers irrespective of the geographic location or platform of their usage [6]. Rig-
orous use of technological solutions by financial institutions has been observed, therefore
research question two tries to capture the advantages the users of digital products gain
over the traditional financial services.

RQ3. What are the adverse outcomes of AI adoption in the FinTech industries?
Robots with AI capabilities are expected to have a significant impact on the ser-

vice industry for both customers and staff. Potential negative outcomes such as lack of
trust, security issues, and deteriorated service experience on the consumer end [16, 23].
However there is a need for more empirical research to identify the consequences of
long-term usage of automated machines on actual behavior, well-being and potential
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inconveniences for the customers and the employees. So to identify the adverse out-
comes associated with the AI adoption by FinTech industry research question three was
proposed.

Using abovementioned research questions authors of the study try to explore various
themes surrounding each research questionwith an aim to gain factual insights attributing
to AI adoption by FinTech institutes from the consumer perspective. These inputs may
provide valuable information that may be useful to the industry and the research society.

3 Research Methodology

A mix method of qualitative research methods has been adopted for conducting this
exploratory study. Adoption of mixed methodologies contributes toward reducing
methodological biases and offers improved validity and reliability of the outputs of
the research [11]. A mix of qualitative and quantitative methods i.e. focus group fol-
lowed by interviews has been adopted for the purpose of data collection [4]. Methods
of big data analytics such as NLP and ML [12] have been used for deriving valuable
insights from the responses collected through the interview.

3.1 Data Collection

The study attempts to develop deeper insights on adoption of AI in the FinTech industry
through amixedmethodology approach of focus group followed by structured interviews
for data collection. A group of five members including PhDs and working professionals
in the BFSI sector PAN India was invited to participate in a focus group discussion for
developing a rough definition of the research questions addressing the research gaps. The
primary topic of discussion was surrounding the technological advancements in finance
for providing automated financial services to banking and non-banking organizations.
AI was found to be the top most widely used technology used to enhance the business
processes in the finance sector. Based on the discussions, an open-ended questionnaire
was prepared to conduct further interviews having an agenda to gain in-depth insights
into various factors associated with AI adoption in the FinTech industry.

An open-ended structured questionnaire constituting 4 questions was prepared for
capturing their real-life experiences and knowledge during the interviews. The first
question captured the demographic profile of the participants and rest of the questions
tried to capture the opinion of respondents towards AI in terms of financial services and
customer engagement.

In this study, participants for the interviews were targeted using purposive sampling
technique depending on the accessibility and time availability of the respondents [25].
The interviews were conducted amongst the members attending a short two months
program on AI for finance at a business school in Delhi. The attendants were qualified
professionals, majority of themworked in the domain of IT consulting and business ana-
lytics in the BFSI sector. Responses corresponding to each of the five questions through
a structured questionnaire were collected in a natural environment. The responses indi-
cated a thematic saturation post 46 responses, hence the sample size was restricted to
51 responses [17]. Out of these 51 respondents, 12 were female and the rest 39 were
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male respondents. The respondents were of different age groups with different educa-
tional qualifications. The average work experience of the respondents is 4.8 years and
the maximum work experience is 13.5 years.

3.2 Data Analysis

Methods of unsupervised learning from NLP have been used to derive insights from
the interview responses. The first step involved pre-processing and cleaning the text
data. The text was converted into lowercase and removal of numeric values, special
characters, punctuation marks, and extra spacing in between the text was done. A list of
stop-words was created, revision of which was done repeatedly for analysis of separate
research questions. Finally, word2Vec with n-grams and Latent Dirichlet Allocation
(LDA) methods of unsupervised learning were used to extract key features and hidden
topics in the responses [8]. Wordcloud has been used to showcase the popular topics
against each research question. Sentiment mining was conducted to derive the polarity
of sentiments of participants towards the AI adoption in the financial industries.

To enhance the trustworthiness and reliability of the study findings, methods of
inter-coder reliability and face validity were adopted. A consensus of more than 86%
was achieved to formulate the final themes for each research question whereas topics
where consensus was not achieved, were dropped off the list [20]. The team consisted of
three members with a minimum of ten years of work experience in research and industry,
two were PhD holders working in the FinTech area, and one from industry in the field
of AI and finance.

4 Findings

4.1 Drivers of AI Adoption in the FinTech Industry

Many industries including healthcare, travel, retail, and finance are exploring the best
ways to exploit AI and ML for their businesses. The BFSI industry has also observed a
paradigm shift due to this technological evolution. Themes corresponding to the drivers
of AI adoption are financial data availability, accelerating technologywith rapid digitiza-
tion and automation, increased financial literacy, personalized and customized services,
reduced operational costs, big tech companies entering into the FinTech landscape, and
Job creation.

The sentiment analysis for RQ1 indicates that most of the respondents possess posi-
tive sentiments, some with negative sentiments, and very few neutral sentiments. This is
an indication that the majority of the respondents are strongly convinced by the impor-
tance and benefits of AI for financial dealings in the FinTech industry as it caters to the
demand of the changing economy as well as changing consumer behavior towards tech-
nology adoption by providing personalized and consumer-friendly financial services.
The negative notion in a few of the respondents may be because AI is in an experi-
mentation phase that lacks human intervention in contrast to brick-and-mortar financial
service providers. Sentiment analysis andWordcloud based on RQ1 are shown in Fig. 1.
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Fig. 1. Sentiment analysis (left), Wordcloud of n-grams (right) for RQ1

4.2 Positive Outcomes of AI Adoption in the FinTech Industry

AI provides notable contribution to FinTech institutions by facilitating cutting-edge solu-
tions for financial service organizations. It is transforming the consumer engagement and
business processes of the financial institutions by extracting useful insights frommassive
amounts of customer data. Sentiment analysis and Wordcloud for positive outcomes of
AI in the FinTech industry are represented in Fig. 2. Major themes of the advantages of
AI adoption in the FinTech industry are customer satisfaction, increased productivity and
better efficiency, multiple technology collaboration, precise decision making, enhanced
fraud detection, enhanced security, employment generation, and competitive edge.

Sentiment analysis graph as shown in Fig. 3 demonstrate positive notion in all
the responses and no negative sentiments while discussing the benefits of AI in finan-
cial decision-making. This clearly indicates that respondents were optimistic about the
changes in the FinTech industry processes due to technological advancements such as
big data, cloud computing, ML algorithms, etc. to make predictions and offer the best
financial services to their customers.

4.3 Adverse Outcomes of AI Adoption in the FinTech Industry

AI offers various advantages by revolutionizing the financial industry, but these solu-
tions can spawnvarious unintendedproblems anddaunting trends. The themes associated
with the adverse outcomes of AI adoption in FinTech industry are lack of accountabil-
ity, biased solution, and breach of privacy, cyber-security issues, monopolies, unem-
ployment/ threat to jobs, disrupting business model, high cost, algorithm selection, and
narrow focus.

A lotmore negative sentiments havebeen foundwhenparticipants discuss the adverse
effects ofAI adoption in theFinTech industry.Thenegative polarity in the sentimentsmay
be due to a threat to one’s privacywith zero accountability of theAI services and the threat
to loss of jobs in the finance sector. Few responses possess neutral and positive sentiments
thatmaybe indicative of the hope and trust in advanced andmore responsibleAI solutions
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Fig. 2. Sentiment analysis (left), Wordcloud of n-grams (right) for RQ2

for proposing efficient and safe-to-use financial products protecting sensitive customer
data, mitigating the fraud and offer more transparency. Sentiment analysis and word
cloud of keywords associated with RQ3 are shown in Fig. 3.

Fig. 3. Sentiment analysis (left), Wordcloud of n-grams (right) for RQ3

5 Discussion

Currently, due to COVID-19 pandemic, the world economy and society are undergoing
a lot of challenges in terms of business strategy, policies, regulations, and many more. A
drastic change in people’s psychology and approaches has been observed when working
fromhome [1, 26]. From the findings of this study itwas observed thatwith the increasing
availability of real-time big data, automationwith less human intervention, and advanced
data analysis algorithms having high computational power has enabled FinTech institu-
tions to deliver multiple solutions and offer personalized financial services. With a lack
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of accountability and transparency, biasness and minimal human intervention AI has a
dark side that leads to serious issues such as data breaches, risk to privacy, fraudulent
services, threat to employees, inequality, an unhealthy competitive environment, and
many more resulting in various social, economic and political harms to the society.

This study provides valuable information for finance as well as the tech industry.
Combined with its ubiquitous effects AI has a potential dark side over society. If not
regulated in a time then it may lead to serious social, political, and economic issues/
harms to the society. Hence there is an utmost need to strengthen their policies and
regulations so that the threat to privacy and data security could be mitigated. Through
sentiment analysis, it is well evident that consumers are quite keen and look forward to
such technological innovations that give themmore power and control over their actions
and autonomous financial decisions. A lot of effort and understanding are required for
overcoming the prevailing challenges, the participants in the FinTech ecosystemmust not
rush to achieve their target profits but make a slow and efficacious wealth management
system accessible to everyone without bias.

6 Conclusion

Over the past decade, tremendous technological advancements surrounding AI solutions
for the finance sector have been observed. AI is changing the way financial businesses
operate and the way consumers think about their financial management capabilities.
The current study tried to derive insights from the customer’s opinion on the need for
AI adoption and its impact on society as well as the FinTech industry. According to
the findings, important advantages associated with such adoption is increased customer
satisfaction, reduced operational costs, and efficient financial solutions.Whereas, promi-
nent adverse effects include a threat to privacy, data security breaches, drastic change in
organizational processes, risk to employment, lack of transparency, accountability, and
responsibility, and bias in AI-generated financial solutions. A lot more associations with
negative impacts have been found than positive ones. This is indicative that there are a lot
of dark aspects associated with the AI-based systems that needs urgent action in terms
of regularization and standardization at a global scale for controlling the social, ethical,
and economic impacts of AI-led FinTech industry. The study contributes significantly to
the AI and finance literature and opens up directions for future research. Since this topic
is naïve in the field of finance, a lot more research needs to be conducted to explore this
arena completely.
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Abstract. In recent years, artificial intelligence (AI) has become increasingly rel-
evant for organizations to exploit business-related databases and remain compet-
itive. However, even though those technologies offer a huge potential to improve
organizational performance, many companies face challenges when adopting
AI technologies due to missing organizational and AI capability requirements.
Whereas existing research often focuses on technological requirements for the
application of AI, this study focuses on those challenges by investigating the influ-
ence of organizational culture on a company’s AI capability and its organizational
performance. We conducted a quantitative study in Scandinavia and employed
a questionnaire receiving 299 responses. The results reveal a strong positive
relationship between organizational culture, AI capabilities, and organizational
performance.

Keywords: Artificial intelligence capabilities · AI · Organizational culture ·
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1 Introduction

Society has been experiencing technological leaps for decades throughout the industrial
revolution, computer age, internet, and social networks. Advances in technology and the
abundance of data has promptedmany industries to reposition themself to take advantage
of the potential Artificial Intelligence (AI) technologies can provide them. This progress
and change in technology lead to a change in how societies are organized, and how
they are interacting with each other [1]. According to a recent survey the number of
enterprises implementing AI grew 270% in the past four years [2]. And despite the
impact of COVID-19, 47% of AI investments remained stable since the start of the
pandemic, and 30% planned to increase their investments in AI [3].
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While there is much interest about what potential AI technologies can provide to
organizations, it is reported that the organizations adopting these technologies are facing
challenges that prevent them from achieving the desired performance gains. According
to MIT Sloan Management Review from 2019, seven out of ten companies report min-
imal to no impact by AI technologies [4]. Accordingly, the organizations that struggle
to generate value from AI show up as having organizational challenges rather than tech-
nological. Whereas organizations that can capture value from their AI activities exhibit
a distinct set of organizational behavior. Thus, while many organizations consider AI
as a technological aspect, the organizations that consider AI from an organizational
perspective are more likely to derive value from their AI investments [4].

Prior studies have been primary focusing on capabilities for adopting AI and Big
Data Analytics, and less on the cultural perspective. A large proportion of empirical
studies assume that there is a direct relationship between AI capability and performance,
however there is a lack of research that investigates organizational culture as a primary
influencing factor [5, 6]. Organizational culture impacts many different aspects of an
organization and is viewed as a critical factor for why new technological initiatives fail
[7]. Thus, we consider organizational culture as having a large (indirect) impact on the
capability of an organization to apply AI; and thereby also indirectly on the performance
of organizations. Therefore, the goal of this study is to understand the importance of
organizational culture in the context of AI capabilities, and its implications on firm
performance, which is generated by a successful implementation of AI technologies.
By conducting a questionnaire-based quantitative empirical study in Scandinavia, we
address the following research questions (RQ):

RQ1: What influence does organizational culture have on an organization’s ability to
adopt and use AI?
RQ2: How does an organization’s AI capability influence its performance?

The remainder of the paper is structured as follows. The theoretical background
provides an overview of the relevant concepts and explains the constructs for our survey.
The Sect. 3 introduces the conceptual research approach and presents the hypotheses
to be tested. Followed by the data analysis in Sect. 4 as well as the discussion of the
results in Sect. 5. The paper is finalized by the research’s implications and a conclusion
in Sect. 6.

2 Theoretical Background and Constructs

To answer the proposed research questions, we initially conducted an extensive literature
review regarding the concepts of interest. Based on our results we were able to narrow
the field of investigation and retrieved the respective dimensions and indicators for the
derivation of our measurement constructs.

2.1 Organizational Culture

Organizational culture describes the working environment and how it influences an
employee’s way of thinking, acting and experiencing work [8]. It can have a significant
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influence on performance, the way people engage, and their efforts and the organiza-
tion’s attraction towards new talent [9]. Organizational culture can be understood as a
system of shared beliefs held by the members of an organization; those shared beliefs
distinguish the organization from other organizations. Organizations do have common
behavior patterns that are used by employees to achieve an objective and which are
taught to new members and represent the tacit and intangible level of an organization
[10]. Prior research suggests that organizational culture significantly influences financial
performance and is more effective than organizational strategy and structure [11].

Although organizational culture is a well-researched area, it is complex and there is
no consensus on a single definition. It is often defined as “a collection of shared assump-
tions, values, and beliefs that is reflected in its practices and goals and further helps its
members understand the organizational functions” [12]. Organizational culture impacts
the challenges that organizations are facing while adopting new technologies. Thus, the
use of AI implies radical changes to the business- and organizational culture for the
firms to achieve accurate decision-making and to improve innovation and performance
[13]. To gain value from AI technologies organizations must create a work culture that
values collaboration, working towards collective goals, and shared resources [5]. Thus,
organizational culture might have a significant impact on the adoption of AI usage in an
organization and can be critical for organizations that want to adopt AI into their orga-
nization. For the investigation of the RQs, we divided the construct of organizational
culture into three dimensions with two to three indicators [14] (Table 1).

Table 1. Dimensions and indicators of organizational culture [14].

Artifacts Values Assumptions

Appreciation of employees Risk-taking Openness and flexibility

Inter-functional cooperation Competence and professionalism Internal communication

Success Responsibility

The dimension of artifacts consists of three indicators. First, appreciation of employ-
ees addresses how an organization values their employees and rewards them for their
accomplishments towards the organization’s goals. It is measured by how an organiza-
tion recognizes and rewards their individual employees and takes time to commemorate
their work achievements. Inter-functional cooperation is about coordination and team-
work within the organization. It is measured by how organizations value cooperation,
coordination and sharing information among different work teams. Success is to what
extent an organization strives for the highest standards of performance by encouraging
employees to excel and reach for challenging goals. Success is measured by how an
organization values success and performance, and that they aspire to be the best firm in
their market.

The dimension of value is divided into two indicators. Risk-taking is about how
an organization values experimenting with new ideas and challenging the status in the
organization. It is measured by how an organization values willingness to experiment
with new ideas and challenge the status quo. Competence and professionalism refers
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to how organizations value knowledge and skills among their employees. They are
measured by how much the organization values the professional knowledge and skills
of its employees and whether advocacy for the highest level of professionalism is valued
in the organization.

Lastly, the dimension of assumptions is represented by three indicators. Openness
and flexibility refer to how much an organization values flexible approaches to problem
solving and how open and receptive it is to new concepts. It is measured by how open an
organization is to new ideas, how it responds to those ideas, and whether it places a high
value on being flexible in solving problems. Internal communication is about having
open communication that facilitates information flows within an organization. It is mea-
sured by whether an organization values open and high-quality internal communication.
Responsibility refers to how organizations value their employees being proactive, taking
initiative, and being responsible for their own work.

2.2 Artificial Intelligence

Due to the long history and the ongoing increase in research, it is challenging to identify
a single and holistic definition for AI [15]. On a meta-level, McCarthy [16] define AI as
being “concerned with methods of achieving goals in situations in which the information
available has a certain complex character. The methods that have to be used are related
to the problem presented by the situation and are similar whether the problem solver is
human, aMartian, or a computer program”.Whereas this definition describes the general
potential for AI application, its instantiation in an organizational context can be defined
by conducting functions like machine learning, robotics, natural language processing,
expert systems, or speech recognition [15, 17]. However, for a company to implement
and exploit the described functions, it needs to provide the respective capabilities to
conduct AI (and its functions), rather than focusing on its technological features [18].
Thus, AI capabilities is the ability of a firm to select, orchestrate, and leverage its AI-
specific resources. Based on the literature review, we were able to develop the construct
of AI. According to Mikalef and Gupta [5], who define AI capabilities as “the ability
of a firm to select, orchestrate and leverage its AI-specific resources”, AI capabilities
constructs can be conceptualized through three dimensions: tangible resources, human
resources, and intangible resources. These dimensions are interdependent and can be
summarized as consisting of several indicators (Table 2).

Table 2. Dimensions and indicators of artificial intelligence [5].

Tangible resources Human resources Intangible resources

Data Technical skills Data-driven culture

Technology Business skills Organizational learning

Basic resources

Tangible resources are resources that can be sold or bought in a market, like physical
or financial assets. Those resources are divided into data, technology, and basic resources.
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Data is a key indicator for leveraging the potential of AI [19] and is measured by the
organization’s access to data and how it is managing the integration of data frommultiple
internal and external resources. Technology is required to be able to handle all forms
of data. It is about how organizations need to have some type of database management
systems to adopt AI in their business. This is measured by investigating howwilling they
are to explore or adapt to different computing approaches, visualization tools, services,
software, and databases. Basic resources are referring to time and financial resources.
They are measured by the strength of the organization’s concepts and basic resources
when investing in AI initiatives and giving the investments sufficient time to grow.

The dimension of human resources addresses the human capital of an organiza-
tion. It addresses the employees and managers skills, knowledge, experience, leadership
qualities, vision, communication and collaboration competencies, and problem-solving
capabilities [5]. This dimension is divided into technical skills and business skills. These
are the skills required to deal with implementation and realization of AI algorithms [5].
Measuring technical skillswill provide anoverviewof anorganization’s ability to provide
and own the skills to emphasize AI. Business skills are a necessary skill for managers in
order to realize business value of AI investments. To manage such large-scale changes,
leaders need to have a required understanding and commitment. It is important that lead-
ers get familiar with AI technologies and its potential [5]. This is measured by how the
AI managers understand and appreciate, ability to work, coordinate, and anticipate the
needs of other functional managers, suppliers, and customers.

Intangible resources are those resources that are difficult for other companies to
replicate and are regarded as of high importance in an uncertain market and which are
difficult to identify [5]. Intangible resources are divided into the indicators of data-driven
culture and intensity of organizational learning. Data-driven culture refers to the extent
to which all managers and employees within an organization base their decisions on
data. This is measured by the extent of data-based versus intuition-based decisions in an
organization. In order to copewith an uncertain and changingmarket, organizations need
to make efforts to exploit their existing knowledge and explore new knowledge. Firms
with a high intensity of organizational learning are likely to have higher organizational
knowledge [20]. This can be assumed to create a higher level of AI capabilities. Thus, the
indicator of organizational learning is measures by an organization’s ability to acquire
new knowledge and how they exploit their existing one.

2.3 Organizational Performance

Based on our research approach, firm performance is divided into three dimensions:
social performance, market performance and competitive performance. New technol-
ogy gives many opportunities for increasing social performance, and previous research
concludes that technology such as AI has a positive impact on social performance [21,
22]. The corporate social responsibility is represented by the contributions undertaken
by organizations to society through its business activities and its social investment [23].
To create awareness of this issue, organizations have started to develop and share their
responsibility report [24]. This construct is included to measure the social performance
awareness in European based organizations and their focus on these issues. It refers
to gender equality, workers and their family’s health, poverty, and level of nutritional
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focus. Market performance is related to an organization’s ability to attract and retain
customers, and obtain market growth [11, 25]. The questions measure an organization’s
ability to satisfy their clients, the firm’s ability to keep current and attract new clients,
and their desire to grow their market share.Competitive performance refers to the con-
sequences of an organization’s strategic position, and to which extent the organization
performs [26]. These activities generate a strategic advantage over its competitors that
ensures them a large market share [26]. Early adopters of AI-driven technologies have
shown an increase in profit margins in different sectors of the economy, which shows that
they are more successful than their competitors [27]. The construct’s questions measure
strategic advantage, market share, success, earnings before interest and taxes (EBIT),
return of investment (ROI), and return on sales (ROS). In the following the relations of
the retrieved concepts are defined and the respective hypotheses explained.

3 Research Design and Hypotheses

The conceptual research model is based and developed on the previously derived con-
structs from the literature review. By developing measurement constructs from estab-
lished research, we ensure quality and recognition to the field of IS. Further, we imple-
mented our own empirical work to increase reliability and validity of the conceptual
research model (Fig. 1).

Fig. 1. Conceptual research model

Organizational culture refers to shared meanings and assumptions among the mem-
bers of an organization. When incorporating AI, an organization will not be able to
realize performance gains unless they change their existing way of doing business, even
though all the other factors are in place [5]. To gain the best results from implementing
AI, organizational culture should be carefully considered as many earlier technology
acceptance studies recognize culture as an important influential factor [28]. AI implies
radical changes for the organizational culture in businesses in order to achieve accurate
decision-making and improved performance [13]. It uses large data sets in order to assist
professionals with their tasks, is argued to facilitate better decision-making by providing
a wider range of insight [29], and is seen as a crucial strategy for gaining a competitive
advantage [30]. Thus, we formulated the first hypothesis:
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H1: “Organizational culture has a positive effect on artificial intelligence capabilities”.

Previous studies argue that AI technologies cannot provide a competitive advantage
by themselves, as they are available for all firms in the market. However, an organization
can achieve a competitive advantage by developing AI capabilities [5]. Furthermore,
leveraging IT in order to build dynamic capabilities is a key component for gaining
competitive advantage [5]. Building and seizing dynamic capabilities enables organiza-
tions to form a strategy, a business model, and organizational transformation that leads to
increased performance [32]. Thus, developing AI capabilities – a combination of tangi-
ble, human and intangible resources – can result in performance gains for organizations
[33]. We formulated the following hypotheses about the relation between AI capabilities
and organizational performance:

H2: “AI capabilities have a positive effect on social performance”
H3: “AI capabilities have a positive effect on market performance”
H4: “AI capabilities have a positive effect on competitive performance”.

4 Results

4.1 Measurements and Reliability

An online questionnaire was developed in order to answer the prosed research questions
and to investigate the hypotheses. It consisted of 23 questions which used a seven-point
Likert scale. Besides nine control questions, the construct of organizational culture was
measured by eight indicatorswith 25 items, the construct ofAI capabilitieswasmeasured
by seven indicators with 32 items, and construct of firm performance was measured by
three indicators using 14 items1.

We primarily aimed at medium and large Scandinavian business and allowed some
additions of small businesses, if they suited for the population criteria. The reason for
mainly targeting medium and large businesses was the uncertainty of the population size
and the challenge of identifying which organizations were actively using AI. Further,
we used the social platform LinkedIn to reach out to the targeted population.

The selected population consisted of a wide range of organizations in different indus-
tries. Due to the use of the snowballmethod technique, the surveywas initially distributed
to an unknown number of organizations. We received a reply by 326 respondents, of
which 299 of the questionnaires were complete.

Reliability and validity of the structural model is ensured by determining different
statistical measures for the items and constructs. First, we determined Cronbach’s alpha
(CA) for the different constructs. All constructs exceed the recommended CA threshold
of 0.7 and remain below 0.90, which is the maximum recommended value [34]. For
the construct validity, the values of average variance extracted (AVE) should exceed the
recommended AVE’s threshold of 0.50, which is supported in our study. By using the
Fornell-Larcker criterion we assured that the square root of the AVE of each construct is

1 Due to space restrictions, we are not able to present the questionnaire in this paper. The reader
is advised to contact the authors of the paper for access to the survey.
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higher than any of the inter-factor correlations. Further, we identified the t-values of all
formative items as a two tailed test and determined the p-values, that should be below
0.05. We also used SmartPLS to calculate the path coefficients (weights) of the latent
variables. Lastly, we checked theVIFmeasurements to verify if they are below 10, which
holds true. Thus, validity can be assumed for this model and the discriminant validity
between the constructs is supported.

4.2 Hypotheses Testing

For testing the hypotheses, we calculated the weight of each single hypothesis as dis-
played in Table 3. The weight reveals, whether an investigated effect is negative or
positive. All hypotheses show a positive effect which can be explained as an increase
in the independent variable will affect the dependent variable with an increase as well.
The significance of the relation is displayed as p-value. To be considered as having a
significant influence, the p-value needs to be lower than 0.05.

Table 3. SEM analysis of the research model.

Hypotheses Indep. variable Dep. variable Weight T-value P-value Decision

H1 Org. Cul. AI Cap. 0.619 15.601 p < 0.001 Supported

H2 AI Cap. Soc. Per. 0.515 10.767 p < 0.001 Supported

H3 AI Cap. Mar. Per. 0.472 9.423 p < 0.001 Supported

H4 AI Cap. Comp. Per. 0.459 9.570 p < 0.001 Supported

Hypothesis 1 has a strong effect of 0.619. The hypothesis is supported with a T-value
of 15.601, which is significantly above 99.9%, and a P-value below 0.001. The reliability
and validity is acceptable, which confirms that hypothesis 1 is supported.

Hypothesis 2 has a strong effect of 0.515. The hypothesis is supported with a T-value
of 10.767, which is significantly above 99.9%, and a P-value below 0.001. The reliability
and validity is acceptable, which confirms that hypothesis 2 is supported.

Hypothesis 3 has a strong effect of 0.472. The hypothesis is supported with a T-value
of 9.423, which is significantly above 99.9%, and a P-value below 0.001. The reliability
and validity is acceptable, which confirms that hypothesis 3 is supported.

Hypothesis 4 has a strong effect of 0.459. The hypothesis is supported with a T-value
of 9.570, which is significantly above 99.9%, and a P-value below 0.001. The reliability
and validity is acceptable, which confirms that hypothesis 4 is supported.

5 Discussion

Our study is based on previous research and can therefore be viewed as confirmation on
the measurements of AI capabilities, as well as the connection between AI capabilities
and firm performance [5, 14]. Based on our literature review and our knowledge, the
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relationship between organizational culture and AI capabilities has not been empirically
tested in the past. In addition, to our knowledge, there are no similar studies mainly
focusing on Scandinavian organizations. We investigated four hypotheses to determine
and evaluate the influence of organizational culture on AI capabilities and their influence
on a firm’s performance. Based on the questionnaires results we were able to confirm
our anticipated relation between the three concepts.

First, we examined how the construct of organizational culture has an effect on the
AI capability of a company; more specifically how it influences the ability of a company
to introduce and use the potential of AI. Our results revealed a strong positive effect sup-
porting the interdependence between organizational culture and AI and can be related
to the challenges that organizations are facing when adopting AI in their organization.
The use of AI implies radical changes to the business- and organizational culture within
companies in order for them to achieve accurate decision-making to improve innovation
and performance [13]. To gain value from AI technologies, organizations must create
a work culture that values collaboration, working towards collective goals, and shared
resources [5]. In a fast moving and rapidly changing business market due to the fast
development of technology it is crucial for organizations to stay competitive. In order
to achieve this goal, organizations are constantly adopting new technological tools such
as AI. This finding can help organizations to understand what factors are important to
utilize the value of AI, by showing that organizational culture has an important effect on
AI capabilities. As it is unlikely that technical factors alone will increase performance,
organizations also need to consider the organizational factors to increase their perfor-
mance. Thus, organizational culture will have a significant impact on the adoption of AI
usage in an organization and can therefore be regarded as critical for organizations that
want to adopt AI into their organization.

As we were furthermore able to reveal the positive effect of AI capabilities on a
company’s performance in general, it is crucial for the organizations to deal with this
competency and, thus, indirectly with their organizational culture to stay competitive. AI
capabilities support organizations in keeping their clients satisfied and also in attracting
new clients. Further, our findings reveal the important role of AI capabilities for market
performance as well as their relevance for social performance. Additionally, in order
to gain strategic advantages over competitors, this finding could help organizations to
accept the important relation between AI capabilities and competitive performance.

To gain AI skills a data-driven business must ensure that business-analytics becomes
a part of the organizational culture that is shared between all employees and espe-
cially between those who are responsible for the decision making. Data-driven decision-
making skills cannot simply be gained through recruitment of data scientists [35]. As
employees are likely to give up on using analytical systems if they do not understand how
the systems work, or if it feels too time consuming [36], it requires a necessary AI ori-
entation within the organization [38]. Thus, our results support the need for a culture of
coordination, mutual understanding, and cooperation between the different departments
within the organization [5, 32]. Further, our findings supports Ransbotham et al. [4],
who state that organizations, that are looking at AI from an organizational perspective,
rather than from a technological perspective, aremore likely to derive value fromAI. Our
study also contributes to Pappas et al. [1], who revealed that developing a data-driven
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culture, fostering technical and managerial skills, and promoting organizational learning
are critical factors in realizing value when going through a digital transformation.

6 Conclusions

The main goal of the study was to investigate the influence of organizational culture on
AI capabilities and on firm performance. As we were able to confirm a positive influence
between organizational culture and AI capabilities as well as between AI capabilities
and firm performance, we were able to reveal an indirect positive effect of organizational
culture on firm performance.

Previous research has often focused on the technical aspects of AI or the adoption of
AI where organizational culture only is mentioned as one of several factors for success-
ful AI implementation [15]. Less research has focused on how to achieve value from
AI in the context of organizational culture. Thus, our research provides as a theoretical
contribution a first attempt on addressing this research gap by providing a deeper under-
standing of the relations between organizational culture as an important non-technical
factor and performance relevant AI capabilities. Furthermore, as practical contribution,
our results can help organizations to identify critical constructs of organizational culture
and AI capabilities. An example of this could be an organization that has invested in
tangible resources, but still has a lack considering the organizational culture. By using
the constructs, a Chief Information Officer (CIO) could identify relevant weak resources
and take necessary actions. These constructs could also be used to evaluate the culture
and AI capabilities of an organization, and thereby evaluate if it has an organizational
culture that is ready for AI technology adoption.

As in every research project there are limitations. Although our constructs are based
on previous research, our research model could be extended. To achieve even more
significant values, the performance, organizational culture, and AI constructs can be
refined and extended. Further, the survey contained several questions with a technical
context and terms that could have been difficult for participants with limited technical
knowledge. Lastly, having chosen a quantitative approach can be regarded as a limitation
of the study, as we were not able to ask the participants additional questions regarding
their answers and thereby did not get further insights into their motives. However, this
is subject to future research, as we would like to conduct qualitative interviews based on
our current findings. Additionally, we intend to apply qualitative comparative analysis
(QCA) to the data set in order to reveal necessary and/or sufficient combinations of orga-
nizational culture conditions leading to successful AI capabilities [37, 38]. Thereby we
will be able to compare and complement our SEManalysis results withQCA and provide
further insights into the relation between organizational culture and AI capabilities.
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Abstract. Over the past two years, scholars have increasingly paid attention to
firms’ capability to adapt to their increasingly turbulent business ecosystem envi-
ronments. This study embraces the dynamic capabilities theory, uses ideas from
the accelerated corporate transformation, and posits that adaptive transformation
capability, driven by ambidextrous artificial intelligence (AI) use, i.e., routine and
innovative use in practice, serves as a mechanism for firms to gain superior organi-
zational performance under COVID-19. Using a composite-based structural equa-
tion model (SEM) approach, we use survey data from 257 C-level practitioners
with key decision-making roles and experience in AI and digital transformation
initiatives. We used this data to analyze the theorized relationships. Outcomes
show that the ambidextrous use of AI positively enhances a firm’s adaptive trans-
formation capability. This capability, in turn, fully mediates the impact of AI
ambidexterity on competitive performance during COVID-19. These outcomes
have important theoretical and practical implications.

Keywords: Artificial intelligence · Ambidexterity · Dynamic capability ·
Adaptive transformation capability · Competitive performance · COVID-19 ·
Composited-based SEM · PLS-SEM

1 Introduction

During theCOVID-19 crisis, social, technological, demographic, political, and economic
changes accelerated rapidly.Under these stressful conditions, contemporary firms should
shape their adaptive capabilities to address customer behavior and market dynamics
changes. Adaptive capabilities enable firms to evolve rapidly and serve as a foundation
for organizational change and transformation [1, 2]. Incumbent firms use new innovative
technologies to enhance their business operations and adapt. One of those technologies
is artificial intelligence (AI), or “the next era of analytics”, as Davenport denotes it [3].
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AI is a broad term encompassing various advanced analyses, applications, and logic-
based techniques that mimic human behavior, decision-making, and activities like learn-
ing and problem-solving [4]. AI in business is not new, as the field originated in the 50s
of the last century [5]. However, AI solutions offer firmsmany opportunities to transform
their business across various industries, typically part of the digital transformation [6].
For example, consider using AI-driven decision-making regarding loans, credit deci-
sions, or sales forecasting [6]. Furthermore, AI can offer considerable advantages in
automating previously manual processes [7] and enabling augmented processes where
humans and AI interact mutually supportive [8].

According to a recent report from Gartner [9], senior executives regard analytics and
AI as the key game changer to emerge stronger from the current pandemic. However,
despite the excitement concerning the potential of AI, there is currently much scholarly
debate about the adoption challenges and the competencies and capabilities needed for
valuable results from AI [10–12]. Moreover, Forbes estimated that by 2023 34% of the
employees expect their respective jobs to be replaced by AI solutions [13].

AI can bring substantial benefits to firms. However, when a major transformation is
required, firms must articulate a compelling shared vision to adopt AI and enable a high
impact that does not derail all the investments and effort [14–16]. Moreover, firms must
leverage innovative and distinctive technologies like AI to develop adaptive transforma-
tion capabilities and sense and respond capabilities to drive innovation, improve service
levels and customer experiences, and foster competitive performance [3, 17–19].

Thus, there is a clear need to unfold howAI is leveraged into the organizational fabric
and how it aligns and drives business strategy. This objective becomes increasingly more
complex when organizations face continuous shifts in their business environments and
major disruptions due to unforeseen events, such as the COVID-19 pandemic.

The need for adaptive capabilities informs our approach to organizational change and
transformation. We follow [20, 21] and define adaptive transformation capability as a
firm’s proficiency in identifying and capitalizing upon emerging market and technology
opportunities and building organizational capabilities in parallel with implementing new
strategic directions. In addition, this capability can be considered a dynamic capability,
which can use and deploy organizational resources and competencies to achieve the
desired result [22] and drive the firms’ future entrepreneurial activities and business value
opportunities [20]. However, currently, little is known about the equivocal capacity to
routinely and innovatively use AI, i.e., AI ambidexterity, in firms and how this supports
dynamic capabilities, especially how they collectively drive competitive performance
under COVID-19 [16, 23, 24].

Therefore, this study addresses the following research question: “to what extent does
AI ambidexterity accelerate the development of an adaptive transformation capability
to ensure the business can meet the needs of an increasingly complex environment under
COVID-19?”.

This research question builds on the growing use of AI to inform and adapt orga-
nizational operations. However, while today an increasing number of organizations are
delving into such activities, there is little empirically supported evidence to guide them
in the process. This study, therefore, attempts to understand how the ambidextrous use
of AI can indirectly lead to competitive performance gains in turbulent conditions.
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The remainder of this paper is structured as follows. First, the background to the
theoretical context and proposition is discussed. Next, the research methodology and
the developed model are presented.

2 Theoretical Context and Proposition

2.1 Artificial Intelligence and Its Ambidextrous Use

AI ambidexterity builds upon the foundation of the IT ambidexterity literature that
concerns the equivocal capacity to innovate and explore IT resources and practices and,
on the other hand, to routinize and exploit them [25, 26]. These practices are typically
difficult-to-imitate as they are uniquely adopted, deployed, and used in a particular
setting to create value [27, 28] and drive the formation of organizational capabilities
[29, 30]. Routine use of AI describes how AI use is integrated as a normal part of the
employees’ work processes. This exploitation mode focuses on refining and extending
current services and products, leading to incremental innovation [24, 31].

On the other hand, innovative use refers to embedding AI deeply and comprehen-
sively in work processes and to “employees” discovering new ways to use AI to support
their work [25]. This particular stance is sometimes called ‘emergent use’ [32] or “trying
to innovate with IT” [33], or “creative IT use” [34].

The simultaneous use of these two AI modes, i.e., AI ambidexterity, allows firms to
sense the business environment by analyzing real-time and high-volume data, identifying
and capturing customer needs and trends, uncovering patterns, and extracting relevant
information for decision-making processes [35, 36]. Specifically relevant for this study,
the ambidextrous use of AI in firms will shape the firm’s dynamic capabilities as AI
is used to solve business issues and problems, identify creative solutions and ideas,
contribute to the effectiveness of business operations integration and help accelerate
change within the firm [14, 15, 37].

However, capturing the value from both opposing modes of operandi, i.e., routine vs.
innovative use ofAI, is not a straightforward process as different routines and capabilities
and organizational routines. Instead, the literature argues that big data and.

AI should be deployed as a critical organizational resource to strengthen the firms’
dynamic capabilities to use their full strategic potential [38–41]. Moreover, stakeholders
should be involved to get fully engaged, and commitment from all employees for the new
improvement initiatives and alignment with the strategic direction across the organiza-
tion is crucial [42, 43]. Therefore, firms’ simultaneous alignment of ‘routinization’ and
‘innovation’ will provide superior and sustained business benefits and strong adaptive
capabilities [31, 44, 45].

2.2 Adaptive Transformation Capability and Competitive Performance Under
COVID-19

Following Wang and Ahmed [1], we define dynamic capabilities as “...the firm’s behav-
ioral orientation constantly to integrate, reconfigure, renew and recreate its resources
and capabilities and, most importantly, upgrade and reconstruct its core capabilities in
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response to the changing environment to attain and sustain competitive advantage”. We
consider adaptive transformation capability a dynamic capability that follows the phi-
losophy of accelerated corporate transformations [46]. Hence, this capability can be
regarded as an accelerator of rapid transformations that equips firms with the capacity to
address possible transformation inhibitors by corresponding transformation accelerators
[47].

Change initiatives provide opportunities to build a firm’s ability to adapt and change.
Therefore, change initiatives that facilitate and do not inhibit adaptive transformation
capabilities aremore likely to produce long-term results.However, unfortunately, various
inhibitors becomeembedded in all organizations during transformationprocesses. Think,
for instance, about disengaged employees, recalcitrant decision-makers, and business-
as-usual processes [43].

Adaptive transformation capability addresses these inhibitors to overcome the trans-
formation barriers and guides firms to orchestrate balanced transformation initiatives,
engages the extended leadership team, and helps reshape the organization, its manage-
ment, and resilience [48]. In addition, this capability drives healthy interfaces across
organizational boundaries and collaborations within the firm that easily reconfigures
and offers multiple paths for individual contribution. As such, adaptive transformation
capability is crucial in enhancing competitive performance during tumultuous times,
such as the COVID-19 pandemic [23].

In summary, as a strategic capability, adaptive transformation capability facilitates
firms to anchor the transformation agenda and serves as the foundation to achieve high
performance under tumultuous times. Driven by AI ambidexterity, this dynamic capa-
bility enables firms to rapidly orchestrate the launch of the next development phase
and implement necessary changes [24]. In a high-engagement manner, firms ensure that
sustainable changes drive competitive performance and achieve breakthrough results in
turbulent times.

Based on the above, we define the following:

Proposition 1: Firms’ adaptive transformation capability mediates the relationship
between AI ambidexterity and competitive firm performance under COVID-19. (Fig. 1)

Fig. 1. Theoretical model and proposition.
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3 Research Methodology and Dataset

3.1 Survey and Data Collection Procedure

The target population of this studywasC-level practitioners (i.e., innovation and business
managers, ITmanagers) with key decision-making roles and experience in AI and digital
transformation initiatives within the organization.

An initial surveywas developed andwas iteratively pretested by three Ph.D. students,
one scholar, and two senior business professionals. The final survey data were collected
between October 2021 and November 2021 as the practitioners completed an executive
education course. The survey was also sent to colleagues within their professional net-
work using the ‘snowball’ technique. After removing incomplete (N = 25) or unreliable
(N = 21) responses from our sample, a total of 257 responses were used for the final
analyses. All firms are operating in the Netherlands. Furthermore, we controlled, using
a survey question, if all the respondents could address all items given their knowledge
and experience. Finally, survey items were operationalized based on previous empiri-
cally validated scales (Table 1). We used a 7-point Likert scale for all items (1. strongly
disagree to 7. strongly agree).

Most respondents worked in the private sector (54%) or the public sector (37%).
In addition, 4% worked in Private-Public Partnerships and 5% for a Non-Profit
Organization.

3.2 Measures and Composite Operationalization

We used previously validated measures for the constructs of AI ambidexterity. Hence,
we used three measures for routine and innovative AI use. Items were drawn from
[49]. We used the item-interaction of the respective constructs to measure ambidexterity
following [44] as routine and innovative use of AI are interdependent and nonsubsti-
tutable. Nine (multiplicative) items were used as a (reflective) latent construct for the
operationalization.

For adaptive transformation capability, we build upon theoretical and practical work
by Miles [43, 46]. Adaptive transformation capability is operationalized following the
accelerated corporate transformation process architecture that identifies five levers that
collectively drive transformations successfully and ensure that the business can meet
customer demands during tumultuous times. These levers include strategic assessments
to create a limited set of balanced transformation initiatives, high engagement and align-
ment at all levels, and disciplined monitoring, assessment, and readjustment throughout
the transformation process. This construct is operationalized as an emergent (formative)
construct.

Finally, building upon work by [38, 50], we used five items to reflect organiza-
tional performance during COVID-19. Items include increased customer satisfaction,
enhanced customer loyalty, and increased profit during the past one and a half years
during the COVID-19 crisis relative to competitors operating in the same industry. The
organizational performance also follows the operationalization logic of a latent reflective
construct. All items can be found in Table 1.
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Table 1. Constructs, items, sources, and reliability statistics

Construct Survey item Source Reliability statistics

Nature of constructs: latent construct, reflective

Routine use of AI (RUA1) The use of AI has
been incorporated into our
regular work practices of
the organization

[49] CA:0.83
CR:0.90
AVE:0.75

(RUA2) The use of AI is
pretty much integrated as
part of our normal work
routines within the
organization

(RUA3) The use of AI is
now a normal part of our
work

Innovative use of AI (IUA1) Our organization
has discovered new uses of
AI to enhance our work
performance

[49] CA:0.77
CR:0.87
AVE:0.69

(IUA2) Our organization
has used AI in novel ways
to support our work
practices

(IUA3) Our organization
has developed new
applications based on AI
use to support work
processes

Nature of construct: emergent, formative

Adaptive transformation
capability

(ATC1) We concentrate on
upfront strategic and
organizational assessments
to create a limited set of
balanced transformation
initiatives

[43, 46] Weights are sign. (P <

0.05)
VIFAtc1-5 < 3.0

(ATC2) We have a high
engagement planning
process with the extended
leadership team and high
accountability and
alignment across the
organization

(continued)
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Table 1. (continued)

Construct Survey item Source Reliability statistics

(ATC3) We achieve agile
alignment of individuals
and departments with
commitments from all
employees

(ATC4) We established
disciplined monitoring,
assessment, and
readjustment process
throughout the
transformation process

(ATC5) We provide an
opportunity to build
capabilities in parallel with
implementing new strategic
directions

Nature of construct: latent construct, reflective

Performance (P1) Increase market share [38, 50] CA:0.84
CR:0.89
AVE:0.61

(P2) Increase customer
satisfaction

(P3) Increase profit

(P4) Enhance business
brand and image

(P5) Enhance customer
loyalty

4 Model Specification and Analyses

4.1 A Composite-Based SEM

As can be gleaned from the operationalization of the measures, we use composite-based
SEM as the preferred approach to estimate our model and the study’s central hypothesis
[51]. The composite approach supports exploratory research contexts [52] and is most
appropriate when using reflective and formative constructs in the research model [52].
Hence, we use latent and emergent constructs to operationalize our focal concepts.

We use SmartPLS for Windows version 3.3.6 [53] (http://www.smartpls.com) to
run the analyses. When using a composite-based SEM approach, it is essential first to
evaluate the reliability and validity of the measurement model, including both the latent
and emergent constructs [52]. Hence, for the latent constructs, i.e., routine and innovative
AI use and organizational performance under COVID-19, we assessed the psychometric
properties of the theoretical model. Thus, we evaluated the latent constructs’ internal

http://www.smartpls.com
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consistency reliability through the use of Cronbach’s alpha and the complementary
composite reliability measure, convergent validity through the assessment of the AVE
(average variance extracted), to identify the degree of variance captured by the latent
construct), and discriminant validity [52].

After running the PLS-SEM algorithm, all latent constructs’ outcomes showed reli-
able results (see Table 1). In addition, for the emergent construct, i.e., adaptive transfor-
mation capability, the variance inflation factor (VIF) values and the significance of the
indicator (regression) weights were assessed. The VIF was used to check for possible
collinearity of the formative measures. All obtained values were well below three as a
threshold, and all items showed significant results [54].

4.2 Proposition Testing

This section examines whether firms’ adaptive transformation capability mediates the
relationship betweenAI ambidexterity and competitive firm performance under COVID-
19, i.e., proposition 1.

Outcomes for overall model fit showed that the Standardized Root Mean Square
Residual (SRMR) was 0.06 [55], and thus proposition can now be tested as well as
the coefficient of determination (R2) and associated predictive power values (Stone-
Geisser values, Q2). We used a non-parametric bootstrapping procedure for the analyses
using 5000 replications in SmartPLS to get stable statistical estimates. Outcomes of
the bootstrapping procedure show that AI ambidexterity positively influences adaptive
transformation capability (β = .54; t = 11.31; p < .0001) that subsequently significantly
influences organizational performance under COVID-19 (β = .59; t = 11.52; p < .0001).

Also, after following a systematic mediation procedure [56], results show that the
impact of AI ambidexterity is fully mediated by adaptive transformation capability as
the indirect effect (AI ambidexterity —› performance), among other affirmative results,
was non-significant (β = .03; t = .47; p = .64). These outcomes confirm the main
pro-position of this work. Finally, included control variables (size and industry) showed
non-significant results, excluding confounding issues. Also, the model explains 29.6%
(R2 = .30) of the variance for adaptive transformation capability and 35% (R2 = .35)
for organizational performance under COVID-19.

Using SmartPLS’s blindfolding procedure, we obtained Q2 values to assess the
model’s predictive power. Hence, obtained Q2 values were also well beyond 0, showing
the model’s predictive relevance.

5 Discussion and Implications

This study aimed to investigate the contribution of AI ambidexterity in firms and how
this supports the organization’s adaptive transformation capability and competitive per-
formance under COVID-19. To test the central proposition of this work, we used data
collected from 257 senior professionals from firms operating in various industries.

We found support for this proposition. Therefore, AI seems crucial in shaping a firm’s
adaptive transformation capability and thus its ability to accelerate rapid transformations
and drive performance under COVID-19. However, while this claim has been argued in
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several practice-based studies and many editorial and opinion articles, there has been
limited empirical support to document whether AI can produce business value in the
organizational context and through what means. In this empirical investigation, we have
documented the effect and the mechanisms of action through a large-scale quantitative
study. Doing so opens up several important theoretical and practical which are discussed
further.

5.1 Theoretical and Practical Implications

This study makes three vital theoretical contributions. First, this is the first empirical
study that unfolds the crucial role of adaptive transformation capability, facilitated byAI,
in achieving competitive results during tumultuous times. Therefore, this study extends
numerous conceptual and empirical studies that highlight the crucial role of AI in devel-
oping capabilities, driving innovation, and obtaining business benefits [11, 15, 18, 35,
39]. This is important as scholars can now use these results to investigate transformation
agendas and evaluate sustainable organizational changes.

Second, our current work also indicates that digital technologies such as AI can allow
organizations to navigate demanding and changing business conditions by building digi-
tal capabilities that are hard to replicate from the competition. Thus, our work contributes
to the extant literature and answers the call for more foundational research regarding AI
in shaping dynamic capabilities [10, 14, 16, 23, 24]. In doing so, we highlight the role
of AI as an agile enabler of business. This study outcome also goes against claims that
AI is often monolithic and challenging to adapt to changing conditions due to its long
life-cycle times. However, what is essential is that firms can leverage AI to facilitate
rather than impede adaptive transformation [10, 23, 24, 36]. Our study constructs offer
insights on how to achieve this.

Third, we also showhowAI ambidexterity is a crucial enabler of adaptive transforma-
tion capability. The conceptualization of AI ambidexterity builds upon the foundations
of IT ambidexterity, and we, therefore, extend this current knowledge base [25, 30, 41].
While there has been significant theoretical discussion about the role of AI in facilitat-
ing exploration and exploitation [24, 35, 36], there is limited empirical knowledge about
whether being able to leverage AI in this manner impacts the adaptive transformation
capability of firms. Findings such as this indicate that digital technologies can facilitate
organizational fluidity and adaptability when leveraged under certain conditions.

This work has various practical implications addressing how firms can leverage these
results. Based on the outcomes of this work, we argue that decision-makers should focus
on an ongoing strategy and capability-building process enabled by AI. This means,
for example, that decision-makers within the organization should emphasize seeing the
AI phenomenon through a more holistic approach that considers technology a core
component of competitive strategies. In doing so, firms should actively invest in routine,
and innovativeAI uses to develop and further shape dynamic capabilities to look forward,
inform and optimize decision-making, and adapt to changing market conditions and
demands. These steps will ensure that the firm refocusses on several strategic growth
and performance improvement initiatives, keeps up with competitors, and achieves high
levels of organizational performance.
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Despite the study’s contributions, several limitations should be acknowledged. First,
we only surveyed respondents from the Netherlands. It would be a valuable research
opportunity to execute this research in different countries in Europe or even on other
Continents. Second, as we used a cross-sectional approach, we only measured at a single
point in time. Thus, we could not follow the development of AI and its contributions to
adaptive transformation capability over a more extended period. Nevertheless, this could
be a valuable area for futurework that several in-depth case studies can strengthen. Third,
future work could also embrace a configurational perspective and unfold possible factors
and conditions under which firms can realize high levels of organizational performance
while capitalizing on their dynamic capabilities [57].
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Abstract. This research presents a comprehensive understanding of AI in the
public sector based on a review of 78 studies. The literature review indicates that
an AI-analytical model and AI-based automation system are mostly used at the
organizational level whilst AI-recommender and chatbot applications are imple-
mented within the citizens’ services context. The results reveal that AI benefits
such as cost reduction and decision-making improvements are accrued by gov-
ernments. Further, the benefits of personalization and positive user experiences
are directly useful to citizens. The review highlights that developing and adopt-
ing AI, presents two categories of challenges: AI obstacles at the organizational
level, such as employees’ resistance, lack of managerial, and financial support,
and second - AI dilemmas linked to citizens such as AI ambiguity, bias, and pri-
vacy. Accordingly, this study provides recommendations for further research on
AI within the government and the public sector.

Keywords: Artificial intelligence (AI) · Public sector · AI technologies · AI
benefits · AI challenges

1 Introduction

Artificial Intelligence (AI) is described as the capacity of amachine or computer program
to complete tasks or undertake specific tasks and functions that simulate aspects of human
intelligence [92, 94]. Machines are now able to simulate human ability and behavior
within narrow applications and tasks [85]. Nowadays, the rapid development of AI
capabilities in process and service automation, has the potential to improvemany aspects
of our lives, such as health [12, 13], transportation [47, 48], education [92], economics
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[58], risk prediction and management [55, 58], and agriculture [59]. Researchers have
indicated that AI-based automationwill increase levels of productivity [49, 58], accuracy
[47], efficiency [22, 83], and effectiveness [83].

In light of the above potential opportunities and benefits, there is an expectation of
growth in global spending on AI technologies from $50.1 billion in 2020 to $110 billion
by 2024, as reported by the International Data Corporation [41]. Likewise, the global AI
technologies’ market is expected to grow around 54% each year during the period from
2020 to 2025 [77]. This in turn, indicates that organizations within public and private
sectors have realized the importance of the adoption and implementation of AI.

AI-based digital transformation initiatives are attracting many countries, including
European Union countries [91], China, Japan, Canada, United States [74], India [19],
andUnited Arab Emirates (UAE) [38] to develop national AI strategies. The recent study
by Papadopoulos and Charalabidis [74] analyzed information from twelve AI national
strategies around the world highlighting the race to adopt, develop and invest in AI
technologies to boost their economy and improve citizens’ services. Many researchers
highlight the importance of governments’ adoption of AI to add unique value to cit-
izens’ services [22, 61, 85, 89]. The technological advancement in AI will transform
the way citizens interact with government [9, 52], will enhance service quality [85],
personalization [21, 67], user experience [21, 98], transparency [1], and fairness [11].

Despite the importance of AI in our lives and the increasing interest of governments
in investing and adopting AI solutions within the public sector to realize benefits, there
exists a lack of a comprehensive academic understanding of AI from the public sector
perspective. The existing literature also asserts that AI research in the public sector is
still at an immature stage [76, 92, 94]. Noticeably, most review studies in this area (e.g.,
[27, 60, 86, 94]) focused on AI issues without organizing them according to the type
of tasks or services, or target users within the public sector. Accordingly, this research
realizes the need to conduct a comprehensive review and classify the AI aspects into the
main categories in the public sector, namely organizational (government) and citizens’
levels.

According to the above discussion, the main aim of the current research is to system-
atically review the related studies of AI in the public sector and synthesize and categorize
them into two contexts: government and citizens. The results of the review literature will
give direction for conducting further and specialized AI research according to organiza-
tional or citizens aspects. For instance, discovering AI benefits or challenges connected
to citizens’ services will help researchers interested in the citizens’ domain. In addition,
the findings will present practical contributions for practitioners (e.g., public services
managers or policymakers) in line with their responsibilities.

This research comprehensively reviews and identifies the main AI technologies,
benefits, and challenges associated with delivering government services to citizens via
AI. The research is divided into seven sections. The next section presents a detailed
overview of the literature search methodology. Section 3 will discuss AI technologies
within the public sector. AI benefits for governments and citizens have been discussed in
Sect. 4. The paper progresses to discuss themainAI challenges related to government and
citizens inSect. 5. This is followedbySect. 6whichdiscusses research recommendations.
The last Sect. 7 presents the conclusion.
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2 Literature Search Methodology

The literature search process was carried out in five stages according to the guide-
lines by Snyder [80] on how to prepare a literature review. First, define the research
topic direction - AI in the public sector or government. Second, identify relevant search
terms (includes synonyms, abbreviations, and closely related keywords), as demon-
strated in the following keyword structure: (“AI” OR “Artificial intelligence” OR “Ma-
chine learning” OR “ML” OR “intelligent application” OR “intelligent information
system” OR “bots” OR “artificial agents” OR “intelligent system”) AND (“Egovern-
ment” OR “egov” OR “government” OR “digital government” OR “E-government”
OR “Public sector” OR “mobile government” OR “m-government” OR “Electronic
government”). Lastly, define a search strategy (article title, abstract, and keywords) via
the Scopus database to identify all possible articles relevant to the research topic direc-
tion. This approach has been employed within many review papers (e.g., [27, 30, 94]).
This stage of the analysis yielded 78 articles. The next stage entailed defining search
inclusion criteria by limiting to journals and conferences to ensure the quality of studies.
Define screening criteria, this research applied three inclusion criteria namely: 1. pub-
lication type is a journal article or conference proceeding to ensure academic quality;
2. the publication language is English; 3. studies that are directly related to AI in the
public sector. Furthermore, the following exclusion criteria was used: (1) studies that
are not peer-reviewed such as newspapers and dissertations; (2) studies where only an
abstract is available; (3) studies not related explicitly to AI but technology in general;
(4) studies related to AI, but are not explicitly related to AI in the public sector. The
search and subsequent review resulted in 66 articles that were relevant to this research.
The final element entailed the scanning of references within the selected articles [80,
94] and search within the Google Scholar database to check for any relevant studies not
identified in previous searches. The final search and review yielded 78 separate articles.

In this research, the concept-driven systematic review approach [95] was utilized to
identify and synthesize the key themes from the literature (technologies, benefits, and
challenges). Furthermore, each of the themes were developed based on the frequency of
the same concept in more than one study. The analysis and classification of concepts was
centred on two categories: (1) AI issues related to governments, and (2) AI issues related
to citizens. This high-level grouping was a natural separation of the key themes from the
corpus of studies and aligned with the key topics, findings and conclusions. The review
and subsequent analysis were undertaken by the first author under the direction of the
co-authors. The subsequent drafting of the paper was primarily conducted by the first
reviewer with the co-authors undertaking review and amendment of subsequent sections
of the paper.

3 AI Technologies: An Overview

In general, AI technology involves the development of intelligent computer algorithms
or models to complete simple and complex tasks in a unique way compared to other
information technology applications [76, 94]. The development of AI technology is
described in three levels [62, 71, 94]. First, Artificial Narrow Intelligence (ANI) which
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has simple capabilities to provide specific services without human intervention, such
as answering citizens’ enquiries utilizing chatbot technology [61]. Second, Artificial
General Intelligence (AGI) which has the ability to learn from data and to analyze
decision making similar to how the human mind would operate [96]. Finally, Artificial
Super Intelligence (ASI) is a concept where the AI technology has superior capabilities
that surpass human intelligence. Many studies highlight that the development of AGI
and ASI has yet to emerge [15, 32, 37, 60].

In this context, some AI technologies implemented within the public sector have
reached the level of ANI [61, 94]. For example, AI analytical and predictive modelling
[48], and AI-based knowledge management [94]. Many technologies are considered
under the umbrella of AI, which includesMachine Learning (ML), Deep Learning (DL),
Artificial Neural Networks (ANN), Natural Language Processing (NLP), fuzzy logic,
Multi-Agent System (MAS), semantic algorithm, and speech recognition [27, 85]. AI
systems may incorporate more than one technology in the same AI application [25, 56].
For instance, AI-based self-service technology (SST) in the Administrative Approval
Bureau (AAB) in China has integrated three technologies: natural language processing,
face, speech recognition, and big data analytics [21].

The general aim of adopting AI technologies in the public sector is to perform
automated tasks related to government functions or provide unique services to citizens.
Accordingly, this literature review has identified two categories of AI technologies:
AI technologies for government use and AI technologies for citizen interaction. These
categories will be further discussed in the following sub-sections.

3.1 AI Technologies for Government

This paper has identified eight applications that are directly associated with govern-
ment functions or tasks. The cases presented in Table 1 illustrate the key details of AI
technologies and the unique benefits associated with each of them. Through the liter-
ature analysis, six studies have been identified within the AI-powered analytical topic
[4, 26, 34, 48, 55, 56]. An AI-based analytical model has the capability to analyze a
large set of data from governments or secondary sources (e.g., social media or Google)
to provide statistical information. AI-powered advanced analytical models enable the
automatic prediction of future events or outcomes with levels of accuracy depending on
data quality [48, 55]. Accordingly, utilizing AI-based analytical models in the public
sector will assist policymakers, managers, and public sector employees in a number of
areas, namely budget management [34], public policy [55], public services planning [4,
26], and data security [56]. The technology used in these models may vary depending
on the nature of the data and its sources, the area or sector, or the purpose of analysis.
For example, Kouziokas [48] employed ANN to forecast high-risk transportation within
urban areas. ANN can analyze data with a high degree of complexity derived from dif-
ferent sources. ANN collaborates with Geographic Information Systems (GPS) to utilize
data location to contextualize the analysis. In contrast, the studies by Criado, Villodre
[26], and Loukis et al. [55] used AI-based semantic analysis to analyze social media
content to understand and assess languages based on meaning and human context.

In the study by Fernandez-Cortez et al. [34], ML was utilized to analyze numerical
data related to the Mexican public budget. ML-based analytical models can deal with
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a large volume of numerical data and provide comprehensive classifications depending
on patterns determined by researchers. The study by Loukis et al. [55] introduced AI
analytical and predictive modelling to the Greek government to predict the economic
crisis. This model is based on one of the ML algorithms, so-called, Feature selection
algorithm (FS) that has a higher level of accuracy in analyzing and predictability when
compared with traditional analytical techniques. A study by Luo [56], discussed an
AI-based emergency management system to protect government data. The system was
developed through collaboration between special ANN technology for network security
that can understand events in case of attacks to help specialists tomake the right decisions
and prepare appropriate security policies for computer networks.

Two studies have concentrated on AI-based automation systems for managing cit-
izens’ requests in the transportation sector [47] and for managing citizens’ complaints
in the consumer protection sector [22]. These systems depend on the ML techniques
that enable a computer program to conduct a task automatically like a human. Citizens’
request and complaints systems will be able to automatically classify process requests
and respond accordingly through ML techniques.

3.2 AI Technologies for Citizens

This research has identified two main types of AI applications for citizens, in the line
with the nature of the service and target group of users: AI recommender systems and
AI chatbots systems.

3.2.1 AI Recommender System

AI Recommender systems (RS) are computerized systems that provide advice, sugges-
tions, and recommendations to citizens according to their interests, needs, and prefer-
ences [23].Wirtz et al. [94] classifiedRSwithinAI applications as it provides recommen-
dations autonomously. AI-based RS will increase the accuracy of personalized services
for citizens by analyzing their data in a real-time or reasonable time. In addition, RS
may analyze their previous behaviours or decisions in specific cases. For example, RS
could analyze user behaviours over social media and then provide suggestions around
services or products according to analysis results [97].

In the citizens’ services context, Meza et al. [63] presented an AI-based RS to
improve public tax payment in the municipality of Quito within Ecuador. The system
aimed to present recommendations and advice to guide citizen payment behavior, pro-
viding information on taxes, discounts, and increasing financial flow to governments by
encouraging citizens to pay taxes early. Terán and Meier [82] employed RS to improve
electronic voting (e-voting) for citizens in Switzerland. The system analyzed the similar-
ities among citizens’ interests, tendencies, and candidates’ information; then, provided
suitable recommendations and information to citizens about qualified candidates.

3.2.2 AI Chatbots System

A chatbot is defined as a smart computer program designed to simulate human conver-
sation with a single user or group of users [10] acting as a dialog system between a
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Table 1. Summary of the key details of AI technologies within government

AI technology Area/sector Value add/benefits Cited by

• Analytical model Transportation • Useful for developing risk
management plan for
transportation services

• Assist public
administration in
identifying the factors
that affect the level of
transportation safety as
well as reduce the number
of crimes

• Increase citizens comfort
and reassure when
traveling

[48]

• Analytical model Budget management • Evaluate the previous
budget in terms of
expenditures and
revenues

• Assist policymakers in
planning upcoming
budgets to maximize
revenues and allocate
expenditures

• Provide useful
information regarding the
exploitation of investment
opportunities and
economic development

[34]

• Analytical model Public policy • Facilitate
decision-making and
preparing public policy

• Present accurate
information that helps
decision-makers avoid
risks of economic crises,
such as economic
recession

• Exploit public and private
sector data in strategic
planning

[55]

(continued)
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Table 1. (continued)

AI technology Area/sector Value add/benefits Cited by

• Analytical model Tourism sector • Provide detailed
information about
tourists’ interests in price,
facilities, level of safety,
and entertainment places

• Assist the government in
planning and improving
tourism services
according to citizens’
perceptions.
Consequently, it will
increase their satisfaction

• Present reliable feedback
because the data were
collected indirectly from
citizens

[4]

• Analytical model Public services
planning

• Assist the government in
planning and delivery of
public services to citizens
over social media
platforms

• Present information about
the volume of citizens’
interaction and
engagement over Twitter

• Provide comprehensive,
accurate, and reliable
information

[26]

• Analytical model Data security • Ensure data protection
over e-government
platforms during their
sharing and exchange

• Data and information
verification and
monitoring

• Assist to make the right
decision at the right time
in case of errors or
security matters

[56]

(continued)
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Table 1. (continued)

AI technology Area/sector Value add/benefits Cited by

• AI-based automation
system

Transportation • Increase the classification
accuracy level and
minimize classification
errors

• Reduce requests
processing time and quick
response

[47]

• AI-based automation
system

Consumer protection
sector

• Facilitate receiving and
classifying data that are
related to customers’
complaints

• Provide solutions to
complaints in the shortest
time

[22]

computer program and a human (user) [79]. Chatbots have been referenced within the
literature as smart, digital, and intelligent agents [75, 94], virtual representatives, and
Virtual Personal Assistants (VPA) [6, 69].

Modern chatbots depend primarily on Natural Language Processing (NLP) [10, 12]
to develop AI techniques that enable computers to understand the natural language of
humans (written or spoken) [2]. The chatbot system is based on the idea of interactions
between a computer and a human to achieve a goal. Nimavat and Champaeria [72] clas-
sified chatbot applications into three categories depending on the purpose of their use:
1) informative - aims to provide information to users by searching algorithms within the
stored databases like Answer and Question (AQ) chatbot, 2) chat-based conversational -
talks to users interactively and aims to respond accurately to their sentences, as demon-
strated in virtual doctor applications [12], 3) task based chatbot - focuses on providing
a specific service or transaction such as public tax payments.

In line with the above categories, chatbots are developed to serve citizens in many
ways: answering enquiries, filling out forms, searching for documents, guiding citizens
to complete transactions, issuing governmental documents [61], and completing govern-
ment transactions. As a result, chatbots can replace government employees to complete
daily routine transactions and reduce workload [79], improve the level of service deliv-
ery to citizens, increase accessibility, improve flexibility, transparency, and interaction
between government and citizens [52]. Some chatbot applications have significant and
unique benefits according to the type of service. For instance,Medical Chatbot (Medbot)
was implemented during the COVID 19 pandemic to aid citizens’ access to health ser-
vices from cities or rural areas.Medbot helps to improve, to triagemedical consultations,
and performs basic diagnosis of ailments and medical conditions [12].

The study by Sivčević et al. [79], highlighted the potential implementation of chat-
bots within the police service in Serbia to increase safety levels. The study highlighted
the advantage of chatbot high availability (24/7) for citizens and potential to reduce
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human error in describing cases, crimes, or locations. An experimental study by Jones
and Jones [44] aimed to investigate the impact of chatbots on BBC news productiv-
ity and distribution. The study was launched eight experimental chatbot applications
from 2015 to 2017, four of them over social networking platforms such as Facebook
and Twitter. The results found that chatbots could facilitate access, sharing content, and
improvements to citizen engagement with BBC news. The research by Van Noordt and
Misuraca [88] examined the effect chatbots have on government services by analyzing
three case studies using chatbot applications within public administration. The main
results indicated that chatbot applications accomplished citizen transactions and facili-
tated access to governmental services anywhere and anytime. Moreover, the application
saved employees’ effort and time in repetitive tasks.

4 Benefits of Using Artificial Intelligence

The existing studies have focused on two kinds of AI benefits. To further elaborate on
these kinds, this section is broken down into two main sub-sections: the benefits of using
AI for government and then the benefits for citizens.

4.1 Benefits of Using Artificial Intelligence for Government

AI technology is different from traditional information systems applications due to the
automated aspects of task processing [42]. As a result, AI technologies have introduced
a set of potential benefits to government, which are discussed below:

• Cost reduction: AI-based automation will reduce traditional costs, such as build-
ings, desks, and office administration. This is possible as AI-powered automation will
reduce the number of visitors to public agencies, reduce manual operations, paper-
work, and decrease the number of required government employees [24]. AI technol-
ogy within infrastructure management systems can help governments save money and
operate more efficiently [5]. For example, in the suburban town of Wellesley in the
United States of America (USA), an AI smart system was implemented to manage
energy and predict future consumption. This system enabled the local government
to reduce energy consumption by 9% over three years, totaling savings of $132,000.
Sivčević et al. [79] argue that AI solutions for accomplishing repetitive tasks will
be cheaper than other information system applications and can subsequently be of
long-term benefit to government and public sector authorities.

• Performance improvement: AI can improve public sector productivity [66, 67],
especially daily and routine transactions. AI applications are operational 24/7, thereby
reducing the workload of public employees to perform complex tasks [5, 6, 61], con-
sequently increasing total productivity. According to Toll et al. [83], AI is described as
an enabler for boosting the effectiveness and efficiency of governmental organizations
and their performance and tasks. AI technologies have high accuracy in performing
tasks [57, 76]. This is evidenced in the virtual chatbot application “Alex” that supports
the Australian taxation office services. In the first test, Alex achieved an accuracy rate
of 80% in fulfilling citizens’ requests, surpassing the industry benchmark of 60–65%
[5].
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• Management and Decision-making improvement: The efficiency ability of some
AI techniques will assist professional public administrators in performing their tasks
[11]. For example, ML has the ability to predict or support decision-making based on
analyzing managerial assumptions and values [7]. According to Bullock [16], AI will
increase the flexibility of the decision-making process because the decision-making
authority will be transferred to the AI application that is available electronically.
Hence, it will be easily accessible by both employees and citizens. In addition, there
is a possibility to reduce the centralization of decision-making.

• Data and information processing:AI technologies will help in exploiting, analyzing
[7, 26, 93], and classifying [22] huge amounts of data with high interoperability [86],
accuracy, processing speed, and effectiveness [7].

• Government knowledge improvement: AI technology increases the data that gov-
ernment holds and processes on their citizens, as demonstrated by AI-powered analyt-
ics tools. Here AI-powered analytics tools analyze citizens’ interactions, perceptions,
and opinions over websites or social media [4, 26, 46].

4.2 Benefits of Using Artificial Intelligence for Citizens

AI public services automation will bring substantial benefits to citizens. These benefits
are discussed below:
Availability and Accessibility: AI-based automation services will support the 24/7
availability of service and ease of access over many platforms [83]. This is demon-
strated in systems where chatbot applications provide direct and fast access to govern-
ment services via e-government websites [24] or social networks [44]. This process can
ultimately save citizens’ time in browsing website pages to find services [24].
Personalization: Refers to the systems’ ability to offer a better understanding of citi-
zens’ needs and attitudes and changes the content of the service or product accordingly
[21, 83]. Many researchers highlight that AI applications will support and enhance the
personalization level for citizens’ services [21, 61, 67, 83, 85], as demonstrated in the
recommender systems, see Sect. 3.2.1. Here the payment tax recommender system pro-
vides advice according to the attributes of each citizen [63]. AI processes enable virtual
doctor applications to understand citizens’ cases based on a set of questions and then
present personalized health advice or prescriptions [12].
Ethical Principles: AI will reduce the intervention of government employees in the
completion of transactions and provision of services [21, 99]. In some cases, AI systems
make the decision and judgment automatically [36, 43].AImachines and systems depend
on computerized algorithms to perform their functions and processes [24, 92, 99]. AI can
support employees integrity and engender citizen trust due to the potential for reduced
levels of corruption within automated processes [29].
User experiences: Refers to the perceptions or impressions of users that result from sys-
tems use [51]. In the public sector context, some studies [21, 35, 98] have highlighted
that AI attributes have a significant impact on facilitating and enhancing citizens’ expe-
rience over time. Mainly AI attributes relate to personalization, design, smart aspects
[21], and support transparency [98]. Citizens will directly interact with the AI system
interface, as demonstrated in AI-based SST [21].
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Citizens’ satisfaction: AI applications are likely to optimize citizens’ services in terms
of reliability through reducing human errors [6], accuracy, effectiveness, efficiency,
productivity [50], and quality [33, 73, 83]. These aspects may impact on increasing
citizens’ satisfaction toward governments [61].

5 Challenges of Using Artificial Intelligence

Despite all the benefits of AI technology, there are a number of challenges that hinder
their adoption within the public sector. The overall analysis of the literature indicated
that the challenges of developing and adopting AI technologies will be associated with
government organizations and citizens. To further elaborate on these challenges, the
section is broken down into two main sub-sections: challenges related to government,
and challenges related to citizens.

5.1 Challenges Related to Government

• AI challenges that are related to government organization arise from several
organizational and managerial issues, which are discussed below:

• Employees’ exhibiting resistance to implementing new AI systems can believe that
the system will reduce their authority and importance [64, 78]. AI could reduce the
sense of managers and employees’ responsibility toward work. This is due to the
independent decision making of some AI systems and tasks [11, 94].

• Managerial and political challenges are those related to the lack of leadership and
management support [17, 90], as well as the lack of managerial guidelines toward AI
deployment [17, 39].All these issues obstruct developing and adoptingAI applications
in the public sector since the decision to adopt AI needs to be supported by both
managerial and political considerations [17, 28].

• Lack of financial support is related to insufficient financial support to develop and
adopt AI applications [64, 94], especially in the initial phases of projects [74, 94].
This can result in some public organizations adopting cheap AI systems with limited
functionality and specifications [11, 49].

• Data challenges are associated with the risk of using poor quality [83, 94], incomplete
[31], unreliable, and biased data [28, 78]. AI systems depend primarily on data for
analyzing, processing, learning, and solution implementation [31, 40]. Analyzing gov-
ernmental data helps governments in the planning, decisionmaking, and predictability
of tasks [7]. Using poor or insufficient data with weak specifications will negatively
affect performance and decisions making [43, 61]. The difficulty of assessing data and
the shortage of data analytical specialists [31], may impact on the ability of organi-
zations in presenting high data quality to ensure the success of AI systems within the
public sector context [94]. There are also barriers related to the nature of governmental
data. Many researchers described it as a huge amount of data that has a high degree of
complexity in terms of volume, formats, and variety and can be unstructured [7, 40].
This is partly due to the nature of the public sector and its services compared with the
private sector since the public sector involves many sub-sectors in different domains
such as health, education, and finance [40, 54]. All these issues will affect gathering,
classifying, and storing of data [40, 54, 94].
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• AI skills and expertise. The greatest challenges that hinder the development and imple-
mentation of AI systems are lack of AI knowledge and talent [17] and shortage of AI
specialists in general [8, 73] as global demand increases for skilled AI specialists [94].
Wirtz et al. [94] argue that AI experts’ salaries and benefits are high compared with
other IT specialists. This, in turn, indicates that organizations with limited budgets
can find it difficult in recruiting and hiring AI experts.

• Legal and regulations challenges. With the widespread development and implementa-
tion of AI technologies, some governments have experienced challenges in presenting
a solid legal and regulatory framework for using AI applications within the public sec-
tor context [45, 94]. Governments may find difficulties implementing adequate laws
for AI systems due to the fact that these systems are associated with a range of issues
[65], such as data protection and privacy [17, 65, 83, 94], AI ambiguity and level of
transparency [29], responsibility and accountability [16, 17, 81, 94], human rights
(either employees or citizens) [65, 83].

5.2 Challenges Related to Citizens

• AI challenges that are related to citizens arise from a number of issues that will be
discussed below:

• Lackof citizen awareness andknowledgeofAI systemshas emerged as a key challenge
because AI has been viewed as an emergent technology [61]. Even in some cases,
citizens use and interact with AI applications without knowing that they are classified
under the AI umbrella [5, 6].

• AI system ambiguity and lack of explainability is associated with many AI systems
as they provide outcomes or make decisions without explaining the reasons as to
how or why the process was carried out [29, 76]. For this reason, some researchers
describe AI systems as a black box [29, 57]. AI ambiguity has negatively affected
citizen acceptance in the public sector [29, 76]. This factor has also impact on trust
and level of transparency toward AI systems [14, 29]. According to Chatterjee and
Sreenivasulu [20] citizens are worried about sharing their data and information with
the AI system because they do not know how the AI system will process or use the
data.

• AI system bias occurs where the system creates outcomes or decisions, which may
lead to negative results due to algorithmic bias potentially impacting citizens’ gender,
color, or cultural background [14, 29, 85]. The bias phenomenon may increase citizen
concerns about transferring tasks or decision-making for AI [35, 86]. Bias within AI
systems is not linked to all systems and in some cases, AI systems are utilized to avoid
human bias and support citizen fairness [1, 92, 99]. AI-based virtual agents have been
used for social insurance services in China. The agents aimed to ensure equality of
citizens in obtaining public social insurance and increasing transparency levels [99].

• Privacy and security challenges arise from citizen’s concerns about the privacy [7, 33,
68, 94] and protection [3, 65, 83] of their data and information when they interact
with AI systems [35]. The degree of citizen’s concerns are influenced by the type of
data and the protection standards in place at the time [65, 87]. Also, citizen’s concerns
arise from unethical use of their data [33, 81], for example, the use of AI systems to
monitor citizens [49]. Recently, many governments have implementedAI applications
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for health purposes during the Covid19 pandemic [84]. Nevertheless, there are privacy
anxieties stemming from some citizen’s attitudes toward these technologies as they
have the ability to monitor, store, and analyze personal data [70].

• Responsibility and accountability. AI accomplishes tasks and makes decisions with-
out human (employee) intervention [53]. Many researchers highlight that citizens’
concerns arise from who is responsible in the case of an error or misjudgment from
the AI system and how their rights may be impacted [5, 18, 94].

• AI system performance challenges. This refers to AI applications that were unable to
perform tasks adequately in comparison to employees within citizen services. Where
a service context required extensive human interaction or emotion [10, 83]. Further-
more, prior studies indicated that some governments adopt cheap AI applications with
limited functional specifications [11, 49]. As a result, it likely negatively impacts their
performance in delivering public services to citizens.

6 Recommendations

This paper reviewed the existing literature on AI within the public sector. From this
review, the study provides a set of recommendations for scholars interested in AI
research. First, many existing studies indicated the importance of increasing the research
effort that focused on conducting empirical studies to investigate the actual influence
of AI benefits and challenges on organizational and individual levels within the public
sector. Second, the majority of studies that have researched AI technologies for the gov-
ernment focused on technical aspects [4, 26, 34, 48, 55, 56]. The review has identified
the lack of research in investigating themanagerial aspects within this area. Accordingly,
this research suggests increasing research interest in managerial issues such as AI tech-
nology adoption and risk management. Furthermore, this paper has explored the main
challenges of AI implementation at the organizational and citizens’ level. Therefore,
future researchers’ contributions must act on presenting theoretical solutions and frame-
works to manage AI challenges accord to the nature of users (either citizens or employ-
ees). These contributions will support the successful adoption of these technologies and
realize their benefits.

This research has discovered the unique benefits of AI technologies, such as improv-
ing personalization and user experiences. Future studies could utilize technology theories
(e.g., TAM, UTUAT) to investigate the positive impact of AI benefits on citizens’ adop-
tion of AI technologies like chatbots and AI recommender applications. Furthermore,
the literature review revealed the main AI technologies at the organizational and citi-
zens’ level. Therefore, future studies should pay more attention to assessing the success
of AI technologies through a theoretical model (e.g., IS success model). This research
identified the AI challenges connected to employees and citizens, such as bias, ambigu-
ity, and technology resistance, this, in turn, could help establish a theoretical foundation
for further research to examine their impact on AI acceptance and adoption within the
different kinds of public sectors.

The literature review provides a set of recommendations for public services man-
agers, policymakers, and practitioners who work in the e-government field. Govern-
ments should adopt clear and holistic plans and policies for developing AI technologies
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by presenting an adequate financial budget, providing accurate and reliable data, and
preparing programs to attract or develop AI knowledge and expertise. Furthermore, it is
essential to coordinate between governments’ services managers and developers to earn
the unique advantages of AI implementation at the organizational and citizens’ services
level. The review results identified several ethical issues related to AI in the areas of pri-
vacy, security, bias, responsibility, and accountability. Accordingly, this paper suggests
that policymakers and managers should prepare a strict legal framework to govern these
issues before integrating AI into citizens’ services. Moreover, governments must utilize
appropriate methods using relevant media channels to increase public awareness about
AI and its benefits to citizens and institutions.

This research also recommends increasing the research effort that focuses on a par-
ticular sector because the public sector contains several sub-sectors (e.g., health, edu-
cation), and each sector has unique attributes. For instance, the type of services, target
users (patients or students), and type of data and procedures. The future contribution
of specialized studies will support the literature on AI according to the sector type and
provide practical recommendations in more detail to administrative or decision-makers
for each sector.

7 Conclusion

In this paper, we have reviewed the available research on AI from the perspective of
government and citizens to identify the main categories of AI technologies, benefits,
and challenges. The overall analysis of the literature identified two types of applications
that are specific to the organizational level, including AI-powered analytical models and
AI-based automation systems. Furthermore, two applications directly use or interact
with citizens to deliver public services, namely AI recommender systems and chatbots.
This paper determines and classifies the main AI benefits found within the reviewed
studies. AI will positively affect internal government functions through cost reduction,
performance, management, decision-making improvement, data and information pro-
cessing, and government knowledge improvement. Alike, AI will support and enhance
citizens’ services in five areas: availability, accessibility, personalization, support user
experiences and satisfaction, and ethical principles.

In addition, the reviewof the existing studies explored twomain groups of challenges.
The first group relates to the organizational level involving five challenges: employees’
resistance, managerial and political, data, AI skills and expertise, legal and regulations
challenges, and lack of financial support. The second group attached firmly to citizens
contains five challenges: lack of citizen awareness and knowledge of AI systems, AI sys-
tem ambiguity, bias, privacy and security, performance, and responsibility and account-
ability. Although the current findings would be a valuable guide for researchers and
practitioners interested to understand managerial issues related to the development and
implementation of AI technologies across the public sector. There are some limitations
that should be noted; the paper was limited to a set of keywords and academic databases
in the literature search process. Therefore, future studies may consider other AI’s public
sector terms and databases. Moreover, the analysis of prior studies was focused only
on three AI issues: technologies, benefits, and challenges. This gives an opportunity
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for researchers to investigate other AI themes, such as AI opportunities, adoption, and
success factors.
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Abstract. In a constantly changing environment, researchers and practitioners
are concerned with the issue of whether responsible artificial intelligence (AI)
governance can help build competitive advantage. Responsible AI governance
should be viewed as a source of competitive edge rather than merely a quick
fix for automating manual processes. Despite this, little empirical evidence is
available to support this claim, and even less is understood about the dimensions
and relationships that add business value. This paper develops a conceptual model
to explain how responsible AI governance practices aligned with strategic goals
lead to competitive performance gains. An investigation of 144 Nordic firms is
conducted to verify our hypotheses using aPLS-SEManalysis. Findings reveal that
deploying responsible AI governance will make a significant positive impact on
an organizations’ knowledgemanagement capabilities directly and on competitive
performance indirectly. These findings also suggest that implementing responsible
AI governance improves firms’ ability to acquire and distribute knowledge when
there is strategic alignment with a firm’s goals.

Keywords: Responsible AI governance · Knowledge management capabilities ·
Competitive performance · Strategic alignment

1 Introduction

Over the past few years, organizations are increasingly turning to AI to digitalize their
activities. Schmidt, Zimmermann, Möhring and Keller [1] define AI as the endeavor to
mimic cognitive and human capabilities on computers. AI contributes towards digital
transformation by customizing solutions based on the available data [2]. Nevertheless,
AI capabilities have not been used to their full advantage and companies like Google
decided to govern AI in a responsible way to increase performance and limit negative
consequences [3]. Another example is IBM who developed several tools to address
fairness issues [4]. Responsible AI is the process of designing, developing, and deploy-
ing artificial intelligence with the purpose of enabling individuals and organizations
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while also having a fair effect on customers and society, allowing businesses to create
trust towards AI [5]. The relationship between responsible AI governance and a com-
pany’s competitive performance is an important issue that has occupied information
systems research for the last few years [6]. A growing body of research in Information
Systems (IS) emphasizes the importance of developing responsible applications that
transform competencies into differential economic value, with some studies attempting
to determine the impact of responsible AI governance on a firm’s competitive position
[7]. Among other things, Knowledge Management Capabilities (KMC) are expected to
enable firms to seek and disseminate updated knowledge in order to meet their needs,
exploit innovation, and guide firms in responding quickly to external market changes
to achieve high business performance [8, 9]. Furthermore, as competition has increased
the need for dynamic capabilities in organizations, future research should focus on the
conceptual development of dynamicKMCs incorporating new facets to resolve real-time
problems and achieve better organizational outcomes [10]. Nevertheless, little empir-
ical evidence is available to support this claim, and even less is understood about the
dimensions and relationships that add business value.

To fill this gap, we developed a conceptual model, and developed an instrument
of responsible AI governance based on the guidelines of MacKenzie, et al. [11] to
explain how responsible AI governance practices aligned with digitalization goals lead
to competitive performance gains.We collected data through a quantitative survey-based
approach in which 144 Nordic businesses participated, and we examined our conceptual
model and hypotheses using a partial least squares structural equation model (PLS-
SEM) analysis. Therefore, the aim of this study is to determine whether responsible AI
governance improves KMC, whether strategic alignment changes the strength between
responsible AI governance and KMC, in other words, it has a moderating effect, and
whether KMC provide any significant competitive performance advantages. The main
point is that responsible AI governance will be useful only if it is used to support or
enable critical KMC that are contributed by dynamic strategy alignment [12]. What is
more, we contribute to theAI literature by demonstrating how responsibleAI governance
enhances a company’s KMC, hence improving competitive performance. Using survey
data from respondents with managerial responsibilities within their organization, we
show empirical proof that these claims are correct. As a result, responsibleAI governance
reflects a company’s ability to commercialize its knowledge skills. Consequently, this
study seeks to answer the following two research questions: (1)What is the relationship
between responsible AI governance and competitive advantage gains? (2) What is the
effect of strategic alignment on competitive performance gains?

The rest of the paper is structured as follows. The subsequent section presents the
background of this study and describeswhat responsibleAI governance entails. Section 3
details our hypotheses, where we examine if a robust responsible AI governance can
impact competitive performance. It is our theory that the indirect effect is mediated
through the firm’s capability to manage its knowledge, which is affected by the strategic
alignment. As a result, these renewed operational capabilities provide a competitive
advantage. Section 4 presents how our study analyzes factors associated with these
associations using a survey-based design, and we describe the data collection methods
and measures for each concept used. Afterwards, we present the results of our empirical
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analysis, followed by a discussion of their theoretical and practical implications as well
as some significant limitations.

2 Background

Although there is no clear definition of responsible AI governance, there is a growing
consensus about it. It can be defined as a function that describes the different ways AI
can be governed ethically [5]. As an alternative, it can be defined as a process that spans
all stages of AI projects’ lifecycles by following the principles of responsible use [13].
Responsible AI governance is important to benchmark against competitive performance
gains, particularly in examining what type of effect it has within organizations’ capa-
bilities to make continuous improvements and implement changes in business products,
methods and services. For instance, Microsoft developed explainability tools to inter-
pretate machine learning models which assist with decision making [4]. Hence, there is
growing support for the claim that responsible AI governance not only has an impact
on external entities’ perception of organizations when using AI [14], but also on the
internal capabilities related to managing organizational knowledge [8]. Consequently,
responsible AI governance may influence KMC since it offers a framework for under-
standing the implications of the use of AI and propose which standards to follow so
stakeholders will have confidence in the organization’s use of AI. KMC is defined as an
organizational mechanism to continually and intentionally create knowledge inside the
organization [15].

Developing responsible artificial intelligence applications adds benefits not only
from an ethical and moral standpoint but also can provide organizations with a medium
to long-term competitive advantage [16]. By showcasing an organization’s commitment
to ethical practices, for example, it can gain an edge in recruiting technical profession-
als and also retain top talent, particularly when qualified developers are in short supply.
According to theEIU report [17], ethically questionable practices discourage prospective
employees from applying for jobs and undermine their faith in the industry, contribut-
ing to the so-called “techlash,” a result of public disbelief and animosity towards large
tech companies. Furthermore, responsible AI practices and processes enable the cre-
ation of documentation on how an organization addresses the challenges associated with
artificial intelligence [16], allowing for a better understanding of potential operational
issues or business opportunities that may arise [17]. As a result, responsible AI com-
mences influencing performance because trustworthiness leads to increased retention,
spending, and adoption of new services [18]. A well-crafted AI application can preserve
and expand one’s client base by adhering to ethical and responsible standards [16]. By
developing inclusive products and services, businesses will be able to retain customers
and increase their credibility by providing products and services that are effective for all
types of customers, ensure safety, and are transparent. For instance, the acceptance of
blockchain technologies in AI services for traceability and transparency can overcome
trust issues from the side of customers [19]. Additionally, the development of a respon-
sible AI governance is also essential from a compliance perspective. Authorities have
begun monitoring AI applications and introducing regulations that include principles of
standards and ethical considerations, such as auditing processes and algorithmic impact
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assessments. As a result, a number of privacy and data protection frameworks include
privacy by design as an integral part of their frameworks.

Seven dimensions comprise the notion of responsible AI governance. These dimen-
sions are accountability, environmental, societal well-being, transparency, fairness,
robustness and safety, data governance, and human-centric AI [20]. A primary aim
of responsible AI governance is to reduce the possibility that a modest change in the
weight of an input can drastically alter the output of a machine learning model since
it takes a lot of effort to create a responsible AI governance system. It is worth men-
tioning that this is a self-developed construct, where items and sub-dimensions have
been validated through established methods [11]. Continuous examination is necessary
to guarantee that an organization is dedicated to producing unbiased and reliable AI.
Therefore, while creating and implementing an AI system, it is critical for a business to
have amaturity model or standards to follow. The ability of an organization to effectively
adapt information to future use and respond to changes in the environment is critical,
as is the importance of knowledge in improving the organization’s performance. KMC
reflects an organization’s ability to create, transfer, integrate and leverage knowledge
within the organization [21]. The items used to measure the KMC of firms were adopted
from the study of Mao, Liu, Zhang and Deng [22], where they also were empirically
confirmed. The respondents were asked five questions about the degree to which they
are able to manage knowledge within the organization.

Strategic alignment has been a top management priority since the inception of the
information technology profession, and its favorable effects on business performance
have been thoroughly documented in past research. The substance of plans and planning
processes can be viewed as strategic alignment [23]. Tallon and Pinsonneault [24] sup-
ported the causal link between strategic alignment and performance by concentrating
on the alignment of strategy, plans, operations, and processes. We measured strategic
alignment based on an adapted scale used from the work of Preston and Karahanna [25]
which comprised of three items. As for competitive performance, it refers to how well
a company outperforms its key competitors [26]. Respondents were asked to rate how
well they outperformed their primary competitors in a variety of areas such as market
share, delivery cycle time, and customer satisfaction.

3 Research Model

The research model is presented (see Fig. 1), as are the hypotheses that surround it. We
argue that responsible AI governance will affect a company’s competitive performance.
We also argue that strategic alignment between AI and business will amplify respon-
sible AI governance’s impact on KMC. Therefore, having a sensible AI governance
model aligned with a company’s strategic goals will enhance KMC, which will boost
the company’s competitive performance.

An organization that implements responsible AI governance should focus on assess-
ing, monitoring, and evaluating the performance of an AI application, both before and
after deployment [13]. It is also essential to have clear and conciseways to document both
the data and AI aspects of AI governance, including how they relate to each other [3].
For instance, all steps from data collection to data use should be documented, including
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Fig. 1. Research model.

how the data was transformed [27]. Knowledge can flow within the organization more
efficiently if the processes and mechanisms are well documented, therefore improv-
ing KMC. Documentation also decreases the dependence on one person’s knowledge
and abilities since documented processes are less likely to become obsolete. Further-
more, responsible AI governance places emphasis on designing based on inclusiveness
and on enhancing human agency and autonomy. These are fundamental constituents
for facilitating better use of human capital within organizations and, as a result, opti-
mizing knowledge flows and interactions. Finally, responsible AI governance dictates
that throughout the process of design, deployment and monitoring of AI applications,
there is a strong focus on the safety and robustness of systems and entities that interact
with AI agents. Establishing such privacy and safety policies facilitates easier cross-
departmental access and knowledge sharing without the risk of critical knowledge being
leaked or accessed by non-authorized employees [28]. Thus, we propose the following
hypothesis: H1: Responsible AI governance will have a positive effect on KMC.

Several studies have indicated that KMC is related to organizational performance
[21, 22, 29]. Information is regarded as one of a company’s most valuable and critical
resources, and businesses that can develop, apply, andmanage the appropriate knowledge
can reap a variety of benefits [29]. Having a strong KMC may aid in the improvement
of product and service quality, as well as the development of new products and services.
KMChelps businesses improve their processes, which is critical for competitive success.
Several studies have been conducted to investigate the relationship between KMC and
performance. Tanriverdi [21], for example, demonstrated that KMC has a positive effect
on the corporate financial performance of multi-business firms. Thus, we propose the
following hypothesis:H2: KMC will have a positive effect on competitive performance.

Strategic alignment of the information system has been linked to improved company
performance (IS). It refers to the alignment of a company’s business strategy with its
information technology strategy. Other studies [30] investigated a wide range of factors
that influence the alignment of business and IT strategies. Strategic alignment improves
organizational outcomes, which indirectly increases competitive advantage. KM is also
a strategy for developing new products, increasing value, and improving competitiveness
by leveraging a company’s intellectual assets and employee capabilities. In this scenario,
if we view strategic alignment as the most important to the organization, and design a
roadmap to accomplish its goals, then responsible AI governance could be the roadmap
(framework) and KMC could be one of the organizational goals. That means strategic
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alignment could amplify the potential value that responsibleAI governance has onKMC.
Hence, to compete in today’s highly competitive business environment, large corpora-
tions must integrate their IT with their KM policies and procedures. Thus, we propose
the following hypothesis:H3: Strategic alignment will have a positive moderating effect
on the relationship between responsible AI governance and KMC.

4 Methodology

A quantitative study was carried out to test the research paradigm proposed in this work.
The survey approach was used as a strategy as a survey study collects the same type of
data from a large number of key respondents such asmanagers, heads of departments and
CEO, which can then be analyzed for trends that allow conclusions to be generalized.
The study’s population is Nordic enterprises because according to the Global Economic
Forum’s 2019 Global Competitiveness Report organizations in these countries have high
levels of ICT adoption and the majority of individuals have strong digital skills, making
them well equipped for digital transformation.

4.1 Data Collection

To put the studymodel to the test, Nordic businesses were sent an internet questionnaire-
based survey. For each country, the percentage is 29.9% for Norway, 27.8% for Sweden,
27.7% for Finland and 14.6% for Denmark. According to the Global Economic Forum’s
2019 Global Competitiveness Report, these countries are at the forefront of global com-
petitiveness, ranking eighth, tenth, eleventh, and seventeenth, respectively [31]. The
Nordic countries have a high rate of ICT adoption, and the majority of the population
has advanced digital skills, putting them in a good position for digital transformation
[32]. We utilized 58 questions to measure our items and we used a 7-point Likert scale,
where a value of 1 means disagrees entirely, and 7 means agree entirely.

To ensure internal validity we used PLS’ discriminant validity which establishes the
distinctiveness of the constructs. In addition, we conducted a pre-study of 15 respon-
dents to measure the statistical responses (respondent fatigue, quality of answers etc.)
and we requested feedback from them to improve the survey. For external validity, we
used purposive sampling as it is easier to generalize a sample of 144 respondents. Our
sample is consistent since it exclusively covers Scandinavian nations, implying that they
share comparable cultural traits, education level and IT infrastructure. The validity and
reliability of the hierarchical research model were evaluated using a structural equa-
tion model (PLS-SEM). All analyses, in particular, were carried out using the software
package SmartPLS 3. PLS-SEM is regarded as a suitable method for assessing multiple
relationships between one or more dependent variables and one or more independent
variables in this study because it allows for simultaneous estimation of multiple relation-
ships [33]. As a variance-basedmethod, PLS-SEM is adaptable and capable of evaluating
both reflective and formative constructs and the ability to analyze complex models with
smaller samples and theory building. PLS-SEM is widely used in data analysis for the
estimation of complex relationships between constructs in a variety of subject areas,
including business and management research [34].
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5 Analysis

5.1 Measurement Model

We employed distinct assessment criteria to examine each of the reflective and formative
constructs in the model because they are both reflective and formative. We tested relia-
bility, convergent validity, and discriminant validity for the latent reflective components.
The construct and item levels of reliability were tested. We looked at Composite Relia-
bility (CR) and Cronbach Alpha (CA) values at the construct level and found that they
were both over the 0.70 criterion. The construct-to-item loadings were checked to see
if they were greater than 0.70, indicating indicator dependability. To see if AVE values
were convergent, we looked at whether they were above the lower limit of 0.50, and the
lowest observed value was 0.623, which is significantly higher than this threshold. To
establish discriminant validity, two methods were used. The Fornell–Larcker criterion
was used to ensure that the AVE square root of each construct was more significant
than the highest correlation with any other construct. The second examined whether the
outer loading of each indicator exceeded its cross-loadings with other constructs. The
results (Table 1) show that the reflective measures are valid and that all items are good
indicators for their respective constructs.

Table 1. Discriminant validity values.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

(1) Accountability 0.78

(2) Data governance 0.63 0.75

(3) Environmental and societal
well-being

0.64 0.59 0.81

(4) Fairness 0.62 0.55 0.60 0.76

(5) Human-centric AI 0.58 0.73 0.63 0.52 0.79

(6) Robustness and safety 0.69 0.73 0.62 0.58 0.75 0.76

(7) Transparency 0.66 0.64 0.59 0.70 0.64 0.68 0.69

(8) KMC 0.33 0.60 0.48 0.56 0.58 0.43 0.54 0.82

(9) Strategic alignment 0.35 0.39 0.58 0.37 0.57 0.45 0.51 0.45 0.91

(10) Competitive performance 0.47 0.68 0.59 0.55 0.62 0.48 0.58 0.75 0.54 0.79

5.2 Structural Model

Figure 2 summarizes the structural model from the PLS analysis by showing the
explained variance of endogenous variables (R2) and the standardized path coefficients
(β). The structural model is validated using coefficients of determination (R2). To deter-
mine the significance of estimates, a bootstrap approach with 10000 resamples is used
(t-statistics).
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Fig. 2. Structural model.

Figure 2 depicts support for two of the three hypotheses. The responsible AI gov-
ernance of a company is found to influence KMC (β = 0.534, t = 4.757, p < 0.001).
Strategic alignment, on the other hand, had no such significant effect on knowledge
management competencies (β = 0.069, t = 1.337, p > 0.05). As predicted, knowledge
management skills are positively associated with competitive performance (β = 0.747,
t= 17.232, p < 0.001). The structural model explains 62.3% of the variation in compet-
itive performance (R2 = 0.559), 66.9% of the variation in KMC (R2 = 0.42), and 82.7%
of the variation in strategic alignment (R2 = 0.42). These coefficients of determination
suggest that the data have moderate to significant predictive power.

6 Discussion

There is a growing discussion around responsible AI governance, but still, literature
lacks empirical evidence and thus, there is a gap that needs to be filled. Businesses
should bridge this gap in order to gain the trust of their customers, employees, and other
stakeholders. If they don’t, their competitive performance might suffer, and their AI
initiatives could fail to deliver the expected benefits and value. The outcomes of this
research contribute to IS literature through key findings which raise several theoretical
and managerial implications.

6.1 Implications for Research

This study contributes by developing a construct model for responsible AI governance
and by examining how it affects KMC and through that competitive performance. We
provide empirical evidence on the notion that responsible AI governance has an effect on
KMC and has an indirect effect on competitive performance and we validate the concept
through an empirical study that builds on a large sample from Scandinavian companies.
Hence, policies and goals that define and orchestrate the business plan should consider
how responsible AI governance can affect directly or not the performance outcomes of
a firm.

In more specific terms, responsible AI governance appears to directly impact a firm’s
KMC by expanding both knowledge assets as well as knowledge operating capacities
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and providing them with greater opportunity in terms of their capacity, competence, and
ability. Through this study, we add to the AI literature by illustrating how responsible
AI governance improves a company’s KMC, thereby enhancing competitive perfor-
mance. We provide empirical evidence that these claims are true using survey data from
160 respondents with managerial responsibilities within their firm. According to Rana,
Chatterjee, Dwivedi and Akter [35], the lack of understanding of how unintended conse-
quences of an AI system could impact the overall competitive position of a firm is vital
to the development and implementation of responsible AI government frameworks that
add business value. Thus, exploring and investigating how responsible AI governance
frameworks should function could give companies a competitive advantage over their
competition.

Despite this, our empirical results did not support the assumption that strategic align-
ment impacts KMC. This may be because managers develop processes, policies, and
practices from the top, and from there drill down to the bottom, while in practice, respon-
sive AI is implemented from the bottom up based on the technical skills of the AI team.
This entails pushing for changes in structures and processes may be antithetical to their
goals and may conflict with what the organization currently supports [36]. Also, it is
imperative that managers who wish to incorporate responsible AI concerns into their
work first understand what it takes to achieve this, and then take the necessary steps to
develop a responsible AI system. In the absence of an AI governance framework, it is a
huge undertaking to redesign organizational structures, accommodate the responsible AI
work, and finally carry out management changes to implement the new organizational
practices.

6.2 Implications for Practice

The results of this study can be used by managers in key positions to benchmark results
and identify areas for improvement. To accomplish this, a multitude of processes must
be implemented, which requires top management commitment and a clear plan for
firm-wide responsible AI integration. Since many companies are still at an early stage
of adopting AI practices, it is important to do it in a responsible manner in order to
gain value from the building of new capabilities which can boost performance. Since AI
systems are complex and expensive, additional implementation considerations should be
designed into the overall design, yet the benefits can quickly be realized on a managerial
and economic level.

Aside from the fact that responsible AI governance practices enhance ethical and
competitive value for the company, which is good for public perception, executives
should also adopt them to improve the company’s performance. Of course, there is the
human factor to consider, as responsible AI is concerned with how human agents make
data-driven decisions in order to maximize potential business performance [37]. At the
same time, responsible AI governance has an impact on a company’s overall strategy and
development planning because features related to responsible AI necessitate time and
effort. In contrast, the development team requires appropriatemanagement and resources
to create a trustworthy system.

Finally, due to the complexity of AI projects and the fact that most firms do not yet
have an established AI development department, most projects are led by AI developers.
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Management should clearly invest more resources and effort in AI capability develop-
ment for two reasons. Firstly, AI is developed from the ground up, which means that new
capabilities will emerge from the AI team itself, implying that capable AI development
teams have the opportunity and power to change outcomes in a positive and profitable
way by implementing AI-driven projects that adhere to a responsible AI framework.
Second, in order to drive future business value, managers must plan and invest ahead of
competitors in order to remain competitive. Keeping ahead of the competition, on the
other hand, does not happen overnight. It necessitates a systematic approach in which all
managerial efforts are contained within a framework that clearly guides the necessary
steps to achieve representative AI practices.

6.3 Limitations and Future Research

There are several limitations to this study’s methodology. First, companies taking part
reside in Scandinavia, where countries are known to have high standards for responsible
and ethical practices, so it will be interesting to see how countries in different geograph-
ical regions tackle the same problem, such as North America or southern Europe. Our
survey is limited in another way by the fact that we only captured a snapshot of what
these companies do. Because we are not familiar with how they develop their AI prod-
ucts or make them better over time, we cannot identify how their practices change and
what mechanisms they apply. Finally, we do not measure various performance metrics,
such as social responsibility, reputation, or trust, which can affect the position of a firm
in the market, since such measures can capture the value that an organization can obtain
in the medium or long term.
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Abstract. Advancements in Artificial Intelligence (AI) such as digital assistants
and conversational agents are being adopted fast and wide across consumer indus-
tries such as e-commerce, where they act as frontline service agents and interact
with customers in service encounters. It is suggested that technology is no longer
only the mediator of communication between customers and a company but has
potential to become the “other” with whom customers interact. Based on this idea,
this research adopts Social Response Theory to measure the effects of anthropo-
morphism of AI, para-social interaction with AI and personalization on perceived
social presence of the customer experience, customer loyalty and intentions to
engage in eWOM. An online survey with a sample of online consumers, who have
previously engagedwith a form of AI-technology, is conducted. Quantitative anal-
ysis of the data through CFA and SEM shows that perceived social presence has a
strong effect on both customer intentions to engage in eWOM and customer loy-
alty. Further, social presence serves as a mediator for the relationship between an
anthropomorphism of AI and para-social interaction with AI on eWOM intentions
and customer loyalty. A discussion of these findings and implications concludes
this paper.

Keywords: Artificial Intelligence (AI) · Customer experience · Customer
loyalty · Social presence · Social response theory

1 Introduction

The fourth industrial revolution witnesses a fast and widespread adoption of Artificial
Intelligence (AI) as a disruptive technology that contributes to accelerating the shift
towards a more algorithmic society (Huang and Rust 2018; Shankar 2018). Advance-
ments in AI are being utilized across several consumer industries such as e-commerce
and digital marketing. A popular application of AI in marketing are digital assistants
also known as conversational agents (CAs), chatbots, virtual assistants, or dialogue sys-
tems (Rai 2020; Thomaz et al. 2020). These agents are designed to approximate human
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speech and interact with people via a digital interface (Thomaz et al. 2020). They have
the advantage of being highly scalable and the ability to deliver routine customer service
to large numbers of people simultaneously (Davenport et al. 2020; Duan et al. 2019;Wil-
son and Daugherty 2018). Human-less transaction mediated by intelligent technology
is growing in numbers and frequency (Hofacker and Corsaro 2020). However, research
relating to the impact of AI and AI-enabled assistants, is still developing and relatively
sparse (Davenport et al. 2020; Steinhoff et al. 2019).

Boden (2006) and Riskin (2007) state that from antiquity, humans have theorised
about what it means to be human in contrast to artefacts made by humans. Key char-
acteristics distinguishing human-made items from humans on an ontological dimension
is the ability to communicate and experience emotion, yet, technology can now recre-
ate communication in human-like ways, thus challenging existing paradigms (Edwards
et al. 2019; Guzman 2020). Guzman (2020) argue that research into human-machine
communication must re-examine interaction encounters and consider communicative
technologies from a new perspective. Therefore, consistent with above discussion, this
current study adapts Social Response Theory (SRT) to gain new insights of how people
relate to AI because “communication is fundamental to both theory and practice of AI”
(Gunkel 2012, p. 2). SRT posits that people relate to technologies as if they are people
(Nass and Moon 2000; Reeves and Nass 1996). SRT is also known as Computers As
Social Actors (CASA) paradigm because it states that humans mindlessly respond to
computers in the same way as to humans if social cues are displayed. This research is
anchored in SRT/CASA because this research is built on the assumptions that interaction
with conversational agents is similar to human to human interaction and could approach
relational nature. By adopting SRT/CASA as theoretical lens, this study contributes to
the growing discussion in the marketing literature around consumers’ interaction with
AI-based digital assistants such as conversational agents, customer experience and cus-
tomer loyalty. Literature relating to AI and related technologies is still in early stages
(Grewal et al. 2020; Yadav and Pavlou 2020), thus, this study expands existing theory
by investigating effects of AI on social presence perceptions of customer experience and
customer loyalty. In contrast to previous research, which is mostly conceptual in nature,
this study quantifies the impact of AI on customer experience and customer loyalty. In
addition, the effects on electronic word of mouth (eWOM) are considered.

The remaining parts of this paper are structured into four sections: Firstly, a critical
review of existing literature highlights the current state of knowledge in the areas of
AI, customer experience and customer loyalty, which provides the background of this
study and allows for the development of hypotheses. Following upon this, the research
methods and methodology are outlined. Results are presented to confirm or reject the
proposed hypotheses. A discussion of findings and implications follows and a brief
summary concludes this paper.

2 Literature Review

2.1 AI-Based Agents

Interaction between AI-based service agents and consumers is becoming a central topic
of discussion in the marketing and service literature. AI-based agents are addressed in
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academic literature under a variety of names such as conversational agents, chatbots,
dialogue systems, (voice based) digital assistant and sometimes virtual assistants. These
agents are natural language processing programs which are designed to approximate
human speech and interact with humans via a digital interface (Rai 2020; Thomaz et al.
2020). Companies adopt these agents as new front-facing customer service that inter-
act with consumers during service encounters (Thomaz et al. 2020; van Doorn et al.
2017; Wilson and Daugherty 2018). Ramaswamy and Ozcan (2018) as well as Haenlein
and Kaplan (2019) suggest that AI will fundamentally change the nature of interaction
between companies and their customers. Intelligent agents are adopted due to the under-
lying idea that they can enhance both the experience (Brandtzaeg and Følstad 2018;
Hofacker and Corsaro 2020) as well as the outcome of consumer interaction with a com-
pany (Bleier et al. 2019; Thomaz et al. 2020). However, research relating to the impacts
and outcomes of the integration ofAI-based technology in the consumer context is sparse
and still developing.

2.2 Anthropomorphism, Para-Social Interaction and Personalisation

A large body of marketing and consumer behaviour literature considers the topic of
anthropomorphism (e.g. Aggarwal andMcGill 2007; Epley et al. 2007; Kim andMcGill
2018; Lu et al. 2019) because it represents an opportunity for marketers to affect con-
sumption or affect consumer experience related to consumption (Epley 2018). Anthro-
pomorphism refers to the level of an object’s humanlike characteristics such as human
appearance, self-consciousness and emotion (Kim and McGill 2018). Previous research
argues that anthropomorphism is an important determinant of consumer behaviour
(Epley 2018; Lu et al. 2019; van Doorn et al. 2017). Based on SRT, Nass and Moon
(2000) showed that consumers treat computers like social actors if they display a mini-
mum of social cues, such as asking questions or sharing information with the consumer.
Anthropomorphism will impact consumers’ evaluation of an entity because it encour-
ages consumers to think about products as more human (Aggarwal and McGill 2007).
Kim et al. (2019) state that anthropomorphism aims at influencing consumers to like
them more, perceive them as more vivid and potentially treating them like sentient
beings. The authors show how anthropomorphism of a consumer robot increases psy-
chological warmth and positively affects consumers attitudes. Thus, it is proposed that
anthropomorphism of AI will positively affect perceived social presence of the customer
experience, which leads to:

H1: Anthropomorphism of AI positively affects perceived social presence of the
customer experience.

Interaction is important because it is expected that AI-enabled technology will
reshape the ways in which firms try to communicate, interact, and connect with cus-
tomers (Grewal et al. 2020; Haenlein and Kaplan 2019; Yadav and Pavlou 2020). It is
argued that customer’s perception of the interactions with the company has substantial
influence on customer experience. AI can create new types of interactions. Reeves and
Nass (1996) demonstrated how interactivity can reinforce social presence by investigat-
ing human encounters with computers. Building upon this notion, Keeling et al. (2010)
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find that interactivity is a critical cue to the perception of social presence of an avatar due
to its communication style. Taking these insights further into the context of AI, scholars
(e.g. Saad and Abida 2016; Steinhoff et al. 2019; van Doorn et al. 2017) suggest that AI
can change the nature of interaction with customers in marketing, and create new types
of social interaction which can make the consumer feel accompanied by another social
entity. Ramaswamy and Ozcan (2018) examine how new technologies co-create value
with customers through continuous interaction. Further, Steinhoff et al. (2019) suggest
that integratingAI into a company’s online interactionwith customers can enable compa-
nies to introduce a human touch, resembling interpersonal interactions. This is supported
by Cherif and Lemoine (2019) who investigate the effect of voice of virtual assistants
during interactions with consumers. The authors find that consumers who interact with
a more human like virtual assistant have stronger impressions of social presence than
consumers who do not interact through an assistant. Therefore, it is proposed that:

H2: Parasocial interaction with AI positively affects perceived social presence of
the customer experience

AI agents are being adopted by consumers because they enable individuals to access
timely and useful information (Canbek and Mutlu 2016). These assistants meet cus-
tomer demand for contextually relevant and highly personalised content that is delivered
in real-time (Brill et al. 2018). It is argued that companies utilise AI to collect user details
with the aim to improve the user experience and enhance lifetime value of customers
(Shankar 2018; Wilson and Daugherty 2018). Due to the circumstance, that with AI,
data about every individual consumer can be stored and analysed at unprecedented scale,
marketers can now personalise their marketing mix for everyone. AI technology offers
to improve and personalise interactions. Research by Gutierrez et al. (2019) finds that
personalization of location-based advertising has significant impact on the acceptance
of MLBA. Consequently, it is suggested that consumers react positively to personaliza-
tion because of improved experience and perceptions of being better understood by a
company. It is hypothesized that this understanding will lead to:

H3: Personalisation positively affects perceived social presence of the customer
experience.

2.3 Social Presence of the Customer Experience

Social presence captures the sociability and feeling of human context in a digital environ-
ment (Gefen et al. 2003) and describes the extent towhich awebsite or technology allows
users to experience others as psychologically present. It is argued that perceived social
presence will be critical for advancements in frontline experiences in service encoun-
ters with technological advancements such as AI. Qiu and Benbasat (2009) demonstrate
how social presence enhances behavioural intentions due to increased trust. Cherif and
Lemoine (2019) find that perceived social presence of a virtual assistant influences
behavioural intentions of consumers. Abrantes et al. (2013) find in their study on drivers
of eWOM in the online environment that social interaction leads to increased sharing of
eWOM. Therefore, it is proposed that perceived social presence of AI in the customer
experience has a positive influence on intentions to engage in eWOM, which leads to:
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H4: Perceived social presence of the customer experience positively affects
intentions to engage in eWOM

Choi et al. (2011) assessed the effect of social presence and social cues on engage-
ment, reuse intentions and purchase behaviour. The authors find that webpages that con-
vey social cues positively affect reuse intentions and engagement. Bleier et al. (2019) link
social presence to purchase intentions in the online environment. The authors state that
intelligent chat options, based on AI, can convey social presence, for instance through
their linguistic style. Researchers (e.g. Bleier et al. 2019; Saad and Abida 2016; Stein-
hoff et al. 2019) suggest that AI can add a human touch to service in the online envi-
ronment, which has the potential to influence consumer behaviour. Prentice and Nguyen
(2020) examine how customers’ service experience with human employees and AI influ-
ence customer engagement and loyalty. Their findings show that customer engagement
and loyalty are driven by overall experience with both human and AI employees. It is
proposed that:

H5: Perceived social presence of the customer experience positively affects
customer loyalty.

Finally, it is assumed that customer experience comprises a consumer’s subjective,
multidimensional, psychological response to a stimulus and then impacts consumer
behaviour. Based on both studies by Bleier et al. (2019) and Holzwarth et al. (2006) it is
argued that the perceived social presence of customer experience mediates the influence
of the antecedents of anthropomorphism, interaction with AI, and personalisation of AI
on intentions to engage in eWOM and customer loyalty, which leads to:

H6:Perceived social presence of the customer experiencemediates the effects of a)
anthropomorphism of AI b) parasocial interaction with AI and c) personalisation
on intentions to engage in eWOM and customer loyalty

Figure 1 summarizes the proposed relationships in a conceptual model:

Fig. 1. Proposed research model and relationships based on Social Response Theory (Reeves and
Nass 1996)
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3 Methodology

3.1 Sample

An online survey was conducted with consumers who have previously encountered AI
technology during an online service encounter. A screening question ensured that the
sample requirement of a previous encounter with AIwasmet. The surveywas distributed
electronically through a convenience sampling approach on LinkedIn. Thus, respon-
dents were recruited online, which is a common approach in online consumer behaviour
research. In addition, answering a screening question in the affirmative regarding a
previous encounter with AI, prospective respondents must be over 18.

3.2 Measures and Procedure

Allmeasures and scales for this researchwere adopted from existing studies. 7-point Lik-
ert scales were utilized anchored from 1- Strongly disagree to 7-Strongly agree because
Barnes et al. (2015) argue that a 7-point scale can improve reliability and validity of
results. Anthropomorphism was measured on a scale with seven items adopted from Lu
et al. (2019), who developed and validated a service robot integration willingness scale
and found that anthropomorphism serves as a key determinant in consumers’ willingness
to integrate robots in their service transactions. Para-social Interaction was measured by
five items adopted from Hartmann and Goldhoorn (2011). Personalisation measures
through three items and social presence was measured with five items adopted from Qiu
and Benbasat (2009). Customer loyalty was measured by eleven items taken and inten-
tions to engage in eWOMthrough three items byHennig-Thurau et al. (2004). The tool of
a questionnaire to collect data was selected because it is an efficient means of data collec-
tion where respondents answer questions by completing the questionnaire themselves,
which is a common approach in the social sciences (Bell et al. 2018). Self-completion
questionnaires have the advantages that they are cheap and quick to administer, conve-
nient for respondents because they can answer the questionnaire at a time and location
of their choice, and lastly the questionnaire poses less risk of social desirability bias
in respondents’ answers in contrast to an interview because researcher and respondent
are geographically distant and replying to the questionnaire is asynchronous (Bell et al.
2018; Saunders et al. 2019). The questionnaire was pilot tested in the summer 2021 and
the main data collection took place in autumn of 2021. A total of 514 people answered
the screening question, of which 489 answered “yes” and consequently provided full
answers to all questions. Hence, the sample is n = 489. The sample has equal repre-
sentation of gender (50.3% male, 49.3% female), and a good representation of age and
income levels.
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4 Analysis and Results

4.1 Measurement Model

Confirmatory Factor Analysis (CFA) was applied to examine the measurement model’s
fit and validity. The theoretical representation of the measurement model yields a χ2 of
1284.688 (466degrees of freedom),χ2/df =2.757, a comparativefit index (CFI) of .955,
Tucker-Lewis Index (TLI) of .949, RootMeanSquare Error ofApproximation (RMSEA)
of .060 and Standardized Root Mean Residual (SRMR) of .0591 as an assessment of
the data. Thus, the model achieves good fit based on criteria set out by Hair et al. (2007;
2010). Further, all path coefficients between indicators and their respective construct
were significant and standardized regression weights all above .5. Further, the Average
Variance Extracted (AVE) is above .5 for all constructs, indicating adequate convergent
validity (Hair et al. 2010). Reliabilities are above .8 suggesting convergence or internal
consistency. Discriminant validity was also confirmed through examination of AVE and
Squared Inter-Construct Correlation.

4.2 Hypotheses Testing

Structural Equation Modelling (SEM) was conducted in AMOS to test the proposed
hypotheses. The structural model yields a χ2 of 1360.434 (473 degrees of freedom),
χ2/df = 2.876, a comparative fit index (CFI) of .952, Tucker-Lewis Index (TLI) of
.946, Root Mean Square Error of Approximation (RMSEA) of .062 and Standardized
Root Mean Residual (SRMR) of .0734 as an assessment of the data. This means the
structural model achieves good fit. The relationship paths and their strength are shown
in Table 1.

Table 1. Direct path estimates

Proposed path Path estimate Significance

Anthropomorphism → Social presence .455 ***

Parasocial interaction → Social presence .307 ***

Personalization → Social presence .183 ***

Social presence → eWOM .593 ***

Social presence → Customer loyalty .730 ***

Mediation analysis was performed to test the proposed mediating role of perceived
social presence of the customer experience. Table 2 shows the results of the analysis.
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Table 2. Mediation path estimates

Mediation path Estimate P value

Anthropomorphism → Social presence → Customer loyalty .384 .000

Anthropomorphism → Social presence → eWOM .377 .000

Parasocial interaction → Social presence → Customer loyalty .411 .000

Parasocial interaction → Social presence → eWOM .404 .000

Personalization → Social presence → Customer loyalty .146 .001

Personalization → Social presence → eWOM .144 .001

5 Discussion and Conclusion

5.1 Discussion

The empirical assessment of the data shows statistical support for all five direct rela-
tionships, and also finds statistical support for the mediating effects of social presence.
It is confirmed that anthropomorphism of AI has a strong effect (β = .455, p = .000) on
the perceived social presence of the customer experience. This means that by imbuing
humanlike characteristics on AI, perceptions of being accompanied by another human
is increased. This finding extends insights gained Holzwarth et al. (2006), Kim et al.
(2019) and Mende et al. (2019) suggested that anthropomorphism has positive effects
on consumer evaluation of a technology and behavioural outcomes. Further, the find-
ing gives an idea how the human-object relationship between AI and the customer can
become more sociable and relatable, which answers a call by Schweitzer et al. (2019)
to study these new types of relationships more closely. Findings indicate that human-
likeness will results in a better experience. Adding to this, findings also support the
hypothesised positive effect of para-social interaction on perceived social presence (β =
.307, p = .000). This highlights the importance of examining para-social (human-like)
interactions with technology because AI is changing theway inwhich companies engage
with their customers (Grewal et al. 2020; Yadav and Pavlou 2020). Further, interaction
is proved to become a source of value if it is able to affect customer experience, which
shows the relevance of integrating AI into customer service where it can contribute to a
positive customer experience. The results also show a positive effect of personalisation
on perceived social presence (β = .183, p = .000). While not as strong as the effects of
anthropomorphism and para-social interaction, the effect is still significant and impor-
tant for marketing practitioners who integrate AI into their service offerings to collect,
analyse and store customer data to provide higher levels of personalisation. The results
show a clear link between higher personalisation and improved customer experience,
thus providing reassurance for investment into AI for the purpose of improving the cus-
tomer experience. Further, the findings reveal strong positive effects of perceived social
presence on eWOM (β = .593, p = .000) as well as customer loyalty (β = .730, p =
.000). Results from mediation analysis confirm all proposed paths and show that per-
ceived social presence of the customer experience serves asmediator for the relationships
between anthropomorphism of AI, para-social interaction with AI, and personalisation
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and both outcome variables (intentions to engage in eWOM and customer loyalty). This
confirms and extends previous findings by Bleier et al. (2019) and provides clear evi-
dence that AI is not only able to improve the customer experience but also outcomes of
experience as suggested by Brandtzaeg and Følstad (2018).

5.2 Limitations

As with any research, this study is also subject to limitations that must be acknowl-
edged and taken into consideration when interpreting its findings and conducting further
research. One limitation of this research is that it has examined customer loyalty as out-
come of company-customer interactions that are mediated by AI instead of measuring
actual purchase behaviour. Operational or technical measurements relating to purchase
behaviour or performance of the retailer who utilised the AI technology have not been
included in this study. Another limitation related to the selectedmethod of collecting data
through a questionnaire with a non-probability sample. Non-probability samples cannot
be automatically generalized beyond the context and scope of this study. However, the
results provide a good indication of the effects of integrating AI as intelligent agents
into customer service for the purpose of improving customer experience and customer
loyalty.

5.3 Future Research

Future research should examine whether previous experience of interacting with AI
technology has an influence on consumer evaluations and attitudes regarding their expe-
rience with AI agents during service encounters. This research required consumers to
have engaged with AI prior to the study, however, no difference was made between the
level of experience respondents had with AI technology. In addition, future research
could examine the strategies by which humans try to distinguish AI and human employ-
ees and whether personal preference for AI or human service agents affects customer
experience and loyalty. Schmitt (2020) argues that humans have a preference towards
their own kind, which the author terms “speciesism”. Future research should investigate
the role of personal preference and speciesism and its implications to further strengthen
our understanding of the effect of AI agents into service encounters.

5.4 Conclusion

Interactions between customers and AI-enabled technology are taking place every day
in the online environment, where AI becomes “the other” with whom customers com-
municate during their shopping experience. This study advances our understanding of
consumer experiences that are affected by AI technology and how AI affects customer
loyalty and eWOM. The findings from this study confirm that AI affects perceived social
presence of the customer experience, thus providing empirical evidence for marketers
who invest heavily into efforts of making their AI technology more human-like. The
study adopts SRT as theoretical lens and extends previous work by quantifying how AI
is not only able to affect customer experience but also outcomes of experience, which
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contributes both to a better theoretical understanding of customer experience and cus-
tomer loyalty in the online environment, but also a practical contribution due to the
circumstance that findings clearly demonstrate how marketers can utilize AI as tool in
their marketing strategies.
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Abstract. AI applications are increasing in the field of education, from laboratory
set-ups to contemporary and complex learning systems. A great example of such
systems is AI-enabled adaptive learning systems (AI-ALS) that promote adaptive
learning. Despite its promised potential, there are challenges such as design issues,
highly complex models, and lack of evidence-based guidelines and design princi-
ples that hinder the large-scale adoption and implementation of AI-ALS. The goal
of this paper thus is to establish a set of empirically grounded design principles
(DPs) of AI-ALS, that would serve well in a university context. 22 interviews
were con-ducted with experts knowledgeable about the design and development
of AI-ALS. Several rounds of coding and deep analysis of the expert interviews
revealed features and functionalities of AI-ALS; purposes for designing and using
AI-ALS; and recommended improvements for AI-ALS as requirements. These
requirements were translated to 13 preliminary DPs. The findings of this study
serve as a guide on how to better design AI-ALS, that will improve the learning
experiences of students.

Keywords: AI · AIEd · Design principles · Adaptive learning systems ·
Adaptive learning

1 Introduction

The application of AI in Education (AIEd) has increased due to its promising potential
to provide personalized and adaptive learning, provide instant and correct feedback,
facilitate meaningful interactions, improve students’ engagement and learning outcomes
[1]. Thus, AI has been transforming the ways of teaching and learning in education and
has contributed tomaintaining high quality teaching learning during global crisis like the
pandemic [2]. AI in the education field has evolved, from idealized laboratory set-ups
to learning contexts with more complexity. These more complex and advanced learning
systems are gaining traction in to be used in real learning settings. Examples of such
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systems include Adaptive Learning systems that are enabled by AI, intelligent tutoring
systems, and recommender systems. AI enabled adaptive learning systems (AI-ALS)
are platforms that adapt to the learning strategies of students, changing and modifying
the order and the difficulty level of learning tasks, based on the abilities of students [3,
4].

The potential and importance of such systems is well established, however, AI
enabled learning interventions and applications, especially AI-ALS remain largely at
an experimental stage [5, 6]. A recent literature review in the area noted a critical gap
between what AI-ALS could be and can do, and what the current systems do, that is
how they are implemented in real educational environments [7]. Moreover, few studies
in the AIEd field have addressed design issues and highly complex models of these
contemporary learning systems [8–10]. In addition, there is still gap in the research of
AIEd to provide evidence-based guidelines and support for AI-ALS, as AI technology
advances rapidly [9]. Thus, lack of evidence-based guidelines and de-sign principles for
AI-ALS applications affect its large-scale implementation and adoption [7, 11]. Most
of these AI-ALS are still “restricted to research projects and a few commercial appli-
cations” despite their known potential [12]. With AI evolving rapidly in the education
field, issues such as the integration of AI-ALS systems within real education contexts
need to be addressed.

To further advance AI-ALS in education, this article narrows the gap between exper-
imental research and practice by establishing a set of empirically grounded design prin-
ciples (DPs) of AI-ALS. These DPs are formulated based on the design, development,
and implementation of AI-ALS, that would serve well in a university context. The main
research question (RQ) that guided this empirical research is: What fundamental design
principles for developing and implementing an AI-ALS can be dis-tilled from practice?

To address our RQ we conducted in-depth interviews with AIEd technological
experts, who are knowledgeable with the design and development of AI-ALS. Our find-
ings contribute to the ongoing research on the digitalisation of education and show
how IS research can lead the way in designing the learning systems of the future. The
paper will help the AI in Education (AIEd) community, including developers, designers,
lecturers, researchers, and other stakeholders to build better understanding on AI-ALS
research from different perspectives such as design, development, implementation, and
evaluation.

2 Theoretical Background

With AI technology thriving in recent years, its applications in the form of AI-ALS have
increased [1, 4]. AI-ALS generally are digital learning tools enabled by AI, that “adapts,
as well as possible, to the learner, so that the learning process is optimized, and/or the stu-
dent performance improve” [13].Most recent AI-ALS include Smart Sparrow, Knewton,
Fishtree, INSPIREus, ProSys, QuizBot, OPERA, LearnSmart, Connect ™, ACTIVE-
MATH, and Student Diagnosis, Assistance, Evaluation System based on Artificial Intel-
ligence (StuDiAsE) [7]. AI-ALS were developed to help address most challenges that
occurred in technology enhanced learning environments. These included resource lim-
itations, difficulty in students attaining and mastering their learning skills, variety in
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learning abilities of students, and diversity of students’ backgrounds [9, 14]. AI-ALS
motivates students to embark on their own learning journey through automated feedback
cycles in these systems. The capability of AI-ALS to enable personalized learning of stu-
dents sparks interest in the field of education, and thusmarks its enthusiasm to be used [1].
This is mainly due to the promising potentials of the systems such to provide customized
learning to students (adaptive learning), to offer fast feedback and dynamic assessments,
and to facilitate meaningful group collaborations and engagements in learning settings
[15].

The design of AI-ALS has been influenced by research on AI, learning analytics,
educational datamining techniques, learning taxonomies and cognitive theories [10]. The
essential and underlying design characteristics of these systems consist of user interface
(that handles the interaction between the learning system and students); monitoring of
the students’ internal state (e.g., cognitive, behavioural, and emotional); observation
of the external state of the learning environment; and adaptation [7, 16]. However,
while numerous AI-ALS are modelled as above, the inherent and basic design principles
that guide the design, development and even implementation of these systems are not
clearly known. Most of these AI-ALS are still “restricted to research projects and a few
commercial applications” despite their known potential [12]. Not only that, but design
issues of these systems are also still mentioned in literature [7]. There are still several
problems that have yet to be addressed by AI-ALS. These issues include difficulty
in attaining learners’ skills, issues related to students’ backgrounds and profiles and
personalization issues [3, 7]. Thus, this research aims to address the above-mentioned
gaps by deriving fundamental and common user-centred DPs for AI-ALS.

3 Research Method

The authors accomplished the empirical examination of the DPs via expert inter-views
and content analysis. Expert interviews, in a semi-structured format, were used to obtain,
explore, and understand the perspectives ofAI technological subjects in-volved on devel-
oping, designing, and implementing AI-ALS. Experts are defined as people who have
the technical, process and interpretive knowledge in their areas of expertise [17, 18].We
defined and categorized our experts in three major interview sub-jects: Developer &
Designer and Researchers. Developer & Designer is an inter-view subject that discussed
on the design and developing aspects of AI-ALS. The researchers group consisted of AI
technological experts that are interested and re-search extensively onAI in education.The
authors identified 143 experts, based on literature search and their Google Scholar pro-
files, and who appeared to be active in the AIEd community, based on their publications
on AI-ALS. They were randomly selected using convenience sampling technique. The
experts were then contacted via email. Data were collected until theoretical saturation
was achieved on various aspects of participant experiences and perspectives regarding
the development, design, and implementation of AI-ALS, which was the focus of this
study. A total of 22 experts were interviewed. Table 1 shows the profile of our experts.

The interviewswere conducted face-to-face, using videoconferencing tool. The inter-
views were conducted in English. The interviews were transcribed verbatim, focusing
mainly on the spokenword.Qualitative content analysiswas used to evaluate expert inter-
views. This method is the most comprehensive and exact way to analyse data collected
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Table 1. Respondents profile

Expert ID Category Profession Country

1 Designer & Developer Professor Australia

2 Designer & Developer PhD Student Switzerland

3 Researcher Project Manager France

4 Researcher Lecturer Tunisia

5 Researcher Professor Switzerland

6 Designer & Developer Software Engineer United Kingdom

7 Researcher Professor Germany

8 Researcher Senior Lecturer United Kingdom

9 Researcher Assistant Professor United States of America

10 Designer & Developer PhD Student United States of America

11 Designer & Developer Head of Research Lab Russia

12 Researcher Professor China

13 Researcher Professor United Kingdom

14 Designer & Developer Professor United States of America

15 Researcher Professor Brazil

16 Designer & Developer Lecturer Singapore

17 Designer & Developer Professor Morocco

18 Designer & Developer PhD Student South Korea

19 Researcher Lecturer Ukraine

20 Researcher PhD Student United States of America

21 Researcher Professor United Kingdom

22 Researcher Professor United States of America

qualitatively [19]. The data analysis involved transcribing the recorded conversation
with interviewees. The interviews were recorded, both in video and audio formats, total
approximately 22 h of conversation. This is a large amount of qualitative data, where
each recording took 6 to 8 h of transcription work. Qualitative content analysis orders
the obtained information according to certain theoretically and empirically reasonable
points. In this study, the information obtained from experts, was analysed using codes.
All transcriptions were entered into NVivo 12 software for qualitative analysis. An initial
list of generated codes was created, based on identified and placed phrases, sentences,
and paragraphs. Using an iterative approach, the patterns were revised, updated, and
recategorized. In the next section provides the resultant first order categories, in form of
requirements are provided.
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4 Presentation of Results

This section presents the findings of our data collection. The findings reported in this
paper are based on the analysed data collected from 22 interviewees. Of the 22 experts
who were interviewed, 6 were female, and 16 were male. Majority came from USA (5)
followed by UK (4) and Switzerland (2). Moreover, majority of these experts came from
universities and research groups. Three types of results are provided be-fore discussing
the findings of the study, as seen below.

4.1 Meaningful Features and Functionalities of AI-ALS

Based on the experts’ answers, both functional and non-functional requirements for AI-
ALSwere gathered. The author derived and formed several categories. The first category,
based on experts’ answers on Part 2 questions, included identified meaningful features
and functionalities of AI-ALS (features that worked well).

Experts identified Game-based learning component (F1) important and that worked
well. Specifically, expert No.18 stated, “Many of my students like to “play games”;
gamifications seem nice to “catch” the student’s attention”.Moreover, experts identified
Individualized/Personalized Feedback andRemediation as an important feature, and thus
was coded as (F2). In particular, expert No.7 justified this by explaining that “There are
some students that really like that they get personalized feedback”.” Other themes that
were coded as features and functionalities that worked well, are depicted in Table 2.

Table 2. Meaningful features and functionalities of AI-ALS

ID Features and Functionalities of AI-ALS that worked well

F1. Game based Learning Component

F2. Individualized/Personalized Feedback and Remediation

F3. Adaptation mechanisms - Adaptivity Methods

F4. Effective Learning Analytics

F5. Measurement Of Skills, And Thus Attainment of Mastery of Skills

F6. Interactive visualized educational dashboard (e.g., LA dashboards)

F7. AI & ML Techniques/Algorithms

F8. Facial Affective Computing to Develop an Affective Interface

F9. Application Of Learning Theories/Taxonomies

F10. Affective Model (based on emotions)-Multimodal Analytics

F11. Student Model -Knowledge Model

F12. Learner Profiles

F13. Teacher Writing their own Content for Assessment

F14. Learning Early-Warning Model (based on Knowledge Points)

F15. Well-scaffold activities and Interventions
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4.2 Features and Functionalities of AI-ALS that Had Issues

The other category, based on experts’ answers on Part 2 questions, included identified
features and functionalities of AI-ALS that did not work well. Algorithm Not Recogniz-
ing the Level of Skill You need To Master was identified in this category, and thus was
coded as (C1). Expert No.2 gave an example that highlights on this issue: ““If, if there’s
like a, you get like an augmentation, highlighting aggregation…and you think OK, you
write a new argument, but the algorithm doesn’t recognize it, and that’s probably like
the biggest flaw, right?”.

Another feature that did not work well was coded as No Assessment of Open-Ended
Questions as expected (C2). Expert No.1 gave an example of a scenario where such
an issue occurred “Another thing that we did not like is not to have any functionality
that would assess an open-ended question”. Lack of “Human in the Loop” Model was
another functionality of AI-ALS that users complained on as an issue. More themes
that were coded as features and functionalities of AI-ALS that did not work well, are
identified in the Table 3.

Table 3. Meaningful features and functionalities of AI-ALS

ID Features and Functionalities of AI-ALS that had issues

C1. Algorithm Not Recognizing the Level of Skill You need To Master

C2. No Assessment of Open-Ended Questions

C3. Facial Affective Computing to Develop an Affective Interface is Missing

C4. Not Enough Graduations of Difficulty for A student

C5. Lack of “Human in the Loop” Model

4.3 Meaningful Features and Functionalities of AI-ALS

Purposes for developing and using AI-ALS was the type of results identified, based on
the experts’ answers on Part 2 questions. Our experts identified the reasons of developing
and using AI-ALS in a learning environment. The main coded purpose stated by our
experts was mainly to enhance Students’ Cognitive & Learning Skills that need to be
Mastered (i.e., Mastery Learning) (P1). Expert No. 20 highlighted the significance of
enhancing students’ skills: “It’s important to know when the students reach mastery…so
that you can get them out of the current problem set ….and move them onto a new
one….and keep them you know working efficiently….and not practicing problems that
they don’t need to practice.”

Another major identified and coded purpose was (P2) to provide (Adaptive, Individ-
ualized and Peer) feedback. Expert No.5 explained that such systems that provide peer
feedback, or individualized feedback “…try to inform your learning progress because
it’s important to reflect upon… like have I really understood this, am I really capable of
applying this or something where you need?…….Something like feedback on right?”.
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To have AI techniques, ML, Adaptation mechanisms to provide recommendations
and enhance adaptiveness was also coded as a theme (P3). Expert No.3 indicated that
“But in reality, an adaptive system is based really in some basic characteristic to adapt
some aspects of the content…”. Expert No.17 stated that “The objective is to offer
learners adaptive learning processes based on their style and knowledge. This will
allow a personalized and efficient learning since the learner could use resources that he
prefers and could advance on his own pace”. Other coded themes that were mentioned
by our experts as Purposes, and its frequency, are highlighted in the table below (Table 4).

Table 4. Purposes for developing and using AI-ALS

ID Purposes for developing and using AI-ALS

P1. Enhance Students’ Cognitive & Learning Skills that need to be Mastered (i.e.,
Mastery Learning)

P2. Provide (Adaptive, Individualized and Peer) Feedback

P3. Have AI techniques, ML, Adaptation mechanisms to provide recommendations and
enhance adaptiveness

P4. To help students with boredom, frustrations, and emotion issues

P5. Know Students’ Personal Preferences and Skill Level

P6. To detect Student’s Progression

P7. Provide Adaptive Assessment

P8. To predict how the student is learning to determine what to do next

P9. To be able to detect student inquiry

P10. Enhance the Cognitive State and Abilities of Students

P11. Provide Adaptive Support To students based on Learning Analytics Data

5 Discussion

As illustrated above in the Results Sections, 13 Features and Functionalities that worked
well (F), 5 Features and Functionalities that had issues (C) and 11 Purposes of building
AI-ALS (P)were identified. These Features, Functionalities andPurposeswere identified
as requirements for designing and developing AI-ALS. An interesting insight that is
revealed from this study is the importance to enhance Students’ Cognitive & Learning
Skills that need to be Mastered (i.e., Mastery Learning). Moreover, provide (Adaptive,
Individualized and Peer) Feedback is also identified as an important theme. These themes
have been identified in accordance with the recommendations of [3, 7] for the design
of AI-ALS to address issues such as difficulty obtaining learners’ skills, background
and profile issues, and personalization issues. Other relevant themes that were identified
in this study included Learning Analytics and Automated Assessment. The functional
requirements, that include the 13 Fs and 5Cs emphasize on the features and functionsAI-
ALS should have andperform.The11Ps that comprises the non-functional requirements,



Deriving Design Principles for AI-Adaptive Learning Systems 89

emphasize more on the performance characteristics (i.e., what the system intends to do
and help) of AI-ALS. Both these functional and non-functional requirements are used
to build up the expected preliminary empirically DPs of an AI-ALS.

The importance of these features and functionalities were also identified during the
expert interviews’ session. Specifically, expert No. 22 stated that “….to create mastery
learning requires a complex interplay between the analytics, the model design, the sys-
tem activity design and then how you deploy it in interventions”. Furthermore, expert
No. 19 also highlighted the essence of such models by stating “if you don’t use the
model of this student (student model) and the model of the of his knowledge, you can-
not automatically……Uh, consider the progress of the student”. Thus, these functional
and non-functional requirements are used to build up the expected preliminary empir-
ically DPs of an AI-ALS. The requirements were analysed based on their similarities,
differences, and dependencies, and then grouped to avoid differences.

It must be noted that the DPs are not organized in any prioritized order. Moreover,
the author understands that these categorized and identified parts of the system are not
separated but are so interconnected to form the complex connectedAI-ALS environment.
Expert No. 22 elaborated on these by stating “In general, the design of these systems
is a highly complex integrated process, and if you don’t get all aspects of what you
talked about …for a certain kind of technology, the technology won’t work.”. Thus, 13
preliminary DPs for an AI-ALS based on these results were formulated, and the number
of experts that stated them are depicted below (Table 5).

Table 5. Preliminary DPs for an AI-ALS

Design principle Requirements Expert ID

Principle of Automated
Assessment: AI-ALS should
include more specialized
AI-techniques and ML
algorithms to detect and assess
well the open-ended questions

F7. AI & ML
Techniques/Algorithms

1, 7, 9, 11, 12, 13, 16, 17, 19,
20

C1. Algorithm Not
Recognizing the Level of Skill
You need To Master

C2. No Assessment of
Open-Ended Questions

P3. Have AI techniques, ML,
Adaptation mechanisms to
provide recommendations and
enhance adaptiveness

(continued)
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Table 5. (continued)

Design principle Requirements Expert ID

P8. To predict how the student
is learning in order to
determine what to do next

P9. To be able to detect student
inquiry

Principle of Human-in-the
Loop (HITL): AI-ALS should
incorporate Human in the
Loop Model

C5. Lack of “Human in the
Loop” Model

1, 16

Principle of Students’ Skills
Mastery: AI-ALS should have
distinct Modules for Building
and Measuring students’
Cognitive & Learning Skills
that need to be Mastered (i.e.,
Mastery Learning)

F5. Measurement Of Skills,
And Thus Attainment of
Mastery of Skills

2, 5, 7, 9, 10, 11, 13, 14, 15,
17, 18, 20, 21, 22

P1. Enhance Students’
Cognitive & Learning Skills
that need to be Mastered (i.e.,
Mastery Learning)

P5. Know Students’ Personal
Preferences and Skill Level

P6. To detect Student’s
Progression

F11. Student Model-
Knowledge Model

P10. Enhance the Cognitive
State and Abilities of Students

Principle of Early-Warning
Model: AI-ALS should
include an Early-Warning
Model for Learning, based on
Knowledge Points

F14. Learning Early-Warning
Model (based on Knowledge
Points

10, 11, 12, 19, 20, 22

Principle of Games-based
learning: AI-ALS should
include games resources and
components for learning

F1. Game based Learning
Component

10, 13, 14, 15

Principle of Learning
Analytics (LA): AI-ALS
should include an effective LA
module

F4. Effective Learning
Analytics

1, 2, 11, 12, 13, 14, 16, 19

(continued)
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Table 5. (continued)

Design principle Requirements Expert ID

P6. To detect Student’s
Progression

F6. Interactive visualized
educational dashboard (e.g.,
LA dashboards)

P11. Provide Adaptive Support
To students based on Learning
Analytics Data

Principle of Affecting
Learning Model: AI-ALS
should include an Affective
Model (based on emotions),
where Multimodal Analytics
will be done. It should also
include an Affective Interface

F10. Affective Model (based
on emotions)-Multimodal
Analytics

2, 6, 10, 13, 14, 16, 20, 21

P4. To help students with
boredom, frustrations, and
emotion issues

F8. Facial Affective
Computing to Develop an
Affective Interface

C3. Facial Affective
Computing to Develop an
Affective Interface is Missing

P4. To help students with
boredom, frustrations, and
emotion issues

Principle of Personalized
and Adaptive Feedback:
AI-ALS should provide
Individualized/Personalized,
Adaptive and Peer Feedback;
and Remediation

F2.
Individualized/Personalized
Feedback and Remediation

2, 5, 7, 11, 12, 13, 16, 20, 22

P2. Provide (Adaptive,
Individualized and Peer)
Feedback

Principle of Sustainable
Design: AI-ALS should be
context-sensitive i.e., integrate
environmental affordances and
learning theories/taxonomies
into the design

F9. Application Of Learning
Theories/Taxonomies

1, 2, 5, 7, 11, 12

(continued)
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Table 5. (continued)

Design principle Requirements Expert ID

Principle of Recommender
and Adaptations
Mechanisms: AI-ALS should
include adaptation
mechanisms, to provide
recommendations, enhance
adaptiveness and ensure
graduations of difficulty

F3. Adaptation mechanisms -
Adaptivity Methods

3, 4, 9, 10, 11, 12, 13, 15, 18,
22

C4. Not Enough Graduations
of Difficulty for A student

P7. Provide Adaptive
Assessment

P3. Have AI techniques, ML,
Adaptation mechanisms to
provide recommendations and
enhance adaptiveness

Principle of Actionable
information: AI-ALS should
have “advanced/updated”
learner profiles - classification
of students based on their
learning strategies

F12. Learner Profiles i.e.,
providing actionable
information about learners and
their learning, and give the
right type of assessment tasks
(whether to learn by text or
videos)

11, 13, 17, 22

F13. Well-scaffold activities
and Interventions

Principle of Teacher–AI
Complementarity: Teachers
should be included in the
design and development of
AI-ALS e.g. write and create
their own content

F13. Teacher Writing their
own Content for Assessment

2, 4, 10, 11, 14, 16, 20, 21,
22

Principle of Responsible AI:
AI-ALS should be fair,
transparent, explainable, and
human-centric. Privacy and
Security aspects should be
considered

F14. Learning Early-Warning
Model (based on Knowledge
Points

12, 14, 20, 21

C5. Lack of “Human in the
Loop” Model
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6 Implications and Future Recommendations

The study contributes to the ongoing research on the digitalisation of education.We have
identified a set of empirically grounded design principles (DPs) ofAI-ALS that showhow
IS research can lead the way in designing the learning systems of the future. The findings
presented above have both theoretical and practical implications. This study contributes
to the field of AIEd, by identifying a set of empirically grounded design principles that
can be used to develop, implement, and improveAI-ALS. This paper contributes toAIEd
research by following the recent call for future work to build evidence-based guidelines
and design principles for AI-ALS applications [7, 11]. Most of these design statements,
support main findings in existing research such as of [4, 9, 10] and emphasize them.
The findings of this study showed the essence analytics of learners’ data, behaviour,
and emotions, to support learning and teaching activities in education [10, 20]. This
study also serves as a guide for developers and AIEd technological experts on how to
better design AI-ALS, that will solve identified learning challenges and improve learn-
ing experiences of students. The study not only guide AI-ALS designers, developers,
and technological experts, but also educators and researchers, who spearhead AI based
learning interventions through research and practice.

The formulated DPs are not theoretically grounded only, but also empirically as they
have been utilized to develop existing AI-ALS such as Smart Sparrow and ASSIST-
MENTS. However, the extent of applicability of these DPs is not well known. Thus, our
findings can help researchers and practitioners to better design the learning systems of
the future and conduct studies on validating and examining the effectiveness of these
DPs. In the long term, we aim to not only provide preliminary DPs, but also empirical
evaluations of our DPs for AI-ALS. The preliminary empirically DPs serves as a snap-
shot of the current AIEd practice, which may stimulate more empirical studies in this
field.

The study, especiallywith themethodology used, is notwithout limitations. The sam-
ple population chosen might hinder the transferability and generalizability of the study
given that the author worked with a small sample within the context of AIEd field. Thus,
given the small sample size of the study, further research should focus on incorporating
more perspectives and opinions from other experts in AIEd community. Moreover, the
provides perspectives from experts in a developed context (U.S and Europe) and little
from the developing countries. This might lead a potential bias in our findings. Further
research should include and compare from other countries, especially in the developing
context.
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Abstract. The application of artificial intelligence (AI) in decision-making is
regarded as themost impactful disruption in an organization’s digitalization. How-
ever, the benefits of the algorithmic decision can be leveraged only if the man-
agers of an organization adopt this technology. Research found that despite the
superior performance of algorithms, people discount algorithmic decisions either
deliberately or unintentionally, a phenomenon known as algorithm aversion. In
this regard, the current study seeks to investigate whether managers’ innovation
resistance, measured by different barriers, has any impact on algorithm aversion.
Analyzing the survey data of 167 bank/financial managers, we found that while
value barriers, tradition barriers, and image barriers are significantly associated
with algorithm aversion, such relationships are absent in the case of usage barriers
and risk barriers. The findings of this study have several theoretical and practical
implications.

Keywords: Algorithm aversion · Innovation resistance theory · Decision
making · Algorithmic decision-making · Artificial intelligence

1 Introduction

With the advent of the “DataAge,” organizations are now inundatedwith a vast amount of
information, which is also expected to grow at a faster pace [1]. Research demonstrated
that organizations could grow by utilizing this information in decision-making [2]. To
understand how an organization uses information in decision-making, understanding
the individual’s decision-making process is crucial [3]. Human, being “rational animal,”
[4] generally tends to make a rational decision through making an exhaustive search
of available alternatives and selecting the best one [2]. Simon [5] suggested that an
individual’s rational choice is bounded because the number of alternatives he must
identify is so enormous and the amount of information he must process is so big that
even making a rational estimation is quite challenging. However, with the introduction
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of computing technologies and artificial intelligence (AI), individuals’ race towards
optimal decision-making has been expedited to a great extent [6]. AI serves two basic
functions of organizational decision-making: (i) provides suitable alternative courses of
action and (ii) provides information processing power [7]. AnAI-based system is capable
of learning by itself and can reveal hidden insights thereon [8]. Such insight capability
bestows AI to becomemore rational. Therefore, Lindebaum et al. [9] refer to AI decision
algorithms as “supercarriers of formal rationality”. Furthermore, the decision-making
process and outcomes are highly replicable as they are based on transparent logic and
mathematics [6]. Thus, given the calculation prowess, processing speed, ability to self-
learn and adapt, and high level of rationality, AI algorithms can be seen as a boon in
overcoming the bounded rationality of human and organizational decision-making [9].

The potential benefits of an algorithmic decision can be capitalized on if the man-
agers of an organization adopt it. This study builds on innovation resistance theory (IRT)
[10] in the managerial decision-making context to understand what prevents managers
from adopting algorithms. There are two reasons why we are considering IRT in our
study. First, Mahmud et al. [11] found that although there are some studies about the
implications and adoption of algorithmic decision-making in the organizational context,
there is no study investigating the impact of functional and psychological barriers per-
ceived by the managers on algorithm aversion. An AI-based algorithmic decision is a
relatively new addition tomost organizations.Manymanagers even do not have any prior
experience dealing with algorithmic decisions. They perceive several psychological and
functional barriers while contemplating following the algorithmic decisions. Second,
the algorithmic decision system is a complex technology, which is different from other
digital technologies that are “easy-to-use and easy-to-deploy” [12]. Therefore, it is nec-
essary to understand how IRT and algorithm aversion are related to each other. Such
understanding will help to implement algorithmic decision systems in an organization.

We conducted a cross-sectional survey of 167 bank/financialmanagerswho regularly
make decisions about their businesses. Our study holds both theoretical and practical
implications in algorithm aversion literature. In terms of theory, our study is among
the first to examine IRT in the algorithmic decision. Further, we respond to the call of
Mahmud et al. [11] by addressing the need for algorithm aversion research in real-world
settings by developing a measurement scale for algorithm aversion. In terms of practice,
our study highlights different barriers that affect the managers in adopting algorithmic
decisions.

2 Background

2.1 AI Decision and Algorithm Aversion

Organizations are increasingly using AI algorithms in decision-making [9]. In the prior
literature, although AI decision has been discussed to some extent, to the best of our
knowledge, AI decision is defined nowhere. An AI decision can be better captured
by putting together the definitions of both AI and algorithmic decisions. According
to Mikalef and Gupta [13] “AI is the ability of a system to identify, interpret, make
inferences, and learn from data to achieve predetermined organizational and societal
goals”. As follows, algorithmic decision-making or simply algorithm is “an automated



The Impact of Functional and Psychological Barriers on Algorithm Aversion 97

process that provides decisions independently without the mediation of humans” [11].
Henceforth, AI-based algorithmic decision-making or AI decision can be defined as an
automated process that can identify, interpret, make inferences, and learn from data to
suggest decisions or courses of action.

Algorithm aversion occurswhen people show reluctance to use algorithmic decisions
either intentionally being familiar with the superior performance of algorithms [14] or
unintentionally out of fundamental distrust towards algorithms [15]. Mahmud et al. [11]
defined algorithm aversion as “a behavior of discounting algorithmic decisions with
respect to one’s own decisions or other’s decisions, either consciously or unconsciously”
[11]. Such aversion is viewed as a behavioral anomaly, which creates an obstacle to fully
leveraging the benefits of algorithmic decision-making [16].

Various factors influence algorithm aversion. Based on a systematic literature review,
Mahmud et al. [11] identified that factors related to the algorithm (design, delivery, and
decision), task (complex vs. simple; subjective vs. objective), individual (personality,
demography), and macro environment (uncertainty, cultural) are responsible for aver-
sion. However, in their study, they did not find any study exhibiting the relationships
between perceived functional and psychological barriers and algorithm aversion.

2.2 Innovation Resistance

Although some people are pro-innovation, many are resistant to innovation [10]. Their
resistance can be attributed to their satisfactory status quo or conflicting belief struc-
ture [10]. Innovation resistance can be referred to as the resistance of an individual to
innovation, resulting from a perceived belief of either potential changes in the status
quo or potential conflicts with current beliefs [10, p. 6]. Several obstructors stymie the
adoption of innovation, and scholars classified those into two groups: functional and
psychological barriers [17]. Functional barriers consist of usage barriers, value barriers,
and risk barriers and occur when an individual perceives a significant change due to the
adoption of innovation. On the other hand, psychological barriers comprise traditional
barriers and image barriers and arise when an individual perceives a conflict with his/her
prior belief [18].

Existing innovation adoption research is primarily dominated by the investigation
of motivators and drivers of adoption, thus the inhibitors that obstruct the adoption of
innovations seem to be overlooked by the scholars [17]. Scholars imputed this trend to
“pro-innovation bias,” whereby it is assumed that “all innovations are good and should
be adopted by all” [17]. On the contrary, it is found that the major cause of innovation
failure is individuals’ resistance to adoption [18]. Therefore, Arif et al. [18] suggest
that instead of studying the reasons for adoption, researchers and practitioners should
concentrate on what prevents adoption.

Innovation resistance theory has widely been used in understanding the adoption of
new technology such as internet banking [18], mobile banking [19], mobile gaming [20],
and e-tourism [21]. Kaur et al. [19] found that IRT is the most sought choice among
researchers to investigate innovation resistance. It has a proven explanatory power ofwhy
individuals defy to adopt innovation [22]. It addresses all the major sources of barriers
to adoption in the form of functional and psychological barriers [22]. This overarching
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nature of IRT has led us to borrow this theory in explaining why individuals are averse
to an algorithmic decision.

3 Model and Hypothesis Development

To examine why individuals show algorithm aversion, we draw on IRT to investigate the
relationship between different perceived barriers and algorithm aversion (Fig. 1).

Fig. 1. Proposed research model

3.1 Usage Barrier

The usage barrier is functional and is regarded as the most common cause of innova-
tion resistance [10]. Usage barrier arises when innovation is perceived to conflict with
existing practices and requires a change in the status quo [10]. In the case of digital
innovation, it is assumed that the usage barrier is related to the perceived complexity
and ease of use of innovation [23]. In the context of the current study, being a disruptive
innovation, algorithmic decision demands a radical change in existing practice. With
the implementation of the algorithmic decisions, managers are expected to forgo their
status quo. In addition, an algorithmic decision is complex technology. Therefore, man-
agers need to spend sufficient time learning and getting familiar with the algorithmic
decision. Earlier studies suggest that the usage barrier has a significant positive impact
on the resistance to technology adoption [17, 21, 24]. Therefore, considering the above
discussion and the evidence found in the extant literature, we hypothesize:

H1: Usage barrier is positively correlated with algorithm aversion.
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3.2 Value Barrier

The value barrier represents the performance-to-price ratio compared to alternatives
[25]. Such representation indicates that the value generated by the innovation should
be greater than that of the existing one. Scholars have found a positive relationship
between value barriers and innovation resistance in various contexts such as online
learning [24], mobile banking [17], and e-tourism [21, 26]. However, the impact of
the value barrier has never been studied in the context of algorithmic decision-making.
Since using algorithmic decisions is a substantial monetary investment and there is a
lack of perceived usefulness due to the black-box nature, we argue that the value barrier
discourages managers from adopting algorithmic decisions. Thus, we define our next
hypothesis:

H2: Value barrier is positively correlated with algorithm aversion.

3.3 Risk Barrier

The risk barrier represents the risks and uncertainties involved with an innovation [25].
The higher the risk an innovation entails, the slower the adoption of that innovation [10].
The risk barrier is regarded as the most cited barrier to digital innovation adoption [27].
In the context of algorithmic decision-making, managers may perceive various risks
and uncertainties in using algorithms. For example, managers tend to work in a highly
risky environment, in which they have to pursue decisions considering a lot of uncertain-
ties. Again, many managers lack firsthand knowledge about the accuracy of algorithmic
decisions at the pre-adoption stage. Therefore, they perceive uncertainty about the perfor-
mance of the algorithms. Prior research demonstrates that people abandon even the best
possible algorithms if the decision domain and environment are risky and volatile [15].
Extant literature confirmed the positive association between risk barriers and resistance
behavior in mobile banking [17], online learning [24], and e-tourism [21]. Therefore,
we also argue that the risk barrier obstructs managers to adopt algorithmic decisions.
Thus, we propose our next hypothesis:

H3: Risk barrier is positively correlated with algorithm aversion.

3.4 Tradition Barrier

Individuals have their own established daily routines and tradition for their work. They
are more comfortable with their habits [24]. Tradition barriers arise when innovation
requires changes in this behavior or status quo [23]. John and Klein [28] stated that
tradition is deeply ingrained in society and thereby any potential change results in strong
repercussions in the form of negative word-of-mouth, boycotts, and even attacks on the
change. Therefore, it is assumed that the tradition barrier has a strong negative effect
on innovation adoption [29]. In the context of algorithmic decision-making, tradition
barriers may arise if the managers are satisfied enough with their conventional way of
decision-making and enjoy the discussionwith their colleagues and seniorswhilemaking



100 H. Mahmud et al.

decisions. Prior studies found several instances when the tradition barrier is positively
related to innovation resistance such as online learning [24], mobile banking [17], and
e-tourism [21]. Therefore, bearing on these findings, we define our fourth hypothesis:

H4: Tradition barrier is positively correlated with algorithm aversion.

3.5 Image Barrier

Image is an impression that an entity imprints on the minds of others [30]. It serves as
an important cue to evaluate an innovation [24]. If the perceived image is not favorable,
then the image can produce a barrier to adoption. Image barriers can emerge from
the perception of how difficult or easy to adopt the innovation [25]. In the context of
algorithmic decision-making, it is found that negative perception is positively related to
algorithm aversion [31]. People have a perception that an algorithm is good at performing
objective tasks as it is deviant of subjective judgment capability [32]. Therefore, they
trust less on algorithms. Again, people have a negative impression that algorithms may
provide biased decisions and lead to some job losses in the future [33]. Prior literature
has reported the positive relationship between image barriers and innovation resistance
[21, 24]. According to the above discussion, we hypothesize:

H5: Image barrier is positively correlated with algorithm aversion.

4 Methodology

4.1 Measurement Development

Innovation resistance is measured by five constructs: usage barrier, value barrier, risk
barrier, tradition barrier, and image barrier. The measurement items for these constructs
are adapted from existing scales (see Table 1). For measurement of algorithm aversion,
to the best of our knowledge, no previous study has developed scales. Therefore, we
construct a five-item algorithm aversion construct following the procedures followed by
Mäntymäki et al. [34]. In this regard,we interviewednine senior bankmanagerswhohave
experienceworking in both the information technology and credit department. Four of the
interviewees were female and five were male, and their ages varied from 37 to 50 years.
We asked them to describe their perceptions and experiences about what characterizes
algorithm aversion and what behavior is observed when a user exhibits a reluctance
to use algorithmic decision-making. Upon scrutinizing the information collected from
interviewees, we identified a list of 7 candidate items measuring algorithm aversion. The
items were reviewed by two managers, one Ph.D. student, and two senior academics. In
the reviewprocess, one itemwas eliminated as it was deemed redundant by the reviewers.
Tomaintain the quality of the developed items, we employed a card-sorting exercise with
11 managers, who were asked to evaluate the items according to the item’s similarity
[35]. Participants unanimously labeled five items homogenous andwere divided into one
item, which was dropped from the final measurement. Finally, five items were accepted
to measure algorithm aversion. Consisting of all foregoing constructs and demographic
items, a questionnaire was drafted and reviewed by two senior academics. The final
survey instrument used in the measurement is presented in Table 1.
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Table 1. Measurement items, items loadings, composite reliabilities, and AVEs

Construct Item Item loading CR AVE

Usage barrier [17, 23] UB1: AI Loan Decision Tool
will be difficult to use

0.82 0.89 0.68

UB2: The use of AI Loan
Decision Tool will be
inconvenient to use

0.88

UB3: Usage of AI Loan
Decision Tool will slow my
task

0.84

UB4: The process of AI Loan
Decision Tool is unclear

0.75

Value barrier [17] VB1: The use of AI Loan
Decision Tool is uneconomical

0.72 0.91 0.66

VB2: AI Loan Decision Tool
will NOT offer any advantages
compared to the current way of
decision-making

0.82

VB3: The use of AI Loan
Decision Tool will NOT
increase my ability to control
my loan decision tasks

0.87

VB4: AI Loan Decision Tool is
NOT a good substitute for the
current way of decision-making

0.87

VB5: AI Loan Decision Tool
will NOT resolve the problems
associated with the current way
of decision-making

0.79

Risk barrier [39, 40] RB1: It is probable that AI
Loan Decision Tool would
frustrate me because of its poor
performance

0.84 0.90 0.70

RB2: Compared with the
current way of decision
making, using the AI Loan
Decision Tool has more
uncertainties

0.83

(continued)
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Table 1. (continued)

Construct Item Item loading CR AVE

RB3: It is uncertain whether AI
Loan Decision Tool would be
as effective as I think.
(Dropped)

RB4: AI Loan Decision Tool
might not perform well and
create problems

0.82

RB5: Overall, using AI Loan
Decision Tool would be risky

0.85

Tradition barrier [18, 19, 41, 42] TB1: I am satisfied with my
conventional way of loan
decision-making

0.79 0.88 0.72

TB2: I am so used to evaluating
customers’ creditworthiness by
myself that I will find it
difficult to switch to AI Loan
Decision Tool

0.85

TB3: I think making a loan
decision by myself will be
more pleasant than following
the decision provided by AI
Loan Decision Tool

0.89

TB4: I enjoy the discussion
with my colleagues and seniors
about making loan decisions.
(Dropped)

Image barrier [17, 19, 41] IB1: I have a very negative
image of the AI Loan Decision
Tool

0.90 0.89 0.73

IB2: New technology is often
too complicated to be useful

0.74

IB3: I have such an image that
AI Loan Decision Tool is
difficult to use

0.91

Algorithm aversion (new scale) AA1: In loan decisions, I will
make the decision by myself
rather than follow the decision
given by AI Loan Decision Tool

0.78 0.89 0.62

(continued)
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Table 1. (continued)

Construct Item Item loading CR AVE

AA2: In loan decisions, I will
follow the expert’s decision
rather than follow the decision
given by AI Loan Decision Tool

0.79

AA3: In loan decisions, I will
follow human decisions rather
than follow decisions given by
AI Loan Decision Tool

0.83

AA4: In loan decisions, I will
follow human decisions even
human does not provide
consistently better decision
than AI Loan Decision Tool

0.82

AA5: In loan decisions, I will
NOT follow decisions given by
AI Loan Decision Tool even it
provides consistently better
decisions than humans

0.72

4.2 Data Collection and Analysis

The data were collected from the managers of the banking industry of Bangladesh.
From a contextual standpoint, the bank is a forerunner in using algorithmic decisions for
the core business process such as loan approval and risk analysis [36]. To collect data,
an anonymous online survey link was distributed among the bank managers, selected
through convenient sampling. At the beginning of the survey, a brief introduction of algo-
rithmic decision-making and how it works were given to the respondents. Subsequently,
an AI loan decision tool was demonstrated based on two loan scenarios.We received 193
responses, out of which 26 responses are discarded due to failing in answering attention
check questions. Finally, 167 usable responses were considered for analysis. The age of
the respondents ranged from 18 and 55 years, with a mean age of 41 years. Their average
experience in working with loan approval is 5.40 years.

Collected data were analyzed using the partial least squares (PLS) approach using
SmartPLS 3.0 software. To test the reliability and validity, we adhered to the limits
recommended by Fornell and Larcker [37]. We maintained each item loading above 0.7,
composite reliability (CR) above 0.8, and average variance extracted (AVE) above 0.5 to
ensure the convergent validity (Table 1). To test the discriminant validity, we compare the
inter-construct correlations and the square roots of the AVE values presented diagonally
in Table 2. The lower off-diagonal correlation values against the square roots of the
AVE values suggest a discriminant validity of the constructs. We also examined whether
loadings are higher than the cross-loadings to ensure the discriminant validity on the
item level and found satisfactory results [38].
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Table 2. Square root of the AVEs and Inter-construct correlations

Item Usage
barrier

Value
barrier

Risk barrier Tradition
barrier

Image
barrier

Algorithm
aversion

Usage barrier 0.822

Value barrier 0.726 0.814

Risk barrier 0.713 0.735 0.834

Tradition
barrier

0.517 0.523 0.631 0.847

Image barrier 0.657 0.611 0.635 0.586 0.853

Algorithm
aversion

0.385 0.402 0.417 0.48 0.441 0.787

5 Results and Discussion

5.1 Hypothesis Test Results

To test our proposed hypotheses and examine the significance of the relationships
between the dependent variable and the independent variables, we conducted a struc-
tural model test. As hypothesized, the results indicate that the value barrier (β = 0.22,
p < 0.05), tradition barrier (β = 0.20, p < 0.05), and image barrier (β = 0.22, p <

0.05) have a significant positive effect on algorithm aversion. This result corroborates
the findings of existing literature [17, 23]. However, the usage barrier (β = −0.01, ns)
and risk barrier (β = 0.04, ns) have no significant impact on algorithm aversion. These
findings bear a valuable insight for the practitioners and researchers. One explanation
for this could be that since bank/financial managers are well-educated, knowledgeable,
familiar with the use of technology to some extent, and are used to working in a risky
environment, they are less concerned about usage barriers and risk barriers in adopt-
ing algorithms. Besides, we also examined the effect of control variables such as age,
gender, marital status, education, IT education, work experience, and experience in loan
decision-making on algorithm aversion and no such effect was found. The predictors
explained 42.30 percent of the variance of algorithm aversion (Fig. 2).

5.2 Implications

Our study lends several contributions that could benefit researchers and practitioners.
First, we contribute theoretically by investigating the IRT in the context of algorithm
aversion. To the best of our knowledge, potential relationships between different barriers
of IRT and algorithm aversion have not been examined in the extant literature. Although
the IRTwas developed tomeasure the extent to which different barriers thwart customers
to accept technology-based products or services [10], we empirically show that it can
be effectively applied in organizational settings to gain an understanding of different
barriers to adopting and using technologies for decision making.
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Fig. 2. PLS results

Second, developing a new measurement scale is viewed as a significant contribution
to information system research [34]. In this study, we made an initial attempt to propose
a new measurement scale for algorithm aversion which can be further validated across
different contexts. As such, we contribute methodologically by responding to the call
of Mahmud et al. [11], thus overcoming the limitation of algorithm aversion research in
the real-world context. This construct will help future researchers to conduct algorithm
aversion research with the subjects who are subjected to the use of algorithmic decision-
making.

Third, our study reveals several important relationships. We found that managers’
perceived psychological barriers and value barriers significantly impact algorithm aver-
sion. Contrary to our hypotheses, we also found that usage barriers and risk barriers do
not have any impact on algorithm aversion. This finding bears a valuable insight for the
practitioners and researchers. One explanation for this could be that since bank/financial
managers are well educated, knowledgeable, and familiar with technology use andwork-
ing in a risky environment, they are less concerned about usage barriers and risk barriers
in adopting algorithms. Rather they are skeptical about the potential benefits of using
algorithmic decisions. The values of using algorithmic decisions are not evident to them.
Furthermore, they might have developed a status quo and formed a negative image of
the quality of AI-based decision algorithms.

Fourth, since organizations are gradually employing emerging technology to auto-
mate and streamline business operations, an understanding of different barriers to
embracing technology will provide useful insights to the entrepreneurs or employers
to decide about the appropriate technology-related strategy. In this regard, our study
will guide managers while adopting or using algorithmic decision-making in their
organizations.
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5.3 Limitations and Future Research

Despite multiple implications and study rigor, like any other research, the current study
has limitations that also open the avenue for future research. First, the study was cross-
sectional. The perception and attitudes toward using technology change over time as
the user gains more knowledge and becomes more familiar with it. Such change cannot
be captured in a cross-sectional study. Thus, a longitudinal study can be undertaken to
mitigate this lacuna. Second, the survey participants were selected using a convenient
sampling method and they are predominantly based on a particular industry (bank-
ing/financial). In addition, the number of survey responses was not optimal for the
findings to be generalized. Future studies can be undertaken by including an expansive
set of samples to overcome this issue. Third, in our study, we identified that value barri-
ers, tradition barriers, and image barriers significantly affect algorithm aversion. Future
studies can be conducted to see how these barriers can be overcome by incorporating
different moderators and mediators in between these relationships.
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Abstract. The Covid-19 pandemic has further fueled an increase of e-learning in
higher education. The widespread use of online learning generates vast amounts
of academic data. This data can be collected and analyzed with the help of Learn-
ing Analytics to improve teaching and learning. Although students are essential
stakeholders of Learning Analytics, their views are underrepresented in current
research. Therefore, this paper aims to give an overview of opportunities and
threats regarding the use of Learning Analytics from students’ perspective. For
this purpose, a qualitative study with 136 students was conducted, and the answers
were coded and classified by multiple researchers. The results show a generally
positive attitude toward Learning Analytics. Noticeable in comparison with exist-
ing research were small-scaled answers of participants that focus primarily on the
course level and students’ everyday lives. The identified opportunities and risks
provide a good foundation for further research.

Keywords: Learning Analytics · Higher education · Students’ perspective

1 Motivation

The increase of e-learning in higher education in recent decades was further fueled by
the Covid-19 pandemic. The majority of students worldwide were affected by measures
such as lockdowns, social distancing, anduniversity closures.Often face-to-face teaching
was discontinued, and online teaching was offered instead [1]. The widespread use of
online teaching creates vast amounts of academic data. The systematic evaluation of
this data is called Learning Analytics (LA), generally defined as “the measurement,
collection, analysis, and reporting of data about learners and their contexts, for purposes
of understanding and optimizing learning and the environments in which it occurs”
[2] (p. 32). Regarding teaching in times of the pandemic, LA offers, for example, the
possibility of relieving students’ sense of isolation by offering comparisons with peers. It
can also provide teachers with guidance on how to adapt teaching materials to students’
performance or interests without seeing them face-to-face. Nevertheless, before LA
systems (LAS) are developed or refined, one should take a step back and consider what
the educational stakeholders involved, namely students, teachers, and institutions [3],
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perceive as opportunities and threats. There has been an underrepresentation of student
perspectives in research [4]. However, their inclusion is essential to the development and
use of LAS and can increase satisfaction, motivation, and commitment [5]. This article
aims to fill this gap by addressing the following research questions:

(1) What are the opportunities and threats of LA from the students’ perspective?
(2) How do students’ views relate to those in current LA literature?

To answer these questions, a qualitative survey with university students is conducted
and groups of opportunities and threats are derived, which are then cross-referencedwith
findings from current literature. The paper contains six sections. Section two provides
an overview of current LA research. Section three outlines the research design. Section
four presents the study’s results, identifying the opportunities and threats. Section five
discusses the results in relation to findings in current literature and highlights further
needs for research. Finally, section six presents the conclusion and limitations.

2 Theoretical Foundation

2.1 Learning Analytics

The increase in online learning and developments in the field of data analytics has led to a
growing number of universities considering how the data generated in learning manage-
ment systems (LMS), for instance, can be meaningfully analyzed and used. The usage of
educational data can transform learning and teaching practices and serve as a foundation
for educational research [6]. Higher Education Institutions (HEIs) use multiple inter-
active e-learning environments nowadays, collecting vast amounts of data that contain
information about the users themselves (e.g., academic performance), their interaction
with systems (e.g., log ins, user pathways, download activity), communicationwith other
students or teachers (e.g., e-mails, forum posts), as well as information about courses
with their underlying curriculum and learning objectives [3, 7]. Through descriptive and
predictive models, such data is processed in real-time or a time-lagged manner to derive
meaningful insights that can assist educational stakeholders in decision support and can
help to improve learning and teaching contents and environments [8]. Predictions can
involve an entire group of learners or individual students, looking at overarching issues
like dropout or failure rates, and more small-scale matters like boredom and short-term
learning [6], on a course-level or departmental-level [2].

Most LA research focuses on the learning process, “analyzing the relationship
between learner, content, institution and educator” [2] (p. 36). The usability, effec-
tiveness, and validity of LAS are often examined [7, 9]. There have also been studies
about developing specific tools and underlying design principles for LAS [8]. The main
stakeholders of LA are students, teachers, and institutions [3], however, there is surpris-
ingly little research on students’ perception of LA [7, 10]. Ferguson states that a focus
on students’ perspective is crucial to the development of LAS, concentrating on their
demands rather than the institution’s demands, to motivate and satisfy students to meet
their career goals [5]. Although the remainder of this paper focuses solely on students’
perspective, LA also poses many benefits and challenges to teachers and the institution
[2, 11, 12].
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2.2 Opportunities of Learning Analytics

There are typical issues in online teaching, some of which have intensified during the
Covid-19 pandemic. For example, students may feel isolated due to a lack of contact
with peers or lose track of the many online courses, materials, and assignments [13].
Some also struggle with technical problems and lose their motivation to study [13]. At
the same time, teachers of online classes cannot rely on the visual cues of face-to-face
classroom interaction anymore, which usually signals them if students feel satisfied,
overwhelmed, or bored with the course content [14]. Again, the use of LA can provide
valuable assistance here. With the help of LA, teachers can assess the learning behavior
of their students, e.g., which topics were hardly worked on or which tasks were repeat-
edly solved incorrectly, to adapt course content or teaching methods [8]. The students
benefit from customized assignments and courses, leading to an overall improvement
of the academic program, enrichment of the student experience, and promotion of bet-
ter learning [12]. LA offers students insights into their learning habits, enabling them
to adjust their learning behavior accordingly [2]. Based on engagement data of previ-
ous cohorts, models for successful behavior can be developed to provide learners with
automated guidance on how to achieve improvement [15]. Automated academic advis-
ing systems are also used, for example, to provide students with recommendations for
course selection based on their learning style and performance [16].

Based on LA data, assessment analytics allow learners to evaluate their attainment
across time, in relation to their personal goals or against their peers [2, 11]. The infor-
mation about their place in the cohort, e.g., in terms of final grades or specific learning
outcomes, provides students with a sense of belonging, reducing the feeling of isola-
tion and encouraging them to work harder [2, 11]. By using data about weaknesses or
common mistakes of former cohorts, learners can be provided pre-submission feedback
before assignments, enhancing their approach to the same task [11]. Furthermore, LA is
used to detect students whose performance in individual courses or their general studies
is comparatively weak [9]. The at-risk students then benefit, for example, from auto-
mated alerts or early interventions by instructors, aiming to reduce dropout and failure
rates and enabling as many students as possible to graduate successfully [5, 8].

2.3 Threats of Learning Analytics

The increasing amount of personal data collected about students and their activities also
brings risks.Many ethical objections have been voiced [17]. Vast amounts of LA data can
be analyzed with different objectives, possibly invading students’ privacy [7]. Questions
arise about student consent, data protection and security, the duration of data storage,
and access to the data [5, 12]. In some cases, students are not offered an option to opt out
of data collection, or the data is later used in a way that students did not actively agree to
[18]. Security risks exist if student data is not stored in a secure location or if unauthorized
individuals gain access to it [17, 19]. There are also country-specific differences as to
whom the owner of personal data is, the individual or the collector [7], complicating,
for example, students’ chances to opt out at a later time. It is also problematic to base
educational decisions or predictions exclusively on data, reducing students to a metric
[19, 20] and putting them into categories by stereotyping and generalizing [21]. The



114 A. Rodda

collection and exploitation of LA data can add to one’s overall sense of increasing
surveillance in all areas of life [17, 22], interfering with students’ privacy and their
academic freedom [11]. Ellis states that, e.g., automated course recommendation systems
infantilize students, pushing them to take classes that are most likely better for their GPA
but do not necessarily fit students’ interests or goals [11]. The same is described as a
loss of autonomy or paternalism by other researchers. Students are supposed to choose
an institutionally preferred action rather than acting out on their preferences [5, 20].
The underlying problem is that most predictive LA models are based on a behaviorist
model, meaning that “individuals with approximately the same profile generally select
and or prefer the same thing” [23] (p.191), compared to models used in other fields like
the rational utility maximizer model or a habitual perspective of behavioral economics
[20]. The misconception of students and teachers that LAS are value-neutral and provide
objective aid is an opportunity threat should they decide to rely exclusively on the system
[20].

LA also bears the threat of invalid predictions or false interpretations [24] due to
inadequate or flawed data [17]. E-learning systems only capture a fraction of the learning,
not providing a holistic view that considers all possible influences on students’ failure
or success, like personal problems or financial difficulties [19]. There is also the risk of
mistaking correlation for causation. For example, students’ engagement rates are often
used to predict their success; however, one can argue that exceptional students need to
engage less than weaker students to achieve good grades [17]. The use of LA can also
demotivate students. Continual monitoring can cause conscious or unconscious behavior
changes,making students feel pressured to constantly self-optimize,which leads to stress
or non-participation [19]. Furthermore, classifying weaker students as at-risk students
may influence their outlook on success and deflate their potential [21], leading to self-
fulfilling prophecies [17]. Labeling of learners as, e.g., exceptional or at-risk, can also
affect teacher’s or faculty’s perception, resulting in different or discriminative behavior
[19]. Adjustments based on LA may focus on certain groups of students: For many
institutions, the emphasis lies on minimizing student withdrawal or failure [5] or driving
academic excellence [2]. Thus, at-risk and high achieving students get the biggest share
of attention, ignoring others on the achievement spectrum [11].

3 Research Design

After section two has provided an overview of the opportunities and threats of LA for
students in existing literature, the students’ views will now be examined with the help of
a qualitative survey. The aim is to get detailed insights of students’ thoughts concerning
the opportunities and threats of LA usage in HEIs. The study was designed as an online
questionnaire and contained three open questions:

(Q1) Which opportunities do you see for Learning Analytics at universities?
(Q2) Which threats do you see for Learning Analytics at universities?
(Q3) Which outweighs the other for you personally, opportunities or threats?

The study was conducted in the participants’ native language, and the results were
translated afterwards. The study participantswere undergraduate business administration
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and information systems students enrolled in aBusiness Intelligence course, having basic
data modeling and applied analytics knowledge.

The answers to Q1 and Q2 were analyzed using the qualitative content analysis
according to Mayring, a systematic approach to the qualitative analysis of texts [25].
Mayring promotes a step model for inductive category development, as part of his sum-
mative approach. For the evaluation of the questionnaire in this paper each step has
been performed independently by two researchers. First, the participants answers were
paraphrased and generalized to a level of suitable abstraction into core sentences. Then,
in a first step of reduction, contents that did not answer the questions were cut out. In
a second step of reduction, the core sentences were combined with similar ones and
thus classified into categories. After working through 30% of the answers a revision of
categories was carried out, combining similar categories and thus reducing the number
of categories further. The participants’ answers and the categories derived from them
were checked for plausibility with a focus group of three other researchers. Finally, the
results were interpreted, including quantitative steps like the calculation of frequencies.

4 Results

A total of 139 students participated in the study,with 136 questionnaires being valid. 64%
of the participants were male and 36% female. Sections 4.1 and 4.2 provide an overview
of the most commonly named opportunities, threats, and notable quotes. Regarding Q3,
the result is as follows: 89% of the participants answered that the opportunities of LA
outweigh the threats, 5% stated that the threats would outweigh the opportunities, and
6% said they consider opportunities and risks to be in balance.

4.1 Learning Analytics Opportunities from Students’ Perspective

Table 1 summarizes the five identified categories of opportunities, containing 20 sub-
categories, each with the absolute and percentage numbers of mentions. The three most
frequently mentioned opportunities are displayed with a gray background.

Category one refers to university-wide opportunities. Ten percent of participants
envision new or adapted classes within the curriculum, according to the students’ inter-
ests and popular classes, as shown by LA. Some (7%) also wish for an automated
course recommender system that can help them navigate the many course offers and
is based on their performance, following the curriculum, and presenting their interests.
The second category focuses on LA opportunities for the course design. The adap-
tion of contents and teaching materials was the second most named opportunity (36%).
Teachers can identify students’ strengths and weaknesses, as well as their likes and dis-
likes and modify courses accordingly. Also, 27% of the participants mentioned that this
would motivate them to engage and study more. The most common answer (45%) was
that the instructor could provide additional course work, explanations, or videos that
solely focus on the most challenging topics of the class, as identified by LA. The third
category contains opportunities that affect the individual learning behavior. One-fifth of
participants would adapt their learning behavior based on LA, believing that it can help
them study more effectively. Some participants (12%) express that LA supports more



116 A. Rodda

Table 1. Learning analytics opportunities from students’ perspective

Category Subcategory Frequency
1. University-wide 
course offers

1.1 New or adapted courses 10 (7%) 
1.2 Automated recommender system for courses 7  (5%) 

2. Adaption of 
teaching in courses

2.1 Adaption of teaching method 6  (4%) 
2.2 Adaption of the scope of coursework 8  (6%) 
2.3 Adaption of content and materials 49 (36%) 
2.4 Additional explanations for complex topics 61  (45%) 

3. Improvement of 
individual learning 
behavior 

3.1 Adaption of learning behavior 27 (20%) 
3.2 Overview of learning progress 40 (29%) 
3.3 Continuous automated feedback 7  (5%) 
3.4 Overview of weaknesses and mistakes 25 (18%) 
3.5 Better self-reflection 21 (15%) 
3.6 Comparison to peers 45 (33%) 
3.7 Early detection of shortcomings 13 (10%) 
3.8 More targeted exam preparation 16 (12%) 
3.9 Better time management 33 (24%) 

4. Transparency 4.1 Overview of current and past grades; GPA 18 (13%) 
4.2 Comprehensibility of final course grades 36 (26%) 

5. Communication 
with instructors 

5.1 Tailored, efficient help for individual students 11 (8%) 
5.2 Interventions for at-risk students 10 (7%) 
5.3 Anonymous feedback through LA data 6 (4%) 

targeted exam preparation. One participant wrote: “One has a better overview of the
learning success, especially compared to peers. The time still available until the exam
can be better planned and used, considering other modules taken during the semester. It
can have a positive impact on a student’s time management.” The comparison to peers
has been the most commonly named opportunity in this category (33%). Students can
feel isolated or at loss of orientation in online classes. The constant knowledge of how
they are doing (e.g., time-wise, knowledge-wise, grade-wise) compared to peers can be
beneficial. One participant noted: “Students are more motivated by this. The learning
progress is considered during the semester, preventing students from postponing study-
ing until the end of the semester. Through LA, it feels like a virtual classroom is formed,
which is familiar to many students from high school. Thus, the learning situation at
the university is not so strange for the students, and they gain more control. For some,
the freedom (e.g., no compulsory attendance) at university is not a great thing.” The
fourth category is about transparency. Easily accessible, clear overviews of grades and
the current GPA have been outlined as a benefit by 13% of the participants. Even more
(26%) view the traceability of final grades as an advantage, as they are often made up



Understanding Opportunities and Threats 117

of individual components, e.g., assignments, participation, and midterms. Opportunities
concerning the communication or interaction with instructors (category 5) have only
been mentioned by a few participants. These include the possibility of tailored, more
efficient help that an instructor can give individual students based on their performance,
engagement, and time spent on particular course contents (8%). Interventions for at-risk
students have been mentioned by 7%. The potential of automated, anonymous feedback
to teachers about the course was described by 4%: “Instructors can analyze whether the
assignments are too complex or too easy. Often, students do not dare to ask questions
or demand a further explanation in person”.

4.2 Learning Analytics Threats from Students’ Perspective

Respectively to Table 1, Table 2 shows four categories and 21 subcategories of threats
mentioned by participants. Again, the most common threats are highlighted in gray.

Table 2. Learning analytics threats from students’ perspective

Category Subcategory Frequency
1. Ethical concerns 1.1 Insufficient or poor data protection 59 (43%) 

1.2 Violation of privacy 36 (26%) 
1.3 Continual monitoring 22 (16%) 
1.4 Reduction of students to metrics 6 (4%) 

2. Inadequate LA-
systems 

2.1 Technical difficulties 6 (4%) 
2.2 Collection of inadequate data 13 (10%) 
2.3 Collected data only refers to activity, not knowledge 11 (8%) 
2.4 Disregard of offline learning 17 (13%) 
2.5 Manipulation of the system by students 12 (9%) 

3. Negative effects 
on student behavior 

3.1 Increased pressure on students 35 (26%) 
3.2 Demotivation of students 21 (15%) 
3.3 Misinterpretation of data by students 21  (15%) 
3.4 Focus solely on data or learning objective 7  (5%) 

4. Usage of LA by 
instructors 

4.1 Lack of digital competencies and knowledge 8      (6%) 
4.2 Invalid interpretations and predictions 43 (32%)  
4.3 Discrimination of groups of learners 21 (15%) 
4.4 Discrimination of individual students 12  (9%) 
4.5 Less time for good quality teaching 14  (10%) 
4.6 Focus solely on course metrics 7  (5%) 
4.7 Less student-teacher-communication 11 (8%) 
4.8 Misuse of data 17 (13%) 
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Participants have most commonly voiced ethical concerns (category 1), especially
the threat of insufficient data protection (43%). They fear that a LAS could be attacked
and data leaked publicly or that unauthorized university personnel could access it for
other purposes than they agreed on. Some participants believe that the collection of LA
data violates their privacy (26%). However, they are less concerned about the academic
data and more concerned about demographic data, e.g., gender, ethnicity, and income. A
few participants worry (6%) that students will not be seen as individuals with their own
preferences, feelings, personal challenges, and learning strategies anymore but rather be
reduced to a metric defined by their academic success.

Regarding the threats of implementing a LAS (category 2), the risk of collecting
inadequate data (10%) or that the system cannot represent offline learning (13%) are
mentioned most commonly. One participant wrote: “Teachers might rely too much on
data. The data on how long someone reads a book borrowed from the library at home
cannot be answered by learning analytics. If a professor then makes videos available
online that are supposed to illustrate the material, but these are not viewed, the miscon-
ception could arise that the students are doing little for the module when in fact, they
only have a different learning style than the one served by the professor.” Participants
also voiced the concern that the LAS could be manipulated by students (9%), e.g., by
creating data that makes instructors believe the topics are too complex or the scope of
materials is too high so that the instructor feels pressured to make the course easier.

Findings of the survey show that the usage of LA could affect students’ behavior
in a negative way (category 3). Continuous monitoring, comparisons with peers, and
the constant highlighting of own weaknesses can increase the pressure on students to
self-optimize (26%). If they know that they are constantly performing worse than their
peers, lower achieving students can feel demotivated by LA (15%). Students who prefer
to study offline and do not feel represented by the LAS can also feel discouraged. One
participant noted: “For students, there is a risk of evaluating their learning success
solely on the quantitative metrics of learning success (compared to fellow students).
Thus, students might disregard relevant topics in which they initially achieved good
test results but which require continuous and intensive study. Also, students’ learning
behaviors vary widely. Some will take advantage of and benefit from a time and place
independent learning system. At the same time, other students lack the necessary self-
discipline to work through the material. Also, computers are not suitable for everyone;
e.g., some will experience greater fatigue due to screen time. I prefer to use pen and
paper.” Students could also misinterpret the data (15%) or focus solely on fulfilling the
given learning objective (5%) and not study voluntarily or do extracurricular activities.

Category four includes perceived threats associated with data analysis or interpre-
tation by instructors. Some participants (6%) believe that teachers lack digital compe-
tencies and knowledge to properly evaluate LA data and results. Participants are most
commonly concerned about invalid interpretations and predictions (32%), e.g., leading
to the inadequate adaption of courses or teaching methods. The fear of discrimination
against groups of learners (15%) or individual students (9%), e.g., based on bad academic
performances, gender, or ethnicity, was also mentioned. Ten percent of the participants
are concerned that teachers spend so much time becoming involved with LA and opti-
mizing metrics that they have less time for core tasks, like good quality teaching and
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personal communication with students. Students fear that if teachers rely too much on
data, they might think personal interaction and feedback from students is unnecessary
(8%). Furthermore, the risk of misuse of LA data by instructors has been described by
13% of the participants. They are concerned that instructors may feel personally insulted
if their videos are barely watched, or their assignments are not adequately completed.
Teachers could then take “revenge” on students by focusing primarily on those topics in
the exam that were little worked on or poorly understood.

5 Discussion

The participants of the study came up with numerous ideas, 449 opportunities that could
be summarized in 20 categories, and 399 risks, categorized in 21 subcategories. Many of
the opportunities and risks outlined by participants can also be found in current literature,
albeit over- or underrepresented in some cases. On a promising note, most participants
had a rather positive attitude toward LA. A positive stakeholder attitude provides a good
foundation for the successful implementation of LA [7, 24].

The participants, who are students themselves, saw most of the benefits at the course
level, especially in adapting course content and improving their learning behavior.
University-wide effects of LA or faculty-student interaction played only a secondary
role. The adaptation of course content based on LA data, which is supposed to improve
teaching quality, is also commonly found in literature and illustrated in case studies, as is
the comparison to fellow learners [10, 12, 17]. Especially online-only teaching, as it was
common worldwide in times of the Covid-19 pandemic, can lead to a feeling of isola-
tion [1]. Through comparisons with peers, learners develop a sense of belonging and can
be motivated to get more involved [17]. Participants frequently mentioned this aspect,
which is also often included in current research. There is a lot of literature concernedwith
automated course recommender systems [8, 16, 20] and interventions for at-risk students
[11, 17, 21]. However, these opportunities have only been pointed out by five percent,
respectively, seven percent, of the participants. Amuch higher percentage of participants
viewed additional assignments and explanations for complex topics and the overview
of the learning process as an opportunity of LA. One could argue that assignments and
explanations are part of the adaption of course materials. However, most participants,
61 in total, pointed out that the focus on making content that is difficult to understand
better comprehendible is one of the leading LA benefits. Therefore, it is presented indi-
vidually in this study. This is sometimes mentioned in the literature but is usually not
the focus of current research [12]. The same applies to the clear overview of the learning
progress, often briefly referred to by researchers but not individually examined, e.g.,
by evaluating which visualization can provide the best overview using a LA dashboard
[5, 9]. Four subcategories are interestingly hardly ever mentioned in LA research: The
more targeted exam preparation, the better time management, transparency of the final
course grade, and anonymous feedback through LA data. This might be because current
literature views LA opportunities on a higher, more abstract level than the students who
focus more on a micro-level, thinking about their everyday student life. This is partly
because, as stated in the introduction of this article, there is very little research specifi-
cally addressing the demands of LAS students. When looking at the results concerning
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LA threats, it can be stated that the majority of the study results have been examined in
previous research. In particular, the ethical concerns indicated bymany participants have
already been investigated several times, and guidelines for handling, e.g., the collected
data, have already been developed [17, 20–22]. Some participants worry that the data
collected by the LAS do not adequately reflect their learning behavior and experiences.
New approaches such as the use of multimodal data [26] or the use of artificial intelli-
gence [27] can provide a solution in this regard. Nevertheless, some risks identified in
this study hardly receive any attention in current research. For example, one concern is
that students adapt their learning behavior to LA so that they solely focus on optimizing
LA metrics and reaching the given learning objectives. Their own interests in the course
material and the efforts that go beyond the required targets are pushed into the back-
ground. Another concern is that instructors spend so much time and effort on LA that the
quality of teaching decreases. Also, participants worry that LA leads to less in-person
student-teacher communication because teachers could rely solely on LA data to review
their courses and on automated feedback to students. The last topic that does not receive
attention in current research is the participants’ fear that instructors take some metrics,
like few video views, personally and then misuse the data to make assignments or exams
harder. Thus, these aspects must be considered when introducing or adapting LAS and
should be communicated.

The findings from this survey serve as a foundation for further research. To validate
and extend the results, a larger group of students from different study programs and
nations should be questioned. Results from interviews and focus groups can provide
additional value. Potentially, the research could be expanded to the school context.
To gain an overarching view, the perspectives of teachers and institutions should be
included. The results could then be used to identify drivers and barriers of LA. Finally,
for practitioners, an overview of stakeholder requirements for LAS can be derived.

6 Conclusion

The contribution of this paper is an in-depth view of students’ perception of LA, which
can help identify further needs for research and provide practitioners with guidance on
what they should consider when implementing or adapting a LAS at university. Students
are the most crucial stakeholder group, but their views are still underrepresented in
current research. Ultimately, the more students are involved in the process of a LAS
development, the higher the acceptance rate of the system can be. Therefore, a qualitative
survey of 136 university students was conducted. Multiple researchers classified the
responses, arranged them in tables, and enriched them with further explanations and
quotes. The discussion then addressed how these results fit in with current literature and
identified further research possibilities.

It can be inferred that the majority of participants felt generally positive toward LA.
Many of the opportunities identified in the survey can also be found in academic lit-
erature, but the priorities are distributed differently in some areas. The benefits most
frequently cited by participants were the customization of course materials using LA
insights, additional explanations and assignments for complex content, and the compar-
ison to other students. Very apparent is the small-scale and short-sighted nature of many
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answers, that focus mainly on the course-level, e.g., more targeted exam preparation or
the comprehensibility of final grades.Only a fewparticipantsmentioned opportunities on
a departmental or university-wide level. The three most commonlymentioned risks were
insufficient data protection, privacy violation, and invalid predictions or interpretations
based on LA data. In addition, many participants voiced their concern about predic-
tions partly based on data that could be inadequate or not represent their offline learning
efforts. Interestingly, students were also concerned that teachers could feel offended by
specific LA data and then misuse LA to make exams harder to pass.

The results of our study are subject to some limitations, which mostly relate to
the selection of participants for the survey. Firstly, it should be noted that the partici-
pants come from a specific European country and depending on the country, laws, and
cultural background, the benefits and risks from the students’ point of view may vary.
Secondly, the participants were university students generally familiar with data analysis.
Therefore, students’ views from other disciplines or institutions should be considered
in further investigations to enhance the foundation laid in this manuscript. In conclu-
sion, digital teaching during the Covid19-pandemic has allowed students worldwide
to continue studying despite lockdowns and closures. LA can improve online learning
and motivate students through customized courses and comparisons with peers. Even
after the pandemic, LA will continue to play an essential role in teaching and learning.
However, universities should take the concerns of students seriously. The analytical pro-
cesses should be transparent and accessible. Students’ wishes and requirements must be
considered so that LAS can develop their full potential.

References

1. Pokhrel, S., Chhetri, R.: A literature review on impact of COVID-19 pandemic on teaching
and learning. High. Educ. Future 8, 133–141 (2021)

2. Long, P., Siemens, G.: Penetrating the fog: analytics in learning and education. Educause Rev.
46, 31–40 (2011)

3. Greller,W.,Drachsler,H.: Translating learning into numbers: a generic framework for learning
analytics. Educ. Technol. Soc. 15, 42–57 (2012)

4. Ifenthaler, D.: Are higher education institutions prepared for learning analytics? TechTrends
61(4), 366–371 (2016). https://doi.org/10.1007/s11528-016-0154-0

5. Ferguson, R.: Learning analytics: drivers, developments and challenges. Int. J. Technol.
Enhanced Learn. 4, 304–317 (2012)

6. Baker, R.S., Inventado, P.S.: Educational Data Mining and Learning Analytics. In: Larusson,
J.A., White, B. (eds.) Learning Analytics, pp. 61–75. Springer, New York (2014). https://doi.
org/10.1007/978-1-4614-3305-7_4

7. Ifenthaler, D., Schumacher, C.: Student perceptions of privacy principles for learning ana-
lytics. Educ. Tech. Res. Dev. 64(5), 923–938 (2016). https://doi.org/10.1007/s11423-016-
9477-y

8. Nguyen, A., Tuunanen, T., Gardner, L., Sheridan, D.: Design principles for learning analytics
information systems in higher education. Eur. J. Inf. Syst. 30, 541–568 (2021)
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Abstract. Social Media Analytics (SMA) can provide methods and tools for
government to monitor, analyse and visualise social media data, and assist with
Citizen RelationshipManagement (CzRM) and decision making. However, social
media presents an explosion of unstructured Big Data, leading to many challenges
for government relating to the processes of SMA and CzRM. The purpose of
this paper is to report on a Twitter Dataset Analysis conducted to evaluate SMA
methods and tools and the extent to which they are useful for supporting CzRM.
Twitter data from South Africa and Germany was used in the dataset. The findings
revealed that the proposed SMA methods and three tools (NVivo, uClassify and
PowerBI) were useful for collecting, analysing and visualising social media data.
NVivo successfully collected Tweets from South Africa and Germany over a four-
week period. These Tweets were analysed for negative and positive sentiments
using uClassify and visualised for insights using PowerBI. The visualisationswere
useful for determining trends and insights into citizens’ views and issues from
their posts. The main contribution is the extended framework of SMA methods
and techniques that was used to guide the dataset analysis. A practical contribution
is the demonstration of the framework of SMA methods and techniques in terms
of utility and usability in a real-world context.

Keywords: Social media analytics · Sentiment analysis · SMA tools · Citizen
Relationship Management (CzRM)

1 Introduction

The rapid development of Internet and Information and Communication Technologies
(ICTs) has coined some rapid advancements and changes in international government
economies and citizen participation [1]. According to Shang and Zhang [2], the COVID-
19 pandemic has presented both opportunities and challenges for ICT in many organ-
isations. Some opportunities are being implemented by governments to aid with inter-
ventions for the COVID-19 crisis related to service delivery for citizens [3]. Citizen
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Relationship Management (CzRM) has become an important concept as it can help gov-
ernments to foster close relationships, create more efficient service delivery and increase
e-participation through digital platforms [4]. The challenges revealed by Yang et al. [3]
are the lack of reliable and accessible information for healthy public debate and meeting
people’s daily information needs. Other challenges are the spread of misinformation,
disinformation and fake news, especially for organisations such as government. The
advent of Social Media Analytics (SMA) as an ICT has presented some opportunities
using methods and tools to monitor, analyse and visualise social media data [5].

Whilst there is some literature proposing SMA frameworks [6–9], only a few studies
provide reports of empirical field studies of SMA tools for CzRM. The main problem
addressed in this paper is the limited research on howSMAmethods and tools can support
CzRM in the context of government. The purpose of the paper is to report on a Twitter
Dataset Analysis that was done through a demonstration and evaluation of SMA tools to
determine the extent to which SMA can support CzRM in government, and to determine
the potential usefulness of these tools. The paper is structured as follows: An overview
of the literature review is presented in Sect. 2. The research methods and contributions
are explained in Sect. 3. Section 4 provides the results while Sect. 5 discusses these.
Several conclusions and recommendations are made in Sect. 6.

2 Literature Review

According to Singh andVerma [8], socialmedia has evolved into presenting awidespread
of opinion mining and sentiment analysis using a higher cognitive process, which moti-
vates the need for real-time processing of social media data to generate insights. In the
study conducted in [7], it is highlighted that there is a growing interest in using senti-
ment analysis methods and these methods should be considered when mining a large
corpus of Tweets. There are suitable SMA methods and tools that organisations can use
to monitor, analyse and visualise social media data [10]. However, challenges related to
data privacy, data quality, skills, tools and budget to maximise SMA are still evident in
these organisations such as governments [11, 12]. The lack of data management tools
and techniques have resulted in a negative impact on the decision-making process of
government [4].

Reka et al. [13] proposed a model that presents types of Big Data Analytics (BDA)
including SMA. However, its shortcoming is that it does not consider specific SMA
methods and tools to support CzRM. The framework of Singh and Verma [8] proposed a
lightweight, efficient, SMA methodological framework to address SMA challenges and
to handle the high-speed flow of social media posts. One limitation of the framework
is that the support of tools, techniques, methods and architectures was not applied in
the context of CzRM. While the literature review revealed several frameworks in the
domain of SMA and BDA, these frameworks do not provide specific details for SMA
that could be used by government to analyse citizens’ Tweets. Those studies that mention
tools propose complex customised algorithms and do not use commercial off-the-shelf
(COTS) tools. In these studies, no investigation of the usefulness of SMA tools were
conducted in the context of government or CzRM.

The SMA framework proposed in [9] was the most comprehensive one identified
in a political context and was therefore considered the most relevant for government
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and CzRM. It provides an overview of different methodological approaches, methods,
tools and techniques for SMA used in a political context. Figure 1 shows the Framework
of SMA Methods and Techniques, which was extended from that of [9] to include the
following three main types of COTS tools for SMA tasks:

• A social media monitoring tool (e.g. NVivo);
• A tool for performing SMA sentiment analysis (e.g. uClassify); and
• A visualisation tool (e.g. Microsoft PowerBI or PowerBI).

Fig. 1. Framework of SMA methods and techniques (extended from Stieglitz et al. [9]).

3 Research Method

Themain research question to be answered in this paper is“Howuseful are SMAmethods
and tools for supporting CzRM?”.

The framework presented inFig. 1was used as the theoretical foundation for the study
together with the theory of Technological, Organisational and Environmental (TOE) pro-
posed in [14]. TheTOE theory considers the three constructs ofTechnology,Organisation
and Environment and how they influence the adoption of technology in an organisation.
Since SMA is one such technology, it provides a relevant and appropriate model to use
for assessing the potential adoption of SMA in government for CzRM. However, this
paper reports on a sub-section of work done as part of a larger PhD study, which only
focused on the technological construct of the TOE theory. The usefulness of technology
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is an attribute and measure of the technological construct and is determined by its utility
(tasks) and usability. Usability is the extent to which a system, product or service can be
used by a specified user to achieve certain goals effectively, efficiently and with a high
level of satisfaction in the specified context of use [15]. TOE assisted with guiding the
evaluation of the usefulness (utility and usability) of the SMA tools.

The research method used was a Dataset Analysis of Tweets from two countries,
Germany and South Africa. The analysis was exploratory and consisted of informal
evaluations by the primary researcher to investigate the potential adoption and aspects
of usefulness of SMA methods and tools according to utility and usability. Formal
usability evaluations were not conducted; these could form part of a further study.

4 Results and Analysis

4.1 Social Media Monitoring with NVivo

The NVivo tool was used for the social media monitoring tasks, based on the motivation
provided in [16] and [10] that it is useful, appropriate and economical for monitoring
content from Social Networking Sites (SNSs). The functionalities of the NVivo tool
vary from managing complex projects from multiple sources to processing open-ended
text responses with geographical and categorical data from fixed-response questions.
The Structural Attribute method for monitoring proposed in [9] was used with NVivo
to monitor Tweets from both Germany and South Africa. Twitter was selected as an
appropriate SNS as it is more easily accessible in comparison with other SNSs since
Facebook and Instagram have much stricter data privacy and security rules.

A browser extension is provided by NVivo called NCapture that monitors and cap-
tures web-based (or social media) data using Google Chrome that can then be used for
analysis. It provides for data collection from SNSs such as Twitter, Facebook, LinkedIn
and YouTube. The Dataset Analysis commenced with the monitoring and collection
of Tweets using the NCapture addon of NVivo. A premium version was purchased to
perform social media monitoring because the trial version is limited to collecting two
weeks’ worth of data. The NVivo tool was found to be useful for location detection from
where users tweeted since there is a geotagging feature in Twitter’s API that provides a
more meaningful experience by contextualising Tweets, and this feature can be switched
on by users to accompany a Tweet. Since most Twitter users opt out of tweeting with the
location feature switched on, NVivo is also able to detect the home location provided by
users on their public profiles. When monitoring Tweets, the data was filtered according
to location using Twitter’s advanced search functionality. The location of the user from
his/her Twitter profile was also collected with the Tweet text.

During data collection, Tweets from all locations in Germany and South Africa were
collected that contained one or more of the related keywords, for the following four
keywords:

• For Germany - “Covid19De” and “Impfungen”.
• For South Africa - “Covid19” and “VaccineRollOut”.
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The keyword could be either a hashtag e.g., #Covid19de, or a single standalone word
anywhere in the Tweet text. Data collected was restricted to a four-week period from 23
August 2021 to 13 September 2021. The minimum target sample size was 500 Tweets
per keyword per week. Once collected, the data was saved in the NVivo file format “.
nvcx”. The experiment considered only text and not emojis. After collection, the Tweets
were cleaned and transformed; for example, duplicates and data containing the user’s
personal information were removed (except for location). A free web tool known as
“The Online Doc Translator” was used for translating the German Tweets into English.

4.2 Performing SMA Sentiment Analysis with uClassify

TheOpinion/Sentiment Analysismethod of [9] was used to perform the SMA tasks [17],
and the selected tool uClassify,was used since it has been argued [10] to be an appropriate
tool for SMA. The uClassify sentiment analysis method uses a hybrid approach that
combines machine learning and the lexicon-based method. Another motivation for using
uClassify was because it offered a free machine learning web service that has proven to
have trained classifiers for sentiment analysis [17]. uClassify presents benefits related
to classifiers that are well suited for short and long texts (Tweets, Facebook statuses,
blog posts, product reviews, etc.). It also has classifiers that can analyse sentiment, age,
gender, text language and mood amongst a host of other classifiers.

The total number of Tweets collected over the four weeks was 103 308, and after data
cleaning and removing duplicates there were 52 641 Tweets. Using uClassify, the dataset
was analysed for sentiments that were either “negative” or “positive” and allocated a
probability of accuracy for each sentiment. Unfortunately, “neutral” sentiments were

Table 1. Tweets with total sentiments for all keywords after cleaning

South Africa

Week Keyword Sentiment Keyword Sentiment

Covid19SA Pos Neg VaccineRollOutSA Pos Neg

1 2330 62% 38% 4931 57% 43%

2 3717 68% 32% 5917 37% 63%

3 2554 71% 29% 5672 47% 53%

4 592 62% 38% 3177 61% 39%

Germany

Week Keyword Sentiment Keyword Sentiment

CovidDe Pos Neg Impfungen Pos Neg

1 3476 47% 53% 6954 50% 50%

2 3073 42% 58% 3047 43% 57%

3 1704 49% 51% 3682 25% 75%

4 561 47% 53% 1254 81% 19%
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not represented because uClassify does not provide an automatic feature for classifying
“neutral” sentiments. This limitation could be addressed by classifying those sentiments
with low accuracy (between e.g., 45% to 55%) in future research. Summaries of the
dataset for the keywords and sentiments is provided in Table 1.

It is clear from the table that the sentiment of Tweets for the keyword “Covid19SA”
did not have much variation in percentage from Week 1 to Week 4 and were positive
(>50%) for each of the four weeks. The related “CovidDe” Tweets from German users
also did not have much variation in the sentiment percentage, however, they were all
neutral, tending towards negative (just under 50%) each week.

Overall, the “VaccineRollOutSA” keyword had a lower percentage of positive sen-
timents than the “Covid19SA” ones, with two weeks having a mean positive sentiment
(>50%) and the other two weeks with more negative sentiments (≤50%). There was a
fairly significant drop of 20% in positive sentiments fromWeek 1 toWeek 2 (or increase
in negatives) for the “VaccineRollOutSA” Tweets. This tendency towards neutral or neg-
ative sentiments could indicate the negativity and possible frustration and fear of citizens
towards vaccinations in South Africa.

For the German Tweets with the “Impfungen” keyword, all four weeks were neutral
or negative. There was a large drop fromWeek 1 toWeek 2 in positive sentiments for the
“Impfungen” keyword, and then a larger drop fromWeek 2 toWeek 3. There was a fairly
large increase fromWeek 3 toWeek 4 for positive Tweets for both “VaccineRollOutSA”
(61%) and “Impfungen” (81%). This result could indicate a possible improvement in
citizens’ attitudes towards the vaccination, possibly due to awareness and education
campaigns.

4.3 Visualisation in SMA

The first step in PowerBI was the transformation of data, specifically the Date and
Location dimensions. The Tweet locations were grouped according to the German states
or South African provinces in which they fell, using the “Data groups” functionality
in PowerBI. South African provinces were also labelled as States to standardise labels.
The next step was to design and develop the visualisations using PowerBI dashboards
according to the following SMA methods in [9]:

• Social Network Analysis (SNA) and visual analytics; and
• Trend and topic analysis.

Social Network Analysis (SNA) and Visual Analytics. Visual analytics aims to iden-
tify patterns, trends and structures, and assists in gaining useful insights through the
analysis of a vast amount of data collected from different SNSs [18]. The Visual Ana-
lytics method of SNA was used in PowerBI since with dashboards users can identify
patterns by physically manipulating data displays. Computational methods were used
for reducing the data and displaying correlations between selected options. PowerBI
dashboards allow for multiple filters and use card visuals at the top of the dashboard
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to display statistical calculations that provide the user with indicators of the data. For
example, Fig. 2 presents the visual analytics of a PowerBI dashboard that displays the
totals (n = 52641) and percentages of positive (50,42%) and negative (49,58%) Tweets
for all Tweets of all locations in Germany and South Africa for all four weeks. It also
uses three types of visuals, namely the Bar Chart, theWord Cloud and a Treemap visual.
A Treemap in PowerBI displays hierarchical data as a set of nested rectangles. Each level
of the hierarchy is represented by a coloured rectangle known as a branch containing
smaller rectangles known as leaves. As shown in Fig. 2 the Treemap in the bottom right
corner of the dashboard represents a visual of the Tweet sentiments per state. Different
colours are used for different states. It is clear from this visual that the Gauteng province
has the most sentiments out of all the states. The Word Cloud visual in PowerBI illus-
trates the most common topics found in the Tweets, using topic modelling and detection
methods with advanced statistics and machine learning. The themes discovered can be
further explored using the navigational interfaces for drill down functionality. TheWord
Cloud visual was used on the hashtags column to identify themes and topics from the
most frequent keywords/hashtags. An example in Fig. 2 of theWord Cloud is seen where
the three most frequent keywords are Covid19, Covid19SA and Vaccinations.

Fig. 2. Visual analytics of twitter dashboards (Germany and South Africa).

An example of filtering a dashboard can be seen where Fig. 3 illustrates the data from
Fig. 2 filtered to only include Tweets with the South African keywords for all states (i.e.,
provinces) for Week 1 (n = 7261).

Figure 4 illustrates another example of filtering, where the data was filtered to only
display data for the state of Berlin by hovering over the Berlin rectangle in the Treemap.
Berlin was selected since it had many Tweets in Week 1. In the Bar Chart, green rep-
resents positive Tweets and red indicates negative Tweets. The light green/red-shaded
bars represent the mean value and the dark-shaded bars represent the selected data. For
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Fig. 3. Visual analytics example for the South African keywords (Week 1).

example, on 23 August 2021, the percentage of negative Tweets (90%) is far more than
the positive ones (around 25%) in the Berlin state. For all the dates in Week 1, the neg-
ative Tweets are more than the positive ones. For each date, the percentage of negative
Tweets is higher than the mean for all states.

Fig. 4. Visual analytics example for Week 1 of Berlin State. (Color figure online)
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Trend and Topic Analysis. Trend and topic analysiswas evidentwhen sentimentswere
visualised and insights were generated about topics and trends from sentiments. Fan and
Gordon [19] believe that themes that are discovered can be used for other analytical
tasks such as identifying users’ interests, detecting emerging topics in social media
postings or summarising parts. The Bar Chart in Fig. 5 visualises the percentage of
positive to negative Tweets across various days (time periods) for the “Covid19De”
and “Impfungen” keywords. Insights can be visualised in PowerBI by selecting the
Insights icon followed by the Trends icon to show descriptions of top trends. In
this case, the trend of “Covid19De” can be seen on the dashboard and the chart can be
further drilled down into one of the four weeks. It can be seen from the dashboard’s
Treemap shown in Fig. 5 that the state with the most Tweets was the “Berlin State” (dark
blue), closely followed by the “Schleswig-Holstein State”.

Fig. 5. Bar chart visual for the German case. (Color figure online)

TheMap visual in PowerBI in Fig. 6 visualises the sentiment count across the various
locations in South Africa and Germany. The keyword “VaccineRollOutSA” was used
to filter and visualise the sentiment count for Tweets containing this keyword in South
Africa. The size of the circle is representative of the number of Tweets. It can be seen
that the area around Johannesburg had the most Tweets and a fairly even mix of positive
and negative Tweets.

The Map visual in Fig. 7 indicates that the locations with the most Tweets were near
Hamburg and north Germany. These areas also had more negative Tweets than positive.
The significance of the colours, i.e., red and green, are again used for negative and
positive Tweets respectively. A large percent of negative Tweets was also shown near
Munich and Magdeburg. Near the Frankfurt and Berlin areas were Tweets that were
mostly positive.

In Fig. 8a Pattern-based Analysis visualisation was used due to the richness of time
series information and, because of the inadequacy of summary statistics to encapsulate
structures and patterns. This visual is a type of Trend Technique, as it identifies data
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Fig. 6. Map visual of South African tweets for keyword “VaccineRollOutSA”.

Fig. 7. Map visual of German tweets for keyword “CovidDe”.

that repeats in a recognised way over a period of four weeks and shows the top 20
recognised keywords/hashtags with their associated sentiment counts for all the data
from Germany for the “Impfungen” keyword. The top three keywords in this set of data
were “Vaccinations” (n = 3512), “Doctor safety report children vaccinations COVID”
(n = 1602), and “Corona vaccinations” (n = 1023).
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Fig. 8. Pattern-based analysis visual for keyword “Impfungen”.

5 Discussion

The TOE theory proposed in [14] was used as the foundation and theoretical lens in
the larger study to undergird the research by guiding the evaluation of the SMA tools
in order to determine how useful they are or potentially can be for CzRM. The first
characteristic of usefulness is the utility of the tools, which includes the tasks of SMA
of monitoring data, analysing data and visualising data. These three tasks were achieved
using the selected techniques from the framework in Fig. 1 which was extended from [9]
to includeCOTS tools for SMA, for eachof these tasks.The evaluation anddemonstration
of SMA tools in the Twitter Dataset Analysis revealed some interesting insights into
citizens’ views that may positively benefit government in supporting CzRM. The SMA
tools used in this paper were effective and useful in collecting, analysing and visualising
social media data. Locations that had the highest number of positive or negative Tweets
could be identified, and the data could be drilled down into specific dates to determine
trends and insights. For example, the user could visualise when sentiment become more
negative. Other trends could be determined by identifying the most frequent keywords
in the Pattern-based visual of PowerBI. The methods and tools used can therefore be
useful to governments and assist managers conducting SMAprojects and also assist with
decision making and service delivery. PowerBI offered various dashboards and features
that may support the government in extensive decision making to support CzRM.

6 Conclusion and Future Work

The practical contribution of the paper is the lessons learnt from the evaluations that can
be used by SMA practitioners in government. The evaluations revealed that neither of
the two evaluated tools, namely NVivo for social media monitoring and uClassify for
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performing SMA, could adequately visualise the collected Twitter dataset. Therefore,
PowerBI was used in the evaluations as a possible suitable tool for the visualisation of
the collected Tweets. The Twitter Dataset Analysis demonstrated and evaluated SMA
methods and tools in terms of usefulness (utility and usability) as defined by TOE theory.
The findings showed that themethods and tools usedwere useful for gaining insights into
the Twitter data and can be used by government for SMA. The empirical experiments
conducted using a real-world case and the lessons learnt provide a valuable contribution
to other researchers and practitioners such as government managers involved in CzRM.
One theoretical contribution is that TOE was used as a lens to guide the technological
aspects to provide insights into future possible of adoption of SMA tools for CzRM.
Another theoretical contribution is the Framework of SMA Methods and Techniques
provided in Fig. 1 that was successfully used to guide the adoption of SMA for the cases
of both the German and South African government departments.

The limitation of the paper is that the type of collected Tweets were limited to text
and excluded emojis and pictures. The Dataset Analysis was conducted on only one SNS
i.e. Twitter, since Facebook and Instagram have stricter privacy and security policies that
made it more difficult to get access to citizens’ posts. The collected Tweets from Twitter
were only classified as “positive” and “negative” sentiments because uClassify is unable
to classify “neutral” sentiments. The data collection history was limited to the last six
months due to the restricted date range settings of Twitter. Another limitationwas that the
Twitter API settings were no longer providing the “near your area” feature. Therefore,
the location was manually annotated using geo-coordinates from the user profile in
Twitter. The geo-coordinates were used to detect the exact location of Tweets. Another
limitationwas the use of“TheOnlineDocTranslator” for translating theGermanTweets
into English, whichmay have resulted in some unknown incorrect interpretations related
to translating language structure, idioms, expressions, multiple meanings, sarcasm and
missing names in translation. However, to overcome this a human German translator
was used to verify the translation. Future research could include conducting usability
evaluations of SMA tools, and possibly comparing the effectiveness of different SMA
methods and tools. For practical recommendations for future research, government-
related departments could adopt SMAmethods and tools to monitor social media data to
remain aware of trends and topics and be informed and insightful about citizens’ needs.
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Abstract. Early-stage venture capital (VC) is a risky type of financing activity
due to startups’ extremely high failure rate and themany unknownvariables related
to a venture’s future success. VCs’ investment decisions are further challenged by
a rise in competition, significant time constraints, and different cognitive biases.
In recent years, Machine Learning (ML) models have been empirically studied
and adopted in the industry as a solution to overcome the limits that VCs face
in their investment decision-making process. Nevertheless, a qualitative assess-
ment of such technology’s impacts in early-stage VCs sourcing and screening
processes lacks in the academic literature. In this regard, the findings of this paper
highlight beneficial impacts on the quality of the deal flow from the adoption of
ML-based tools. Concerning the screening process, the findings suggest limited
impacts of such technologies mainly due to a lack of detecting crucial human cap-
ital components, investor strong reliance on their abilities and industry structural
dynamics.

Keywords: Artificial Intelligence ·Machine Learning · Early-stage venture
capital · Qualitative research

1 Introduction

Venture capital (VC) is a medium-long term form of investment in unlisted companies
with high growth potential. This form of private financing is mainly provided by firms
or funds with the aim of obtaining a substantial capital gain from the sale of the acquired
equity investment or by its listing in the stock exchange [1]. Since the establishment of
the first actual VC firm in 1946 byMIT and Harvard Business School professors [2], VC
played a fundamental role in the economy and in technological innovation. VC helped
young companies, in their early stage, to develop their business, providing economic
support, advice and non-monetary resources [3]. After the significant development in
the United States from the ‘80s, this form of financing has been one of the main driving
forces behind some of the most vibrant sectors of the world economy in recent decades
[2]. In the high-technology sector, VC played a crucial role in allowing the tremendous
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growth of companies such as Microsoft, Google, Facebook, WhatsApp and Alibaba in
particular.

Access to capital is one of themain obstacles for the development of entrepreneurship
[4]. As not all capital demand meets capital supply in the economy, there is always a
funding gap for business development. This gap is even more relevant for start-ups that
are looking for capital in their early stages of life and, as a result, they have limited access
to traditional capital markets, bank loans or to other particular debt instruments. This
phenomenon is widespread for those companies that operate on the frontier of emerging
technologies, as these are mainly characterized by a high presence of non-tangible assets
and projections of negative profits for several years [5].

Given the characteristics of the type of investments, VCs deal with a high degree
of uncertainty. In fact, VCs investment activities are characterized by an extreme level
of information asymmetry which results from adverse selection risks regarding hidden
information of the business (i.e., VCs do not have the same level of information as
entrepreneurs) and moral hazard risks (i.e., entrepreneurs are able to undertake actions
that are not noticeable by the VCs). In this perspective, conventionally, VCs take on
greater risks than most traditional types of investment funds, also considering that star-
tups failure rate is exceptionally high [6]. For these reasons, after usually offering financ-
ing solutions and mentoring activities, VCs would expect to receive high returns out of
their investments with a successful exit of their portfolio firms through acquisition or
Initial Public Offering (IPO) [2].

Considering the high risks involved in the sector, it is crucial for VCs to possess good
sourcing (i.e., find a pool of potential high-growth ventures) and screening abilities dur-
ing the investment decision-making process [7]. Investors usually develop these abilities
aftermany years of experienceswhich contribute to create a “gut feel” as criterion of their
investment decision [8]. However, a large amount of research considers VCs decision-
making process highly subjected to psychological biases such as over-confidence [6],
local bias and loss aversion [9].

In this scenario, advanced analytical approaches to improve VCs investment
decision-making are increasingly becoming an important field of research. Investment
decisions are intrinsically complex as they require the analysis of a vast amount of data
[10]. Machines proved to be highly efficient in weighting many different criteria and
providing insights into human decision-making [11]. Considering the above, the idea of
usingMachine Learning (ML) to augment VC’s ability to process and interpret informa-
tion to improve the sourcing and screening processes is attractive both for entrepreneurs
and investors. Particularly considering the benefits that the technology can bring in
lowering risk, eliminating psychological biases, reducing time and costs, especially for
early-stage investments [12].

Artificial Intelligence (AI) andML are increasingly used to enhance decisionmaking
in a corporate context. Regarding the financial sector, AI has been adopted significantly
for trading activities in the stock market and the hedge fund industry [12]. However,
paradoxically most of the VC firms around the world that have been investing intensively
in AI technology startups are not using such technology for the internal purposes of
maximizing returnswhile lowering risks. Only recently, very few early-stageVCs started
adopting such technologies to improve their scouting and screening abilities.
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In the literature, for decades’ researchers focused on empirically investigating the
impact of certain variables on the future success of early-stage companies through stat-
ical methods. This vast field of research can be clustered according to the variables
analyzed, such as human capital characteristics and business-related characteristics [7].
However, only in recent years few studies empirically assessed the impact of advanced
ML algorithms predictions of success from a VC perspective.

Nevertheless, to the best of our knowledge, there are no studies available in the
academic literature that provide a qualitative assessment on the impact ofML techniques
in the scouting and screening processes of early-stage ventures. This gap is mainly
attributed to the very recent application of such technologies in VC firms. Thus, the aim
of this paper is to reduce the gap by answering the following research questions (RQ):

RQ1: What are the current main challenges for VC firms in the sourcing and screening
processes of early-stage ventures?
RQ2: What advantages can the adoption of ML-based technologies bring to VCs in
overcoming these challenges in these specific areas?

The remainder of the paper is structured as follow: Sect. 2 contains an overview
about related work. Section 3 includes the methodology used in this study along with
the data analysis conducted. Section 4 summarizes the findings of the study combined
with a discussion, based on which a conclusion is provided in Sect. 5.

2 Related Work

The rise of available online data from several different sources has been the main driver
that contributed to recent attention in the academic literature towards using advanced
ML-based models to analyze and predict early-stage companies’ success from a VC
perspective [13]. As the volume and variety of data exploded in the last decade, various
researchmethods in entrepreneurship did not have enough capacity to take full advantage
of such an amount of information [13]. On the other hand, predicting future events
by processing an almost infinitely large amount of data with computational methods
has developed due to recent technological advancements in AI [13]. Also, the rise of
commercial databases providing structured data related to companies aggregated from
multiple sources such as CB-Insights, Dealroom, Pitchbook, Crunchbase and Preqin
filled the gap of structured information needed both in entrepreneurial research and for
practitioners in the industry [14]. Thus, driven by the increase in the availability of digital
traces and the adoption ofmore sophisticated forms ofML applied, few empirical studies
emerged recently in the literature on ML applied to VC.

Krishna et al. [15] investigated a method to forecast the outcome of startups con-
sidering variables such timing of the seed round, numbers and money raised in further
funding rounds and severity factors such as the composition of capital structure, good
management system, discipline, and determination and many more. The authors gath-
ered data from several sources such as Crunchbase, Techcrunch and Forbes for more
than 11.000 companies, including successful and failed ones. In the study, several ML
techniques were used, such as Bayesian Networks and Random Forest. The authors
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found that their most successful models are able to predict startup success and failure
with a precision accuracy between 73.3% and 96.3%.

Arroyo et al. [12] published a paper intending to investigate ML performances to
support VC investment decisions. In particular, the paper focused on building an ML
model to predict early-stage companies’ success. Startup success is defined in several
forms that can be useful for VC investors. Thus, the target variables include events such
as company closes, new founding rounds, acquisition, and IPO. In the study [12], early-
stage companies were defined as having less than four years at the time of investment,
and it was considered that the company would not raise additional funds after three
years from the time of investment. After applying these windows, the final sample from
CrunchBase consisted of more than 120.00 companies, including information such as
country age and sector, and more and 34.000 funding rounds events associated. The set
of predictors consisted of company information such as location and business sectors,
funding information such as the number of funding rounds and unique investors, founder
information such as country of origin, gender, and type of degree. Several ML classifier
algorithms were considered, such as Decision Trees, Random Forest and Gradient Tree
Boosting (GTB). The study showed that GTB performed better than the other algorithms
to determine the future success of an early-stage company with an accuracy of 82%. The
authors concluded that their findings strongly suggest the importance of ML to help
early-stage investors in their scouting and screening decisions.

Another relevant study is the one by Retterath [13], who benchmarked the screening
performances between 111 VCs and a gradient boosted tree classification algorithm. He
found that the algorithm performed 29% better that the average investor.

To sum up, the few articles available represent significant progress in the emergent
field of study regarding the impact of ML techniques in the VCs investments decision
making. We contribute to this increasing understanding with our empirical study which
is introduced in the following section.

3 Research Design

The impact of AI in VC is still not a well-established topic in the academic litera-
ture. The implications of adopting ML-based techniques in the scouting and screening
process of early-stage VC are still not fully understood. Thus, the underlying study
uses an exploratory research design. Therefore, a qualitative method is considered the
best strategy to answer the research questions. More detailed, we have conducted semi-
structured interviews with a panel of expert professionals working within VC focusing
on early-stage investments using and not using AI technologies within their firms. The
selection of interview participants in our research is determined according to theoretical
sampling. Under this method, the sample is not statistically defined before starting the
interviews, but during the investigation itself, based on the representativeness of the
sample concerning the issues that progressively emerged [16].

In order to form the basis for the data collection, a total of 54 VC profession-
als have been contacted between February and April 2021 through direct e-mail and
the professional networking platform LinkedIn with a formal request to participate in
the underlying study. Several sources such as magazines, articles, professional forums,



140 R. Di Giannantonio et al.

LinkedIn and company websites were used to identify potential participants. Especially,
in the process of contacting potential interview participants, careful consideration was
made regarding the years of experience of the professionals.

Table 1. Interview participants

The data collection process resulted in 11 semi-structured interviews (Table 1). The
majority of the interview participants (IPs) have an extensive professional background
in the field of VC. In particular, out of the 11 IPs, 4 professionals are currently working
in firms adopting ML-techniques.

The interviews conducted lasted between 25 to 45 min. The data collection process
was based on the interview guideline outlined in Fig. 1. The interview guideline contains
a set of broad questions that are formulated based on the research questions of the
underlying paper. The questions are formulated as open-ended to guarantee the IPs the
possibility to introduce their points of view and introduce topics not initially foreseen. In
this regard, careful attention was made in order to avoid “leading-the-witness questions”
[17]. Thus, IPs were encouraged to share their personal experiences and opinions on
the topic. The content of each interview, made on video-communication tools such as
Google Meet and Zoom, was recorded and transcribed with Trint, an AI-driven audio
transcription software.

The data analysis process has been conducted by following the so called Gioia
method, which has been conceived as a practical inductive approach to analyse informa-
tion with “qualitative rigor” [17]. The analysis has been started by reading through the
data and inductively coding the content of the interview’s transcripts, always keeping in
mind the general focus of the research [16].

After conducting the first round of coding, many different words, concepts, and
categories from the transcripts emerged. This is something expected within the Gioia
method, as this first round of coding does not have to strictly focus on making sense of
all the coded information, and it must stick to the informants’ terms as much as possible
[17].

The next step of the data analysis was to narrow down the vast number of codes
by distilling the categories based on the focus of the research and finding similarities
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Fig. 1. Interview guideline

and relationships. Also, the number of codes was reduced to enable the emergence of
the categories mentioned by the IPs more often. This process resulted in identifying 16
first-order concepts. Starting from the first-order concepts identified, the second step of
the data analysis process focused on generating broader categories. In this second level
of analysis, the target is to discover patterns and ideas that are helpful in explaining
the topic investigated by grouping the first-order concepts into second-order themes
[17]. The themes that emerged in the second step of the data analysis process are further
investigated to create aggregate dimensionswith a higher level of conceptualization [17].
These overarching dimensions are linked and embrace the second-order themes globally.
Overall, out of the six second-order themes, three aggregate dimensions emerged (Fig. 2).

4 Findings and Discussion

4.1 ML Impacts in the Sourcing Phase

Regarding the deal flow generation, several themes emerged in the information collected
during the interviews. Frequently, IPs highlighted that the current deal sourcing processes
are significantly more inbound driven. Amongst other factors, the main reason behind
this is that VCs value the sources fromwhich they consider potential deals, and there is a
general reliance on proposals coming from other VCs. The underlying idea is that theVC
relies on the judgement of other VCs proposing and or signaling potential investments.
Nevertheless, VCs’ trustworthy sources are several and characterize the network-centric
characteristic of this industry [18]. The inbound deal flow is further generated by the
funding requests that come directly from the founders, especially forwell-branded funds.
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Fig. 2. Overview of Gioia procedure applied

All these components have been increased in recent years by an “explosion” of the
number of potential deals, challenging VC internal capabilities to handle the increase
in volume, making sure of not missing opportunities. Moreover, outbound deal flow
generation activities are not fully exploited. In fact, in terms of volumes, most IPs refers
that it counts to a less extent. The reasons regarding the underemployment of outbound
sourcing are mainly due to a lack of human resources that can oversee such activities
and the difficulty to find sources from which to proactively pull in deal flow, particularly
for early-stage. Nevertheless, sourcing deals in a proactive manner tends to lead to deals
that have more chances to successfully pass the screening phase, therefore having more
quality characteristics. This is since with this sourcing approach, the investors scout
directly according to the criteria that characterize their investment paper. Thus, they are
already applying some specific filters enabling outbound-generated deals to have higher
chances to pass the screening phase. It is in this context of potential development of
outbound activities and of a lack of resources that AI can play a role. In fact, according
to the IPs that are currently using such technologies,ML-based tools can help in sourcing
out potential good deals that already match to different extent investors requirements
and to filters out the “noise” in the deal flow generation.

The sourcing and filtering functionalities that ML-based tools use to scout poten-
tial early-stage deals were explained by the IPs adopting them as follow. The data are
collected through many web crawlers that automatically scrap information from mul-
tiple sources that are both public (e.g., forums, pages, directories, seed investors and
accelerators web pages) and private (e.g., Dealroom and Crunchbase) (IP2). The basic
information about each company is then augmented with “signals” that are considered
to be relevant in predicting its future success. This enrichment of the data is done by
automatically associating to each venture data regarding variables such as founders’ type
of education or employee growth. These variables have similar characteristics as the one
studied in empirical research [12, 13, 15].
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During this process, the automatically collected data eventually may also include
companies that are not in scope and irrelevant from an early-stage VC perspective, such
as hotels or hairdresser (IP2). Then, an ML algorithm can distinguish “out of the noise”,
which are the potential deals that are relevant (e.g., between a hairdresser and a scalable
startup). Thus, on top of the raw data, a “layer of intelligence” is applied to filter in
terms of pertinence and in terms of what can be interesting for the VCs based on their
investment paper.

Concerning the deals sourcing phase of the investment decision-making process,
ML-based tools enable VC to automatically expand their outbound scouting capabilities
and increasing the quality of the deal flow by providing a pre-filtered pool of potential
investments to the investment team. By automatically apply the criteria embedded in the
VC investment, the sourcing phase benefits not only from an increase in the quality of
the deal flow but also from reducing the time-consuming scouting activities.

These benefits greatly impact the investment decision-making process because time,
as it has been highlighted by most of the IPs, is the most worrying issue in all the
investment activities, being VC “an activity marked by time” (IP3). In terms of internal
management, having a time-reduction on the sourcing phase implies having the possi-
bility to allocate resources more effectively for other value generation activities, thus
increasing efficiencies (IP4). For this range of reasons, also IPs that did not yet adopt
such tools within their firms showed a great interest in its application in the sourcing
phase.

4.2 ML Impacts in the Screening Process

In the investment-decisions making process, also the screening phase is positively
impacted by ML-based tools in different ways. First, having a pre-filtered pool of quali-
fied potential investment opportunities results in investors making the most of their time
appropriately screeningmore in-depth potential deals, avoid spending time to revise deals
that are neither pertinent or interesting, thus increasing the quality of their work. The
total amount of deals that are needed to be screened by funds in each year is enormous
and there is little time to conduct such activities. Compared to the sourcing process,
the screening phase has further considerations related to ML for a fully autonomous
deals screen. Several concerns were raised during the interviews regarding the possibil-
ity of ML-based tools, after ranking the most interesting investment opportunities, to
autonomously select the best potential deals and bring them forward in the investment
decision-making process (e.g., due diligence, negotiations).

One of such reasons is related to the trust that investors have in conducting a full
screen based on data that is not homogenous and can contains misleading information.
Moreover, for early-stage ventures, the lack of historical information is an issue to
generate sufficient insightful information by theML tools to base an investment decision.
According to IP10, who works in one of the largest data providers companies, there is a
strong constant search by investors for gathering new and alternatives data points during
the earliest phases of a venture.

ML tool’s ability to entirely conducting the screening process is further challenged
by the lack of such tools to detect entrepreneurs’ human capital potential, a factor that is
considered crucial for early-stage investors. The majority of the IPs highlighted the key
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role that entrepreneurs’ characteristics play in the investment decision-making process,
an aspect that is widely covered in academic literature [19, 20]. Although such tools
are programmed to detect human capital with information such as founder’s university,
founder years of experiences or venturemanagement teamdiversity of backgrounds, they
are not able to provide a deeper level of analysis on the real entrepreneur’s capabilities to
manage a successful venture. In fact, many IPs stressed that such characteristics are not
enough to provide a reliable assessment of the ventures’ human capital components. One
of themost crucial variables for VCs that emerged during the interviews is entrepreneur’s
resilience, understood as the capability of the managing team to face the unexpected
challenges that will always happen during the life of a venture and to adapt accordingly:

Thus, IPs revealed a vital concern regarding ML-tools algorithms lacking the ability
to recognize such crucial elements and establish the likelihood of a venture’s future
success. Their impact in the screening phase seems to be limited. Such tools are not able
to provide a complete assessment on deal potential because many human capital aspects,
especially in early-stage VC, cannot be codified.

The other main arguments that suggest potential limitation that emerged during the
interviews are related to investors strong reliance on their intuitions while deciding on
investment opportunities. Their intuition enables them to especially detect the crucial
human components that they value to be determinant in predicting the likelihood of the
venture’s success.

Considering the above, the impacts of ML-based tools on the screening process
is partial. This phase can benefit from the outcome of an automated algorithmic-driven
outbound deal sourcing, i.e., receiving pre-filtered investment proposals within the scope
of the investment paper. This creates efficiencies in the internal processes of reviewing
deals due to human resources gaining time to assess the deals in a comprehensivemanner.
However, the findings suggest that the applications of such technologies are not yet able
to autonomies the screening process. Also, the IPs that have adopted such technologies
in their processes are not leveraging them for selecting deals but rather for providing
recommendations and support in their processes. Thus, the “cherry-picking” activity is
still human-based, even if supported by technology.

4.3 The Overall Impact of AI in Early-Stage VC

At the heart of early-stage VC value creation is the human relationship between the
investors and the team of the backed venture. A relationship based on trust on both
sides and the “chemistry” generated in their relationship (IP3). Furthermore, given the
medium- to long-term time horizon of this investment activity, the personal dynamics
involved in the process are even more important. In fact, this relationship was referred
as something kind of a “marriage” (IP3, IP6, IP7, IP8).

The relevancy of the human component in early-stage VC, at least at the moment,
is one of the primary limits of the impact of AI-driven technologies in the screening
and even further phases of the VC investment decision-making process. Early-stage
investments are risky and contain many unknown variables that are extremely difficult,
if not impossible, to predict ex-ante (IP1). In this context, making a long-term investment
in a venture that naturally will change dramatically over time, for better or worse, will
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entail several unknowns (IP3). Consequently, a solid relationship based on trust between
the founder and the entrepreneurs is essential.

According to the findings, it is this relationship, this human component, that makes
VC different from other types of investments categories. Investors’ intuition is neither
replicable, nor codifiable. InVC, these dynamic forces are the base for creating synergies
that eventually will create value for all the parties involved in an investment decision.
The relationship between these non-tangible elements lies at the core of this investment
activity. These dynamics do not only govern the relationship between investors and the
entrepreneurs but are also included within the structure of the investment firm.

Integrating ML-based tools and leveraging their superior ability to analyze a large
volume of data and find “signals” of success have the potential to support the decision-
making process in VC. However, at the moment that early-stage investors intuition
is removed from the process along with the artisanal way of creating value for the
companies, then this type of investment activity cannot be defined as venture capital
anymore. Furthermore, creating investments screening processes entirely based on ML,
would implyVCfirms to change the composition of their investment teams, relyingmore
on data scientist figures that would undoubtedly bring knowledge valuable for building
and make functioning such machines. However, they may lack experience and specific
knowledge needed to select promising ventures:

In the end, the findings highlighted a general skepticism towards a fully algorithm-
based approach in the investment decision-making process for selecting deals. Despite
the valuable contribution that this technology brings for scouting quality investment
opportunities and the partial support it offers in the selection process, the overall ML-
based tools impact is limited due to the intrinsic dynamics of early-stageVC investments,
i.e., an artisanal, interpersonal, and intuitive-based approach that is essential to conduct
this business.

5 Conclusion

The findings of this study highlight the main advantages and challenges of using ML
tools during sourcing and screening in early-stageVCfirms, and thereby provide answers
to the two research questions that guided this research.

Recently, onlinemedia and industry-related research studies increasingly show argu-
ments that direct towards a significant impact of AI-driven solutions in the way VC con-
duct investments. Gartner [21] claims that “75% of VCs will use AI to make investment
decisions by 2025” and an increasing number of VC are declaring to be using AI in
their processes. In this context, it should also be considered, as highlighted by IP11, that
many funds that are promoting themselves as AI-driven, but very few are using such
technology in its strict sense. Most of the time, they claim their investment decision to
be AI-powered even though they are just improving the process with basic data analysis
components.

Despite an increasing trend that is recently forming around the strong magnitude of
the impacts that these technologies have on the decision-making processes in VCs, the
results of this study underline serious cautions towards it. In early-stage investments,
data can never be flawless, not all variables can be quantified, and it is extremely to
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determine ex-ante the success of something that would be affected by so many different
variables. The impact of the collaboration between VC and investors, a crucial aspect
for value generation, it is hard, if not impossible to be assessed a priori.

However, this exploratory research has several limitations. Despite the high level of
experience of the professional who participated in the research, the number of interviews
conducted is insufficient to generalize the findings to all the early-stage VCs. Also, the
sample of participants has limitation in terms of diversity: all the participants are male
European and work in firms headquartered in Europe, and a higher number of partici-
pants who are not currently adopting ML-techniques (7) were interviewed compared to
professionals not using such tools (4). The research findings would have benefited from
a more extensive and diversified pool of participants, particularly considering that the
early-stageVC industry is particularly advanced in countries such as Israel, United States
and China. Moreover, this research only focused on assessing the impact of ML-based
tools on the sourcing and screening phases of the investment decision-making process
of early-stage VC that, although they are widely considered extremely important, are
only a portion of the overall VC value chain. Future research should therefore address
further phases of the VC value chain towards a comprehensive understanding.
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Abstract. The accessibility of datasets that capture the performance of Activities
of Daily Living is limited by the difficulties in setting up test beds. The Covid-19
pandemic recently compounded such challenges. Smart Environments employed
as test-beds consist of sensors and applications formulated to develop a comfort-
able and safe environment for their inhabitants.Despite the increase in quantities of
Smart Environments, accessibility of these spaces for researchers has become even
more challenging amidst a pandemic. Computing power has enabled researchers
to generate virtual Smart Environments with fewer overheads and less complexity.
This article proposes an Extended Smart Environment Simulator (ESESIM), with
multiple inhabitants possibly utilised for dataset generation. The proposed simu-
lation tool has a virtual space with multiple script-regulated inhabitants. While the
various inhabitants probe the Smart Environment, sensor readings are recorded
and stored in a dataset. The virtual space developed in this study generated syn-
thetic datasets that can be employed for Human Activity recognition in machine
learning. This study also evaluated two deep machine learning models and perfor-
mance mechanisms in recognising four activities of daily living, namely personal
hygiene, dressing, cooking and sleeping, on the SESIMdataset. Findings from this
study indicate that simulation can be used as a tool for generating human activity
datasets.

Keywords: Human activity recognition · Synthetic datasets ·Machine learning ·
Deep learning

1 Introduction

Coronavirus 2019 (COVID-19) is a highly infectious disease afflicting humans and is
associated with severe respiratory distress, with added mortality risk in specific vulnera-
ble populations. Due to the negative impact of the 2020 COVID-19 outbreak, the World
Health Organization (WHO) designated the situation as a Public Health Emergency of
International Concern (PHEIC) on 30 January 2020 [1]. COVID-19 was classified as a
pandemic disease due to its rapid spread of infection across large groups of individuals
[2]. The epidemic was a gamechanger for society and organisational structures, affecting
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how researchers in Human Activity and Smart healthcare work [3]. In a bid to combat
the pandemic, healthcare systems primarily focused on implementing large-scale test-
ing and effectively treating infected individuals. Additionally, to contain the infection
and ensure the pandemic’s sustainability, an alternative optimal solution on which gov-
ernments agreed was to impose lockdowns within infected regions within individual
nations. Test-beds that were easily accessible before the pandemic became challenging
to access, resulting in reduced da- datasets being available for researchers to use for
Human Activity Recognition activities. In addition, the requirement for social distanc-
ing within the sensor test-bed and minimising social contact has resulted in a reduction
in the number of individuals that could occupy a test-bed simultaneously, consequently
limiting the quantity and variety of out- put data. One example of a test-bed for HAR is
a Smart Environment equipped with sensors and actuators.

Sensors and actuators in Smart Environments adapt to the inhabitant’s demands. This
is conducted tomonitor, provide comfort and enhance living conditions [4]. The increase
in Smart Environment research and the need for simulation environments or test-beds
was sparked by the recent emergence of applications and systems being developed in
this area [5, 6]. Human Activity Recognition (HAR) is a complex and dynamic area of
research that has recently received significant attention [7].

Fig. 1. Human Activity Recognition framework [8]

Although there are two types of HAR, video-based and sensor-based, the latter is
more prevalent. HAR has grown in popularity as researchers attempt to overcome pri-
vacy concerns associated with image/video-based systems [8]. Figure 1 summarises
the two classes of HAR and illustrates the HAR process framework [8]. This frame-
work comprises (1) data collection for vision-based HAR (image-sensing technology)
and sensor-based HAR (various types of sensors); (2) data pre-processing, which per-
forms essential pre-processing steps for collected data; (3) training phase, which utilises
machine learning (ML) or deep learning approaches to identify patterns from collected
data, and (4) activities recognition.
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Ambient Assisted Living (AAL) in smart homes is an example of how HAR is
used in a wide range of applications [9, 10]. Other prominent interest domains include
monitoring and detection [5, 11], computer engineering [12], physical science [13],
health-related issues [14, 15], natural sciences, and industrial-academic areas [16]. Data
collection is the main driver for all such research niches, forming the basis for Artificial
Intelligence (AI) and machine learning (ML) in HAR. Without the availability of such
data, the ML models cannot be adequately trained and evaluated.

The presence of dataset simulation toolsmitigates the disadvantages/challenges asso-
ciated with generating actual datasets. Technologies enable rapid dataset production and
provide powerful ways for capturing sensor data. Additionally, they can give a solution,
such as the ability to pause and fast-forward the simulation, allowing for increasingly
precise activity labelling without violating COVID-19 safety rules. Activity labels are
commonly referred to as annotations [17]. When researchers develop ML models to tar-
get specific activities, they rely on the availability of representative datasets. In the case
of a real test-bed, if the results indicate the requirement to modify the experimental set-
ting, this can be an expensive and impractical option, given that several sensors are fixed
to the environment/non-portable. Consequently, the researcher could fine-tune model
parameters post-evaluation, as illustrated in Fig. 2a. Conversely, with a simulated smart
home, this can be easily accomplished, and the researcher can adjust the SE design, as
shown in Fig. 2b.

Fig. 2. The workflow of real and simulated smart environment test-beds. (a) real testbed; (b)
simulated testbed [35].

This article presents the architecture and implementation of the Extended Smart
Environment Simulator (ESESIM), an extension of the smart environment simulation
(SESIM) tool created by [18]. This study’s evaluation was extended to a six-room
environment that supports multiple inhabitants and sensor data output in JavaScript
Object Notation (JSON). This study further evaluates the performance of HAR on the
SESIM dataset using differing deep ML models, namely, Long Short Term- Memory
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(LSTM), together with Bi-Directional Long Short-Term Memory (Bi-LSTM). The fol-
lowing section reviews existing literature on HAR and smart home simulation tools
compared to our proposed tool, Extended SESIM (ESESIM). Section 3 presents the pro-
posed simulation tool SESIM and the implementation ofMLmodels for HAR. Section 4
presents the results of ML models on the SESIM dataset. Section 5 closes and discusses
recommended future work in simulation and HAR.

2 Related Works

The following section discusses related research and its relevance to the design, im-
implementation and evaluation of the SESIM simulator, dataset, and application of ML
models to support HAR. Additionally, this section discusses human activity and the
difficulties associated with monitoring activity.

2.1 Smart Environments

Smart environments (SEs) respond to user actions and cater to individual needs. [19]
defined a SE as “a small intelligent space where various devices continuously work to
improve the inhabitants’ lives.” [26–29]. Such studies defined smartness and intelligence
as the ability to acquire and apply knowledge autonomously within the environment.
Based on that, they described a SE as a platform that can learn about the environment
and use it to improve user experience [24]. [25] termed SE as intelligent or smart spaces.
The study concluded that intelligent spaces enhance human functionality and experience
through physical world data [26–29]. Sensors “perceive and understand what is happen-
ing within them” while actuators “enact a response”. Intelligent buildings and spaces
that gather data and respond autonomously have replaced single rooms or sections for
testing [27]. For a physical environment to qualify as a SE sensing/actuation, control,
communication, computation and intelligence are required [30].

Incorporation of computation sensing /actuation capabilities into a physical space
should be performed to enhance the user experience within their environment. Recent
research focused on improving the user experience in a SE, which requires large amounts
of sensor data [19–21]. Providing new functionalities or enhancing current ones to sup-
port human activity without good sensor data remains challenging. Another critical
challenge with SE is that they do not adequately cater for user requirements [22], which
has been the key driver for research in this domain. Over and above this challenge, users
view autonomous actions in a SE as patronising, which brings the need for SE to sup-
port means of allowing users to undertake independent steps [23]. However, SE remains
aware of the human activity in this space.

2.2 SE and HAR: A Research Timeline

This niche has been extensive research, leading to several proposed simulators. [24]
suggested a hybrid approach to the simulation, involving both a model-based and an
interactive approach [24]. The model-based approach generated data by utilising pre-
defined models of human activity [17, 24–26]. Each model specified the order of events,
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the probability of their occurrence and the duration of each activity [24]. The interactive
approach relied on having an inhabitant that a researcher could control. The researcher
then moves the inhabitant around the virtual SE. The dataset generated through this
simulation is referred to as a synthetic dataset instead of a real dataset generated using
an actual SE or test-bed with living inhabitants.

Within the study conducted by [27], a simulation tool was introduced, with a single
inhabitant, four rooms and no wearable sensors. Within [28], the authors presented a
context-driven approach to the Human Activity simulation. Context refers to the current
setup of the HAR scenario. In this context-driven approach, the context was defined
as a higher-level structure covering all SE state information such as space, sensors,
objects, and virtual characters [28]. Previous research by [24] proposed the construction
of simulation tools focused on dataset generation and HAR visualisation, forming the
basis for this study. This study suggests using a simulator ESESIM, which provides an
enhanced and comprehensive set of features, as established by [18] in Table 1.

2.3 Human Activities

Human activities can be grouped based on their complexity level and subdivided by
type [29, 30]. Multiple studies defined what human activity means in the context of SE.
However, no consensus was reached presently. Concerning this study, Human Activity
refers to groups of actions, events and Activities of Daily Living (ADL) that a user
performs within the SE.

ADLs
An individual’s ability to function independently represents their quality of life. These
are the six principal activities of day-to-day living that, if lacking, a person cannot be
deemed as living healthily. Such ADL activities can be considered fundamental in the
functioning of human life [31]. Recent studies have classified these activities as basic
activities of daily living (BADLs), implying that such tasks are the most rudimentary of
activities a human can perform, rendering them less complex for HAR.

Scarce research exists on activity grouping and recognition within the physical envi-
ronment and simulators [18]. This focus area was previously studied using radio fre-
quency identification (RFID) tags on many home objects to identify the activity per-
formed. This was accomplished through detecting contacts with objects using a glove
equipped with an RFID receiver [31, 32].

Daily routine activities such as housework, hygiene, washing and preparing a meal
were selected due to the added requirement of various household objects. Individuals
were monitored for 45 min, and overall, the results included 88% of detection accuracy
for the differing activities using this dataset. Recent studies by [33] and [34] employed
labelled data from wearables and smartphones to perform HAR upon ADLs such as
sitting, standing and running.

Main ADLs are listed below:

a. Bathing: the ability to wash all or only one part of the body
b. Dressing: the ability to find clothes and self-dress
c. Toilet use: the ability to relieve oneself.
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d. Transferring: the ability to move in and out of a bed or a chair.
e. Toileting: The ability to have complete control over bowels and bladder
f. Feeding: The ability to prepare or consume meals
g. Sleeping: the ability to go to bed and sleep

The above ADLs form the basis of human activity, recorded within various test-beds
for application across differing domains, such as HAR. This study considered only four
activities: cooking, dressing, toileting and sleeping. There is also a class of activities
involving instruments, referred to as instrumented activities of daily living (IADL).
Examples of these activities include the ability to communicate and study.

Challenges in ADL/IADL Monitoring
Since the manual assessment of individual ADLs is not feasible in real-life, automatic
classification and monitoring of ADLs - using sensors deployed in households - is a
crucial technology [35]. Across previous HAR studies, various types of sensors were
deployed in experiments leading to differing architectures and overall system perfor-
mance [36]. ADLmonitoring yields several technical and non-technical issues that need
to be addressed [17, 35, 37]. On the technical side, there is the 1) choice and setup of
sensors, 2) optimal signal processing, and 3) ML algorithms to be considered for sensor-
based HAR. On the non-technical side, there are issues of 1) privacy and 2) ease of
use for such sensors and 3) managing inhabitants while preserving WHO guidelines for
COVID-19. Figure 3 summarises challenges in ADL and IADL monitoring for HAR.

Fig. 3. Summary of Challenges in ADL and IADL monitoring for HAR

3 Proposed Approach

This study extends the SESIM tool by [18] to generate a synthetic dataset for HAR.
The extension was performed to include multi-inhabitant support, extend the existing
environment from a four-room space into a six-room space, and provide an additional
wearable sensor. The following section discusses the Extended SESIM (ESESIM).

Below are several terms as used within this proposal.
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1) Avatar: The inhabitant that is inside the virtual SE.
2) Smart Environment (SE): The virtual environment that consists of the house’s sen-

sors, actuators and components - these objects can communicate to provide data for
the study dataset.

3) User: Refers to the system user, typically a researcher of smart technologies.
4) Bookmarks are text strings that label the activities performed within the SE.

3.1 Simulation

Simulators differ according to their scope and primary purpose [38]. Previous research
work has established that researchers use them to demonstrate a virtual model of the
actual subject to mitigate the difficulties that otherwise arise in implementing the project
in reality [19]. Researchers continue to use simulators to decrease costs and time con-
sumption for evaluation. ESESIM can be used as a substitution for a corresponding SE,
and all the proposed appliances and sensors can be used for generating synthetic data
[43, 44]. Table 1 compares features within several of the simulation tools by other stud-
ies. According to [24], SE simulators should 1)allow for human activity to be defined,
2) allow avatar management, manage addition or removal of home objects, 3) allow
addition and removal of sensors,4) allow generation of datasets and 5) also provides the
ability to design or redesign the SE. SESIM only satisfied a selection of these features.
Hence, ESESIM’s objective was to render the tool more comprehensive.With the help of
key features, the simulation tools prove to be more relevant within several scenarios and
can accurately model what is in the real world. Researchers select the optimal simulation
tool to utilise according to the number of functions it can support. Simulation offers the
opportunity for modelling human activity to support HAR.

Several ESESIM features are listed below:

Addition of ADL/IADL
ESESIMhas a feature to addADLs through the use of scripts. Pre-defined scripts encom-
pass differing activities, and time schedules are incorporated. Regarding this study,
the utilised (ran) scripts comprised four ADL/IADLs: cooking, dressing, toileting and
sleeping.

Fast-Forwarding
ESESIM allows the user to accelerate task switching by moving the avatar faster
and increasing time movement. The avatar can move quickly between interactions,
consequently accelerating their tasks.

Sensor Format
ESESIM supports sensor reading output to a JSON format that can be used for HAR.
This version extends the SESIM format, which already supports the SQLite database
format. JSON was the selected format due to its flexibility and inter-operability with
differing HAR architectures [40].

Multiple Level Environments
Previously, SESIM consisted of four rooms, namely, a kitchen, living room, bath-
room and bedroom. ESESIM has an added study and bedroom, addinga level to the
environment. Avatars move in the environment, triggering differing sensor readings.
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Multiple Inhabitant Support
In reality, a SE has more than one inhabitant, typically leading to sensors being triggered
differently according to human activity and individual behaviour performing such activ-
ity. ESESIM supports the presence ofmultiple inhabitants. There are three avatars within
the environment, each with profiles that can be personalised for speed and variance of
ADLs, aiming to provide the personality.

Figure 4a is a snapshot of the 3-dimensional space in ESESIM, while Figure 3b
indicates the multiple avatars that constitute inhabitants of the virtual SE.

Fig. 4. (a) Floor-1 and (b) Floor-2 depicting the ESESIM environment.

3.2 ML for HAR

The following section analyses how ML models are applied to the SESIM dataset gen-
erated during the simulation. Figure 5 summarises the methodology used for this study,
involving data collection/processing, model training and eventual analysis. Generating
datasets covering a cross-section of different human activities within different contexts
remains challenging. During data collection, data is collected from the sensors and
stored for data processing. Data is cleaned during processing, and feature extraction is
performed in exploratory data analysis. During model training, the dataset is split into
training and test data, executed within theMLmodels for evaluation. This section probes
the Recurrent Neural Networks (RNNs) used in the assessment within this study, namely
LSTM and Bi-LSTM.

Recurrent Neural Networks (RNN)
The RNN is a deep model with cyclic connections that allows it to capture time-series
data correlations. [41] used RNN successfully in handwriting and speech recognition
applications. An RNN is a network with a loop that allows data to be retained. Data
can be passed from one stage of the network to the next through RNN’s iterative nature.
RNNs are deemed as multiple replicas of the same network, with each network passing
data onto the next. RNN is a very flexible and powerful network that works well to model
short–term memory and does not require additional data labelling.
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Table 1. Comparison of SE Simulators, based upon features.

Fig. 5. ML pipeline design for HAR upon the SESIM dataset.

Consequently, it is an optimal candidate for modelling sequence learning or time–
related problems, where one layer’s output is used as an input for the next layer. The
Long Short Term Memory (LSTM) and the Gated Recurrent Unit (GRU) are two types
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of RNNs. Such networks employ various gates and memory cells to store time-series
sequences [42]. Across five public datasets, [43] used unidirectional, bidirectional, and
cascaded deep RNNs. The group proposed three novel deep RNN architectures based
on extracting discriminative features, employing deep layers and improving perfor-
mance. [44] Proposed an RNN-based approach to improve recognition accuracy while
simultaneously reducing recognition time.

Regarding this study, a version of the RNN, LSTM and bi-LSTM is applied to the
SESIM dataset.

SESIM Dataset
The SESIM dataset employed in this study was collected following the extension of the
SESIM simulator. The dataset comprises data collected from three inhabitants in a virtual
SE, performing four differingADL/ IADLs.Evaluation of the dataset is performedoffline
once the dataset has been previously recorded. The JSON dataset has 91,766 data tuples
and seven columns with seven features. These features include a sensor name, label, time
string, sensor value, area name, session ID for the reading, and sensor value. The dataset
was gradually generated in ESESIM, built in Unity-3D® - a standard Windows/MAC
graphical-based application. The dataset has five sensor types and four activities polled
at 1 KHz.

4 Experimental Work and Results

This section describes the results of evaluations conducted to test the SESIM dataset
against several deep learning models for HAR. These models are, namely, LSTM and
Bi-LSTM. To experiment with such proposed models, these were constructed on Keras
2.8.0, Pandas 1.3.4, Tensor flow 2.8.0, Numpy 1.20.3 and Python 2.6.9. This was set up
within anaconda 2.4.1, running a Jupyter® notebook 6.4.1 with 32 GB of RAM and a
256 Gb hard drive.

Data were split into 70% and 30% groups for training and test data, respectively, to
ensure that the model could function on unseen data [18, 46]. According to [42, 46] and
[47], the performance of a model that is trained using the split method is more reflective
of the ‘real world’. The primary metric used to evaluate such models is essentially
accuracy, which can be computed as follows:

Accuracy = TP + TN

TP + FP + TN + FN

where TP is True Positive, FP is False Positive, TN is True Negative and FN is False
Negative. Studies were carried out on four activities - sleeping, dressing, toileting and
cooking. Other metrics considered are Precision, F-measure, recall rate and loss rate, as
proposed by [42] in another study. F-Measure is regarded as a more suitable metric it
caters for class imbalance within the dataset [17]. Table 2 summarises the parameters
used for the LSTM and Bi-directional LSTM models. The bidirectional model had two
Bi-LSTM layers, consisting of 64 and 32 neurons, respectively. Dense layers are added
to the depth of model 1, which uses the Rectified Linear Unit (RELU) activation function
as input and hidden layers [48].
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Similarly, the LSTM model had two LSTM layers with one dense layer. The output
function for both models was the softmax activation function. The models were run over
100 epochs with a validation split of 0.3. The results of the models’ evaluation of the
SESIM dataset are in the following section, which outlines their measured performance.

Table 2. Experimental parameters of Bi-Directional LSTM and LSTM models.

Bi-LSTM model LSTM model

Parameters Value Parameters Value

Activation function RELU Activation function RELU

Bi-LSTM layers 2 LTSM layers 2

Dense layers 1 Dense layers 1

Output function Softmax Output function Softmax

Neurons 64,32 Neurons 64,32

Drop out None Drop out None

Learning rate 0.001 Learning Rate 0.001

Batch size 128 Batch Size 128

Epoch 100 Epoch 100

4.1 Results

The accuracy of the Bi-LSTM model was 91%, while the LSTM model obtained 9 0%
accuracy. Since these are the first deep learningmodels applied to the SESIM dataset as a
proof-of-concept, this is an acceptable level of accuracy. Figure 6 depicts the confusion
matrix for the Bi -LSTM, highlighting elevated confusion between the toileting and
sleeping activities. This could be attributed to data noise or the presence of similar
features within such activities. The least confusing activities are cooking and dressing.

Figure 7 shows the results of the confusionmatrix generated by theLSTMmodel once
applied for HAR. Themodels both indicate that activities (such as toileting and dressing)
are being confused with sleeping - this suggests a requirement for additional training
data [5]. As described in Table 3, the F-scores for toileting and dressing are closer to a
value of 1 than cooking and sleeping, indicating that the Bi-LSTMmodel had enhanced
performance at recognising those two activities. The LSTMmodel has reduced F-scores,
indicating that the model was not performing as effectively for HAR. This variance can
be attributed to the bi-directional flow of information within the Bi-LSTM network,
allowing the preservation of past and future information [42].

Following the addition of a bi-directional flow of information within the LSTM,
accuracy improved (from 90% to 93%), which indicates that further optimisation of the
bi-LSTM model improve its accuracy.
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Fig. 6. Confusion matrix for Bi-LSTM.

Fig. 7. Confusion Matrix for LSTM

Table 3. Precision, recall rate and F-score for differing ADLs.

Activity Bi-LSTM model LSTM model

Precision Recall F-Measure Precision Recall F-Measure

Toileting 0.88 1.00 0.94 0.84 1.00 0.91

Sleeping 0.90 0.36 0.51 0.92 0.20 0.33

Dressing 0.96 1.00 0.98 0.94 1.00 0.97

Cooking 1.00 0.93 0.93 1.00 0.87 0.93

5 Conclusion and Future Work

Recently, it has become possible to have hybrid neural networks to improve the accuracy
of a singlemodel. Through the introduction of simulations to generate synthetic datasets,
there is an opportunity to augment real datasets where specific contextual data might be
missing or incomplete. RNN can work as a model for HAR. However, it will be required
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to address its weaknesses on sensor-basedHARby combining it with other deep learning
models to improve accuracy.

This study argues that simulation and the development of synthetic datasets can be
highly beneficial for researchers who be unable to reach their test individuals or test beds
during a pandemic. With a stronger emphasis on model output optimisation, there is the
possibility of further improving accuracy, recall, and F-scores. The results demonstrate
that training on synthetic data makes it possible to predict human actions within a SE
successfully.

This research adds to the current datasets for HAR that researchers can use to com-
plete their duties. Additionally, the simulator proposed in this study provides a more
comprehensive tool for simulation tasks by supporting the addition of ADL/IADL,
avatar movement, fast-forwarding, time scaling, environment creation, extensible sen-
sor design, dataset noise addition, multiple sensor formats, multi-level environments,
multi-inhabitant support, and a three-dimensional virtual environment.

Future research can incorporate additional locations, such as factories, office build-
ings, and leisure spaces. Future research avenues could examine the addition of ADL,
IADL and the merging of real and synthetic datasets to perform HAR for support
user/activity tracking.
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Abstract. Many employers have trialed virtual internships over the past two
years. Employer-led virtual internships (e-internships) have a long history that
predates the Covid-19 pandemic. Previous research has already demonstrated the
importance of how employers design their internships, and how they subsequently
support, train and mentor interns for internship success. Fifty-one virtual interns
completed a survey in 2020 about their virtual internships experiencewith employ-
ers in various countries. The survey examined predictors of internship satisfaction
and usefulness. Multiple regression showed that information accuracy, perceived
support (e.g., resources, access to help) and usefulness (in terms of knowledge
advancement and consolidation) all significantly and positively predicted intern-
ship satisfaction. Social influence and perceived support also increased the ratings
of perceived usefulness among virtual interns. The relationship between perceived
support given by employers and internship satisfaction was partially mediated by
perceived usefulness of the internship. This highlights the importance of employer-
led provisions and the extent to the design of internships influence virtual interns’
subsequent evaluations. The study concludes with a discussion of practical impli-
cations and reflections on the need to differentiate and study the various virtual
internship types that have appeared to analyze which one will add value and which
types might be less beneficial or even exploitative of talent wishing to gain more
experience via virtual internships.

Keywords: Virtual internship · e-Internship · Expectation management ·
Perceived support · Mentoring · Training · Covid-19 · Diversification

1 Introduction

Virtual internships have been proposed, trialed, and examined for well over fifteen years.
An early example here is the work by van Dorp (2008). This author was one of the first
to propose the introduction of educationally focused virtual internships as a result of an
educational research project. The European Social Fund has since funded several virtual
internship projects over the last ten years. Numerous researchers, including the author
of this paper, have studied the use of virtual internships over many years, numerous
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industries and countries – including the current author (Jeske and Axtell 2013, 2014,
2016, 2018a, b). Traditional internships are “temporary (non-permanent) work place-
ments that reflect a period of transition from higher education to the world of work”
(Bayerlein and Jeske 2018, pg. 29). E-internships are virtual internships that are entirely
computer-mediated transitionary periods. These internships rely on numerous commu-
nication tools that support remote working (as these internships emerged alongside the
remote working concept). In contrast to educational initiatives, most virtual internships
run by employer are not focused primarily on supporting educational objectives such
as placement requirements. However, these types of internships have hitherto been con-
sidered by both educators and many employers as less “real” and valuable, resulting
in many virtual interns having their internship experience discredited in favor or more
“traditional”, on-site internships (Jeske and Axtell 2014).

The Covid-19 pandemic changed these beliefs to some degree. During the last two
years (2020 to 2022), virtual internships have been rolled out by both educational and
commercial organizations across theworld.Yet, a significant research, theory and knowl-
edge gap remains as to how virtual internships are run and what makes them effective.
The lack of specific theoretical advancements can be attributed to the fact that these
internships build on concepts from several different disciplines: From learning theory,
to ICT, career development, and work-related concepts (such as the psychological con-
tract). Part of this situation can also be attributed to the fact that we are still researching
the fundamentals – such as how internships are defined and what their key character-
istics are. The current paper thus wishes to contribute to clarifying fundamental basics
regarding virtual internships and aims to answer the following research question: What
are the key benefits that virtual internships can provide to interns? The current article
outlines recent findings based on a study with 51 virtual interns and reiterates many of
the key insights about the benefits of virtual internships when employers proactively
consider the needs of their interns, their expectations and social environment. In addi-
tion, this conference paper identifies practical implications and outlines recent internship
developments which speak to the diversification of virtual internships.

2 Success Factors for Employer-Run Virtual Internships

Many recent virtual internship initiatives have reportedly met with limited success
(McKenzie 2021).While several other studies have confirmed the value of virtual intern-
ships run and organized by employers – if certain conditions are met (Jeske and Axtell
2016; AlGhamdi 2022). A short review of conditions will provide some insights – and
also clarify why many recent initiatives failed. This includes the importance of having
a meaningful and work-applied internship experiences (rather than focusing on educa-
tional imperatives which many universities pursue, see AlGhamdi 2022; Zehr and Korte
2020). For virtual internships to be effective, they need to be complemented by effec-
tive mentoring (Jeske and Axtell 2017) and networking. They need to foster a realistic,
long-term employability perspective (e.g., by considering virtual interns as part of the
potential recruitment pool, AlGhamdi 2022; Jeske and Axtell 2016; McKenzie 2021).

Recent findings about employer-led virtual internships (e-internships) validate what
virtual internship researchers have known for a long time – that you can effectively
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onboard, teach, and develop interns if you put some effort and infrastructure in place
(Jeske and Axtell 2016, 2017, 2018a, b; AlGhamdi 2022). In addition, when both the
interns’ predisposition for learning and the supervisors’ willingness [or expectations] to
support learning are high, both traditional and virtual interns are more likely to develop
and grow effectively during their internship (Holyoak 2013; Maini et al. 2021; Zehr and
Korte 2020). Virtual interns will benefit directly from these internships in their careers
through the networking, references, and the experiences that they have gathered. Interns
need to see the clear, practical benefits of their internship and role in their career success.
A number of specific success factors are worth mentioning that will be relevant to both
employers and interns alike. I outline some of these here in more detail.

2.1 Information Accuracy (Expectation Management)

A number of researchers have explored the effect of appropriate expectation setting
(through expectation setting, correct information, goal clarity) and how these aspects
can shape how interns ultimately evaluate their experiences (Jeske and Axtell 2017).
This is also in line with traditional internship research that demonstrates the importance
of perceived fit for interns when they select their internships (Stremersch and van Hoye
2020). If the initial information is flawed or inaccurate, interns will likely take more
time to adjust to very different circumstances and feel less trusting of information that is
shared by the employer, all of which may increase the likelihood that they report lower
satisfaction as a result. The preparedness of both interns and employers is therefore
critical to success (Maini et al. 2021; Zehr and Korte 2020). This makes information
accuracy an important control variable in the analysis of internship reports. Based on
these findings I propose the following:

H1: Information accuracy is a significant predictor of internship satisfaction, with less
accurate information resulting in less satisfaction.

2.2 Social Influence (Role of Important and Significant Others)

Interns are often influenced by their social network in terms of how they rate new
opportunities and the degree to which they are supported in their endeavors (Jeske and
Axtell 2014). This is similarly the case when it comes to whether they feel supported
when taking up internship offers. The preference towards traditional, on-site internships
is deeply anchored in educational and experiential history: The parents of most college-
age adults will not have been exposed to teleworking and virtual internships. Doubts
about the validity and relevance of virtual internships remain a concern (McKenzie
2021). As a result, the social influence that important others can have on interns should
not be underestimated. Accordingly, I propose that:

H2: Social influence has a significant effect on perceived usefulness ratings, with more
support leading to more positive evaluations of internships.
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2.3 Support and Assistance (Resources, Mentoring and Training)

The main goal of an internship is to enable the intern to gain relevant work experience
with an employer while simultaneously learning more about their chosen or prospective
profession, the employers, and industrial sector (Van Dorp et al. 2011). As a result, the
training and support mechanisms in place for interns (e.g., in terms of a clear internship
plan, access to help, software, tools, mentors, and training) are critical for the successful
completion of the internship (e.g., AlGhamdi 2022; Jeske and Axtell 2016). Evidence
in support of this comes from research that has shown that self-reported performance
by interns is higher when interns feel valued, they are more satisfied, and they receive
training (Jeske and Axtell 2017). Mentoring is very important for interns and their
internship satisfaction (e.g., Jeske and Linehan 2020; Maini et al. 2021). These variables
may further predict how virtual interns rate the usefulness of such internships for their
skill development and knowledge acquisition (see AlGhamdi 2022; Boehm et al. 2021;
Nghia and My Duyen 2018; Teng et al. 2022). This leads to the final set of hypotheses:

H3a/b: Perceived support and the training experience are significant positive predictors
of internship satisfaction (H3a) and the perceived usefulness of the internship (H3b).

3 Methods

3.1 Data Collection Procedure

The study was approved by the Ethics Committee of the author’s institution before data
collection commenced. Participants were invited to complete the online survey using
the author’s network and social media connections (via LinkedIn). No limitations were
placed on location of potential participants. The survey was only available in English
and to those participants over 18 who had completed a virtual internship in 2020 or
expected to complete one by 2021. The participants were further informed that their
participation was voluntary and anonymous. IP addresses were not collected. Following
an introduction to the survey, all participants were asked to first give their consent. They
were subsequently presented with several subsections to assess how accurate the initial
internship information had been, the impact of significant others in their life and the
support during the internship (social influences, perceived support), their mentoring and
training experience, and the perceived usefulness of their internship plus the satisfaction
with the internship overall. At the end, demographic details were collected.

3.2 Participant Description

The survey was from July to December 2020 and received 118 hits. Participants who
completed traditional/on-site internships and those that internships that involve simu-
lated tasks/work environments (without contact to an actual internship provider) were
excluded. Sixty-five participants gave consent and 51 completed the survey. The final
sample included 26 women, 15 men, and 10 individuals who did not share their gen-
der. The average age was 25 (M = 24.73, range 20–37). At the time of completion,
41 were still enrolled in education; 23 had already completed their virtual internship



Virtual Internships as Employer-Led Initiatives 171

while another 26 indicated they were still completing the internship (2 missing cases),
with 39 reporting that the internship was at least 90% remote/virtual, which reflects
pre-Covid-19 reports for virtual internships (Jeske and Axtell 2018a, b). One partici-
pant had completed high school, 14 were in the process of completing their Bachelors,
22 were in the process of completing post-graduate education (e.g., MBAs), and three
were pursuing PhDs at the time of the survey. On average, they had three years of work
experience to date.

3.3 Measures

The following section outlines the number of items and origins of all scales. At the
beginning of the survey, all participants were first asked to the location of the intern-
ship provider, the degree to which they worked remotely, in which sector, and type of
organization. Please contact the author for a complete list of all items (d.jeske@ucc.ie).

Information Accuracy. All interns were asked “How accurate was the internship infor-
mation you had before you started the internship?” andwere presentedwith five response
options from (1) ‘not at all’ to (5) ‘to a very great extent’ (M = 3.32, SD = 1.17, n =
45).

Social Influence. Social influence was measured using three modified items by
Venkatesh et al. (2012), including “People who are important to me think that I should
make the most of virtual internships.” Response options included (1) ‘strongly disagree’
to (5) ‘strongly disagree’ (α = .81, M = 4.01, SD = 0.79).

Perceived Support. Using four modified items from Venkatesh et al. (2012), partici-
pants were asked about access to support in their internship. One such example item
was “I had the resources necessary to work remotely as a virtual/e-intern”. Other items
focused on access to help, software, platforms, and expertise. Response options ranged
from (1) ‘strongly disagree’ to (5) ‘strongly disagree’ (α = .82,M = 4.15, SD = 0.73).

Training Experience. This was assessed using three items based on questions posed by
Geertshuis et al. (2002). Participantswere asked to respond to items such as “The training
was relevant for my work”, “The training was pitched at the right level”, and “Was there
enough time to absorb/practice the new information”. Response options included (1)
‘not at all’ to (5) ‘to a very great extent’ (α = .88, M = 3.59, SD = 1.03).

Mentoring Experience. The mentoring experience was assessed using four items,
including items fromRagins andMcFarlin (1990). The original scale had seven response
options, this was reduced to five ranging from (1) ‘not at all’ to (5) ‘to a very great extent’
(α = .87, M = 4.13, SD = 0.73). In addition, we asked them if they had a mentor. The
results of the analysis showed that ≈80% (40/51) had a mentor at work.

Satisfaction with Feedback. This was assessed using one item: “Did you receive any
performance feedback on the tasks you completed?”. Participants had the option to say
(1) ‘Yes’ and (2) ‘No’. Followed up by “How satisfied are you were with the feedback
you received about your work?” followed by five response options ranging from (1)
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‘very unsatisfied’ and (4) ‘very satisfied’ (M = 3.30, SD = 0.82) and the option to select
‘not applicable’ (n = 1). This suggested that the large majority received some feedback,
but it was of varying quality.

Satisfaction with the Internship. These four items were based on a satisfaction scale
proposed by Brayfield and Rothe (1951) but modified to reflect internship satisfaction.
An example item was “I felt satisfied with my virtual internship”. The original response
range was changed from six to five agreement responses from (1) ‘strongly agree’ and
(5) ‘strongly disagree’ (α = .82, M = 3.65, SD = 0.80).

Perceived Usefulness (Skills and Knowledge). Six items taken from Nghia and My
Duyen (2018, pg. 76) were modified in reference to virtual internships. The first three
items measured advancement and the second set of three items measured consolidation
of professional skills and knowledge. An example item was “Completing a virtual/e-
internship helped me to develop professional skills”. Response options were changed
to an agreement scale in line with other questions in the survey and ranged from (1)
‘strongly agree’ and (5) ‘strongly disagree’ (α = .87, M = 4.15, SD = 0.64).

Demographics and Work Experience. All participants were asked to share their
gender, age, location, highest level of qualification, and work experience.

4 Results

4.1 Description of the Internship Experience

A short overview provides more context to the internship experience of the current
sample.Out of the 51 interns, 25were paid by their employer. They completed internships
in various sectors such as: education, healthcare, consulting, banking/insurance, IT, and
telecommunications. Employers included 29 for-profit organizations, 3 non-profits, 4
governmental and 13 educational institutions. Over half of the participants worked for
small organizations with up to 49 employees (n = 18) and medium-sized organizations
with up to 199 employees (n= 8). The other half worked for employers that had up to 500
(n= 6) and more than 500 employees (n= 17). Over half of the interns would have been
unable to commute to the site where the employer was located (n = 28), which suggests
that they would not have been able to take up a similar, on-site internship opportunity
with the employer without relocating. Participants completed internships in one of eight
locations: India, USA, Germany, Ireland, Australia, Mexico, the UK, and Finland (most
frequently represented are listed first).

Internships lasted from six weeks up to 12 months. The average number of working
hours each week was about 20 (this ranged from a minimum of 5 to 40 h) in teams.
Team size ranged from two to 30 team members (average ranged about five or so team
members). Thirty-eight reported that there were also other virtual interns working for
the same employer at the same time. The average number of hours interns dedicated
to their virtual internship was 633 h, the median was 422 (due to some outliers; hours
reported by participants ranged from the minimum of 56 to 3600 h for a one-year virtual
internship).
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Twenty-eight received equipment and software from their employer to enable them
to work effectively. The virtual internships had been located via university message
boards and career services, through LinkedIn, personal and social networks, as well as
special programs run by corporations (e.g., Google Summer of Code). Motivations to
take up an e-internship varied. Twenty-four participants completed the internship for
academic credit (e.g., because their programs required an internship/placement). Many
switched from a traditional to an e-internship due to necessity (e.g., due to Covid-19).
In addition, the interns wanted to gain more experience in specific industries/areas to
improve their employability as well as chances to get accepted to graduate school).

4.2 Correlations and Group Comparisons

The measures correlated weakly to moderately, as expected; there was little evidence of
multi-collinearity with correlations above .7 (except in the case of training experience,
see Table 1). Some correlations are noteworthy. The correlation coefficients for mentor-
ing and training experiences showed that both correlated positively and quite strongly
(p < .005) with how accurate the information had been that employers had shared with
their interns prior to them starting the internship. This speaks to the importance of setting
appropriate expectations for interns from the get-go. The high correlation (r = .727, p
< .001) between training experience and perceived support speaks to the interconnected
nature of training and how interns access software, help, and other resources during their
internship. Due to this multi-collinearity, all the following analyses were conducted with
the perceived support variable alone (see Table 1).

To assess the influence of potential situational variables, I additionally checked if
the internship status (having completed the internship vs. still completing it) had any
significant effect on reports (using t-test). This was not the case for any of the variables
listed in Table 1. Similar nonsignificant results were obtained when I compared the
answers of paid vs. unpaid interns, and those who completed the internship for academic
credits vs. thosewho did not (this also appliedwhen I looked at payment/credit categories
together). Further group comparison between female and all other participants (those
who selected ‘male’ and opted out) did not reveal any group differences except one
for mentoring (t(49) = −2.030, p = .048). The mentoring experience ratings from the
female participants suggested they did not have as positive an experience (M = 3.35, SD
= 1.03, n = 26) compared to participants who did not identify as female (M = 3.84, SD
= 0.63, n = 25). Internship hours correlated significantly and positively with perceived
usefulness (r = .299, p = .048), but not internship satisfaction.

4.3 Hypothesis Testing and Exploratory Analyses

To assess the effect of the control and independent variables (information accuracy,
perceived support from the employer, social influence, mentoring experience, feedback
satisfaction) on the dependent variables (satisfaction with the internship, perceived use-
fulness of the internship), a number of hierarchical regressions were computed. Control
variables such as age and gender were not significant control variables and thus not
included in the regression analyses.
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Table 1. Correlation coefficients for all measures (N = 51)

Measures 1 2 3 4 5 6 7 8

1. Information accuracy 1

2. Social influence .245 1

3. Perceived support .544** .419** 1

4. Training experience .543** .368** .727** 1

5. Mentoring experience .421** .182 .343* .396** 1

6. Feedback satisfaction .370* .081 .236 .299* .343* 1

7. Perceived usefulness .198 .571** .540** .421** .275 .209 1

8. Internship satisfaction .441** .292* .629** .620** .345* .450** .570** 1

Note. *p < .05, **p < .01

Satisfaction with the Internship. Controlling for information accuracy (β = .322, t =
3.219, p = .002), regression analysis showed that the satisfaction with the internship
overall was predicted by the perceived support interns received (β = .358, t = 2.296, p
= .027) as well as the perceived usefulness of the internship (β = .338, t = 2.530, p =
.015) in the way that it advanced and consolidated their professional experiences. These
results lend support for the role of information accuracy (H1) and the role of perceived
support (H3a) on internship satisfaction. The positive correlations between mentoring
experience, training experience, feedback satisfaction and internship satisfaction further
speak to the importance of interns receiving all three (mentoring, training, feedback) to
increase their overall satisfaction (see Table 1).

Perceived Usefulness of Internship. Controlling for information accuracy (β = .277,
t = 1.846, p = .072), regression analysis showed that the perceived usefulness of the
internship was predicted by social influence as well (β = .418, t = 3.024, p = .005),
even when we included perceived support (β =. 366, t = 2.228, p= .032). This suggests
that even when we consider the role of perceived support interns received during their
internships, the influence of significant others in their social environment likewise had
a positive effect on how useful they rated the internship (in support of H2 and H3b).

This suggests that the social and the employer-backed support interns receive will
positively influence how they evaluate internships (e.g., they had the backing of those
around them to complete the internship). It is noteworthy that in the case of perceived
usefulness, only training appeared to be a positive correlate (but not mentoring and
feedback satisfaction, see Table 1). This may be the case because training experience
can be more readily transferable to new roles, while this might not be the case for
mentoring and the feedback one received during the internship.

Exploratory Mediation Analysis. Given the earlier results, I wanted to examine
whether perceived usefulness potentially mediated the relationship between perceived
support during the internship and overall internship satisfaction. To test this exploratory
hypothesis, I analyzed the mediation using the PROCESS macro (Hayes 2013), using
the bootstrap procedure with 1000 samples (Model 4, vs. 2.16.1). As expected, perceived
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support was a significant and direct predictor of perceived usefulness (β = .48, t= 4.49,
p < .001) but also internship satisfaction (β = .50, t = 3.64, p < .001). Usefulness in
turn was a significant direct predictor of internship satisfaction (β = .40, t = 2.61, p
= .012). The indirect effect of perceived social support on satisfaction via usefulness
was likewise significant, suggesting partial mediation (β = .19, z = 2.22, p = .027). All
variables explained 29.1% of the variance (R = .64, R2 = .29, F(1,49) = 20.15, p <

.001; Fig. 1).

Fig. 1. Mediation analysis with perceived usefulness as mediator

5 Discussion and Conclusions

Given the Covid-19 pandemic, many traditional internships in 2020 and 2021 were
quickly converted into virtual internships – with possibly very different degrees of suc-
cess in terms of the learning that was facilitated in these newly designed internships
(e.g., Maini et al. 2021; McKenzie 2021). The current study with 51 virtual interns from
different countries focused specifically on e-internships which were run and hosted
by employers for several weeks to months (Jeske and Axtell 2016; Jeske 2019). The
results reflected the findings of several other recent research reports. I summarize the
key findings here briefly.

Expectation management was argued to be an important precursor to satisfaction,
specifically, information accuracy surrounding the role the intern was expecting to take
(Jeske and Axtell 2017). As expected, more accurate information resulted in a more
internship satisfaction (H1), potentially because interns were accurately prepared and
briefed on what they would be doing. This matches other pre-pandemic findings on the
importance of goal clarity (Jeske and Axtell 2017) and the importance of having clear
internship deliverables planned out (AlGhamdi 2022). Interns were moreover influenced
by the support and understanding others had shown to them, both in their personal
environment and during the internship (Zehr and Korte 2020). This is in line with the
relational investment that has shown to be critical for the psychological contract that
virtual interns form with their employers (Jeske and Axtell 2018a, b).

And lastly, as expected, positive social support from important others (H2) and
perceived support from the employer (in form of training, software, access to help)
predicted both perceived usefulness of the internship (H3a) and internship satisfaction
(H3a). This suggests that interns’ evaluations will be in part independently influenced by
how others in their personal environment view their internship, and how much support
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they are receiving during the internship from the employer (AlGhamdi 2022;Maini et al.
2021). This reflects pre-pandemic findings for such internships (Jeske and Axtell 2016,
2017; Teng et al. 2022). More positive training experiences also increased the sense of
internships being useful (H3b), potentially because such experiences are transferable
and increase skills as well as knowledge acquisition (Nghia and My Duyen 2018).

5.1 Practical Implications and Key Lessons

The current findings point to several areas where employers can be active. First and fore-
most, meaningful, and valuable experiences are as important to employees as to virtual
interns. The same goes for obtaining buy-in and setting the stage for positive experiences.
This means that addressing expectations, promoting accurate information sharing and
goal clarity from the outset are clearly important predictors of internship satisfaction.
Both interns as well as mentors need to be prepared to support virtual internships (Jeske
and Linehan 2020; Maini et al. 2021). In addition, employers might need to recognize
that how interns evaluate their experiences may also be shaped by actors outside their
area of control, such as significant others. This speaks to the importance of sharing more
information about the merits of their internship schemes online where this information
might be accessible to important others such as educational advisors and parents. And
lastly, the current findings suggest that investments in training experiences, appropriate
mentoring (for all groups, particularly female interns), and feedback frequency appear
to be as relevant for employees as for interns. Further practical guidance for employers
can be accessed in several published resources (e.g., Jeske and Axtell 2016; Jeske 2019;
Zehr and Korte 2020).

5.2 Limitations of Current Study

The current research was based on a small, self-selected, voluntary sample that provided
self-reports. This may have introduced some other variables due to cultural or regional
differences (e.g., acceptance of and access to internships). However, most virtual intern-
ship research is likely to incorporate these elements due to the often-global nature of
these internships.More research based on programs run in specific locationsmay provide
more detailed information for a comparative analysis of these findings.

5.3 Future Research Trajectories

Several research gaps continue to exist. The following two suggestions provide some
suggestions for researchers interested in contributing further to our understanding of
virtual internships.

Theoretical Development. The lack of theoretical exploration will require more work
to provide a good foundation for future research. Future theoretical work in this domain
may wish to explore areas and theories related to work environments (such as team and
group dynamics), the role of personality (and how personality may determine success
in remote work settings that are common to e-internships), usability and inclusiveness
in computer-mediated environments (in terms of diversity and learning), and career
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developmental theories (that could help explain the career benefits and developmental
growth of professionals as they are moving towards a specific career or changing their
career trajectory).

Diversification of “Virtual” Internships. Over the last few years, virtual internships
diversified. However, not all internship research has clearly differentiated these types nor
realized the importance ofwho is leading the initiatives. There is someevidence emerging
that educationally initiated and oriented internship programs may be less beneficial than
those organized by employers themselves (see a critique by AlGhamdi 2022). In short,
each of these types offer different learning options and limitations. The following section
provides an overview here on these types and possible research gaps.

In this conference paper, I have focused on e-internships only – employer-led intern-
ships of significant duration, time investment (e.g., minimum of 240 h), focused on
real-world tasks which featured interpersonal exchanges with team members, mentors,
and the wider social environment. That said, several other “virtual” internship types
exist that have very little in common with these e-internships. This circumstance is
further complicated by how the research is often aggregated by researchers and journal-
ists alike – without the necessary differentiation. Here are some other forms worthy of
research.

Micro-internships have appeared over the last two years.While these are often called
online or virtual internships, this type has more in common with gig work as they feature
temporary (e.g., normally hourly assignments) that may involve no contact, feedback,
or support from the actual organizations that put forward those experiences. As a result,
several researchers criticized that these micro-internships are not meaningful learning
experiences (e.g., McKenzie 2021; see details in Hora et al. 2021). While often pushed
by educational initiatives to replace traditional internships that had been cancelled during
the Covid-19 pandemic, these “experiences” have actually very little in common with
e-internships. More work is required to fully understand at which point (hours and type
of work) will generate the most benefits for the interns.

Other more recent types include “virtual experiences” where people can test their
skills when completed real-world tasks set by companies, but again these are temporary
and feature no real-world interaction as such with employers. These experiences share
some similaritieswith a third category: gamified “internships”.Both offer short-termskill
development opportunities only. The gamified “internships” offer computer-simulated
tasks and interactions that are often part of university programs (e.g., featuring real-
world tasks, avatars). These internships feature no interactions with real individuals,
have no long-term career potential, and are often very specific to enable students to
train certain skills only. Given the focus on situation-based and task-specific learning,
these “internships” carry some potential learning benefits like other simulated learning
exercises (Bayerlein and Jeske 2018). In both cases, both “virtual experiences” and
gamified “internships”, there is a clear absence of actual involvement with an employer –
in contrast to e-internships – which therefore limits the opportunities for virtual interns
to apply, collaborate, and interact with others on real-world live projects that set the
stage for meaningful and applied learning experiences to foster their employability.
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Finally, there are virtual internships “for sale”. The trend of more and more students
opting for paid-for virtual internships is the unfortunate by-product of the lack of intern-
ships in several countries over the last ten years. Very little is known about these since
they are not evaluated systematically, however, they appear to be more employer-led.
In conclusion, more research in the pros and cons is urgently needed to better under-
stand research findings and take account of how the diversification of internship leads
to differential, positive and negative, effects for virtual interns. Stakeholder investment
and involvement are also a worthwhile area to investigate in order to understand when
interns’ own goals or those of employers and/or educational objectives are being pursued
and prioritized in internships (Zehr and Korte 2020).

In short, numerous areas of interest exist where more research and investiga-
tion efforts could generate insights and practical recommendations for employers and
educators interested in running and supporting meaningful internships.

Acknowledgements. The author would like to thank the virtual interns who shared their expe-
riences as well as all authors who made their recent research on virtual internships readily
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Abstract. In recent years considerable emphasis has been placed on fostering stu-
dents’ computational thinking and programming skills through compulsory edu-
cation. Norway is one of few countries where these skills are explicitly included in
the curriculum for practical and aesthetical subjects. This paper concerns a qualita-
tive study of potential barriers for teachers’ adoption of programming in the subject
A&C inNorwegian compulsory education. Preliminary findings suggest that a gap
exists between the expectations from the curriculum concerning programming and
CT in the subject art and crafts, and teachers’ classroom practices.
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1 Introduction

Following several other European countries [1, 2], Norway made programming and
computational thinking (CT) part of compulsory education with the introduction of a
renewed national curriculum for primary and secondary schools in August 2020.

There are two main approaches to incorporating programming and CT into the cur-
riculum for compulsory education; one is to teach these skills as part of a separate
(technology) subject, and the other is to incorporate them into existing school subjects
or as a cross-curricular theme [3]. Tannert & Lorenzen [4] refer to these two approaches
as a “pure” and an “applied” perspective on integrating CT into the curricula, and the
European countries have chosen different strategies for implementing these competences
into compulsory education [3]. In theNorwegian curriculum, we find programmingmost
prominently inmathematics and science, but also in for the subjects art and crafts (A&C),
and music [5]. This makes Norway one of few countries that have chosen to integrate
programming into practical and aesthetical subjects. These concepts are traditionally
associated with computer science and are likely to be unfamiliar for many A&C teach-
ers. In addition, the literature provides few examples on how programming and CT
can be integrated into such subjects, especially in a Norwegian context. Kaufmann and
Stenseth [6] write about a study of problem-solving using programming in mathematics
in a Norwegian lower secondary school: “An interesting dilemma arises when working
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with problems of the type presented in this study: Have we designed a problem that
utilizes programming to give a better understanding of mathematics, or are we using
mathematics to improve the problem-solving skills in programming?” In other words,
do the introduction of CT and programming support and enrich the existing subjects or
is it teaching computer science in disguise?

The focus of this present paper is on what teachers view as barriers to integrate
programming and CT into their teaching of A&C in Norwegian compulsory education.
The theoretical foundation is based on Ertmer’s (1999) work on barriers for technology
integration in teaching. The research question addressed is: According to teachers, what
are the external and internal barriers for integrating programming and CT in A&C?

1.1 Moving from Curriculum to Practice - New Demands on the Teachers?

The subject A&C has a long tradition in Norwegian compulsory education, in fact
its roots can be traced back to three subjects introduced in the curriculum of 1889:
Woodwork for boys, Textile for girls, andDrawing [7].Many years andmany curriculum
reforms later, the subject A&C today is considered essential for students’ development of
practical skills and creativity, and at its core we find craft skills, art and design processes,
visual communication, and cultural awareness [8]. A&C comprises about 8% of the total
hours of teaching in the primary and lower secondary school.

Making programming and CT part of teaching a practical-aesthetical subject like
A&C is likely to present some challenges for teachers. Programming and CT originates
from the computer science domain, while A&C has its own long-standing traditions and
knowledge domains. Although the subject A&C often involve the use of technologies,
digital as well as non-digital, computer science concepts have not traditionally been
part of the subject. Integrating programming and CT may represent a new form of
digitalizationof the subject in that it allows teachers and students to create digital products
‘from scratch’ through programming instead of using ready-made software, but also
place new demands on what competences the teachers need. On the other hand, that
something is in the curriculum does not necessarily lead to implementation. As Dexter
et al. [9] states: “Teachers can choose, within these limits, the approach that works
for them. This autonomy provides teachers with choices to adopt, adapt, or reject an
instructional reform”. That said, school leadersmay encourage and facilitate professional
development their teachers, in order to develop these new skills.

2 Background: Programming and CT in Compulsory Education

Programming can be defined as simply the process of creating computer programs. Pro-
gramming in compulsory school subjects is often linked to the so-called STEM subjects
[3], an acronym for the subjects Science, Technology, Engineering and Mathematics
that became a popular term in the early 2000s discourse on education, focusing on the
perceived future need for more students with skills in mathematics and science (e.g.
[10]). This coincided with the focus on the so-called 21st century skills emphasizing
‘softer’ skills such as creativity, collaboration and problem solving [11, 12] leading to
a call to ‘move from STEM to STEAM’, where the A represents the arts [13, 14]. This,
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in turn, coincided with the emerging maker movement, a grass-root culture of making
and technological innovation that has made its way into education with many schools
establishing their own makerspaces [15].

The term computational thinkingwas first introduced by Seymour Papert [16] related
to his work with the programming language LOGO, but the more recent discourse
concerning CT and initiatives to integrate CT into compulsory education are often linked
to Jeanette Wing [17] who stated that CT “represents a universally applicable attitude
and skill set everyone, not just computer scientists, would be eager to learn and use”. CT
in compulsory education lacks an agreed-upon definition, but most definitions describe
an approach to problem solving that draws upon computer science concepts such as
the use of algorithms, abstraction, decomposition, debugging and iteration (e.g. [18,
19]). Perhaps ironically, many definitions do not mention computation or computers
explicitly at all but focus more on problem solving in general. Denning and Tendre
[20] argue from a computer science point of view that the success of convincing policy
makers, teachers, and curriculum designers to integrate CT into compulsory education
may have contributed to an oversimplified view on what CT involves.

Exercising CT does not necessarily involve programming, but the process of pro-
gramming involves drawing onCT concepts, andmuch of the literature about developing
CT skills in compulsory education use learning to program as an example subject domain
(e.g. [1, 21]). Tools for programming have become much more accessible for novices in
the last decade, especially due to the development of visual programming environments
that allows for program creation using graphical elements instead of writing code, so-
called block-based programming. In addition, several programming tools and languages
have been created specifically for the purpose of learning how to program within fields
like visual arts and music. While this is likely to lower the threshold for programming
in school subjects, some knowledge of the structures and logics of computer programs
is still required.

3 Theoretical Foundation: Barriers for Technology Integration

Much research has been conducted on factors influencing teachers’ adoption of tech-
nology in the classrooms over the years, and many models and frameworks concern
barriers and how these may be overcome, both in information systems research and edu-
cation research. Within education research, Ertmer’s [22] framework describing first-
and second-order barriers to technology integration in education is much cited by schol-
ars and policymakers. First-order barriers are barriers that are extrinsic to the teachers,
typically lack of resources such as equipment (hardware and software), time, training and
support (both technical and administrative). Second-order barriers, on the other hand, are
intrinsic to the teachers and are rooted in teachers’ beliefs about teaching and learning,
their confidence and perceived value of technology. While first order barriers can be
overcome by providing more recourses, second-order barriers are harder to overcome
[22]. Building on the works of Ertmer [22], Hew and Brush [23, 24] identified five core
barriers to technology integration in compulsory education: resources, knowledge and
skills, institution, attitudes and beliefs, and subject culture. Subject culture refers to the
“general set of institutionalized practices and expectations which have grown up around
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a particular school subject” (Goodson & Mangan, 1995, as cited in [23]). Subject cul-
ture may be particularly relevant when researching a subject such as A&C because of
its practical and aesthetical nature.

4 Research Design, Methods and Data

The present paper concerns a qualitative study focusing on teachers in Norwegian pri-
mary schools (year 1–7) and lower secondary schools (year 8–10). The empirical data
sources comprise of interviews and participatory observations with teachers, conducted
in two stages:

A pilot studywas conducted by interviewing five teachers experienced in integrating
programming into their teaching. These teachers were selected based on their experience
with programming in school subjects in general, and not A&C specifically. Three out of
the five teachers were mostly teaching STEM subjects. The main purpose of the pilot
study was to identify what these experienced teachers considered to be potential affor-
dances with introducing programming into the curriculum, as well as their perceptions
of barriers for successful integration into subjects such as A&C. Findings from the pilot
study was used in preparation of the main study.

The main study involved six A&C teachers enrolled in a professional development
course (CPD) about using digital tools and resources in A&C. Programming and CT are
one of several topics covered in the course. Data sources include individual interviews
and participatory observations of teaching sessions during the CPD course and document
analysis of products created by the participants related to programming (teachers’ reflec-
tion notes and products of programming assignments, such as animations, 3D-design,
cardboard robots and e-textiles). The course is still ongoing, and this paper is based on
data from the first round of interviews conducted before the topic of programming and
CT had been covered.

Seven out of the 11 teachers interviewed teach the subject A&C, and all but one
of those have formal training to teach the subject. According to a survey from the
government agency Statistics Norway conducted in 2018, only half the teachers in A&C
had formal training (ECTS credits) in teaching the subject [25]. Table 1 summarizes all
teachers included in the study.

4.1 Interviews

The interviews were semi-structured with open-ended questions and the interview guide
was developed by looking to theories barriers for technology integration in education
[22]. The interviews included questions concerning their background and experience
for teaching A&C (where applicable), their prior experiences and opinions concerning
teaching with digital tools in general and with programming in particular, their access
to digital tools and resources, and the level of training and support they had received.
The teachers were also asked to give their perspective on the recent curriculum change
regarding programming and CT, as well as how prepared they felt to teach to it.

All interviews were recorded and has been transcribed by the (main) author, and
the storing and use of the data follows the privacy guidelines recommended by the
Norwegian Centre for Research Data (NSD).
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Table 1. Overview of participants (all names have been pseudonymized), the level they teach,
their formal background for teaching and whether they teach the subject A&C.

Respondent Group 1 = pilot
2 = main

Teaching level
(grades)

Formal training as Teaches A&C?

Alex 1 Primary (5–7) Teacher: math,
science, and social
science

N

David 1 Primary (5–7) Teacher: math and
music

N

Tuva 1 Primary (1–7) Teacher including
A&C

Y

Mia 1 Lower secondary
(8–10)

Teacher: A&C,
science

Y

Nora 1 Primary (grades
1–7)

Teacher: math and
science

N

Heidi 2 Lower secondary
(8–10)

Teacher: A&C,
Norwegian,
English, PE

Y

Kari 2 Primary and lower
secondary school
(grades: 1–10)

Teacher: math and
bilingual students

N

Julia 2 Mostly primary, but
also lower
secondary (1–10)

General teacher
with A&C

Y

Sarah 2 Primary (1–7) No formal teacher
training

Y

Berit 2 Lower secondary
(8–10)

Art academy and
art teacher

Y

Cecilie 2 Lower secondary
(8–10)

A&C bachelor, Y

4.2 Coding and Analysis of Data

Data was coded and analysed inspired by Tjora [26] where we initially applied inductive
approach to data analysis starting fromdata generated in the empirical setting andmoving
towards developing a theory while constantly checking if the theory holds up when
compared to the empirical data. In the first phase of the analysis, we coded the interviews
with keywords close to the empirical data from the interviews, and for the next phase we
reduced the number of codes by grouping them thematically [27], following the framing
of first-order and second-order barriers, as suggested by the research literature.

Results from the coding demonstrated that one distinct first order barrier, ‘training’,
and one distinct second order barrier, ‘teacher competence/self-efficacy’ were addressed
by teachers from both the pilot study and the main study. The second order barriers that
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addressed ‘beneficial affordances and pedagogical potential for learning with program-
ming and CT’ were mainly covered by the pilot study teachers. And the first order
barriers ‘access to technology appropriate for A&C, leader support’ where highlighted
by the main study teachers. These teachers were also addressing issues related to second
order barriers that linked to ‘subject culture’. We will elaborate on these findings in the
following section, which is organised according to the first, and second order framing.

5 Findings

Most teachers highlighted several barriers, including bothfirst- and second order barriers.
In the following, we will elaborate more on these barriers, and we will organise our
findings into the two overall categories known as first- and second-order barriers. First-
order barriers are relatively easy to identify as they are both external to the teachers and
often quantifiable (access to technology, time, training and support), while identifying
second-order barriers require more consideration as teachers might be unaware of them
or more unwilling to discuss questions concerning their own beliefs and confidence [22].
In the following, we will elaborate more on how we may understand the teachers coping
with these extrinsic and intrinsic type of barriers.

5.1 First-Order Barriers

The following sections present findings related to first-order barriers such as access to
technology, time, training and support. As will be demonstrated all these barriers are
perceived as real for the teachers responsible for the subject A&C.

Access to Technology. All teachers in both studies reported that the students had their
own device for use in schoolwork (PC, Chromebook or tablet), and none mentioned
connectivity or similar issues as being a major source of problems. This is consistent
with data from the Norwegian primary and lower secondary information system for
pupils1, indicating that close to 90% of students in Norwegian primary and secondary
schools have access to their own digital device for school purposes. However, most of
the A&C teachers from the main study reported that these devices were seldom used in
the subject A&C except for the purpose of documentation and photo/video productions.
Teachers also commented on a lack of appropriate digital learning resources for A&C,
as this extract from the interview with teacher Cecilie (C) illustrates:

I: But is there any software for your subject available?
C: No, we don’t have that. Not directly for art and craft.
I: Would you have gotten it if you found something you wanted?
C: I don’t think so because it is so… I mean, they would not have spent money on it. They

don’t even spend money on schoolbooks here. I used to have a private Photoshop
that I was allowed to install on my work computer, but that is not possible after we
changed to administrated PCs.

1 https://gsi.udir.no/ (in Norwegian).

https://gsi.udir.no/
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While computers and tablets can be suitable for programming in school subjects and
many tools for programming are web-based and thus only require a browser and internet
access, to create physical products in practical subjects such asA&C, additional hardware
may be required to utilise programming and CT (such as micro-controllers, electronics,
sensors, LEDs etc.). All of the experienced teachers in the pilot studymentioned that they
had access to the micro-controller micro:bit, and 4 out of 5 had already used it with their
students. One teacher from the main study said that the school had a set of micro:bits,
but she had never used them. After conducting the interview, one more teacher from the
main study discovered that her school had in fact two sets of micro:bits that the math
and science teachers were using. A key takeaway here is that while the teachers have
access to overall digital resources, only few of them report admission to appropriate
A&C digital resources.

Time and Training. A majority of the teachers from the main study report that they
had not had the time to update themselves on programming and CT since the curriculum
reform from 2020, and that they had not been afforded enough time to do this. They
explain this by referring to the Covid-19 pandemic, which put professional development
on hold. It might also be that the teachers responsible for the A&C subject are not being
prioritised for professional development training, compared with teachers responsible
for other subjects, as this quote from Julia illustrates:

No one would have come to offer me this (course). No, no, no. Math, Norwegian,
English and Science have priority.

Our finding is consistent with a national survey that showed that in Norway 56% of
the school owners that responded had taken measures to improve mathematics teachers’
competence in programming, while only 19% had done the same for A&C teachers [28].
We may assume that programming in the A&C subject is not yet being considered as
relevant for professional training for teachers, as it may be in the STEM subjects.

Support. Like training, the teachers in our study reported limited levels of support from
their principals. In our main study, only one was encouraged by her principal to take
the course, while the other five did it on their spare time. Moreover, when the teachers
reflected on their support from principals, their statements can be interpretated as if their
principals did not clearly understand that programming had become a distinct element
in the new A&C curricula, and that they should support their teachers in gaining some
training to become professionals in this. It might also be that the principals may need
some guidance on what the appropriate type of support would be. For example, teacher
Nora noted that:

This is my greatest concern. That we are not ready for it. (…) I asked my principal:
“Can you say that everyone (in this school) works with programming the way they
are supposed to?” He did not want to answer that question.

In Nora’s quote, the principal refuse to discuss how to support Nora’s colleagues in
their professional teaching with programming. Kari reported that her leader warned her
about getting too much professional training and thus becoming overeducated:
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My participation (in the course) was not agreed with the principal, I just do it on
my own like the other courses. Because I hold a full university degree, my principal
said that I really have more than enough education. “So, if you want to change
employment”, he said, “they will consider if they have the means to employ you,
so think carefully before you study more and become even more educated”. Hence,
I didn’t ask for permission this time, I did it on my own.

It seems like Kari’s principal did not fully understand her need to further educate her-
self and to feel prepared to teach in new ways. Even if teachers have the required formal
background to work as teachers, technological developments and curriculum reforms
may place new demands on teachers’ competence. A key message here would be that
the principals does not seem support teachers when they report need for further training
in CT for the A&C subject. While our data does not provide any clear explanations to
this, it may be worth to pursue in future studies.

5.2 Second-Order Barriers

Second order barriers are intrinsic to teachers and may be more difficult to grasp, for
teachers themselves, and for us as researchers, as these refer to attitudes, beliefs about
teaching and learning, and the confidence and perceived value of technology. In our
study several sub-categories emerged when we looked into these overall categories. For
example, we unpacked teachers’ attitudes towards programming and CT in A&C, their
perceptions of the subject culture in A&C, along with their perceptions of self-efficacy
towards the use of digital resources and tools. In the following, we will elaborate more
on these perspectives.

Attitudes Concerning Programming and CT in A&C. The participants of this study
are either experienced in integrating programming into their teaching, though not nec-
essarily in A&C, or have signed up for a CPD course focusing on digital tools. This
suggests that they are likely to be more positive to the idea of integrating programming
and CT into A&C than the general teacher population. Still, the teachers raised some
critical perspectives towards this curriculum change. This excerpt from the interview
with Julia illustrates both a feeling of insecurity and a positive attitude towards the
curriculum change:

I: Do you have any feelings, positive or negative, about the inclusion of
programming in your subject?

J: I think that is only positive. I don’t think that is negative. Because it is... it is
creative. It seems like you have to be creative, I imagine you have to use your
creativity, even if I am unsure about what it really is.

We found that the teachers enrolled in the CPD course were curious and mostly
positive about programming in A&C but also a bit hesitant, partly because they didn’t
feel that they know enough about it or how to utilise it in A&C. This is often referred to
as teachers’ ability beliefs (their subjective view on their ability to integrate technology
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into the classroom) and value beliefs (such as the perceived importance and usefulness
of the technology) [29].

The term computational thinking was unfamiliar to all the teachers from the main
study, while all the teachers from the pilot study knew of it and had thoughts about how
CT could relate to the subject A&C. The teachers from the main study were asked to
describe typical work processes in A&C prior to getting asked about CT, and both open-
ended, creative work processes and more rigid step-by-step procedures were mentioned
by most of the teachers as being integral parts of the subject. Most teachers said that
they would often start with amore procedural approach, and gradually allow the students
more freedom as they mastered the fundamental techniques. While they may not know
the term CT, the teachers’ description of typical work processes fits well with most
definitions of CT in compulsory education [18, 19].

A key message here was that even teachers with an overall positive towards
programming in A&C are concerned about how to integrate it into the subject.

Self-efficacy and Competence. Teachers’ self-efficacy is key when it comes to using
ICT as a tool for teaching (e.g. [30, 31]). Not surprisingly, teachers from the pilot study
were less concerned with their own ability to integrate programming and CT into their
teaching, but they expressed concerns on behalf of their colleagues as this excerpt with
teacher David illustrates:

They probably have a lot of great ideas, but they might lack both a forum for and
experience with how to get from an idea to a finished product where programming
or other technologies are part of the process. They have too little experience with
programming, and they don’t see the possibilities.

The quote from David indicates that A&C teachers need more experience with pro-
gramming in order to bridge the traditional subject with the possibilities offered by
new technologies such as programming. In the main study, self-efficacy was a concern
expressed by most teachers, moreover, they expressed this to be an important motiva-
tion for enrolling into the CPD course, as they were concerned with their own (lack of)
abilities to integrate programming into the subject.

I: Do you have any thoughts about programming now becoming part of the A&C
curriculum?

J: Yes, that... I am thinking that I can’t picture what I am supposed to be doing.
I haven’t gotten that far in my thinking. I see that it is there, but I don’t really
understand what I am supposed to do about it. So maybe that’s partly why I take
part in this (CPD course)

Both teachers from the pilot study and the main study emphasized that there was
a lack of examples for A&C teachers to model their teaching after when it came to
programming in the subject. This is also apparent in the literature, where research on
programming and CT in STEM subjects is dominating, while we find few examples
related to subjects like A&C. The key message was that self-efficacy was dominant
among the teachers from the main study, but that they wished to learn more about
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how they could integrate programming into A&C, both from formal training and from
examples.

Subject Culture. The subject A&C consists of both an art part and a crafts part. The
teachers with A&C background all stress the practical aspect of the subject, the impor-
tance of students making something physical, mastering techniques, work with their
hands and express themselves. This seem to be at the core of the subject culture of A&C,
as this quote from Cecilie illustrates:

What makes A&C special is that they work with their hands. They aren’t simply
producing a text or a calculation or a report. They create something tangible in
3D or something you can hang on a wall. It is more personal, they put their soul
into it.

Key message from teachers’ perceptions of the A&C subject culture is that even if
the integration of programming in the subject are welcomed by most teachers, this must
not be done at the expense of the subjects’ practical and creative core.

6 Summary and Implications for Further Work

Programming and CT in subjects such as A&C represent a new field for researchers. This
study contributes to the research communities of education and information systemswith
insights about what teachers perceive to be barriers for integrating these concepts into
their teaching. Identifying such barriersmay in turn help to identify potential measures to
overcome these barriers and contribute to narrowing an expectations-reality-gap between
the curriculum goals and the teaching practice as described by the teachers in this study.

In this study, we used Ertmer’s [22, 32] theory on barriers for technology integration
in education as a lens to investigatewhat teachers ofA&Cconsider barriers for integrating
programming and CT into the subject. We found that while access to digital devices is
generally good, A&C teachers lack access to digital technology specifically aimed at
teaching the subject. They also report the need for training, and support from their school
leaders. The most prevalent findings in our study relate to what Ertmer [22] refers to as
second-order barriers. We found that self-efficacy and subject culture were perceived as
being important barriers for integration of programming. The A&C teachers need feel
competent to teach with programming and to see programming as affording something
that benefits the subject and that aligns with the practical and aesthetical aspects that is
at the core of the subject.

The theory of affordances [33] is relevant when researching barriers to technology
integration, especially when looking at how to overcome these barriers. Since this study
was conducted, the teachers enrolled in the CPD course participated in a two-day work-
shop on how to use programming in A&C where they got hands-on experiences with
making and programming cardboard robots, e-textiles, 3D-printable models, and anima-
tions. It would be interesting to investigate whether this workshop changed the teachers’
perceptions of barriers and possibilities with programming in A&C, and if they make
any changes regarding their teaching practice in the upcoming school year. A follow-up
study is planned for this fall where we plan to revisit these teachers and to investigate
further how to the barriers identifies in this study may be overcome.
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Abstract. The number of women professionals participating in the IT industry in
South Africa is less than 20%. A number of factors influence women’s IT career
choices, such as previous programming exposure and the influence of parents,
teachers and role models. Young women do not view the IT industry as a desirable
career and those who are qualified and working in the IT industry, often leave the
industry mid-career due to family commitments. This study followed a positivistic
research philosophy and the approach was deductive. A quantitative study using
a survey was conducted to test the conceptual model. The survey was conducted
amongst women currently working in the IT industry in South Africa to establish
the factors that have contributed to their participation in the IT industry and the
factors that influence their longevity in the IT industry.

The main findings of the study indicate that women who choose a career in IT
have high levels of intrinsic motivation and obtain the relevant IT qualifications.
Women remain in an IT career if they are self-confident, maintain a work-life
balance and have flexible working hours. Scholars, parents and teachers should be
made aware of IT qualifications and careers. The lack of women in IT top-level
management positions has resulted in less female role models. Women in IT face
occupational challenges that can lead to females leaving the IT industry. The study
identified factors that influenced women working in the IT industry selecting a
career in IT and remaining in the IT industry.

Keywords: Women in IT ·Women IT career choice ·Women retention strategies

1 Introduction

Information technology (IT) has transformed all aspects ofmodern daily life. TheUnited
Nations Society Report of 2017 noted thatmodern society has been increasingly digitally
engaged, with over 47% of the world’s population or 3, 5 billion people having computer
access, thus entrenching the use of technology within modern society [1]. Widespread
computer-based technologies, such as mobile phones, Internet, wireless technologies
and cloud-based applications have become commonplace with an increase in technology
usage and reliance.
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Businesses that invested in new technologies and used them as part of business
operations have reaped benefits in the form of bigger market share and increased profits.
IT is one of the main drivers of economic growth globally and more recently in Africa,
Asia and theMiddle East [2]. IT has given businesses the competitive edge by improving
operational efficiencies, real time transaction processing and high availability of accurate
information required for strategic decision making.

Worldwide, woman make up more than half of the global workforce [3], however
in South Africa, less than 20% of IT professionals are women. Meehl, Huntoon and
Kalyvaki [4] indicate that inmany fields, such as IT, post-secondary school qualifications
help women to decide on their career paths. However, the discipline of IT is largely male
dominated and lacking in diversity [5]. Currently, an estimated 30% of the global IT
workforce is female and an even lesser number is involved in IT leadership, academic
and professional positions [6].

Examining the contrasts of the genders participating in IT leadership positions,
Rogers [3] noted that the number of women professionals involved in high ranking
professional IT jobs was significantly lower compared to their male counterparts. Less
than 15% of females were noted to be in IT leadership positions [7]. Women’s continued
under-representation in the IT field is a matter of international concern [8], however the
reasons for their low participation in SouthAfrica have not been extensively investigated.
The factors that influence a scholar’s IT career choice include gender, culture, career
perceptions, computer experience, advisors and awareness of IT jobs and careers [9].

Exposure to new technologies and programming concepts at school level creates
IT career awareness and influences a scholar’s career choice. IT graduates entering the
IT industry were generally not familiar with IT career paths, IT job descriptions and
career opportunities [10]. Women are approximately 2.5 times more likely to leave their
career in IT than men. The factors that affect a woman IT professional remaining in the
IT industry, called job embeddedness, include work-life balance, self-efficacy and the
relationships women have with management and colleagues [11]. Women also prefer to
have a flexible work schedule to manage both family and job responsibilities.

This paper will explore the various reasons for the low participation of women in the
IT industry in South Africa. The study aims to identify the factors that have contributed
to South Africanwomen’s IT career choices and the factors that influence them to remain
in the IT industry. The layout of the paper is as follows: in the literature, the intrinsic and
extrinsic factors that influence women to choose an IT career are discussed in Sect. 2.
The research problem, research question and the Women in IT survey are discussed
in Sect. 3. The Women in IT survey results are presented in Sect. 4. Conclusions and
recommendations, relevant to young women wanting to choose a career in IT and future
work are presented in Sect. 5.

2 Literature Review

The IT industry is a broad professional field of study and is concerned with designing,
developing, implementing and maintaining computer software and hardware [12]. The
under-representation of women in the IT sector is a global challenge, which occurs
in developed and developing nations [3, 8]. In the United States, the IT workforce is
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comprised of only 26% females as active participants [8], while in South Africa the
number of woman professionals participating in IT is less than 20% [13]. Less than 15%
of females are in leadership positions in the IT industry in South Africa [7].

IT is part of the universally significant STEM subjects (Science, Technology, Engi-
neering and Mathematics) that are critical for modern society and have formally been
largely male dominated. The previously male dominated fields such as the field of
Medicine, Engineering and Science have been able to successfully change the demo-
graphics and increase the participation of females, due to their early career education,
focused training methods and research strategies that are designed to attract female par-
ticipants to the profession. However, this trend has not been similar in the IT industry
[14].

A number of programmes now encourage girls andminorities to embrace technology
at a young age and pursue a career in IT. However, qualified women in the IT industry
are leaving the industry because they experience a “hostile” male culture, a sense of
isolation and lack of a clear career path [15].

A number of specific factors influence a female scholar’s career decisions. Numerous
intrinsic and extrinsic factors affect a woman’s career choice and the progression and
retentionwithin a field. A young person’s intrinsic and extrinsicmotivation, self-efficacy,
culture, previous exposure to technology and specific programming, are all strongly
correlated with the decision to pursue a career in IT [9]. The following intrinsic and
extrinsic factors affect women’s IT career choices and their decision to remain in the IT
profession.

2.1 Intrinsic Factors

Personality Traits
Self-confidence plays an important part in women’s participation in IT, affecting their
entry and departure [16]. Career path choices are based on an individual’s sense of self-
confidence in the career subject and on the individual’s perception of future success in
the chosen field [16]. An individual’s personality traits, specifically self-confidence are
key qualities as they affect career choice and determine whether an individual succeeds
at work [17].

Self-efficacy
Self-efficacy is considered to be themost important factor in career choice [18]. Perceived
self-efficacy is defined by Bandura [19] as a person’s beliefs about their capabilities to
produce designated levels of performance, which exercise influence over events that
affect their lives. A person’s self-efficacy determines how they feel, think, motivate
themselves and behave. Self-efficacy has had a greater influence on male students in
deciding whether to choose IT majors than females [12].

Skills and Aptitudes
Career choices are made by young people during their early secondary school career
[6]. IT is a field that requires problem solving, critical and analytical thinking, which
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are key skills required to succeed [13]. These skills are not gender specific and hence
the lack of confidence by females in technical ability is an incorrect perception.

Negative self-perception has made females less inclined to perceive themselves as
excellent in the technical environment [12]. This is driven by their own internal personal
limitations based on lack of confidence using computers and new technologies and
additionally on societal perceptions. These are norms that everyone grows upwith,which
seek to channel females to people-oriented careers rather than the technical environment.

2.2 Extrinsic Factors

Environment During School Years
The choice of a future career, especially of the unusual career choices is achieved by
rousing the interest of scholars, while they are in their early schooling years, between
the ages of eleven and seventeen [20]. Teaching and training methods that capture the
interest and inform of the content of the IT field can lead to increased positive perceptions
from peers and scholars alike. In females, the interest is often captured in earlier classes,
but the interest in IT reduces as the female scholars grow older [6].

Scholarsmake career choices during their early secondary school career [6]. The high
school era is a critical time where students are guided by their family, teachers, career
counsellors and those role models most influential to them to choose school subjects
that later direct them to future fields of study and career [9]. Alshahrani, Ross andWood
[21] found that the impact of pre-university school education appeared to be of limited
significance for females choosing to study IT. However, exposure to problem solving,
programming, online self-learning and internships were important positive influences.
Sources of information and the impact of relatives, teachers and IT role-models have
been highlighted as important career choice influencers [13]. A young person’s intrinsic
and extrinsic motivation, self-efficacy, previous exposure to technology and specific
programming are all strongly correlated with the decision to pursue a career in IT [9].

Post-school Environment
The gender gap amongst students choosing to study STEM subjects at university has
received considerable attention in recent years and specifically females choosing a career
in Computer Science [21]. In countries such as Scotland, females make up only 16%
of students studying CS at university [21]. The perceptions of CS and IS graduates,
post-graduates and Alumni and their opinion regarding the decision to work in industry
or complete post-graduate studies were evaluated by Calitz et al. [22]. The results of the
study indicated that 3rd year CS and IS students were generally advised to complete at
least a 4-year IT degree or Honour’s degree. The decision to start working in industry
or to continue with a CS or IS Masters’ degree or a MBA qualification, depended on the
individual’s career plan, to either stay in a technical environment, academia or to move
into industry and possible managerial positions.
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Family View of IT
Historically, some jobs have been linked to certain genders and technical jobs were
reserved for males, while administrative jobs were reserved for women. Other pro-
fessional fields of study, which were previously male dominated, such as the field of
medicine, enjoy societal prestige. This has enabled them to receive favourable sup-
port from the general population and family structures, which culturally did not support
female involvement in these careers [13]. Culture does play a significant role in IT career
decisions for different ethnic groups in South Africa and research findings indicate that
the factor culture plays an important role when women in South Africa, specifically
African, Coloured and Indian women, make IT career choices as well as when they
decide to remain in an IT career [13].

2.3 IT as a Career

While women live in modern times, the traditional family structure has not changed.
Women continue to be the primary care givers of families. Pretorius and De Villiers [23]
observed that women battle to balance a demanding IT job whilst still being heavily
involved at home. Fifty percent of women prepare meals at home compared to 9% of
males, 51% of women attend a sick child compared to 9% of males and house cleaning
is done by 45% of women and 5% of men. These statistics reveal that women have
demanding roles at home [23]. They thus have less free time than their male colleagues
as they have demanding home activities to attend to while balancing work, family and
social activities.

Family influence is the reason for the high volume of females participating in the IT
field in Mauritius as the family and national culture encourage females to view IT as a
potentially viable career [24]. Over 50% of Computer Science enrolments are women.
This is a similar situation in the Indian society where the family structure supports the
idea of women actively choosing the IT field as a career of choice.

Career Demands
Seventy-four percent of women working in IT, report that they “love the work”, however
56% of women leave their science and technology jobs mid-career [8]. However, few
women choose a career in IT in South Africa [10]. These low female participation
statistics present a similar picture to the recorded numbers of global female participation
in technology. Muro and Gabriel [7] noted that in 2012, women only accounted for 30%
of operational technicians and 15% of managers in technical positions.

Family Demands
Women who actively participate by bringing their skills into the IT industry, find it nec-
essary to take a break from the job environment during childbearing years. This natural
passage causes a momentary pause in a woman’s IT career, resulting in a disruption
of career growth plans. As the industry moves at a fast pace, this pause ends up being
the reason females leave the profession as they experience the stress of re-joining and
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catching up when they resume the profession and often have to catch up and learn new
systems [18].

Gender Bias
Gender bias is a preference or prejudice toward one gender over the other. The uncon-
scious bias assumes that men are more closely associated with work and women are
associated with family. The legality of gender bias is an area of huge contention with
regard to pay equity between the sexes [25]. Historically in many countries, men make
more money in a career than women, even if they hold the same job. While the disparity
has dwindled since the mid-20th century, it still exists in most areas to some degree.
The gender stereotypes of personal qualities and the blanket approach of norms for
women as to ‘what should’ compared to ‘what are’ female behaviours, have resulted in
individuals behaving in ways consistent to general gender perception and thus these set
back the global advancement strides made by females in venturing into male dominated
professions [14].

Male/Female Perceptions of Women in IT
As a male dominated field, the professional networks are skewed towards the needs
of males. Networking is important for growth opportunities, skills sharing and build-
ing relationships, however the chances remain few for females to be involved in these
networks as they are at times informal networks. The timing of these interactive ses-
sions can be deterring as they are often after working time and thereby clash with other
demanding family responsibilities forwomen [26]. Joining industry specific professional
bodies assists women to have an equal footing in professional environment conversa-
tions and these associations bring a sense of belonging and connectedness to their male
counterparts [26, 27].

2.4 Conceptual Model

Based on the literature discussed, an in-depth investigation was conducted to deter-
mine the factors that affect women’s choice of an IT career and the reasons for women
remaining in the IT industry. The identified independent factors included both intrinsic
and extrinsic factors, as indicated in the proposed conceptual model (Fig. 1). The three
dependent factors (DF) identified were:

1. Women choosing an IT career;
2. Women remaining in an IT career; and
3. Successful women in an IT career.

The three dependent factors were identified from previous research, specifically a
study conducted by Rogers [3] where it was suggested that the recruitment, professional
development and retention of women in the IT industry be investigated. The inclusion
of the three dependent factors, specifically Successful women in the IT industry is based
on previous research [8, 11]. The independent factors (IF) are intrinsic personality traits,
skills and aptitude and management of an IT career. Extrinsic factors are environment
during school years, the post-school environment, cultural and other societal attitudes
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regarding IT careers, cultural and societal attitudes regarding family, career demands,
family demands, gender bias and male and female perceptions of women in IT.

Fig. 1. Conceptual model

3 Research Design

The study followed a positivistic research philosophy and the approach was deductive,
exploratory and quantitative. A systematic literature review was conducted and an initial
questionnaire developed and evaluated in a pilot study. A main survey was then con-
ducted amongst South African woman in the IT industry to assess the relations between
eleven independent factors and three dependent factors. The woman participants were
part of the membership database of the Institute of IT Professionals of South Africa
(IITPSA), Department of Computing Sciences Alumni at the Nelson Mandela Univer-
sity and selected businesses employing women IT professionals. There were a total of
71 responses received after three calls for participation.

Data were collected using a questionnaire incorporating both closed and open-ended
questions. The questionnaire was divided into two sections, consisting of demographic
information including age,marital status and educational qualifications,while the second
part of the questionnaire gathered data relating to items for each independent factor. A
5-point Likert scale was used, ranging from (1) Strongly disagree to (5) Strongly agree.
A pilot study was conducted amongst female IT professionals and lecturers to validate
the questionnaire. The online platform QuestionPro was used to collect the responses
and the NMU statistical consultant performed the statistical analysis using the Statistica
software. Descriptive statistics, ANOVA and Exploratory Factor Analysis (EFA) were
conducted. Ethics approval was obtained from the university Business School Ethics
Committee.
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4 Women in IT – Results

Sixty percent (n= 42) of the respondents were from the Eastern Cape Province, followed
by 29% (n = 20) from the Gauteng province (Table 1). A small number of respondents
were from the other provinces in South Africa. The respondents were mainly married
women (48%, n= 34) or single women (32%, n= 23). Forty-nine percent (n= 35) had
between 1 to 2 children with 45% (n = 32) having no children and four respondents
having 3–4 children. The age group of the respondents were 32% (n = 23) between the
ages of 21 to 29 years, 32% (n = 23) between the ages of 30 to 39 and 35% (n = 25)
between 40 to 59 years (Table 1).

The ethnicity of the respondents were 49% (n = 34) White women, 29% (n = 20)
African women and a small number of Coloured and Indian women. The majority of the
respondents had a degree or a post-graduate degree and 64% (n= 37) had a graduate or
post-graduate IT degree (Table 1). The majority of the respondents had been working in
the IT industry for five to 20 plus years (71%, n= 50) and 29% (n= 21) had up to 4 years
work experience. The respondents’ current work position were entry or operational level
positions (23%, n = 16), followed by software developers (22%, n = 15) with only one
respondent being self-employed and one in executive management.

Table 1. Demographic variables (n = 71)

4.1 Measurement Items

In this study, for reporting purposes, the Likert scales were combined for “Strongly
disagree” with “Disagree”, and “Agree” with “Strongly agree”. The factors after the
EFA (Table 2), with mean scores the respondents strongly agreed with were Personality
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traits (µ= 4.12, s.d.= 0.68), Confidence (µ= 4.67, s.d.= 0.41), Conflict Management
(µ = 4.22, s.d. = 0.61), Family and Societal Encouragement (µ = 4.03, s.d. = 0.95),
Perceptions of female colleagues (µ = 4.08, s.d. = 0.64) and Successful women in an
IT career (µ = 4.39, s.d. = 0.55).

4.2 Exploratory Factor Analysis

The factors identified in the literature (Fig. 1) and the factors identified by the EFA are
presented in Table 2. The minimum factor loading deemed significant was 0,645 (n =
71). Table 2 illustrates the Eigenvalues and the percentage of each factor that can be
explained by a single factor. The Cronbach’s alpha values (Table 2) were all above 0.6
and 13 of the 21 factors recorded Excellent reliability and the remaining factors had
Good or Acceptable reliability.

Table 2. Exploratory factor analysis (n = 71)
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4.3 Pearson’s Correlations

The correlations are statistically significant at 0.05 level for n ranging from 55 to 71 if
|r|>= rcrit ranging from .234 to .266 and both statistically and practically significant if
|r|>= .300 [28]. The factors Personality traits (r= 0.342), Confidence (r= 0.266) and
Tertiary education (r = 0.352) correlated positively with the dependent factor, Women
choosing an IT career (Table 3). The factors Personality traits (r = 0.342), Cultural
expectations (r = 0.427), Work-life balance (r = 0.483), Family demands (r = 0.487),
Perceptions of female colleagues (r = 0.385) and Perceptions of male colleagues (r =
0.525), correlated positively with the dependent factor,Women remaining in an IT career
(Table 3). However,Gender Bias (r=−0.479) andManagement of Career (r=−0.250)
negatively correlated with the dependent factor,Women remaining in an IT career.

Table 3. Pearson’s correlations (n = 71)

The factors that correlated with the dependent factor, Successful women in an IT
career were Confidence (r= 0.373), Tertiary Education (r= 0.286), Family and societal
discouragement (r = 348), Work-Life balance (r = 0.385), Family demands (r = 242),
Perceptions from female colleagues (r= 0.299) and Management of career (r= 0.299).

4.4 Key Findings and Recommendations

The findings of the study indicated the importance of a tertiary education (µ = 3.87, n
= 71, t = 4.34, d.f. = 70, p < .0005) as it prepared women for the IT job environment.
Over 69% believed that tertiary education prepared them for their career in IT and 82%
believed that they had studied the correct qualification. These results indicate that tertiary
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education is a key tool to helpwomenunderstand the ITenvironment andprepareswomen
for the actual IT job environment.

The findings of the study indicate the importance of Personality traits (µ = 4.21,
n = 71, t = 9.97, d.f. = 70, p < .0005), high levels of confidence (µ = 4.67, n = 70,
t = 26.07, d.f. = 69, p < .0005) and conflict management skills (µ = 4.22, n = 70, t
= 11.18, d.f. = 69, p < .0005). Thus, nurturing confidence in young women from an
early age can lead to more women opting for a career in IT as they will equally have the
confidence in their abilities, which is a catalyst for women to opt for a career in IT.

The recommendations are aimed at improving the number of women who opt for
and remain in an IT career. The following are the suggested recommendations from the
study:

• Family members and teachers need to be made aware of IT careers and the benefits for
women working in the IT industry. DuBow [8] further recommend creating awareness
through educational materials;

• Access to new technologies and programming exposure at school level can assist with
creating interest in females at a young age;

• The lack of knowledge of IT careers by students needs to be addressed at university
level, specifically making use of educational materials [8];

• Traditional responsibilities of women have not changed. Women have dual roles at
home and at work, which at times leads to career sacrifices andmaintaining awork-life
balance;

• Flexible work hours and remote work environments can assist with managing the
demands of an IT career for women. This has specifically been observed during the
COVID-19 pandemic period where people were required to work from home; and

• Lack of networking opportunities, role models and women in IT management posi-
tions result in one sided viewpoints and limited growth opportunities. Increasing the
number of channelswherebywomen in IT can interact, introducing formalmentorship
programmes and creating affirmative opportunities will increase the participation of
women in IT [3; 11].

5 Conclusions and Future Research

Currently less than 20%of the 10000+ registered IITPSAmembers in the SouthAfrican
IT industry are female and only 15% of the females are in leadership positions [3,
13]. A number of factors influence young women’s career decisions, including intrinsic
and extrinsic motivation, previous exposure to technology and the impact of relatives,
teachers and IT role-models [9]. The results from this study support the findings of
Alshahrani et al. [21], who highlighted that the results of their study could be used to
help present a more positive view of a CS education and an IT career to school children,
their families and teachers.

The respondents in this study indicated that the factors influencing their IT career
choice were self-efficacy, exposure to IT, sources of advice, financial expectations and
the gender gap. The factors that influence women choosing an IT career included self-
confidence, which relates to self-efficacy, obtaining a tertiary education and ignoring
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gender bias (r = −237). Work-life balance, managing family demands and ignoring
gender bias (r=−0.479) were the factors affecting women to remain in the IT industry
[8].

The findings of the study indicate that successful women in IT require an appropriate
qualification (75%), they havework-life balance (61%), they overcome cultural prejudice
(43%), they receive family support (54%) and they constantly keep ahead of change in
the IT field and remain up to date with new technologies (90%). The EFA included items
highlighting that womenmust consider a career in IT, that there are different career paths
for women in IT, they have a rewarding career in IT and that their IT career makes a
positive contribution [8]. The factors that correlated with Women remaining in an IT
career were Personality Traits (r = 0.291), Cultural expectations (r = 0.427), Work-life
balance (r = 0.483), Perceptions of female colleagues (r = 0.385) and Male colleagues
(r = 0.525).

The lack of prominent female IT role models influences societal views on the pro-
fession. The contribution of the study is a model (Fig. 1) indicating the factors that affect
women working in IT career choices and for them to remain in the IT industry. The
EFA provided the factors and items to be included in a questionnaire that can be used
for future research. The limitations of this study are that the study was conducted only
in South Africa and with a small sample of IT professionals, thus future research can
replicate the study with a larger sample.
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Abstract. Recent advances in digital technologies have influenced the public sec-
tor but limited papers have been applied to assess the effectiveness of Information
Systems (IS) in the public sector.Many e-government projects have been devalued
because they were designed incorrectly, and effectively transfer existing bureau-
cracy to the digital world. Therefore, recognizing the efficacy of e-government
systems, as well as the factors affecting the performance of employees in the pub-
lic sector, clarifies an emergent field of inquiry to bridge the gaps in literature and
tackle future study. The purpose of this article is to explore the factors affecting the
IRIDA’s success in e-government. Data was collected by 498 users in the Greek
public sector. The findings show that the perceived ease of use and the perceived
usefulness seem to be the factors with the most significant loadings. This paper is
useful for professionals who design these systems to improve their effectiveness
and to carefully consider these variables in the design and usage of IS in the public
sector.

Keywords: Digital transformation · Strategy · Information systems success ·
IRIDA system

1 Introduction

Digital technology and Information Systems (IS) improvements have had a substantial
impact on a variety of businesses and the public sector recently. Individuals, businesses,
and all public agencies benefit from information technology (IT) and information systems
(IS), which provide quick and secure access to all resources from a single point of access
[11, 26].Developing IS in government is part of a larger transformation cyclewhich helps
the government be safer, more reliable, and more productive to people and businesses
[4, 6, 15, 19–21].

Previous researchers have used existing IT/IS-related models to help businesses
develop effective IS.A fewof thesemodels are theTechnologyAcceptanceModel (TAM)
[8], the Theory of Planned Behavior (TPB) [1], and the Unified Theory of Acceptance
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and Use of Technology (UTAUT) [31]. For IT/IS implementation to be a success, it is
important to think about the factors that affect how people use IS and how they act.
Evaluation models were made to look at what users need and how factors and aspects
affect system growth in order to make people more satisfied and accept the system
[14, 16–18]. DeLone and McLean’s model of IS success (1992) [9] is one of the most
commonly used models to explain how IS work. This model has been used in many
studies in different countries [32]. Even though IS researchers have focused a great
deal of attention on the IS success model, only a small number of papers have been
applied to evaluate the effectiveness of IS in the public sector. E-government systems
are effective, and factors that affect the productivity of public infrastructure workers are
also important. This shows that there is a new field of study that can fill in gaps in the
existing literature and help with future research.

Recent studies in the area of e-government have focused on public satisfaction as
the end users. There have only been a few studies done about how internal users accept
the new system. Furthermore, current IT success models place a strong emphasis on
system-centric assessment as well as management structure and framework. Users’-
centric assessments of IS in the public sector have not yet been addressed by academics.
To develop a successful information system in e-government, it is necessary to accom-
plish a level of performance that mainly satisfiesmost internal users [24, 28]. People who
study and work in e-government have taken note of the findings, which have led them
to start looking into how digital technologies affect people and businesses in the public
sector [23, 29]. Even though these topics have made a lot of progress in the literature on
public management, there are still no studies that show how digital technologies affect
public sector performance, and how IS affect staff’s actions when they use e-government
systems.

The effectiveness of e-government projects in Greece is hampered by a lack of know-
how, reduced funding (especially in the decade of crisis), and a lack of sound policy
initiatives and decisions [20, 30]. Many e-government projects were devalued in their
infancy because theyweremisdesigned, effectively transferring the existing bureaucracy
to the digital world. In addition, the cumbersome public sector in terms of organizational
change has been a deterrent to any attempt to introduce innovation. Finally, the lack of
political will and, primarily, financial and business interests “worked” for any digital
venture to fail [12, 21]. Therefore, in recent years, highly costly investments were made
in hardware and software. Every e-government project was not effective, implemented
by the private sector for the state, without strategic planning, without the participation
of specialized executives in the conception and implementation of the projects of the
public, with only the big companies in the field of digital technologies winning, and
finally losing the Greek society, which still had minimal and insufficient digital services.
Simultaneously, the rest of Europe’s citizens reaped the benefits of digital transformation
in public administration [6, 27].

The above findings help us understand the magnitude of the frustration over what has
not been done so far and indicate the need for immediate action to implement innovative
projects, which will provide a comforting impression on the contact of citizens and
businesses with the public sector. It is therefore critical that our country’s public sector
move even faster, but primarily more significantly, in the direction of the systematic use
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of digital technologies to reclaim the lost ground in the effort of digital transformation
[15, 19].

This paper explores the factors that impact the IRIDA’s success in e-government.
IRIDA is a new, more efficient, faster, safer and more transparent electronic document
management systemwhich is used in theMinistry of Interior for the central management
and handling of documents. Data was collected by 498 users in the Greek public sector.

That paper’s structure is as follows. Section 2 includes the theoretical background on
satisfaction in e-government. Section 3 explains the methodology, while Sect. 4 presents
the findings. Section 5 discusses the outcomes and presents limitations and avenues for
future researchers.

2 Theoretical Background

The introduction of IT and computer technology into public administration brought
new administrative practices and led to what is now called e-government. E-government
strengthens transparency, efficiency and public accessibility and is increasingly acknowl-
edged as a central pillar to facilitating the transformation of public governance [24]. IT,
moreover, has transformed government; it provides new opportunities for delivering bet-
ter, more reliable and competitive services to people and businesses and its acceptance
by employees and citizens is a top priority for governors. Therefore, the development
of a theoretical model for the acceptance of digital technology in the public sector, such
as that proposed by Sang et al. (2009) [25], is particularly useful for developing future
political and strategic decisions to enhance the usage of such services.

Much of the literature focuses on users’ satisfactionwith the development of services
in e-government, as the success of such initiatives depends largely on the percentage
of their use [24]. User acceptance is expressed mainly through the TAM. It is applied
to understand individuals’ attitudes towards the use of technology, which can lead to
further acceptance and adoption. That is to say, the attitude formed by TAM represents
the attitude formed towards the use of technology. It is determined as one of the earliest
and most commonly accepted research approaches; it is a dominant model in the field of
technology and in the use of IS, alongwith the theory of IS success suggested byDeLone
and McLean [9]. According to the TAM model, the important aspects that impact on
the adoption and usage of digital technologies are perceived ease of use and perceived
usefulness, with Davis (1989) [8] being its main exponent. According to Davis, the
model can be used to investigate the frequency at which users use a specific technology,
the characteristics of the system, and the reasons users ultimately accept or reject it.
In conducting a research on users of two information systems in a Canadian company
and evaluating the variables used in the initial research, Davis said that both perceived
usefulness and ease of use are strongly associated with self-reported system indicators;
and, therefore, the final degree of adoption and frequency of use of a system by its end
users depends directly on what motivates each user.

Weerakkody et al. (2016) [33] attempt to fill a research gap by exploring the signif-
icance of users’ trust in the efficiency of a system and its information in the UK, and to
what extent cost affects satisfaction. The five dimensions highlighted in their paper have
significantly affect users’ satisfaction with services in the public sector. According to



210 K. Ioannou et al.

Anwer et al. (2016) [5], a thorough evaluation of these serviceswill help to highlight their
strengths and weaknesses, identify their new guidelines and compare their organization
locally, nationally and internationally. For this reason, they are proceedingwith an analy-
sis and assessment of the current state of Afghanistan’s e-government services, through
a combination of evaluation approaches. Sachan et al. (2018) [24] investigate users’
satisfaction of e-government services and therefore suggest a model, incorporating the
TAM into the process. This research can help app developers to gain an idea of the needs
of users in order to enhance the design and implementation of these systems. According
to Wirtz et al. (2016) [34], the key difficulty for local e-government portals is to define
the most important dimensions affecting user satisfaction. For this reason, they develop
a model to satisfy the users of such gates, using mixed methods. Also, the research of
Danila et al. (2014) [7] explores user intentions and the usage of e-government services;
it presents amodel that combines the TAM, the designed behavior theory and theDeLone
and McLean success model, to explore the dimensions affecting the purpose and the use
of such services. Skordoulis et al. (2017) [27] study the TAXIS information system and
examine the satisfaction of users with its use, using a multi-criteria methodology. Wang
et al. (2008) [32] develop and validate a success model of e-government systems, based
on the revised DeLone and McLean success model, that records the multidimensional
and interdependent nature of these systems. The main aim of Horan et al. (2006)’s work
[13] is to create a means for the success of e-government, as shown by the users of such
e-services. Regardless of whether their model will be used in the future, they point out
that as these services are more widespread, it is necessary to understand the manner
in which they are perceived by the taxpayer. The research of Athmay et al. (2016) [2]
was implemented to examine the dimensions affecting the acceptance of e-government
services in the United Arab Emirates, considering the end-user. They are interested in
knowing the significance of satisfied users and the effect they have on user intention for
these services.

However, system developers are also considered employees, since they are primarily
called upon to use the new applications either voluntarily or out of compulsion. Dukic
et al. (2017) [10] examine the level of computer skills of staff in the public sector and the
degree to which they uphold e-government. Using a questionnaire from Croatian central
government officials, they concluded that the official felt they were very specialized and
did not resist the change. It is considered that some improvements in e-services need to
be made. Stefanovic et al. (2016) [28] also explore the success of such systems from the
angle of employees. The findings verify the validity of the DeLone and McLean model
in e-government. Floropoulos et al. (2010) [12] investigate the TAXIS system using
employees in Public Financial Services. This is interesting since this system is applied
in a country with a strong taxation system that is mandatory. Terpsiadou et al. (2009)
[30], in their study, concluded that most users are generally satisfied with the features
of the system. Al-Busaidy et al. (2009) [3] carried out a survey of civil servants from
three e-government-related ministries. It is revealed in the survey that there is a strong
link between the following factors: efficiency, accessibility, availability and trust.

Wang and Liao (2008) [32] using the DeLone’s and McLean’s (2003) [9] IS success
model investigated the effect of the quality of information, the quality of service, the
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quality of system on users’ satisfaction for e-government technologies. The results con-
clude that authorities in the public sector should develop IS which will execute accurate
and useful information and a user-friendly system for users to accept. Additionally, the
findings of their study highlighted that quality of information has a greater impact on
user satisfaction and perceived net benefit than quality of service and system. Therefore,
managers in the public sector will concentrate on executing up-to-date and accurate
information. Many scholars explored the effect of the quality of information, the quality
of the service, and the quality of the system on the employees’ satisfaction who used
municipal e-government systems [28, 29]. The findings of these studies concluded that
the quality of service and the technical quality are increasing the satisfaction of staff.
Employees have therefore the intention to use systems with a high degree of usability,
user-friendliness, and ease of use. User satisfaction is a significant factor for the ben-
efits of local government workers, such as increased efficiency, work performance and
effectiveness [28, 29].

In e-government in particular, scholars have measured user satisfaction which adapt
three factors: information quality, service quality and system quality. The first factor
tests the content of IS containing variables such as precision, currency, timeliness of
performance, reliability, completeness, mindfulness, ease of use and adequate amount
of information. Level of service quality allows workers in the public sector to carry out
their day-to-day work activities. Therefore, factors such as information production, the
user-friendly interface, systemcompatibility and technical staff skills are essential to help
users. The third aspect pertains to IS production efficiency. Quality of service involves
variables such as information completeness, precision, format, currency, importance,
timeliness, accuracy, validity, usability, and conciseness to calculate the user satisfaction
impact on this aspect. IS users in the public sector indicated that the quality of system
and service has a direct but not high and positive impact on users’ satisfaction. Their
expectations are focused on the quality of information, perceived ease of use and the
interface of the system because the main goal is the improvement of their work. Users
require timely information by accessing data in real-time; correct information, fewer
incorrect data entries and more consistent data entry across users over time.

3 Methodology

To evaluate the IRIDA’s success, a questionnaire was developed. The questionnaire was
distributed to 3500 users of the system and 498 completed it. The proposed questionnaire
is based on previous research and incorporates the twomain research trends derived from
the literature about technology acceptance [8, 9, 23, 24, 28] and specifically on both the
DeLone and McLean success model for IS and Davis’ TAM. Such a combination model
helps to identify the degree to which a specific system fulfills its demands and proves its
value, through the visual gaze of its immediate recipients, its users. Moreover, the use
of variables in both models allows for a more comprehensive view of the application
of such information systems, as it incorporates both objective and subjective elements
of their definition. Applying the DeLone and McLean model, the key variables for
evaluating an information system are system quality, information quality, and service
quality. Respectively, the variables of perceived ease of use and perceived utility by
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the TAM are used. All of the above variables are key to evaluating technical success,
semantic success, and application effectiveness and have a direct causal relationshipwith
satisfaction [23, 24, 28]. A 5-point Likert-scalewas used tomeasure these variables. Data
analysis was implemented using Factor Analysis.

4 Results

The internal consistency, calculated via Cronbach’s alpha, ranged from 0.959 to 0.970,
exceeding the minimally required 0.70 level [22]. Factor analysis was used to analyze
the detailed items of the questionnaire. Tables 1 and 2 present the principal component
analysis using the Maximum Likelihood Estimate and the extraction of factors with
Promax with Kaiser Normalization method. The factor loadings and cross loadings
provide support for convergent and discriminant validity.

Table 1. Factor loadings.

Factors Items Loadings

Information quality Accuracy of information (IQ1) 0.823

Relevance of information (IQ2) 0.841

Compliance with the information classification/indexing
(IQ4)

0.874

Update of the screens on time (IQ5) 0.819

Transaction without reaching useless information (IQ6) 0.850

Making the work easier of provided info (IQ7) 0.863

Reliability of information (IQ8) 0.844

Usefulness of information (IQ9) 0.822

Accessibility information 7/24 (IQ10) 0.816

Coherence of the words/statement in the system (IQ11) 0.837

Appropriateness of information on the screens (IQ12) 0.789

System quality Accessibility to the system (SYQ1) 0.756

High speed access (SYQ2) 0.752

User-friendly design (SYQ3) 0.717

Accessibility to information (SYQ4) 0.703

Availability of the system (SYQ5) 0.796

Interoperability of the system (SYQ6) 0.733

Service quality The technical staff provided services quickly (SEQ1) 0.620

(continued)
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Table 1. (continued)

Factors Items Loadings

The call centers responded quickly (SEQ2) 0.634

Fast service of online support center (SEQ3) 0.618

Willingness of technical staff (SEQ4) 0.653

Capabilities of technical staff (SEQ5) 0.662

Secure transactions with the system (SEQ6) 0.687

Perceived ease of use Ease of learning (PEoU1) 0.912

Competence of system’s making work easier (PEoU2) 0.945

Ease of interaction with the system (PEoU3) 0.936

Capabilities needed to use the system (PEoU4) 0.977

Perceived usefulness Increment of work efficiency (PU1) 0.985

Perception of using system useful for users’ job (PU2) 0.924

The use of the system helps users complete their tasks faster
(PU3)

0.919

The use of the system increases users’ productivity at work
(PU4)

0.966

Perception of using system useful for themselves (PU5) 0.991

Satisfaction Satisfaction with information quality (SA1) 0.822

Satisfaction with system quality (SA2) 0.751

Satisfaction with service quality (SA3) 0.618

Satisfaction with perceived ease of use (SA4) 0.989

Satisfaction with perceived usefulness (SA5) 0.971

Table 2. Pattern matrix.

Factors

Information
quality

System
quality

Service
quality

Perceived
ease of use

Perceived
usefulness

Satisfaction

IQ1 0.823

IQ2 0.841

IQ3 0.836

IQ4 0.874

IQ5 0.819

(continued)
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Table 2. (continued)

Factors

Information
quality

System
quality

Service
quality

Perceived
ease of use

Perceived
usefulness

Satisfaction

IQ6 0.850

IQ7 0.863

IQ8 0.844

IQ9 0.822

IQ10 0.816

IQ11 0.837

IQ12 0.789

SYQ1 0.756

SYQ2 0.752

SYQ3 0.717

SYQ4 0.703

SYQ5 0.796

SYQ6 0.733

SEQ1 0.620

SEQ2 0.634

SEQ3 0.618

SEQ4 0.653

SEQ5 0.662

SEQ6 0.687

PEoU1 0.912

PEoU2 0.945

PEoU3 0.936

PEoU4 0.977

PU1 0.985

PU2 0.924

PU3 0.919

PU4 0.966

PU5 0.991

SA1 0.822

(continued)
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Table 2. (continued)

Factors

Information
quality

System
quality

Service
quality

Perceived
ease of use

Perceived
usefulness

Satisfaction

SA2 0.751

SA3 0.618

SA4 0.989

SA5 0.971

5 Discussion

This article explored the factors affecting the IRIDA’s success in e--government. The
transition of the state and its structures to the digital age is a goal for public administration.
We know that digital technologies, applied in government structures, offer a digital envi-
ronment that creates acceleration in decision-making and execution processes, relieving
staff and citizens from trivial and time-consuming processes of signing, handling, and
searching for documents, thus saving time and money, reducing their energy footprint
and ultimately providing high quality services to citizens.

The findings show that the perceived ease of use and the perceived usefulness seem
to be the factors with the most significant loadings. Confirmation of the significant effect
of the above factors can be easily explained when it comes to the users of the system.
This is because they are the ones who mainly enter the data in this electronic document
management system and therefore are particularly interested in having a system with
that will ultimately make it functional and useful for the exercise of their duties.

When comparing the findings of the current study with those of the authors of the
articles included in the literature review, it is important to note that the majority of their
findings are coincidental. Internal system users are more satisfied with their work if all
three factors of quality are good, but which one has a bigger impact on total satisfaction
depends on the research being looked at [23, 28, 29]. While surveys vary in their results,
most indicate that users believe that the system can assist them in performing their jobs
more effectively. Most surveys show that people are more likely to use and like IS if
they are easy to use and if they think they are useful [23, 24].

The use of the system essentially completely eliminates the printing of documents,
their printed circulation, their handwritten assignment and signature, and their time-
consuming archival and retrieval. A series of unnecessary and time-consuming proce-
dures are eliminated from the employee’s workload, increasing his effectiveness, trans-
parency in procedures, hierarchical control, and pivotal collaboration with public ser-
vices, and thus his overall administrative ability to respond with the pace, precision,
and versatility required to meet the operational requirements of a modern organizational
environment while realizing significant savings.
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6 Conclusion

There was a restriction on the number of people who have participated in the survey.
However, because the survey was only conducted at the Ministry of the Interior, the
sample size was small compared to most empirical studies that used the questionnaire
method. It has also not been possible to evaluate system performance at a more com-
prehensive level because there hasn’t been a more detailed analysis. More research is
needed to look at these factors in a representative sample of users across the country,
and any generalization of results should be done with care.

Future researchers could use behavioral IS usage models to better understand how
people use IS in a variety of settings (such as at the operational, tactical, and strategic
levels) where IS usage can be measured by the amount of time spent on the system.
The findings of the study show that people who use IS and suppliers of applications for
public IS pay a lot of attention to improving the efficiency and performance of these
systems. They also think about these things when they design and use IS. This paper
is also good for professionals because it helps them make those systems more effective
and think carefully about these things when they make and use IS. Due to the increasing
use of IT for the delivery of public services, a better understanding of such constructs is
required to enhance their acceptance.
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Abstract. Transparency is a crucial element in the judiciary to pro-
mote citizen confidence in courts and ensure fair case administration
by court staff. Therefore, digital transformation of courts is becoming a
mandatory step to increase transparency by providing a new opportunity
for court data to be open, visible, and accessible to the citizen. Digital
transformation of courts is initiated through digitizing court processes
and implementing e-court systems to enhance transparency, efficiency,
and effectiveness of court processes. The objective of this research is to
explore the role of e-court systems in fostering transparency in justice
administration by delving into the e-court system of the Sulaymaniyah
Appellate Court in the Kurdistan Region of Iraq (KRI) as a case study.
The analysis was based on the mixed method of both quantitative and
qualitative approaches, with a triangulation of multiple data sources
including surveys, expert interviews, observations, and document anal-
ysis. The results show that implementing an e-court system enhances
transparency in the court processes and results in a more efficient and
effective court system with improved justice delivery to the public.

Keywords: e-Court · Digital transformation · ICT · Transparency ·
Kurdistan Region · Iraq

1 Introduction

The concept of transparency is considered one of the key foundations for build-
ing citizens’ trust in governments [5,9,10,16]. Transparency is referred to as the
availability of public data to citizens and engaging them in the decision-making
processes to promote democracy and good governance [16]. “Transparency is
experienced when citizens’ desire for such knowledge is met easily on their terms
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in respect to format, time, location, and level of aggregation, and at an affordable
cost” [16], and this transparency can be achieved through the digital transfor-
mation of governments. Globally [9,10], governments are increasingly integrat-
ing information and communication technologies (ICT) into their processes and
shifting towards the implementation of e-government [11,23], aiming to enhance
the transparency of government processes. ICT tools tend to positively affect
government service delivery processes in terms of increasing transparency in
public sector management, and the reduction of the level of corruption [5], as
“the digital platform establishes a high benchmark for transparency and account-
ability” [14]. In the same vein, they increase trust in ICT as a means to solve
governmental tasks and trust in the government as a reliable party. As part of
the e-government realm, Judiciaries are also engaged in the flow of digital trans-
formation to deliver better justice services to the citizen. Transparency in courts
is essential to show the public how court proceedings apply the law and ensure
fair justice administration [13,19].

Relevant literature showed that the justice sector is investing in the implan-
tation of e-court systems to ensure transparency and enhance efficiency and
effectiveness of court processes [6,8,15,17–19,22,24–26,28,29,32,37]. However,
all the available research showed a marginal study. The concrete focus with a
systematic study on the impact of e-court systems on increasing transparency
remains a research gap to be filled. Therefore, this research aims to identify the
impact of justice digital transformation on fostering transparency through delv-
ing into the implementation of the e-court system in the Kurdistan Region of
Iraq (KRI) as a case study, as no previous studies have been conducted in this
area before.

The analysis is based on a mixed-method of both qualitative and quantitative
approaches. Results of this research aims to extend the body of knowledge and
literature for judiciaries and practitioners concerning the digital transformation
in the justice sector, academic researchers, and serve the decision-makers in the
Kurdistan regional government towards expanding the project to all other courts
in the KRI.

Section 2 presents literature views on the impact of digital transformation
on enhancing transparency. Section 3 provides an overview of the case of the e-
court system in the Sulaymaniyah Appellate Court in the KRI. Section 4 includes
detailed information on the research design, data collection, and analysis phase.
Then, Sect. 5 presents the result of the analysis and discusses them. Finally,
Sect. 6 delivers concluding remarks with research limitations and future direc-
tion.

2 Relevant Studies

The United Nations survey of 2018 emphasizes the importance of trust between
government and citizens that can be achieved through principles of “trans-
parency, inclusion, and collaboration” [9]. Transparency is considered a crit-
ical key to gaining citizens’ trust in government [16]. Recent studies show
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that transparency can be achieved in government processes by utilizing tech-
nological tools in the government service delivery processes and adopting e-
government [9,10,16].

Delivering government services in electronic format offers a new way for cit-
izens to access data and processes easily and transparently. Hence, it positively
affects their trust in government and makes “government more trustworthy and
making the “right to know” a salient democratic value” [16]. The United Nations
survey of 2018 also considered ICT as important tool to enhance transparency
by providing a new opportunity for the citizen to access government data and
decisions and assess the quality of the processes, which provides an additional
resource for the government to engage citizens in policy-making. Moreover, the
survey also showed a noticeable shift of governments globally towards Open Gov-
ernment Data (OGD) to increase transparency and referred to as “government
information proactively disclosed and made available online for all to access,
without restriction” [9]. A further survey of the United Nations of 2020 showed
a vital role of ICT during the COVID-19 crisis that allowed keeping societies
connected while collecting and sharing health and safety information served gov-
ernments in making better and faster decisions depending on the analysis of
real-time data. Additionally, The survey revised 193 government portals that
have used different platforms to share health statuses and reports at a very high
level of transparency [10]. Additionally, this latest survey of 2020 outlined the
importance of (OGD) and a citizen-oriented approach to ensure greater trans-
parency in the e-government and increases citizen trust by engaging them in the
decision-making processes [10]. In broad terms, ICT and technological tools “can
be used for the creation of applications and software that increase transparency,
reduce corruption, streamline e-procurement, and improve overall governance
while minimizing the potential risks” [10].

Hence, within the same flow, judiciaries are integrating ICT tools in court
processes through the implementation of e-court systems to increase trans-
parency, ensure better justice delivery and allow the public to access data and
contents [19]. Lopucki outlined several benefits of transparency for the justice
sector, including “exposing and reducing corruption and impropriety, enhanc-
ing legislative control over the courts, apprising the public of the real rules by
which they are governed, enabling lawyers and parties to predict the outcomes
of their cases, providing a substantial new source of general knowledge, reducing
legal malpractice and increasing court-system efficiency” [19]. Furthermore, the
Transparency International report explicitly stated that “transparency in the
judiciary leads to increased efficiency and effectiveness and promotes confidence
in the judicial system and the fair administration of justice” [13]. Also, [28]
added that “transparency is assisting individuals in obtaining fair redress in the
courts.”

Concerning the importance of transparency for judiciaries, relevant studies
ensured that digitization of court processes gives possibility to increase trans-
parency and delivers better justice services to the citizen [28,33]. In the study
of assessing e-justice smartness and evaluation of public values for the justice
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domain, Lupo referred to transparency as a “fundamental value of justice” and
defined it as the accessibility to information and procedures in the digital justice
systems that can be achieved through the implementation of e-court systems [20].
Relevant studies have a common understanding that digital justice transforma-
tion leads to increased transparency in processing court cases. [21] introduced
an electronic notification system to increase the transparency in the notification
process of the court cases. Moreover, [6] explored a technology integration with
court systems and implementation of the new visualization tool to enhance the
transparency of court docket and processes. [22] considered an ICT integration
to courts as an innovation in managing court cases that tends to increase trans-
parency in the whole process. [32] viewed ICT as a significant key to improving
transparency and assisting courts in providing better services. [8] also consid-
ered ICT adoption as a potential tool towards openness in government data
and justice systems and enhancing transparency in the processes. [24] imple-
mented a remote monitoring system for judges to follow cases emphasized the
transparency improvement through the system, and they considered that lack of
transparency is a key for late case dispensation. [25] noted that technology inte-
gration into court processes increases the transparency of court processes which
is essential for courts and the public. [15] outlined the transparency enhancement
after implementing the electronic filing system. [26] considered that transparent
justice is a key to democracy, as transparent court information systems allow
accessibility of citizens to their data. In turn, this transparency in data and
processes increases their trust in government and justice systems. [18] added
that ICT has a critical role in improving transparency in the judicial institu-
tions to provide an opportunity for data accessibility of legal information. [17],
stated that through online court systems, data would be available to litigants,
which can increase transparency. [29] also appointed that the implementation
of electronic court systems improves the transparency of court processes. [37]
considered that transparency is one of the notable benefits of the implementa-
tion of decision support systems in the court systems, in addition to providing
transparent algorithms in the decision-making processes. And finally, [28] noted
that implementation of e-court systems increases transparency and fairness in
resolving public disputes.

Relevant studies presented marginal studies on the ICT integration with
court processes and transparency enhancement, while the current study presents
the role of the e-court system in increasing transparency of the court’s daily
processes with a systematic and in-depth study through the case of the e-court
system in the Sulaymaniyah Appellate Court in the KRI. There is no previous
studies have been conducted in this area before.

3 The Case of e-Court System in the KRI

Studies appointed that the initiatives of digital transformation in the KRI started
in 2014 with the implementation of the e-court system as a pilot project for
the Sulaymaniyah Appellate Court in the Sulaymaniyah city [1–4]. This project
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was implemented in 2014 in six stages (planning, system analysis/master plan,
prototyping, building infrastructure, piloting, and implementation) and launched
in 2016.

The system comprises integrated subsystems to provide smooth and efficient
communication and secure data exchange between different parties. The system
manages both civil and criminal cases. All the case management processes are
digitized through a central database with various functionalities to assist users in
performing all daily tasks. In addition to the courthouse users, the prosecution
office and police stations use the system for collaborative activities. At the same
time, citizens, lawyers, and outside agencies can also access it through a public
portal. Figure 1 shows the e-court system of the Sulaymaniyah Appellate Court.

Fig. 1. Sulaymaniyah appellate court system

4 Research Methodology

This study aims to investigate the role of implementing an e-court system in
fostering transparency in the court’s daily operations. This is through answering
the following research question:

Does the implementation of the e-court system foster transparency in court
processes?
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To answer the research question authors employed an exploratory case
study strategy with a mixed method of both qualitative and quantitative
approaches [35]. Combinations of qualitative and quantitative methods provide
a “richer and stronger array of evidence” [36].

The authors used a triangulation of multiple data sources such as surveys,
expert interviews, personal observations, and document analysis to strengthen
the result and get a more comprehensive picture of the context by providing
various perspectives on the subject.

For the quantitative survey, a questionnaire was designed for the system
users, and 66 responses were collected from different roles such as judge,
clerk, lawyer, prosecutor, judicial investigator, police officer, and typist who are
actively using the system daily. The authors considered this sample valid and
generalizable as the total population number of active users is 875; while calcu-
lating the margin of error % 12 and the confidence level of % 95 valid minimum
sample size would be N = 63.

For the qualitative data, the interview is a significant data source in case
study research [35,36] to provide more profound knowledge about the subject
from the people who are closely involved in the investigated case. Therefore,
the authors interviewed 30 end-users of different roles in the system where the
saturation is approached [7,27,31], and with a purposeful sampling technique
to focus on the quality of data and information-rich participants [7,27,30]. The
interview participants have been informed that the interviews will be anonymous,
and their identity will be confidential, they have been informed about the study,
its methodology, and procedures clearly and transparently.

Furthermore, both observation types, direct observation, and participant
observation [35] were conducted as a reliable source of data to provide an in-
depth understanding of the subject more closely [35]. Observation aimed at
observing the case workflow before and after implementation of the e-court sys-
tem to monitor areas of transparency improvements.

Finally, collected data from relevant studies on transparency and digital
transformation of courts provided a better understanding of the topic [35,36].

For the analysis phase, the authors used RQDA software for analyzing qual-
itative data and IBM SPSS Statistics software for quantitative data. Figure 2
shows the research methodology process.

5 Results and Discussion

Transparency is considered a core aspect of justice to ensure gaining citizen trust
in court processes and decisions [20,26]. In this regard, respondents assured the
importance of transparency for courts through various statements from Judges
in different courts, saying: “Transparency will prevent corruption in judiciaries”.
and “Transparency in courts and judicial systems is not only important, but it
is also obliged by the law”. Furthermore added by judges from civil courts with
stating:
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Fig. 2. Research methodology

“Transparency is very important in courts, specifically in civil courts hearings
are obliged to be held publicly and transparently, while for the criminal court
there are some situations which investigation process should be kept secret”. and
“Transparency is one of the key points in justice systems.” Several respondents
confirm the same point of view from criminal courts by saying: “Transparency
is important in every field, yet, is more important in courts.” and “Speaking
broadly, as transparency is increased, in turn, citizen trust is increased, and
suspicions are decreased side by side.”

As a consequence, judiciaries are approaching new technologies to achieve
transparency in courts through integrating different technological tools into court
processes and implementing e-court systems to ensure delivering better justice
services to the citizens [6,8,22,28,28,29,32,33]. The role of implementing e-court
systems in fostering transparency also confirmed by interviewees with number
of statements such as: “With the e-court system, we eliminate corruption and
foster transparency.” and “Transparency which is achieved through digitizing
court processes is very important”. Next response added: “Transparency can be
clearly seen in the e-court system. I can say that all system users can notice
this improvement in compression to the old conventional system.” And further
confirmation with another statement saying: “e-Court is more transparent and
fair, it provides better services to the public and finally, presents a justice without
corruption”.

Transparency is seen by many studies as openness of court data and providing
a new opportunity for case data, documents, and legal information to be visible
and accessible by participants [17,18,20,34]. The current e-court system allows
case details and documents to be visible by authorized related users who are
case participants to track the case statuses.

Interviewees outlined that the accessibility of case data in the current e-
court system has enhanced the court processes’ transparency by stating: “In our
system, all necessary data will be visible to participants according to their role
equally.” A further respondent said: “e-Court has improved transparency in a
way that case participants are allowed to access their cases from the public portal
and track the progress of their cases.”
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Furthermore, analysis of data showed that transparency in the current e-court
system is not only achieved through visibility and accessibility of data but also
transparency enhancement was tangibly seen in case distribution processes that
interviewees clearly outline by stating that: “The most important property in
the e-court system is systematic and transparent case distribution.” and “In the
system, transparency is implemented well, more specifically in case distribution”.
And the court president finally added that:

“The case distribution in all courts is now more transparent, systematic and
fair.” While there were many claims with the previous paper-based system case
allocation process due to unfair distribution and manual distribution processes
could leave room for lawyers to select the desired judge. The importance of
transparency in case distribution over judges is highlighted by [12]. This study
also confirms the significance of a transparent case allocation system in the e-
court system, which is already achieved in the implemented system. Now judge
selection is made automatically, systematically, and visible by lawyers and case
participants during the case registration process.

In general, increasing transparency by the current system is visible to all
court users, which is also confirmed by a statement from an interviewee by
saying: “Now, transparency is implemented by 95%”

Moreover, the results of quantitative data analysis of 66 responses of court
users showed that the system is now more transparent than a paper-based sys-
tem. One of the survey questions sought to know the participant’s opinions to
what extent they agree with the transparency enhancement with the current
e-court system. As shown in Fig. 3, the majority of the responses agreed that
transparency of court processes is now increased with the current e-court sys-
tem. In contrast, 21 responses strongly agreed that transparency is now clearly
noticeable in the system. Further, 11 participants from 66 stayed neutral and
preferred not to show their views on this aspect. However, only three disagreed,
and six strongly disagreed with the system’s transparency enhancement.

Another question in the survey was about rating the transparency in the
current e-court system by the participants. As can be seen from Fig. 4, major
responses of 22 participants rated the transparency of the processes in the system
as good, while further 19 considered it as very good. Another 17 participants
thought that the system’s transparency was acceptable, and only 4 participants
from 66 responses considered it a poor level, and the last 4 rated it as very poor.

Analysis of quantitative data supported the results from the qualitative data
and confirmed that the current e-court system had increased the transparency of
court processes. Notably, open question answers showed that almost all partic-
ipants agreed on the visible transparency enhancement in the case distribution
and case data visibility. At the same time, some other responses also added that
case statics is now more transparent and robust.
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Fig. 3. Participants view on transparency enhancement through the e-court system

Fig. 4. Participants rate on transparency enhancement through the e-court system

6 Conclusion

Transparency is considered one of the valuable aspects of the justice domain;
therefore, judiciaries are using technological tools to deliver more transparent
services to the citizen through the digitization of court processes and implemen-
tation of the e-court system. This study explored the role of the e-court system
in fostering transparency in the court case management processes through the
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case study of an e-court system from the Sulaymaniyah Appellate Court in
the KRI. Analysis was based on the mixed method of qualitative and quanti-
tative approaches with triangulation of multiple data sources such as surveys,
expert interviews, observation, and document analysis. Results revealed that
implementation of the e-court system has significantly increased transparency
in court processes due to making data open to litigants and case participants.
More particularly, transparency in the current system is noticeable through mak-
ing case data and documents visible and accessible, automatic case distribution
on judges, and case statistics. Further results confirmed that court users were
satisfied with the notable transparency enhancement in the current system.

The findings of if this research aims to practically serve the decision-makers
in the KRI to expand the solution in other courts from different cities and other
practitioners who are on the way to implement e-court system. Furthermore,
the study aims to theoretically expand the body of knowledge and literature
for academic researchers in the justice domain to provide a better overview of
justice digital transformation and how the implementation of the e-court systems
fosters transparency in courts.

This study’s limitations were mainly in the data collection phase due to the
lack of available literature on transparency for the justice domain in the KRI.
Furthermore, the late response of the participants to the survey and unavailabil-
ity of interviewees for the interviews have delayed data analysis phase. Future
research direction could be towards more detailed analysis to identify more areas
of the processes that transparency is increased and further study of the negative
views to understand factors and investigate how and why some respondents were
not mainly satisfied with the transparency in the system. A further interest of
the authors includes more validation and assessments with more scenarios and
targeting a wider population for interview and survey.
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Abstract. New approaches to innovation have emerged creating needs for new
explanatory models for discussing, understanding and implementing innovation,
among these employee-driven innovation. Employee-driven innovation appears
as a direction within innovation where the focus is on ordinary employees and
how these can contribute to innovation within already existing private and public
organizations. This form of innovation has especially been seen as appropriate in
relation to companies engaged in digital innovation, also formulated as employee-
driven digital innovation. Innovation in public organizations has recently received
more attention, but still appears to be under-researched inmany contexts compared
to private organizations. Not only have we received new approaches to innovation,
but we have also seen the emergence of new ways of organizing and managing
innovation. Hackathons have over time emerged and gained a role as a way to
facilitate innovation in many organizations, especially organizations related to
IT. Hackathons can therefore be perceived to have contributed to a movement
towards more open innovation processes, both internally, but also in relation to
the organizations’ stakeholders externally. In this conceptual paper wewill present
and discuss how hackathons can act as a facilitator to spur employee-driven digital
innovation in public organizations, and how we want to use hackathons as an
artifact in a design science research approach to study employee-driven digital
innovation in a public organization.

Keywords: Employee-driven innovation · Digital innovation · Hackathon ·
Public sector

1 Introduction

In a global society facing extensive and radical changes as a result of, among other
things, technological development and increased focus on sustainability, innovation is
increasingly being highlighted as the answer to the questions. Innovation is emphasized
by many, and in particular digital innovation, as a necessity in the pursuit of digital
transformation [1]. This increasing focus on innovation itself has not only influenced the
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organizations’ focus and priorities, but also paved the way for discussions related to how
to organize, facilitate, and manage innovation processes. For decades organizations have
relied heavily on closed approaches to innovation such as senior experts and research and
development units. The introduction of more open approaches to innovation in recent
times has led academics and practitioners to re-think how innovation is best organized
and facilitated [2]. The way that organizations choose to organize for innovation might
affect the outcomes achieved. There has been amovement towardsmore open approaches
like open innovation [3], user-driven innovation [4] and employee-driven innovation [5].
These new approaches have been mainly studied and applied in private organizations,
raising the question if they can be applied in public organizations. While innovation
is gaining increased focus in public organizations [6] the challenge remains on how to
support practitioners and managers to organize and facilitate innovation in the public
sector.

Hackathons, since their introduction in the early 1990s, have been seen as a design
process for working with idea development and innovation especially in software devel-
opment companies [7]. Through a strong focus on problem solving and prototyping [7],
hackathons have emerged as a solution that can bring out creativity and idea creation
through collaboration within and across organizations. In this way, hackathons have also
contributed to the movement towards more open innovation [8]. While the main focus
has been on running hackathons in private organizations, recently, hackathons in the pub-
lic sector have also received increased focus through the emergence of open innovation
approaches [9].

Based on this premise, we seek to examine how the process perspective, and the
structured approach to innovation that hackathons can bring to organizations, can be
compatible with the autonomous and non-structured approach that employee-driven
digital innovation is resting on. Our goal in this short paper is to discuss how hackathons
can act as a facilitator of employee-driven digital innovation, and what considerations
must be done before conducting it. If hackathons can be used to facilitate employee-
driven digital innovation, practitioners will have a completely new tool in their toolbox
when trying to facilitate and manage employee-driven digital innovation in public, and
private, organizations. Therefore, we propose the following research questions (RQ‘s).

RQ1: How hackathons act as a facilitator of employee-driven digital innovation in public
organizations and which benefits we gain from it?
RQ2:Which preconditions must be taken for hackathons to be a facilitator for employee-
driven digital innovation in public organizations?

This paper is structured in the following way, Sect. 2 presents related work to the
research field, Sect. 3 describes the proposed research method for the study and Sect. 4
briefly discusses expected results from the study.

2 Background

Employee-driven innovation emerged as a research stream in the 2000’s andput emphasis
on how organizations can utilize the creative practices in and around ordinary employees
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[5]. In this approach, there is a recognition that innovation can arise at the intersection
where knowledge of the organization’s products, services, processes and businessmodels
and customers’ needs meet. It is also a recognition that precisely this knowledge in
many contexts is possessed by ordinary employees. Employee-driven innovation as an
approach to innovation is a reaction to previous strong belief on top-down approaches
to innovation and the one-sided focus on organizing innovation through R&D’s [10].
Instead, employee-driven innovation has broughtwith it a bottom-up approach [5],where
the creativity and initiative of ordinary employees are main elements, and where deep
insight into customers’ needs has been central in the creation of innovation.

Fig. 1. Employee-driven digital innovation [13].

We draw on a recent systematic literature review [13] that developed a conceptual
model for structuring employee-driven digital innovation (Fig. 1). Employee-driven digi-
tal innovation describes amerge of innovation perspectives and characteristics stemming
from employee-driven innovation [5] and digital innovation [14]. Much of the research
in employee-driven digital innovation stems from information systems field and has
focused on how digital tools can be used to support and facilitate different parts of the
innovation processes, such as [11]. This has led to an excessive focus on solutions for
the fuzzy front end of the innovation process, and tools for ideation, such as [12]. To a
lesser extent, research has focused on how the context in which employee-driven digital
innovation takes place affects the outcomes of the innovation processes.

The concept of employee-driven digital innovation (Fig. 1) is defined as the process
of idea creation and realization related to digital products, services, processes or business
models by ordinary employees. The specific characteristics of digital information create
these opportunities, through that information easily can be stored, changed, transmitted
and tracked [14]. The conceptual model from [13] describes five activities that form the
core of employee-driven digital innovation. Generation and mobilization, where moti-
vation to create solutions and idea generation takes place; Advocacy and Screening,
where the ideas are evaluated and selected based on the organization’s context; Experi-
mentation, where experiment with possible digital solutions and technologies to enable
solutions take place; Commercialization, where the digital solutions are tried out on
actual customers or users and finally; Diffusion and Implementation, where finished
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digital products, services or processes are implemented or made available in the orga-
nization. This process is influenced and made possible by both internal factors in the
organization and external factors around the organization [13].

Hackathons has received a lot of attention as an accelerated design process used to
promote innovative thinkingwithin a limited period of time [7]. From being a format that
has traditionally only been focused on software development, it has now moved towards
being a format that is also used by government institutions, non-profit organizations
and education [7]. The scope of hackathons has undoubtedly also extended to non-
digital arenas, as a technique or way of working related to problem solving. In its
implementation, it has also adopted an approach from agile development where it is
used hypothetically driven with development around issues iteratively [15]. This is an
approach that is particularly well adapted to problems where the solutions may lie in
the application of the digital. The aim is that through working in smaller groups with
ideating, developing, and presenting a solution to a problem [15] innovation will emerge.
However, there is no agreed definition of hackathons, and there are different types, e.g.,
related to the duration of the event [15]. According to [15] typical hackathons start with
a presentation of the goals and team formation before work begins. During the event
teams ideate, build prototypes and at the end presents their solution through a pitch [15].

3 Research Methodology

Information Systems research rests upon the assumption that there is need for both
theoretical contributions and solving the current and anticipated problems addressed by
practitioners [16, 17]. In [18] the use of action design research (ADR) methodology is
described to study employee-driven digital innovation in public organizations. Among
other studies this has led to studies identifying innovation drivers and barriers related to
employee-driven digital innovation in public organizations [19]. The study of drivers and
barriers [19] showed that in a public organization one of the most important drivers for
employee-driven digital innovation are innovation champions. In otherwords, employees
with a particularly strong engagement towards innovation. On the other side this study
also identified lack of innovation culture as one of the most important barriers [19]. It is
therefore obvious to ask how public organizations can facilitate activities so that more
of the innovation potential can be utilized, cf. RQ1 and RQ2.

Our aim with the study described in this paper is to propose hackathons as an arti-
fact in an ADR project that will be designed and evaluated through interventions within
a public organization. We seek to examine if this design process can better facilitate
employee-driven digital innovation in public organizations to increase the interest and
engagement associated with innovation. We claim that the use of hackathons as a design
structuring process can increase creativity and focus on innovation in public organiza-
tions. We see from studies, though focusing on hacking from virtually, that hackathons
both provide individual and organizational benefits, as well as participants acquiring new
skills and competences [20]. The ADR research method can be broken down into four
different stages [21], (1) problem formulation, (2) building, intervention, and evaluation,
(3) reflection and learning and (4) formalization of learning which are described in the
following sections.
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3.1 Problem Formulation

ADR emphasizes the problem formulation as the starting point [21] and we claim that
the identification of drivers and barriers in [19] underlines the challenges faced by pub-
lic organizations when trying to utilize the innovating potential possessed by ordinary
employees. These identified challenges show that there is a need to think differentlywhen
it comes to finding ways to implement and manage employee-driven digital innovation.
This relates to how to approach the processes [13] described in Fig. 1. The problem
formulation as such is therefore rooted in [13, 19].

3.2 Building, Intervention, and Evaluation

Originating from the problem formulation in 3.1, we will use hackathon as an artifact to
intervene in the process of and to facilitate employee-driven digital innovation. Accord-
ing to [21] the phase of building, intervening, and evaluating is dependent on the framing
and theoretical perspectives from the problem formulation.

As described by [15] hackathons can be designed and implemented in a myriad of
different ways. This originates from that hackathon has been used in various domains as
well as for a variety of goals [22]. In planning a hackathon, 12 key decisions can be used
to customize the organization of the event [22]. We will use these 12 key decisions when
establishing the artifact to be used in the intervention. The 12 key decisions [22] are goal,
themes, competition/cooperation, stakeholder involvement, participant recruitment, spe-
cialized preparation, duration/breaks, ideation, team formation, agenda, mentoring and
continuity planning. The goal refers to the intented outcome of the event, while the
theme refers to the topic selected as a focus point. The competition/cooperation refers
to whether the event will be run as a competition or not, while stakeholder involvement
refers to how involved stakeholders will be in the event. Participation recruitment is
one of the most crucial elements in the design of a hackathon [22] and refers to who
will participate in the event, while specialized preparation refers to if there is a need
for preparation like training before the event. Duration/breaks refers to when the event
starts and ends, while ideation refers to how idea generation is planned in the event.
Team formation refers to how the teams in the event will be put together, while agenda
refers to which activities will be arranged during the event. Mentoring refers to if teams
during the event will get feedback on the progress, while continuity planning refers to
how to follow up on the outcomes from the hackathon. These 12 key decisions are in
line with and relate to the employee-driven digital innovation process, as presented in
Fig. 1.

Based on the 12 key decisions, choices must be made towards the specific orga-
nization when designing a hackathon. There are also opportunities at this stage to try
hackathons in several iterations to optimize the method and its use, cf. [18].

3.3 Reflection and Learning

We believe that by conducting hackathon as a facilitator of employee-driven digital
innovation in public organizations, we will be able to gain insight into the extent to
which this method can actually be suitable. This must be done through studying the
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design process as a whole, the outcomes of the experiments, as well as interviews with
participants to uncover how they experienced the process and participation in the event.

3.4 Formalization of Learning

Our ambition with this study is to gain knowledge and practical experience in phase 3.3
with how to facilitate employee-driven digital innovation in public organizations. We
aim to use this knowledge and experiences to create and provide some general solution
concepts for how to use hackathons as a method to increase the use of employee-driven
digital innovation in public organizations as part of the formalized learning by using
ADR method [21].

4 Expected Results

In this research-in-progress paper propose how the 12 key decisions [22] can be used to
customize hackathons when designing and conducting hackathons in a public organiza-
tion with the ambition to use hackathons to facilitate employee-driven digital innovation.
This is also in accordance with [18] that describes how creating an artifact can increase
the adoption of employee-driven digital innovation in public organizations in accordance
with the ADR method.

If the experiences with the use of hackathon as a facilitator for employee-driven dig-
ital innovation are positive in public organizations, this can help to give managers and
practitioners a methodology for approaching this form of innovation in their own orga-
nization or unit. Through the 12 key decisions [22], there is flexibility for organizations
to make active choices in the design process of the hackathon to adjust the artifact to
the context of the individual organization and unit. We see this as a crucial factor for the
success of the use of hackathon in public organizations, as many of their characteristics
(e.g. goals, size and composition) varies.
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Abstract. Agility has become increasingly relevant in research and practice in
recent years. Originating from software development, it is now progressively
applied beyond this field. This agile scaling enables companies to harness the
benefits of a flexible and rapid response to change. Widespread digitalisation,
increasing complexity and dynamic competitive conditions require companies to
demonstrate flexibility and speed of response to drive a digital transformation (DT)
towards a digital business. In the wake of the COVID-19 pandemic, many compa-
nies have been confronted with DT. Against this background, this paper aims to
derive from previous research how companies can benefit from agile project man-
agement and agile scaling in DT. For this purpose, a structured literature review
was conducted on four scholarly databases, 225 articles were found and reduced
to 28 relevant articles through a methodical approach. The review revealed that
agility is defined as a driver of DT. Starting from agile digitalisation projects,
agility can be carried into the organization and thus support DT. Nevertheless,
while the connections between pandemic and DT and between agility and DT are
already the subject of research, the two fields have not been linked in the analysed
articles. The findings synthesize the current state of knowledge and suggest first
agile approaches to framing DT in the context of the pandemic. Future research
efforts are needed to provide companies with measures for dealing with the “new
normal”.

Keywords: Digital transformation · Agility · Scaling agile · COVID-19

1 Introduction

Digitalisation is no longer a new phenomenon. Both research and practice have been
dealing with digitalisation for decades. The result of increasing digitalisation can be
seen in all areas of life – the resulting changes are defined as DT [1, 2]. For companies,
DT leads to structural changes, new forms of customer interaction, value creation and
proposition, and thus decisively changes a company’s business model [3, 4].

In the course of the global COVID-19 pandemic, digitalisation is accelerated inmany
organisations. Digital solutions can help companies respond to the identified threats and
opportunities that surfaced as a result of the COVID-19 pandemic. Central digitalisation
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effects of the pandemic are a shift to remote working, which drives the use of digi-
tal platforms for collaboration and video conferencing [5]. But it is also accelerating
the development towards paperless work. In addition, business trips are being greatly
reduced, lowering the company’s environmental footprint. As a consequence of social
contact restrictions, digital channels are becoming relevant, especially for traditional
sales. Thus, the pandemic is forcing companies, even those without digital experience,
to make quick digitalisation decisions. The COVID-19 pandemic has accelerated the DT
of companies and entire industries [6]. Business leaders need to define and implement
strategies that address the impact of DT and improve the business performance – even
more urgently in the “new normal”. DT is often also organized in the form of projects
[7] or is driven by individual digitalisation projects [8, 9]. Thus, project management
continues to gain central importance in DT. Since the often disruptive nature of trans-
formation is associated with uncertainty and difficulty for many decision-makers [10],
agile project management and agile scaling approaches are becoming prevalent. Agility
addresses the challenges of an unpredictable environment and emphasises the value that
skilled people and their relationships contribute to digitalisation [11].

The origins of agility lie in the management of small IT development projects. Due
to the high number of IT projects, agile project management has already become estab-
lished in this area. Accordingly, there are highly educated and qualified employees in
the field of agile IT project management [9]. Through a diverse team structure and self-
organisation, these agile teams develop user-centric products based on an iterative and
incremental approach. The main aspects of agility are the (1) “autonomy” of the team,
which can work and make decisions in a self-organised way; the (2) “equality”, so that
all team members work together as equals; and the (3) “iterative” process, along which
the project goal and the realisation of it evolve based on customer feedback [12]. These
benefits of agile project management are progressively being explored beyond the field
of IT. This agile scaling can take different forms depending on the context: the applica-
tion of agile approaches in a large organisation, in a large development effort in a large
organisation, and finally the use of agility throughout the company so that the entire
organisation is agile [13]. This introduction of agile practices throughout the organiza-
tion, i.e. beyond the team level and IT, is defined as ‘agile transformation’ [14]. In this
way, agile approaches are being used as a valid means of dealing with the all-embracing
digitalisation. Agility is therefore often regarded as the driver of an organisation’s DT
[15–17]. Still, introducing agile methods in new areas, beyond IT, poses challenges [18].
Also, responses to the COVID-19 pandemic show that companies tend to innovate more
incrementally and develop new capabilities and routines that are close to existing knowl-
edge [5]. Due to the pandemic, agile project management skills have already become
more established to be more flexible and quick to respond [19]. However, agility is
often limited to the management of individual projects. For example, in the pandemic,
individual teams were able to organise themselves to work remotely in an agile way,
but the companies’ infrastructures could not support this because agile working was not
yet anticipated here [20]. However, companies can respond better to highly disruptive
situations, such as those caused by COVID-19, if they have invested in agile capabilities
in advance [21]. To help in the transformation process, the relevant agile practices and
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methods, as well as agile scaling frameworks, are to be identified. This becomes partic-
ularly relevant in the context of COVID-19 to provide guidance to decision-makers on
how agility can drive the DT of their business. Against this background, this paper aims
to answer the following research question:

How can companies benefit from agility in DT?

There is already a broad knowledge base on agility, especially agile project manage-
ment and agile transformation, as well as on DT. Based on this knowledge, it is intended
to identify how agility can support the DT of companies in times of sudden changes in
environmental conditions. Accordingly, a literature review is conducted, based on [22].
This work builds on the extensive knowledge of existing research and attempts to grasp
the inherent interconnection between agility and DT. The contribution of this literature
review is twofold: First, it highlights the mutual influences of digitalisation and agility
identified in previous research. Likewise, the relevant agile practices and methods as
well as frameworks for agile scaling in the context of DT are identified. This contributes
to the discourse on agility and DT by providing a synthesis of previous research and
motivating new research approaches.

The remainder of this paper is organized as follows: First, the methodology used
to select and analyse the articles for this review is described. Then, the results are pre-
sented. The implications of these findings for promising directions of future research are
discussed, especially considering the COVID-19 pandemic. A conclusion summarizes
the results and outlines limitations.

2 Methodology

Asystematic literature reviewwas conducted inDecember 2021, guided by the following
phases: definition of review scope, the conceptualisation of topic, and literature analysis
and synthesis, which finally resulted in proposals for a research agenda [22]. The review
scope was defined as a summary of previous research activities and their underlying
theories on agility and DT [23]. For this purpose, the literature review was conceptually
structured, and oriented towards the research question raised in the introduction. A
concept matrix was developed for the literature analysis (see Appendix).

The literature review was organized in four iterations. Figure 1 gives an overview of
the selection process and the resulting number of articles. In the first step, the databases
Science Direct, IEEE, Springer and EBSCO were searched for the keywords “digital
transformation” AND (agility OR agile) AND “project management”. In the next step,
the abstracts of the articles were read and, according to the criteria listed below (see
Table 1), articles were included or excluded.
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Table 1. Inclusion and exclusion criteria for the literature analysis

Criterion Description

Inclusion Focus on DT

Agility is a central component of the article (Agile project management and its
scaling)

Focus on the business domain

Completed research projects

Exclusion No access to the full article

Language non-English

DT is not a central aspect of the article

Agility is not a central component of the article (Agile project management and its
scaling)

Subsequently, the included articles were read in full and based on the defined cri-
teria, further articles were excluded. In addition, backward and forward searches were
performed. The final selection of articles was analysed in full text. The analysis of the
literature identified as relevant was done using a concept matrix as proposed by [24],
which was formed based on the following concepts (see Appendix):

• Classification of articles
• Agility and DT
• Agility comprehension
• Agile scaling
• Agile practices and methods
• Agility characteristic

Identified concepts within the literature could thus be discussed and synthesized. The
first concept ‘Classification of article’ aims to present general aspects of the selected
articles and includes the following deductive categories: ‘Publication type’ and ‘Year
of publication’. ‘Publication type’ distinguishes between ‘Journal’ and ‘Conference’
publications. The second concept, ‘Agility and DT’, focuses on understanding how
researchers define the connection between agility and DT. A distinction is made between
the following two categories: ‘Agility as a driver of digitalisation’ and ‘Digitalisation
as a driver of agility’. The ‘Agility comprehension’ concept aims to identify how the
idea of agility is understood in literature: Either as ‘Agile project management’ or ‘Agile
transformation’. The concept of agile scaling serves to identify predominant scaling
frameworks discussed in the literature. To complement this, further ‘Agile practices and
methods’ will be highlighted. Finally, the ‘Agility characteristics’, which are emphasized
in the literature will be examined. The synthesis of the literature then yields a research
agenda that poses questions for further research. Based on the research agenda, under-
researched areas are pointed out so that the state of research can be further developed
[22].
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3 Analysis and Results

The literature search followed the four steps explained above (see Fig. 1): (1) Database
search for the keywords “digital transformation” AND (agility OR agile) AND “project
management” yielded an initial set of 225 articles. (2) Reading the article abstracts and
excluding articles according to the criteria in Table 1 reduced the articles to 99. (3) Full
reading of the previously selected articles and exclusion of additional articles based on
the defined criteria reduced the number to 24. (4) Backward and forward search resulted
in a final number of 28 articles to be analysed.

Applying search 
terms 

Abstract review 
and exclusion 
if necessary

Full articles re-
view and exclu-
sion if necessary

Backward and 
forward search225 2899 24

Fig. 1. Literature selection process

The classification of the articles shows that the publication timeframe of the relevant
articles spans from 2016 to the year of the literature review (2021) (see Fig. 2). A peak
in the number of publications is seen in 2020 with eleven articles. This may be related to
the increased relevance of DT in the wake of the pandemic. In any case, a trend towards
increasing relevance of the topics of agility andDT is emerging. The distribution between
conference and journal articles shows a clear focus on conference papers, with 75% of
the articles analysed. The individual concepts are discussed in the following sections. A
summary of the results can be found in the concept matrix in the appendix.
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Fig. 2. Distribution of articles by publication year and outlet

3.1 Connections Between Agility and Digital Transformation

In seven publications, a direct connection is made between digital and agile transforma-
tion [25–31]. Agile transformation here, according to [13], refers to the entire organiza-
tion. Operational productivity, quality, and greater flexibility in responding to change in
customer behaviour and market conditions are cited reasons for an agile transformation.
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This form of agile scaling is described as particularly relevant for large companies [25].
However, the framework conditions and requirements of the DT are rarely addressed.

Against the backdrop of failing projects caused by the increasing complexity of the
digital era, [30] define individual mindfulness and stewardship climate as significant
positive influences of project management conducts. In addition, ambidextrous projects,
meaning that both exploratory and exploitative aspects are pursued, and hybrid project
management methods, combining plan-driven and agile approaches, are recommended
[30]. Other success factors for an agile transformation mentioned by [28] are agile
coaches. For these coaches, the following skills are identified as essential: leadership
qualities, project management skills, technical skills, and expertise in agile methods.

In public administration, the need for a structured approach to agile transformation
is emphasized to support projects in the development of user-centric products [27]. As
a measure for this, the authors propose the analysis of the degree of agility at team
level, based on the following six dimensions: communicative, change-affine, iterative,
self-organized, product-driven, and improvement-oriented.

Also [29] take a structured classification of companies and their degree of agility. As
a result of their study four profiles of agile organisations are defined: “laggards”, “exe-
cution specialists”, “experimenters”, and “leaders”. The authors further identify project
management, delivery and software development, processes, and product development
as organisational dimensions that are primarily affected by an agile transformation.
According to the authors, with increasing organizational agility, leaders pay less atten-
tion to the project level and more to the processes and product management. The authors
argue that attempts to achieve greater organisational agility are linked to building more
agile business processes rather than focusing on project work. In addition, the study by
[29] reveals that among the “leaders”, culture, values and goal-setting approaches are
also increasingly affected by the agile transformation.

Overall, in the literature the connection between agility and DT is presented in an
ambivalent manner: In many articles, the focus is on digitalisation, with less attention
being paid to transformation. This will be discussed further in Sect. 4. On the one hand,
agility is considered a driver of digitalisation, and, on the other hand, digitalisation is
considered a driver of agility.

Agility as a Driver of Digitalisation. As already outlined above, the majority of the
articles analysed consider agility to be a driver of digitalisation and DT [25–46] (see
Fig. 3). Agility is described as “a driving force for mastering digital innovation and
transformation” [41]. Especially in the context of increasing digitalisation, agility is
described as necessary to cope with the current complexity [35, 36, 38]. This complexity
is caused by new technological challenges, such as cloud solutions, smart technologies,
IoT and 5G [40]. Thus, agility becomes a necessary enabler of a successful DT [43].
However, how agility can be achieved is not the subject of the articles analysed.
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Fig. 3. Agility and digital transformation

Digitalisation as a Driver of Agility. By contrast, digitalisation is seen as a driver of
agility in eight articles [43, 44, 47–52]. Especially articles with a more technical ori-
entation, place digitalisation in the foreground. Several technologies are suggested to
promote agility. In particular, AI, cloud, Internet of Things, Big Data, DevOps, API
programming, Service-Oriented Architectures, Microservice Architecture, Digital Twin
of an Organization, Robotic Process Automation (RPA) and Blockchain Technology are
cited [43, 44, 47–50]. The authors describe that these technologies force companies to
adapt their IT and business strategy and emphasize the importance of agility [47]. So
this demonstrates how digitalisation becomes a driver of agility when these new tech-
nologies are intorduced: According to [51], the application of these technologies makes
developers more agile and thus fosters agile project management. It is even considered to
have an impact on the entire organization, which [52] describes as being able to respond
more quickly to business needs and shorten the time to value, thereby promoting DT. In
the articles by [43] and [44] both perspectives are addressed.

3.2 Agility Comprehension

The majority of the articles analysed deal with agile transformation and the scaling of
agility [25–29, 31–33, 35, 37, 38, 41–43, 47–49]. The remaining articles focus on agile
project management [30, 34, 36, 39, 40, 44–46, 50–52] (see Fig. 4).
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Fig. 4. Agility comprehension

Agile project management is considered the basis of an agile organisation. From
here, the scaling of agility is further advanced. Agile project management is considered
in different areas: In the context of product and service development [34], in software
development [40], in service innovation [45] and project procurement [50]. For product
and service development the authors identify Integrated Design Engineering and Design
Thinking as approaches to promote agility [34]. The use of DevOps is considered in
the context of software development projects [40]. Also, in the context of agile project
management, the benefits of standards are emphasised [39]. According to [44], agile
methods become necessary when RPA is introduced. RPA in turn increases the agility
of the company, which indicates a scaling of agility. Likewise, in the context of DT,
competencies in agile project and program management become relevant [53].
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Even if the focus is on agile scaling, either practices and methods at the team and
project level or no further definition of scaling are specified. The articles reviewed do
not address the concrete implementation of scaling frameworks. Overall, there is a lack
of detailed explanations on definitions, understanding and application of agile scaling.

3.3 Relevant Agile Practices, Methods, and Scaling Frameworks

Most articles deal with general agile methods and practices that can be assigned to
agile project management (see Fig. 5). Scrum, as the most widespread framework [54],
is mentioned most frequently in the articles analysed [29, 31, 32, 34, 45–47, 50]. In
addition, lean methods form a large part of the agile approaches discussed [25, 29, 37,
41, 45, 47]. In third place Design Thinking [32, 34, 36, 45, 46] and DevOps [25, 28, 29,
40, 47] are addressed as promising agile methods.
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Fig. 5. Agile practices and methods

The literature review reveals that only a small number of articles explicitly discuss
scaling frameworks.Where scaling frameworks arementioned, the following established
ones are referred to most often (see Fig. 6): Scaled Agile Framework (SAFe) [25, 29,
31], Large Scale Scrum (LeSS) [25, 29, 31], Scrum of Scrums [29, 31], Spotify model
[25] or Disciplined Agile Delivery (DAD) [25, 29].
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Fig. 6. Agile scaling

In the study by [25], SAFe is identified as the most common scaling framework
among the 116 companies surveyed, followed by individual internal approaches. In
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[29], companies with the highest level of organisational agility, primarily adopt Scrum
of Scrums, followed by internally developed methods in second place, and SAFe in
third place. However, frameworks such as Scrum of Scrums, LeSS, SAFe and DAD are
described as complex and fraughtwithmany risks in implementation [31, 45]. According
to the authors, these approaches are particularly suitable for large companies. Therefore,
scaling frameworks are recommended that are customised to the respective company,
its culture and limitations, the market and the technology [31]. Overall, therefore most
frequently cited approaches for agile scaling are individual customizations, followed by
LEss and SAFe (see Fig. 6).

3.4 Agility Characteristics

The perception of agility is diverse. The articles analysed also differ in their defini-
tions and focus. In accordance with the definition by [12] above, the aspects ‘iterative’,
‘equality’ and ‘autonomy’ are also the main focus of the articles analysed. An iterative
approach was the most frequently mentioned characteristic of agility [25, 27, 29, 31–37,
40–42, 45–47, 50].
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Fig. 7. Agile characteristics

The authors define iterations as particularly relevant to managing uncertainty and
minimising risks [35, 45]. According to [37], it is only possible to react quickly to
changes by continuously reviewing market requirements. They recommend the use of
early and continuous customer and user feedback as well as the use of prototypes and
Minimum Viable Products (MVPs), which enable continuous improvement through
learning processes [37]. It is precisely here that agile differs from traditional project
work: detailed planning in advance is replaced by continuous iterative planning [29].
This increases the frequency at which results are released.

Equality and autonomy were evenly ranked as the third most common characteristic
of agility in the articles analysed (see Fig. 7). Autonomy is identified as an important
factor in being able to cope with changing environmental conditions [27, 31, 34, 36, 41,
42, 47]. According to [36] autonomy of the team members is achieved by transferring
responsibility and accountability for tasks from leaders to the team and individuals. Deci-
sions are made without managing authority so that the continuous planning mentioned
above can succeed [27]. Instead of hierarchical leadership, self-organization and per-
sonal responsibility become important components of agility [34]. This entails “speed,
adaptability, flexibility, dynamism, connection and trust” [47]. Accordingly, [47] con-
siders agility a guiding concept based on a modern idea of humanity and in line with the
exponential progress of the technology-driven world.
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This also connects to the aspect of equality, which was also addressed in seven
articles [29, 31, 32, 34, 35, 45, 47]. In this context, [47] and [45] emphasize that teams
must be cross-functional to be able to handle all sorts of different tasks that arise. This
cross-functional collaboration is underlined as another critical differentiator of agile
organisations from non-agile organisations [29]. This makes it possible for teams to be
composed fluidly according to the current requirements. According to the authors, equal
teams work across different locations and also across company boundaries [29, 31]. This
enables network thinking that integrates different perspectives [34].

However, agile mindset and agile values were mentioned even more frequently than
autonomy and equality, ranking second to the iterative approach [27–31, 34, 36, 38, 46,
47]. The agile mindset is seen as the foundation of agility, which for example laggards
should introduce first [29]. By applying agile values and agile practices, the agilemindset
can guide agile work [27, 32]. According to [29], culture and values determine manage-
ment style, behaviour and cooperation within the company and with external partners.
The successful introduction of agile values requires a continuous improvement process
based on feedback [27]. For this purpose, the authors suggest measurements that can be
used to map the development of agile values. Linked to this, [29] defines the attitude
toward risk-taking as a key differentiator between agile and non-agile organisations. In
this context, companies with a high degree of organizational agility view failure as an
essential part of learning and take calculated risks [29].

4 Discussion

The literature review findings will be discussed in light of the new requirements posed to
many companies in the wake of the COVID-19 pandemic. In the selected articles, only
two publications address the COVID-19 pandemic. One just in reflecting on the general
situation [51], and the other evaluates project management methodologies used for an AI
transformation caused by the COVID-19 pandemic [55]. These articles discuss Scrum
and agile methods, so agility is considered here as agile project management. Over-
all, the literature review revealed that the pandemic and DT have not yet been linked,
although both areas are already the subject of research. The low mention of COVID-
19 may be due to the study period of this article. Some research projects may not yet
be completed. There are certainly more findings in the meantime and there will be in
the future. Future research efforts are needed to provide companies with measures for
dealing with the “new normal”. Because, in the context of the COVID-19 pandemic,
many companies have been challenged to reconfigure their business model and sustain
and drive it through digital technologies [6]. Hence, in many cases, a distinct DT can
be identified. Companies whose previous focus or core competencies were not related
to digital technologies need guidance in DT [42]. From the literature review, it can be
concluded that for a successful DT, greater attention should be paid to agility. Section 3
summarises the main concepts which were identified in the dataset. Agility allows for
flexible and timely reactions to changing market conditions and customer behaviour,
the distribution of responsibility, more operational productivity, and better mitigation
of risks. The prerequisites for harnessing this potential, however, are agile values and
an agile mindset. Far-sighted management should take into account this evolutionary
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approach, building on agile values and then extending agility further [36]. The authors
suggest that corresponding structures should be built up step by step within the organiza-
tion and in this way agile principles should be integrated. In doing so, companies should
pay particular attention to the aspects of an iterative approach, equality, and autonomy.
Although a pandemic requires a quick response, neither an agile nor a digital transforma-
tion can be implemented abruptly. Thus, roles, practices, tools, behaviours, mindsets and
responsibilities need to be continuously transformed [28]. It is therefore also important to
proceed iteratively in the transformation itself and increase the degree of agility through
successive steps. While agility may initially be established as agile project management
in individual isolated digitalisation projects or departments, it should find further appli-
cation in the company from here to support DT. The focus of these first agile projects is
often on the introduction of digital technologies, such as AI, cloud, Internet of Things,
Big Data, DevOps, API programming, Service-Oriented Architectures, Microservice
Architecture, Digital Twin of an Organization, RPA and Blockchain Technology. These
can be good starting points to take advantage of agility, especially in the COVID-19
pandemic, which calls for rapid integration of digital technologies. First experiences
made with agility in these digital projects should then be transferred further into the
organisation. Here, it is important to consider the transformational component, and not
to mistakenly consider individual completed digitalisation projects as a successful DT.
As organizational agility increases, i.e., beyond agile project management, the focus
then shifts to process and product management rather than projects. Approaches to this
can be found, for example, in [29]. Here, a five-step process is proposed, based on an
assessment of organisational agility. Starting from the current level of agility, appropri-
ate goals should be set and a roadmap for achieving them should be defined. To assess
organisational agility, the authors suggest to continuously monitor progress in achieving
set goals and to follow an iterative approach. From the authors’ perspective agile scaling
frameworks should only be used at a higher degree of agility. Thus, the entire value
chain is finally considered, which is a prerequisite for successful digitalisation of the
company. This finally enables the DT of the organization.

Moreover, the literature review revealed that agile scaling frameworks are described
as complex and risky. Therefore, the literature also considers the individual composition
of agile practices and methods to be useful for scaling. It became apparent that there is
no conceptual clarity in agile scaling. There is little precise description of the context,
as proposed, for example, in the classification according to [13], which subdivides agile
scaling into agility for large organisation, for large development efforts, or for the entire
organisation. In addition, the postulated complexity of agile scaling frameworks is not
presented conclusively. In many places, agile frameworks, such as Scrum, which is
designed for small teams, are used for scaling. Here, too, there is a need to clarify the
concept of agile scaling inmore detail. This indicates an obvious need for further research
on the use of scaling frameworks in practice, especially in the context of the COVID-
19 pandemic. There still is a gap in literature on how researchers and practitioners
have addressed agile scaling in case studies, clearly explaining definitions as well as
understanding and application of agile scaling. The general applicability, drivers as
well as challenges should be researched more closely to support companies to adopt
established frameworks and to make informed decisions on the selection of suitable



Agility as a Driver of Digital Transformation - a Literature Review 249

components. For this, clear definitions of agile scaling should be used to precisely name
the context of the application of agility.

In addition, it became evident that DT and the specific challenges it poses for com-
panies were not defined in detail. It seems common that any project that involves digital
technologies is called a DT. However, the framework conditions and requirements of
DT are rarely addressed. Although the use of individual digital technologies represents
an innovation and also a change for many companies, the transformational dimension is
disregarded. Yet it is precisely the transformation of value creation through digital tech-
nologies that is the central characteristic of DT. But the terms digitisation, digitalisation
and DT are not used with sufficient distinction. Research should offer a more precise
definition here in the future. Only then it can be more clearly derived which aspects of
agility are favourable for the requirements of DT. Establishing a common understanding
of concepts between researchers and practitioners is important to progress research in
this area.

5 Conclusion and Limitations

Agility is crucial for companies to successfully manage DT. In this context, agile scaling
is a critical factor for companies to align the entire organisation to DT. In the current
challenge of the COVID-19 pandemic, which has accelerated digitalisation and DT in
many organisations, the question arises how agility can support DT. This research ques-
tion is addressed by a literature review of 28 relevant papers, identified by a structured
literature search on four databases. The structured review provided insights to the con-
nection of agility and DT. Agility in general is considered as a driver of DT. Relevant
practices, methods, and scaling frameworks, based on previous research, were identified.
A continuous scaling of agility, starting at the project level to organization-wide agility is
proposed. Since little research has been done on the COVID-19 pandemic in the context
of agility and DT, this paper synthesized the current state of knowledge and suggest first
agile approaches for framing DT in the context of the pandemic. The review showed
that the concepts of DT and agile scaling, especially in the context of the COVID-19
pandemic, need further theorization.

However, there are also limiting aspects regarding the results. Additional databases
might have led to more selected publications. More journal articles may be considered
for further investigation in this research topic. But also, additional practitioner literature
could enrich future research in this topic. Furthermore, the possibility of inaccuracies
in data collection and analysis is inherent to literature reviews. Other researchers might
have created different concepts and combinations from the findings. Additionally, in the
wake of the COVID-19 pandemic, additional findings have certainly been published in
the meantime and will be in the future, which should be taken up in follow-up research
projects.
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Appendix

Agility as a driver of 
digitalisation

x x x x x x x x x x x x x x x x x x x x x x
22

Digitalisation as a driver 
of agility

x x x x x x x x 
8

Agile project 
management

x x x x x x x x x x x
11

Agile transformation x x x x x x x x x x x x x x x x x
17

SAFe x x x 3

Scrum of Scrums x x 2
Large Scale Scrum 
(LeSS)

x x x
3

Spotify model x 1
Disciplined Agile 
Dellivery (DAD)

x x
2

Custom scaled agile x x x x 4
Scrum x x x x x x x x x 9
Hybrid Project 
management 

x x x 
3

Kanban x x x x 4
Design Thinking x x x x x 5
Lean methods x x x x x x x 7
Open Innovation x x x 3
DevOps x x x x x 5
Agile rolling budgeting x 1
Agile modelling x 1
Agile coaching x x 2

Mindset, values x x x x x x x x x x 10

Iterative x x x x x x x x x x x x x x x x x 17

Equality x x x x x x x 7

Autonomy x x x x x x x 7
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Abstract. During the past two decades, Design Science Research (DSR) has
become a central research paradigm in information systems (IS) science. It pro-
vides a possibility for researchers to contribute to their field’s existing knowledge
base by abstracting knowledge from constructing and using design artifacts. DSR
scholars have classified their research paradigm by its potential knowledge con-
tributions looking into dimensions such as researcher role, research activity, and
knowledge type. Despite the central role of design artifacts in DSR, we know little
about the role of these artifacts for DSR’s knowledge contribution. We therefore
extend the discussion on DSR knowledge contributions to the nature of design
artifacts, asking how the nature of design artifacts clusters DSR research and its
potential knowledge contributions. To answer this research question,we conducted
a literature review of DSR research and selected a sample of 20 papers published
during the years 2017–2021 in four major IS journals. We found that the nature of
the design artifact forms clusters of knowledge contribution and research activity.
Our study suggests a relationship between design artifacts, abstractions of knowl-
edge from these artifacts and the conducted research activities. We acknowledge
that this relationship stems from a relatively small sample of DSR studies and
propose that further research is needed to confirm our findings.

Keywords: Design Science Research · Design artifact · Classification ·
Methodology · Literature review

1 Introduction

Design science research (DSR) is a central research paradigmwithin information systems
(IS) science [6, 12, 20]. One core tenet of DSR is constructing contributions via design
artifacts [12]. These artifacts can be instantiations, constructs, models, and methods
within and for the software development process [12]. That is, design artifacts are at
the core of DSR and tie the research paradigm strongly to IS and its endeavor to solve
wicked problems by leveraging technology. However, the potential contributions of DSR
extend beyond producing design artifacts that solve practical problems.
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IS scholars have outlined process models and guidelines for DSR to produce not
only design artifacts but knowledge contributions [12, 15, 24]. These process models
provide blueprints for bridging the rigor and relevance cycles of DSR [12]. They provide
guidance on iterating between the existing knowledge base that can inform the design
artifact and abstracting knowledge contributions from constructing and using the design
artifacts [15, 24]. We can also find guidelines on design principles [8], design theories
[10], and classifications of DSR knowledge contributions [6, 9, 19]. Thus, the DSR
community has focused on crafting blueprints that underpin the DSR research paradigm
illustrating that it contributes knowledge beyond the design artifact [6, 9, 14].

Multiple frameworks classifying the knowledge contribution of DSR emerged. Gre-
gor and Hevner [9] classify DSR studies’ knowledge contribution by maturity of the
solution and its application domain maturity. Similarly, Baskerville et al. [6] suggest
a continuum from novel artifacts to routine design. Maedche et al. [19], classifying
DSR activities, differentiate between researcher role and knowledge contribution. These
frameworks share a focus on the potential knowledge contributions of DSR but they are
silent on how the nature of the design artifact underlies these contributions.

Science is about producing knowledge beyond the efficacy of design artifacts [12].
Thus, DSR, to differentiate itself frommere design, cannot solely rely on the contribution
that stems from the design artifact [9, 12]. This view is reflected in the frameworks for
classifying potential DSR knowledge contributions. However, since March and Smith’s
[20] classification of different design artifacts, the debate has lost view of one centerpiece
of DSR – the design artifact – and how it relates to the knowledge contributions that
emerged over the course of instilling rigor in DSR. Therefore, we aim to extend the
discussion on DSR knowledge contributions to the nature of design artifacts, positing
the research question of how the nature of design artifacts clusters combinations of the
potential knowledge contributions and research activities of DSR.

To answer this question, we conducted a literature review of DSR published in major
IS journals. Taking a random sample, we classify DSR studies’ knowledge contributions
and activities leveraging Gregor and Hevner’s [9] andMaedche et al.’s [19] frameworks.
In addition, we classify the design artifacts using March and Smith’s [20] classification.
Then, we identify clusters of knowledge contributions and research activities per nature
of the design artifact. We argue that these clusters contribute to DSR scholars’ debate
on the potential knowledge contribution and the role of the design artifact. Our study
suggests that different design artifacts tend to underlie certain types of knowledge con-
tributions and research activities. This implies that different guidelines are applicable
depending on the artifacts’ nature and that different design artifacts can produce different
abstractions of knowledge contribution.

2 Design Science Research: Classifying the Design Artifacts,
Knowledge Contributions, and Research Activities

DSR is a problem-solving paradigm with roots in engineering and the sciences of the
artificial [12, 20]. DSR scholars create artifacts that help accomplish analysis, design,
implementation, and use of IS effectively via ideas, practices, technical capabilities, and
products [6]. The DSR relevance for IS research is related to its applicability in design
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as researchers apply technological artifacts to new areas. DSR provides intellectual and
computational tools that were not previously believed to be possible [12].

Constructing artifacts to solve wicked problems, DSR appears similar to what prac-
titioners do: solving problems by developing technological solutions. This comparison
inspired debate in the DSR community on what differentiates DSR from practicing
design [9]. Researchers contributed to this debate by suggesting process models [15,
24], guidelines for conducting and publishing DSR [9, 12], guidelines for developing
design theories [10], and frameworks on the knowledge contribution of DSR [6, 9, 19].
These efforts share the ideas that DSR differs from practicing design in being rigorous,
drawing on the existing knowledge base, following certain guidelines, and abstracting
knowledge from constructing the design artifact. Thismeans that the design artifact takes
center stage in the knowledge production through DSR [12].

Design artifacts can be decision support systems, modeling tools, governance strate-
gies, methods for IS evaluation, and IS change interventions [9]. Given the importance
of the design artifact, scholars have proposed guidelines for good artifacts, how to
present artifacts, and how artifacts differ. March and Smith [20] differentiate between
research outputs and research activities (see Table 1). Research outputs comprise con-
structs, models, methods, and instantiations. These can be vocabulary and symbols (con-
structs), abstractions and representations (models), algorithms and practices (methods),
and implemented or prototype systems (instantiations).Research activities include build,
evaluate, theorize, and justify. Build refers to constructing the design artifact. Evaluation
captures the development of design and performance criteria and assessing the design
artifact’s performance. Theorize describes how and why the artifact accomplishes the
criteria. Justify refers to providing a theory that informed the design. According toMarch
and Smith [20], these activities form the iterative DSR process.

Table 1. March and Smith’s [20] framework of research outputs and research activities

Research activities

Build Evaluate Theorize Justify

Research outputs Constructs

Model

Method

Instantiation

Hevner et al. [12] build on the research outputs and research activities presented in
March and Smith [20]. They draw on the research outputs to define design artifacts and
refer to the research activities as the “build-and-evaluate loop.” However, they put forth
that theorizing and justifying present the distinct value of DSR, not the research outputs.
This argument entailed a discussion of the knowledge contribution of DSR. While the
design artifact presents a contribution, this falls short of what we expect in science: a
contribution to knowledge [9]. This argument entailed that DSR scholars engaged in
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developing frameworks that classify DSR’s potential knowledge contributions. We will
present two of these frameworks: Gregor and Hevner [9] and Maedche et al. [19].

Gregor and Hevner [9] created a framework of two dimensions: solution maturity
and application domain maturity. Solution maturity captures whether existing artifacts
have the development status to tackle the problem. Application domain maturity refers
to the degree of understanding of the problem for which, or within which, the artifact will
be used. Conceptualizing the resulting four quadrants, the authors differentiate between
routine design, improvement, exaptation, and invention (see Table 2).

Table 2. DSR knowledge contribution framework (Gregor and Hevner 2013)

Solution maturity Low Improvement
New solutions for known
problems

Invention
New solutions for new
problems

High Routine design
Known solutions for known
problems

Exaptation
Known solutions to new
problems

High Low

Application domain maturity

Maedche et al. [19] present a framework for classifying design research activities
based on researcher role and knowledge contribution (Table 3). Accordingly, researchers
can create or observe, and the knowledge contribution can be descriptive or prescrip-
tive statements. Creating means that researchers develop artifacts or their variants while
observingmeans that researchers examine the application of artifacts.Descriptive knowl-
edge focuses on understanding IT’s nature (what-is), while prescriptive knowledge
focuses on improving IT’s performance (how-to). These two dimensions form four
quadrants: deployment, elucidation, construction, and manipulation.

Table 3. Design research activities classification framework [19]

Researcher role Observation Deployment Elucidation

Creation Construction Manipulation

Prescriptive Descriptive

Knowledge contribution

The frameworks indicate three complementary ways of classifying DSR: the nature
of the design artifact [20], the knowledge contribution [9], and research activities [19].
However, these frameworks remain silent on the relation between these classifications.
Therefore, we aim to identify clusters of DSR by the nature of the design artifact.
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3 Methodology

Weconducted a literature review to classifyDSR studies employing the presented frame-
works. Afterward, we analyzed the published papers for patterns, i.e., whether the nature
of the design artifact suggests combinations of knowledge contribution and research
activities. For the literature review, we undertook a systematic mapping of DSR pub-
lished in four major IS journals, MIS Quarterly (MISQ), Information Systems Research
(ISR), Journal of Management Information Systems (JMIS), and Journal of the Associ-
ation for Information Systems (JAIS), between 2017 and 2021. This scope and period
were selected as a starting point which future studies can broaden. To identify the DSR
studies, we screened the titles, abstracts, and keywords of all articles published in these
journals. We marked articles as DSR if they contained an explicit statement on using
DSR or created an artifact based on the definition of March and Smith [20].

We found 303 DSR studies. Of these, 67 were published in the JAIS, 93 in the
MISQ, 67 in the JMIS, and 77 in ISR. Considering this breadth and our deductive
approach to cross-tabulating existing frameworks, we decided to take a random sample.
We selected one article per year from each journal. This resulted in a subsample of 20
studies (Table 4). Analyzing the selected articles, we classified them using the three
frameworks presented in Sect. 2: the nature of the artifact, the knowledge contribution,
and DSR activities. This cross-tabulation revealed that knowledge contribution and DSR
activity form combinations in relation to the nature of the artifact.

Table 4. Random sample of the identified DSR studies in the four IS journals

Author Title Source Design artifact

Lin et al. 2017 Healthcare predictive
analytics for risk profiling
in chronic care: A
Bayesian multitask
learning approach

MISQ Bayesian multitask learning
(BMTL)

Abbasi et al. 2018 Text Analytics to Support
Sense-Making in Social
Media: A Language-Action
Perspective

MISQ The language-action perspective
(LAP)

Li et al. 2019 Modeling Multi-Channel
Advertising Attribution
Across Competitors

MISQ An integrated individual-level
choice model

Haki et al. 2020 The Evolution of
Information Systems
Architecture: An
Agent-Based Simulation
Model

MISQ Theory-informed simulation
model

(continued)
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Table 4. (continued)

Author Title Source Design artifact

Baird and
Maruping 2021

The Next Generation of
Research on IS Use: A
Theoretical Framework of
Delegation to and from
Agentic IS Artifacts

MISQ IS delegation theoretical
framework

Piel et al. 2017 Promoting the System
Integration of Renewable
Energies: Toward a
Decision Support System
for Incentivizing Spatially
Diversified Deployment

JMIS A model for the quantification
of location-based investment

Lehrer et al. 2018 How Big Data Analytics
Enables Service
Innovation: Materiality,
Affordance, and the
Individualization of
Service

JMIS Theoretical model of
BDA-enabled service
innovation

Maruping et al.
2019

A Risk Mitigation
Framework for Information
Technology Projects: A
Cultural Contingency
Perspective

JMIS A holistic nomological network
that integrates consideration of
people, process, and technology

Silic and Lowry
2020

Using Design-Science
Based Gamification to
Improve Organizational
Security Training and
Compliance

JMIS A gamified security training
system

Xie et al. 2021 Unveiling the Hidden Truth
of Drug Addiction: A
Social Media Approach
Using Similarity
Network-Based Deep
Learning

JMIS SImilarity Network-based DEep
Learning (SINDEL)

Wu et al. 2017 Understanding User
Adaptation toward a New
IT System in
Organizations: A Social
Network Perspective

JAIS A cognitive-affective-behavioral
classification

(continued)
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Table 4. (continued)

Author Title Source Design artifact

Akhlaghpour and
Lapointe 2018

From Placebo to Panacea:
Studying the Diffusion of
IT Management
Techniques with
Ambiguous Efficiencies:
The Case of Capability
Maturity Model

JAIS A multi-perspective framework

Miah et al. 2019 A Metadesign Theory for
Tailorable Decision
Support

JAIS A metadesign theory for
tailorable DSS

Mingers and
Standing 2020

A Framework for
Validating IS Research
Based on a Pluralist
Account of Truth and
Correctness

JAIS An overall framework of truth
and correctness

Velichety and Ram
2021

Finding a Needle in the
Haystack: Recommending
Online Communities on
Social Media Platforms
Using Network and Design
Science

JAIS The nominal process model

Ho et al. 2017 Disconfirmation Effect on
Online Rating Behavior: A
Structural Model

ISR Conceptual Framework of the
Online Rating Behavior

Barua and Mani
2018

Reexamining the Market
Value of Information
Technology Events

ISR An exploratory framework
involving the maturity and
scope of an IT event

Bouayad et al. 2019 Audit Policies Under the
Sentinel Effect:
DeterrenceDriven
Algorithms

ISR The Diffusion-Deterrence
Model / deterrence-based audit
algorithm under network effects

Ye et al. 2020 Developing and Testing a
Theoretical Path Model of
Web Page Impression
Formation and Its
Consequence

ISR A theoretical model of web page
impression formation

Abbasi et al. 2021 The Phishing Funnel
Model: A Design Artifact
to Predict User
Susceptibility to Phishing
Websites

ISR The phishing funnel model
(PFM)
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4 Findings

In this section, we present the results of our cross-tabulation of the randomly selected
DSR studies using the existing DSR frameworks. Table 5 presents the findings of our
analysis sorted by the nature of the design artifact. Across the random sample, models
were the most prominent artifact (10 papers), followed by methods (4 papers), instanti-
ations, and constructs (3 papers each). We found no deployment, invention, or routine
design studies. After the table, we present the combinations of potential knowledge
contribution and DSR activities clustered by the nature of the design artifact.

Table 5. Classifying the random sample by the nature of the design artifact

Paper Knowledge contribution [9] Design research activities [19]

Constructs

Baird and Maruping 2021 Exaptation Elucidation

Wu et al. 2017 Exaptation Manipulation

Mingers and Standing 2020 Improvement Elucidation

Models

Li et al. 2019 Improvement Construction

Haki et al. 2020 Improvement Elucidation

Piel et al. 2017 Improvement Construction

Maruping et al. 2019 Exaptation Manipulation

Xie et al. 2021 Improvement Construction

Lehrer et al. 2018 Exaptation Construction

Ye et al. 2020 Exaptation Construction

Ho et al. 2017 Improvement Manipulation

Barua and Mani 2018 Improvement Manipulation

Abbasi et al. 2021 Improvement Construction

Methods

Lin et al. 2017 Improvement Construction

Abbasi et al. 2018 Improvement Construction

Miah et al. 2019 Improvement Elucidation

Velichety and Ram 2021 Improvement Construction

Instantiations

Silic and Lowry 2020 Improvement Manipulation

Akhlaghpour and Lapointe
2018

Improvement Elucidation

Bouayad et al. 2019 Improvement Construction
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4.1 Design Science Studies Presenting Constructs

Three studies in our sample provided a construct as design artifact. Two constructs had
exaptation as the knowledge contribution. The theoretical framework developed by Wu
et al. [28] focuses on post-adoption IT use. It integrates coping theory with the social net-
work literature, classifies different types of post-adoption coping strategies, and focuses
on the effects of post-adoption responses in new IT systems. The researcher role was to
create a framework to address new problems, therefore, it goes into themanipulation cat-
egory. Baird andMaruping [4], the only study in the exaptation and elucidation category,
aimed to understand IS artifacts by developing a delegation theoretical framework and
exploring the relationship between humans and IS. Mingers and Standing [23] devel-
oped a framework that encompasses multiple methods. It was considered an observation
study as they examined existing artifacts and considered how problems and solutions are
defined. It was marked as an improvement as their focus was on developing solutions
for known problems.

4.2 Design Science Studies Presenting Models

For models, there was significant variation in the researcher role and knowledge con-
tribution. Of the eight improvement studies, four of the DSR activities were marked as
construction, three as manipulation, and one as elucidation. Construction methods, such
as Li et al. [17], aimed to develop a solution by developing a new cross-channel attribu-
tion model that expands the literature’s single-seller scope across multiple sellers, while
Abbasi et al. [1] created a phishing funnel model (PFM) which represented solutions
that predicts user susceptibility to phishing websites. Piel et al. [25] aimed to improve
the distribution of wind energy deployment by proposing an IT artifact that integrates
resourcemodels, an economic viability model, and a spatial distributionmodel. Xie et al.
[29] presented a novel IT system, Similarity Network-based Deep Learning (SINDEL),
that aims to design analytics solutions to problems with societal impact.

The improvement–manipulation subset included two models. A framework devel-
oped by Barua and Mani [5] involved the maturity and scope of an IT event as they sur-
veyed the suitability of short- versus long-term abnormal returns. Ho et al. [13] modeled
individual perceptions of a review system to study how disconfirmation affects online
consumer rating behavior. Haki et al. [11] (improvement–elucidation), in turn, developed
a theory-informed simulation model that explores how IS architecture emerges under
various levels of pressures and how their dynamic changes over time.

The models that contributed to exaptation were the construction models by Lehrer
et al. [16] and Ye et al. [30] and the manipulation model by Maruping et al. [21]. Ye
et al. [30] formulated a theoretical model that demonstrates the visual aesthetics of web
page impressions, while Lehrer et al. [16] developed a model that explains how big
data analytics technologies provide features of sourcing, storage, event recognition and
prediction, behavior recognition and prediction, rule-based actions, and visualization.
The holistic nomological network of technical risk mitigation processes developed by
Maruping et al. [21] aimed to extend current IT project risk frameworks.
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4.3 Design Science Studies Presenting Methods

The method cluster included four studies. All method studies were marked as improve-
ment. In three of them, the researcher role was to create artifacts (construction). Lin
et al. [18] presented a Bayesian multitask learning (BMTL) artifact, Abbasi et al. [2]
proposed the language-action perspective (LAP)-based text analytics framework, and
Velichety and Ram [27] proposed a combination of a method and a process. The BMTL
approach [18] allows healthcare actors to simultaneously model a random number of
events and outcomes, improving clinical decision-making and facilitating preventive
and personalized care. The LAP approach [2], in turn, improves the design of IS that
consider communicative context and actions and emphasizes the interplay between con-
versations, communication interactions between users and messages, and the speech act
composition of messages. Velichety and Ram [27] surveyed the relationships among
online communities and types of social media users and what features guide them.

The onlymethod studywhich did not appear in the construction clusterwasmarked as
an elucidation. Miah et al. [22] developed a decision support system design environment
for both client context and tailored technologies. They focused specifically on DSR
methods as a solution for practical decision-making issues. They observed meta-design
theory for the general solution concept and design principles and illustrated innovation
in tailorable technology, focusing specifically on DSR studies that use design science
methods as a solution to articulated practical decision-making issues.

4.4 Design Science Studies Presenting Instantiations

Instantiations show that constructs, models, or methods can be implemented in a sys-
tem. We found three improvement studies, one being construction, one manipulation,
and one elucidation. Silic and Lowry [26] presented a DSR approach for a gamified
security training system. Bouayad et al. [7] presented an algorithm that provided a new
approach for auditing in healthcare, showing the value of deterrence-based auditing algo-
rithms. Akhlaghpour and Lapointe [3] developed a multi-perspective framework for IT
management techniques.

5 Discussion and Conclusion

We examined how artifacts, knowledge contributions, and activities can cluster DSR.
While IS scholars have classifiedDSR’s knowledge contributions and research activities,
they remained silent on how the nature of artifacts underlies them. This observation
warrants examination since contributing the artifact is a core tenet of DSR [6, 12].
Therefore, we analyzed DSR in major IS journals to identify clusters of knowledge
contributions and activities based on the nature of the designed artifact.

The clusters suggest that certain design artifacts underlie specific knowledge con-
tributions [9] and DSR activities [19] (Table 6). For example, models have not been
deployed (observation and prescriptive statements) but present DSR knowledge contri-
butions of improvement (high solution maturity and low application domain maturity)
and exaptation (low solution maturity and high application domain maturity). This sug-
gests that models fit certain DSR activities and knowledge contributions. Models are
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cognitive representations of reality. While they can take tangible form, agency in solv-
ing the problem rests with human actors taking action based on the model. The nature
of the artifact thus has implications for the knowledge contribution and design of DSR.

Table 6. Clustering combinations of DSR knowledge contributions and research activities by the
nature of the design artifact

Nature of the designed artifact Knowledge contribution and research activity types

Construct Exaptation–Elucidation
Exaptation–Manipulation
Improvement–Elucidation

Model Improvement–Construction
Improvement–Elucidation
Exaptation–Manipulation
Improvement–Manipulation

Method Improvement–Construction
Improvement–Elucidation

Instantiation Improvement–Manipulation
Improvement–Elucidation
Improvement–Construction

These findings suggest two implications for DSR. First, the nature of the design arti-
facts supports certain knowledge contributions and DSR activities. The random sample
suggests that if scholars construct a model, they are unlikely to contribute an invention.
Similar relations can be drawn for other design artifacts. Hence, if we confine DSR to
specific types of knowledge contribution and DSR activities, we exclude artifacts that
cannot make these contributions or cannot be investigated through these activities. This
implies that in future DSR, we should consider knowledge claims not only against the
research process but also against the nature of the artifact and whether the combination
of artifact and activity can support these knowledge claims.

Second, the nature of the design artifact requires aligned DSR guidelines. While we
can construct models to offer prescriptive statements, we cannot observe and prescribe
models. This means that the nature of the design artifact affects the DSR process and
thus the applicable guidelines. If we applied the same guidelines regardless of the nature
of the design artifact, we would limit DSR to design artifacts that emerge from design
activities conducive to these guidelines. However, these activities may not support the
construction of a model, method, or other artifacts. Thus, the guidelines can have a
constraining effect on the breadth of the artifacts that DSR produces. If we consider that
different problems require different solutions, limiting the artifacts entails limiting the
problem space that DSR can address. Hence, our findings imply that the nature of the
artifact produced in a DSR has implications for the applicable DSR guidelines.

Deciding to analyze a random sample, we acknowledge the risk that extending the
analysis to the entire sample might falsify some conclusions. However, if we evaluate
our findings against their plausibility, we can deduce that this random sample provides
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credible contributions by drawing on existing classifications of DSR. Nonetheless, we
suggest that future research should extend our analysis to the entire sample.
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Abstract. Small-Medium Enterprises (SMEs) face many difficulties to make
investments in effective Information Technology (IT) projects that will increase
business performance because they ignore the importance of Information Sys-
tems (IS) strategy. This article explores the satisfaction of IT managers using the
IS strategic planning process to develop IS. Data was collected from 294 IS man-
agers in Greek SMEs The MUSA method which is a Multiple Criteria Decision
Analysis (MCDA) approach was used to analyze data. As the results of this survey
indicate, SMEs cannot improve firm profitability without strategic planning. IT
managers should be knowledgeable about IT issues because this can be an obsta-
cle for the organization and will prevent them achieving their planning goals and
increasing the value of the business.

Keywords: Information Systems · Digital strategy ·MCDA · SMEs · Business
performance

1 Introduction

Executives must contend with both environmental disclosure and the complexity of
developing Information Systems (IS) in order to enhance the performance of their com-
panies [1, 11].Meanwhile, as a result of the development of world trade, new competitive
obstacles and challenges have been initiated. This is an actuality that forces businesses
to evaluate their internal business environments in order to enhance their efficiency and
obtain the preferred competitive advantage. However, it is possible to believe that only if
the IT strategy is aligned with organizational strategy will it be able to increase sustain-
able competitive advantage. The fact that many organizations have invested their money
in achieving this goal can be explained by the fact that they have examined their inter-
nal processes [9]. For all businesses, but especially Small-Medium Enterprises (SMEs),
such a barrier is necessary.

In this new environment businesses face financial challenges, due to a lack of tech-
nical, organizational, and human resources. Therefore, these challenges can reduce their
ability to face the same financial crisis [21, 22]. Managers could use structured processes
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in terms of both strategic planning and information handling to improve business perfor-
mance in SMEs. Information Technology (IT) investment affects business value, while
also supports managers to align organizational strategy with firm performance. Invest-
ment in IT is a significant challenge for IT executives. Therefore, businesses should
develop structured processes in dynamic environments based on formal rules and pro-
cedures to in order to increase environmental sustainability and competitive advantage
[15, 23].

Traditionally, the field of alignment has always been determined as the level to which
the IS strategy corresponds to that of the business. Many studies have shown that the
relationship between alignment and success is positive [26]. Nevertheless, with regard to
this relationship, scholars conclude that SMEs can use various means to achieve a high
degree of alignment, depending on their strengths and market position. Therefore, align-
ment is a decision-making process where decision makers have to identify alternative
scenarios [16].

Regrettably, IS strategy is a research area that has been examined as a homogenous
research topic. What SMEs reflects, however, is a different type of companies in which
both business size and resource constraints significantly affect both alignment and per-
formance [20]. Existing studies conclude that developments in IT increase the extent
of IS adoption in SMEs. As a result, practitioners should be aware of the impact of the
aligning the business strategy with the IT strategy on firm performance [10]. For all the
aforementioned reasons, this article explores the satisfaction of IT managers who use
the IS strategic planning process to develop IS. The main research questions is the fol-
lowing: “How satisfied are IS executives with IS performance?”. All data were obtained
form 294 IS managers in Greek Small-Medium Enterprises (SMEs) and analyzed using
the MUSA method, a Multiple Criteria Decision Analysis (MCDA) approach.

The outcomes of this paper can support executives to understand the IS strategic
planning process. It is crucial to be aware of this process and do not ignore its tasks. IT
managers will pay attention to organizational goals and realize the significance of the IS
strategic planning process for their businesses if they understand the IS strategic planning
process and its importance. Otherwise, there will be challenges in aligning business
strategy with IT strategy. The outcomes of this paper can support practitioners to realize
how IT strategy help the development of IS projects that provide new opportunities for
businesses to enhance business value, innovation and sustainability.

Another contribution of this papers the implementation of MCDA, a decision mak-
ing method to evaluate firm performance. Previous researchers have not used MCDA
methods to examine the relationship between business and IT alignment. MCDA can be
used to solve decision-making problems that are characterized by the multidisciplinary
or multi-criteria nature of the factors that need to be examined and evaluate alterna-
tives for a specific problem. IS strategic planning is a process which involves multiple
conflicting objectives. Thus, implementing MCDAmethods decision makers can define
alternatives and select the most suitable for their case during the implementation of the
process.

The article is structured as follows. Sect. 2 includes the theoretical background on
IS strategy and firm performance. Sect. 3 explains the methodology and Sect. 4 presents
the findings. The final section provides suggestions for future research.
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2 Theoretical Background

SMEs develop ineffective IS projects due to the lack of strategic planning, alignment
between organizational goals and IT goals, and formal processes. Existing studies have
explored the relationship between organizational strategy alignment and IS strategy or
the relationship between organizational goals and IS goals [2, 17, 20]. IS executives try
to achieve a high level of alignment between IT and organizational structure in order to
develop services that support business goals and increase business value [14]. Managers
should be knowledgeable about the structure of the company and IT to achieve strategic
IT alignment which is unique to each company. Therefore, the alignment of IT with
strategy has to be unique so that each firm can achieve its objectives [4, 7].

Strategic alignment allows firms to effectively realize the position of IT effectively,
a significant factor that can increase business value. Moreover by strengthening the
relationship betweenmarket aspects and technology, alignment as amechanism supports
firms to expand their market share and infrastructure. Scholars concluded that the current
alignment models are more business-driven than IT-driven, which means that managers
concentrate more on IT. IT executives should be aware of business strategy to support it
with the development of IS projects [20].

It is interesting to explore the challenges that hinder many businesses from aligning
IT with organizational strategy. First of all, often IT decisions are taken by IT executives
who are ignorant of it, which inevitably leads to a misalignment of the organization. If
IT managers are not knowledgeable about organizational goals, they cannot understand
the organizational strategy. IT managers have conflicts among them and may not to trust
each other, a fact which negatively influence not only the IS strategic planning process
but also their firm’s competence [29, 31].

What has been indicated by surveys analyzing the impact of IS strategic planning
process on effectiveness have shown that IS executives have focused on strategic con-
ception. Combined with opportunity analysis and evaluation, the strategy’s conception
could offer more realistic alternatives. Understanding IS objectives can enable the com-
pany to define future IS and business goals, as well as better options and choices can be
defined to achieve better outcomes. The frequently encountered challenges that emerged
during the implementation of the IS strategic planning process were the lack of top man-
agement engagement and the inability to develop effective action strategies to develop
IS projects. If executives do not support the development of IS projects team members
will not focus on the plans and will have difficulties in the implementation of the IT
strategy. Thus, it is preferable for managers to define priorities that could support their
IT strategy to be better executed and achieve their objectives. Previous researchers indi-
cate that IT managers tend to focus on IS strategy implementation because they consider
the execution of the strategy as a complex process [8, 28].

Findings also indicate that there aremanagerswho are overworkedwith respect to the
IS strategic planning process whilst others who are doing too little. Such two approaches
may prove ineffective. In the first case, the process could be misunderstood, postponed
or stopped from being enforced, while in the second approach the implementation plans
could be unsuccessful, meaning that their objectives could not be accomplished. The
evaluation of the process is obviously of great importance if managers wish to mini-
mize these unsatisfactory outcomes. Researchers have indicated that IT managers pay
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attention at strategy conception and strategy implementation, ignoring the significance
of strategic awareness and situation analysis. As a consequence, the IT strategy which is
being developed is not efficient and effective and it does not meet IT goals [25, 33]. Fur-
thermore, IT executives focus on reducing the time and cost of the implemented project.
Executives pay attention at process implementation and this fact has negative results.
Nevertheless, it reduces the time of the IS strategic planning process implementation,
but the organization’s strategic goals are not aligned with IT objectives [3, 5, 6].

As the usage of IT enhances the firm’s competitive advantage by using scarce
resources and acting as a modulation factor against change, the effectiveness of internal
processes is improved. Knowledge is important because it highlights the limitation of
the cost coordination, improves internal control, increases the productivity of internal
methods, and reduces both the costs of functions and of data handling. In addition, the
adoption of IT helps organizations improve their relationship with customers because
they have the opportunity to learn more about their demands and supports companies
to reduce uncertainty, because it enables them to pay attention to rapidly changing con-
sumer needs while reducing response times. Finally, it enables organizations to develop
innovative products that meet the demands of the customers and provide more effective
services while offering their existing products. This fact increases customer satisfaction,
which in effect leads to improved firm performance [21].

3 Methodology

3.1 Data Collection

A field survey was used for the IS executives. A five-point Likert-scale ordinal satis-
faction scale was used to evaluate business performance. The instrument was based on
the existing literature that examined business performance [9, 18, 19, 24]. These items
were used in order to evaluate the level of IS executives’ satisfaction with IS perfor-
mance. Figure 1 presents the criteria used based on the existing literature to evaluate IS
executives’ satisfaction with IS performance.

Fig. 1. IT managers’ satisfaction criteria.

Four managers participated in a pilot survey to provide feedback regarding the con-
tent, of the questionnaire. The survey sample consisted of IT managers in Greek SMEs
that are included in the Icap list [27–29]. The survey sample was chosen from the SMEs
who provided contact information. The questionnairewas assigned to 1246 IT executives
and 294 responses received.
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3.2 The MUSA Method

The MUSA method was implemented to evaluate IS managers’ satisfaction. MUSA
calculates the satisfaction indicators of each criterion and the weights that IS executives
evaluate for each criterion. Furthermore, MUSA was implemented because it devel-
ops the action and improvement diagrams that are significant for IT executives to be
knowledgeable about the weak and strong dimensions of satisfaction. These diagrams
help executives understand the actions that they have to do in order to improve firm
performance [12, 13].

MUSA has several advantages. First, data represents the satisfaction of IS managers
and can be readily acquired through a questionnaire. Second, results are not only pre-
sented at a descriptive analysis of IS managers’ satisfaction as the method’s outcomes.
Moreover, findings support the assessment of an integrated benchmarking system. Third,
the outcomes do not expect significant assumptions regarding IS managers’ satisfaction
or IS managers’ behavior in general [12, 13]. More details about the method can be
found in [13].

4 Results

One of the most significant outcomes of MUSA is the calculation of weights of the
criteria. The criteria weights present the relative importance based on a set of criteria or
subcriteria that IT managers assign to the satisfaction dimensions. The most important
criteria for IT managers’ satisfaction are the flexibility in work (weight = 17.143) and
customers’ satisfaction (weight = 15.676). On the other hand, the following criteria
present lower levels of importance; market share (weight = 11. 524) and sales growth
(weight = 12.229).

Another outcome of MUSA is the calculation of the average satisfaction indicators.
These indicators are ranged between [0, 1] and represent the extent of customer global
or criteria satisfaction. These indicators can be used to determine the firm’s significant
average performance indicators (globally or by criteria). High levels of satisfaction are
noticed in criteria such as flexibility in work and customers’ satisfaction. Nevertheless,
lower levels of satisfaction are noticed in criteria such as market share and profitability.

Combing these outcomes we can identify the strong and weak dimensions of firm
performance, highlighting which satisfaction dimensions should be improved (Fig. 2).
Criteria such as opportunities for new ideas and innovative new product development
are defined by high performance and importance. When IT executives implement the IS
strategic planning process, they develop new ideas and innovative products that enhance
company’s performance. These dimensions contribute to ITmanagers’ satisfaction since
they are distinguished by high performance and importance.
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Fig. 2. Action diagram.

5 Discussion

According to the outcomes that are presented in Fig. 2 dimensions such as opportunities
for new ideas and innovative new product development are described by high perfor-
mance and high importance. Based on the analysis of action diagrams, these dimensions
belong to the leverage opportunity quadrant. This quadrant involves dimensions that
can be described as competitive advantage. The transfer resources quadrant at that point
is defined by high performance and low importance. These assets might be better uti-
lized somewhere else. Therefore, when managers implement IS planning, they develop
new ideas and innovative products that increase firms’ competitive advantage. As these
dimensions are described by high performance and high importance, they contribute to
IS executives’ satisfaction. The criteria such as opportunities for new ideas and innova-
tive new product development could be linked with organizations’ interest in supporting
employee-driven digital innovation and its outcomes [34].

The important dimensions of IT managers’ satisfaction about firm performance are
related to the flexibility of work and customers’ satisfaction. These dimensions have
been defined important by IS managers, despite the fact that they may be of greater
importance. Especially, the COVID-19 pandemic has increased the need for flexibility
of work. In such unprecedented times companies have to respond with unprecedented
measures that had a similarly unprecedented impact.IS play a vital role and executives
have to decide which existing digital services will be extended and new ones will be
rolled out in order to increase customers’ satisfaction. To preserve business continuity,
IT executives had to react quickly to a rapidly increasing crisis and devise inventive
solutions.
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This is a crucial finding which influences the decision of IS executives regarding
the acceptance of the IT strategy as well as the future actions that should be guided
by the goal of maintaining a sustainable competitive edge. Market share is the most
crucial dimension which does not add to IS managers’ satisfaction. Sales growth is
another important factor which leads to dissatisfaction. Park et al. (2017) [30] noticed
that existing scholars have failed to develop an important relationship between strategic
IT alignment and business performance because IS projects are not characterized by
improved effectiveness, market share, and sales growth. Therefore, it is recommended
for IS managers to align organizational strategy and IS strategy.

The decisions taken by IT managers do not pay attention at organizational goals,
a fact which can impede both business performance and competitive advantage. Thus,
a culture of innovation which can support IT projects is needed if the advantages of
SMEs can be enhanced through the IS strategic planning process. Accordingly, Canhoto
et al. (2021) [7] and Park et al. (2017) [30] concluded that executives’ perception of the
significance of the IS strategic planning process may affect the importance given to the
alignment between organizational strategy and IS strategy.

The results of this paper has theoretical contribution for ISmanagers. The IS strategic
planning process is fundamental to businesses because it supports the efficient devel-
opment and implementation of IS projects. Furthermore, it helps organizations improve
their market share. The execution of the IS strategic planning process is a difficult chal-
lenge. Executives should be knowledgeable about business goals and strategies because
organizations have several planning aspects to encounter multiple issues. If managers
understand the significance of the IS strategic planning process they will be aware of
business goals as well as the significance of the IS strategic planning process to organi-
zational strategy. Contrarily, it will be difficult to reach both and increase the company’s
performance. Likewise, Tan and Gallupe (2006) [33] noticed that organizations with
clear strategic goals and IS projects can increase business value because managers sup-
port the investment of IS to develop qualitative products and services. Therefore, the
degree of customers’ satisfaction is increased and firm’s profitability will be increased.

This paper has practical contribution for IS managers. The results of this article
support decision makers in SMEs in order to analyze how the IT mangers evaluate
the business performance and which dimensions of satisfaction must be improved. The
implementation of MUSA highlighted the strong and weak points of IS executives’ sat-
isfaction. Executives can make decisions to increase the effectiveness of the IS strategic
planning process. The evaluation of IS managers’ perceptions help them recognize the
dimensions that have to be improved and as a result increase their satisfaction regarding
their business performance. Moreover, the findings of this paper help managers recog-
nize which factors do not affect IT executives’ satisfaction and pay attention at specific
actions to improve the efficiency of the IS strategic planning process.

A significant factor for IS managers is the transformation of new ideas into oppor-
tunities for sustainable development for organizations that implement the IS strategic
planning process. When executives recognize the significance of the IS strategic plan-
ning process, its value is improved, the challenges during the execution of the process
are reduced, and IS managers are aware of organizational goals.
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6 Conclusion

This article explored the satisfaction of IT managers who implement the IS strategic
planning process to develop IS. Data was analyzed using MCDA to provide significant
insights to executives in SMEs and help them recognize which dimensions of firm
performance should be improved. The results show that IT investment assists executives
to set business strategy focusing on the improvement of organizational market share,
flexibility in work and generation of opportunities for new product development. In
this way, what SMEs should do is identify and communicate a culture of innovation
and alignment with business strategy and IT goals in order to increase flexibility in
work and opportunities for new product development. IS managers should be aware
knowledgeable about organizational issues because this can be a challenge for them to
achieve the planning goals and improve the market share of the business [5, 32].

A limitation of this paper is the fact that the survey was done only in Greek SMEs.
Future scholars can expand the results of this article and compare themwith outcomes of
other companies operating in several nations. To compare the differences in IS strategic
planning process implementation between businesses from different industries, data
can be analyzed using cluster analysis by future researchers. It would be interesting to
discuss how the findings could be completed in a future study by employing fsQCA [35].
Furthermore, future researchers could implement semi-structured follow-up interviews
with IT managers in several types of firms to provide some helpful insights about the
implementation of the IS strategic planning process in several contexts. Specifically,
semi-structured interviews, in particular, allow respondents to have an open debate about
the effect of IS and organizational strategy on firm performance.
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Abstract. With technology advancements within the field of AI there has been
an increased interest in chatbots used for e-government services. Despite this
increased interest, there is a knowledge gap in terms of what contributes to the
satisfaction with e-government chatbots. To fill this gap, this study investigates
factors affecting the satisfaction and use of chatbots from a citizen perspective. To
this end, this study builds on the Information Systems success model, by exam-
ining the role of key critical antecedents (i.e., information quality, system quality,
service quality) and extends it by considering the role citizens’ trusting beliefs and
perceived empowerment when using e-government chatbots, in order to explain
citizens’ satisfaction and intention to use chatbots. A model that captures the mul-
tidimensional and interdependent nature of chatbot success is suggested and tested
on data collected from 105 users of e-government chatbots in Norway. The find-
ings indicate that information and service quality positively influence the degree
of trusting beliefs by the citizens while all three quality dimensions positively
influence empowerment perceived by citizens. The degree of trusting beliefs and
empowerment positively affect satisfaction, while satisfaction positively affects
intention to use. This study identifies the impact of quality dimensions on trusting
beliefs and empowerment and is the first study to investigate both empowerment
and trusting beliefs in the context of e-government chatbots.

Keywords: Empowerment · Trust · E-government · Chatbot · IS Success Model

1 Introduction

The rapid evolution of information technology contributes to improving the delivery of
services for both private and public organizations worldwide [1]. In Norway, novel e-
government services are increasingly changing the way citizens interact with the govern-
ment. Venkatesh et al. [1] define e-government as “the use of the Internet by government
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agencies to provide informational and transactional services to citizens” (p. 87). One of
the latest additions to e-government services is artificial intelligence (AI) technology. AI
technology enables performing tasks that traditionally were dependent on human intel-
ligence [2]. We use the definition by Thierer et al. [2] to define AI as: “the exhibition
of intelligence by a machine. An AI system can undertake high-level operations; AI can
perform near, at, or beyond the abilities of a human.” (p. 8). The benefits of introducing
AI into e-governmental services are many and include increasing efficiency and cost
savings and reducing administrative burdens and waiting time [3]. There are several
use cases for AI in public organizations, and within these, there is an increasing trend
related to virtual agents, also known as conversational agents or chatbots [4]. Chatbots
are virtual service robots that are used for human-computer interactions in conversa-
tional mode [5]. Several Norwegian public organizations including the Tax Authorities,
the Welfare Services Organization and several municipalities have implemented such
service robots, hereafter chatbots, for service delivery.

Chatbots are an important emerging technology with potential to empower citizens
[6]. The use of chatbots in e-government is not only viewed as a way of achieving effi-
ciency improvements but also as a way of improving information access and enhancing
citizens´ control over servicing options (for instance by offering extended service hours).
Citizen empowerment is strongly emphasized and is a key aspect for e-government ini-
tiatives. Citizen empowerment entails more than providing basic access to information
and services; it is about transforming citizens from general users into empowered indi-
viduals through digital services [7]. UNESCO sees citizen empowerment as one of the
three main objectives of e-governance, namely: to engage, enable and empower the citi-
zen [8], while OECD sees citizen empowerment as a necessary condition for enhancing
the quality of service delivery [9]. However, the empowerment of citizens in the context
of e-government has not been clearly understood or systematically studied [10]. Empow-
erment can come out of users´ competence, self-determination and also, meaningful and
impactful chatbot use [11, 12]. Interestingly, although there is a growing body of research
on chatbots in the context of public service delivery [3, 4, 13], the relationship between
chatbot users´ satisfaction and empowerment has not been previously investigated.

Overall, there is limited prior research about the full potential of using AI in e-
governmental services and on how AI in e-governmental services affects citizens [4].
As public organizations have been investing and implementing chatbots into their e-
governmental services already for some years, it is now possible to perform empir-
ical studies exploring citizens actual experiences and perspectives. This paper sug-
gests a comprehensive model for citizens´ satisfaction from chatbot use that brings
together empowerment, quality and trust. Themodel is developed by extendingDelone&
Mclean´s IS Success Model [14, 15] which foregrounds the role of information, sys-
tem and service quality by including empowerment and trust. Trust is included because
prior research has shown that a key factor for achieving e-government success is build-
ing trust [16]. Specifically, Teo and colleagues [16] found that trust in e-government is
positively associated with the quality and satisfaction of e-government websites [16].
Furthermore, McKnight and colleagues [17] found that users´ perceived quality of web-
based services is correlated with trusting beliefs. Hence, a model that includes quality,
trust and empowerment brings together key dimensions of user experience affecting
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satisfaction. The study provides insights that can be used by government agencies that
aim to achieve higher citizen satisfaction with e-government chatbots and build stronger
citizen government relationships.

The remainder of the paper is organized as follows, the background and related work
is presented first, followed by hypotheses and a conceptual model. Next the method-
ology is presented, followed by the presentation and discussion of the results. The
study concludes by elaborating on limitations and discussing implications for theory
and practice.

2 Background and Related Work

2.1 Information, System, and Service Quality

The updated IS Success Model by Delone & Mclean [14] provides an integrated mul-
tidimensional view on IS success. The model suggests that information quality, system
quality and service quality influence satisfaction and intention to use, which in turn
influence and are influenced by net benefits. The goal of our study is to understand and
explain citizens’ satisfaction and their intention to use chatbots in e-government. To this
end, we adopt information quality, system quality, service quality, user satisfaction, and
intention to use. Information quality is the extent of how accurate, relevant, precise and
complete the information provided by the system is and how it fits the users needs [5,
14]. In the context of this study, information quality relates to how well e-government
chatbots provide information. System quality is the extent of how consistent, easy to use
and fitting to user needs an IS is [5, 14]. In the context of this study, system quality relates
to chatbots´ consistency and ease of use. Service quality is the extent of the reliability,
responsiveness, assurance and empathy of an IS [5]. In the e-government chatbots con-
text, service quality relates to how reliable, responsive, assuring and empathic chatbots
are. User satisfaction is the degree of satisfaction felt by the user towards the system
and how well it satisfies the user´s needs [14]. In the context of e-government chatbots,
user satisfaction is how satisfied citizens are with the chatbots. Intention to use is the
degree of intention a user has to use a system and has in IS research been found to be a
strong predictor of actual system usage [18, 19]. In the context of our study this is about
citizens’ intention to use e-government chatbots.

2.2 Human Empowerment

Empowerment revolves around increasing power in social interactions [20]. Li &Gregor
[10] argue that empowering citizens through e-government is important, as the more
empowered the citizens, the more likely they are to value government agencies and
build a healthier relationship with government. Feeling powerful comprises a range
of mechanisms which humans utilize to increase their influence. Increasing a person’s
power leads to a greater influence in social relations - including interactions with other
humans, systems andmachines [20]. A successful empowerment process is described by
byCattaneo&Chapman [20] as “a personallymeaningful increase in power that a person
obtains through his or her own efforts” (p. 647). Four dimensions are central for a human
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to feel empowered: Competence, Impact, Meaning and Self-determination [11]. Kim &
Gupta [12] operationalized these four dimensions into the context of work Information
Systems: Competence of user, Meaning of system usage, Self-determination of user and
Impact of system use [12]. We adopt the same four dimensions of empowerment into
the context of citizens using e-government chatbots.

2.3 Trusting Beliefs

A key factor for achieving success with e-government websites is building trust [16].
Trust is a complex concept consisting of multiple interrelated dimensions that has been
defined in multiple ways in previous literature [21]. Trusting beliefs is a dimension
of trust that has been put forward as an antecedent to consumers’ internet behavior
in previous research [22]. Trusting beliefs is by Mcknight et al. [17] defined as “the
confident truster perception that the trustee has attributes that are beneficial to the truster”
(p. 337). Mcknight et al. [17] found that perceived website quality is greatly correlated
with trusting beliefs and intentions [17]. In this study we introduce trusting beliefs as a
potential factor affecting satisfaction with e-government chatbots.

3 Hypotheses and Conceptual Model

3.1 Quality and Empowerment

Li & Gregor [10] argue that the government agency has to increase the service delivery
mechanism and improve the quality of the information or service being delivered in the
context of advisory services in the public sector [10]. To test if this applies to the context
of e-government chatbots, we developed the following hypotheses with quality elements
based on the IS Success Model [14].

H1 = Information quality of chatbots provided by public organizations is positively
associated with the citizens’ feeling of empowerment
H2=Systemquality of chatbots provided by public organizations is positively associated
with the citizens’ feeling of empowerment
H3=Service quality of chatbots providedbypublic organizations is positively associated
with the citizens’ feeling of empowerment

3.2 Quality and Trusting Beliefs

Mcknight et al. [17] found that a high-quality website builds consumers trusting beliefs
that the vendor is competent, honest and benevolent [17]. To test if this applies to the
context of e-government chatbots, we developed the following hypotheses on quality
and trusting beliefs using quality elements based on the IS Success Model [14].

H4 = Information quality is positively associated with Citizens’ trusting beliefs in
chatbots provided by public organizations
H5 = System quality is positively associated with Citizens’ trusting beliefs in chatbots
provided by public organizations
H6 = Service quality is positively associated with Citizens’ trusting beliefs in chatbots
provided by public organizations
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3.3 Empowerment, Trust, Satisfaction and Intention to Use

In our study, we apply trust and personal satisfaction to the context of citizen empow-
erment of e-government chatbots. As website quality has been found to build trusting
beliefs of the users [17], we test if trusting beliefs can be a potential key factor that
affects the intention to use and satisfaction citizens have with e-government chatbots.
Furthermore, several studies have found a correlation between satisfaction with IS and
intention to use [14, 15].This indicates that satisfaction with e-government chatbots may
affect the citizens’ intention to use them. We have therefore formulated the following
hypotheses:

H7 =Citizens’ trusting beliefs are positively associated with the satisfaction by chatbots
provided by public organizations
H8 = Citizens’ empowerment is positively associated with the satisfaction by chatbots
provided by public organizations
H9 = Citizens’ satisfaction is positively associated with the intention to use chatbots
provided by public organizations

Figure 1 presents the comprehensive model developed. Empowerment is modeled
as a second-order reflective construct with four first order sub-constructs based on the
four dimensions of empowerment by Kim & Gupta [12]: user competence, impact of
system use, meaning of system use, and user self-determination.

Fig. 1. Research model.

4 Method

4.1 Data Collection

To test our conceptual model and hypotheses we conducted a survey among users of
chatbots provided by public organizations in Norway. Using a survey allowed us to col-
lect information from a broad number of respondents in a standardized and quantifiable
manner [8]. We constructed a questionnaire using a 7-point Likert scale. The question-
naire was distributed by sharing posts with a public link to the questionnaire through
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social media following a snowball sampling method. We also distributed the link via
personal messages to acquaintances we saw fit and encouraged family members and
friends to share it in their networks. The target respondents were adults that have used
e-government chatbots in Norway. To control for respondents’ experience with chatbots
we asked them about their prior use of chatbots. The survey was performed in February
2022 and yielded 105 fully filled-in questionnaires by individuals that are experienced
with e-government chatbots, thus comprising the sample for this study. Table 1 provides
an overview of the survey respondents.

Table 1. Descriptives statistics of survey respondents

Demographic variable Frequency Percentage

Gender Female 57 54.2

Male 46 43.8

Prefer not to say 2 1.9

Age 18–25 41 39

26–35 38 36.1

35–45 12 11.4

46–55 9 8.5

56–65 5 4.7

The prevalence of younger adults is related to the requirement of including only
respondents that have actually used public organizations´ chatbots. To the best of our
knowledge there are no statistics available on the age distribution of chatbot users in
Norway but it is known that chatbots are predominantly used by younger population.
The most recent related statistics available come from a survey performed in November
2020 on a representative sample of the French population by the public opinion institute
(IFOP). This survey [23] showed that a chatbot (in a commercial or public service
context) has been used at least once by 62% of the younger population (aged 35 or less)
but only by 39% of the older population (aged above 35).

4.2 Measures

For the different constructs included in the research model, we leveraged previous
research. An overview of all constructs and their sources is included in Table 2.
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Table 2. Constructs

Construct Description Source

Empowerment (EMP) “a personally meaningful increase in power
that a person obtains through his or her own
efforts” (p. 647)

[20]

Competence of user (COU) “an individual’s belief in his or her
capability to use the system in tasks with
relevant knowledge, skills and confidence”
(p. 658)

[12]

Impact of system usage (IMP) “the degree to which an individual can
influence task outcomes based on the use of
the system” (p. 658)

[12]

Meaning of system usage (MEA) “the importance an individual attaches to
system usage in relation to his or her own
ideals or standards” (p. 658)

[12]

Self- determination (SED) “an individual’s sense of having choices
(i.e., authority to make his or her own
decisions) about system usage” (p. 658)

[12]

Intention to use (USE) The degree of intention a user has to use a
system

[24]

Information Quality (IQ) The extent of how accurate, relevant, precise
and complete the information provided by
the IS is and how it fits the users needs

[5, 14]

System Quality (SQ) The extent of how consistent, easy to use
and responsive a IS is, and to what degree it
fits the users needs

[5, 16]

Service Quality (SVQ) The extent of the reliability, responsiveness,
assurance and empathy of an IS

[5, 16]

Trusting beliefs (TRB) The confident truster perception that the
trustee—in this context, a specific
e-government chatbot—has attributes that
are beneficial to the truster

[22]

Satisfaction (SAT) The degree of satisfaction felt by the user
towards the system and how well it satisfies
the users needs

[14, 16]

4.3 Data Analysis

Structural equation modeling (SEM) was performed using SmartPLS version 3.3.7.
The analysis included the development of a measurement model and structural model
and a confirmatory factor analysis was performed. The measurement theory was tested
before testing the hypothesis with the structural model. Kim&Gupta [12] propose using
empowerment as a second-order construct, thus empowerment was computed into a
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second-order latent construct by combining the latent variables from its four dimensions
(COU, IMP, MEA, SED) forming the empowerment construct.

5 Findings

As a first step, we evaluated the measurement theory, performing evaluations of the reli-
ability. This was done by assessing the indicator loadings and composite reliability, with
values over 0.8 for all constructs, showing acceptable indices of internal consistency. The
validity of the first-order constructs was evaluated with the average variance extracted
(AVE) and the Fornell-Larcker Criterion (FLC), shown in Table 3. Establishing validity
requires that average variance extracted (AVE) is greater than 0.50, that the correlation
between the different variables in the confirmatory models does not exceed 0.8 points, as
this suggests low discrimination, and that the square root of each factor’s AVE is larger
than its correlations with other factors [25]. After confirmations of the measurement
model, the hypotheses were tested by assessing the path coefficients and significance in
the structural model (Fig. 2).

Table 3. Discriminant validity and construct descriptive statistics.

Discriminant validity (FLC) Construct

EMP IQ USE SAT SVQ SQ TRB Mean SD CR AVE

EMP 1.00 EMP

IQ 0.58 0.84 IQ 3.54 1.39 0.87 0.70

USE 0.66 0.61 0.92 USE 3.43 1.48 0.94 0.84

SAT 0.76 0.68 0.70 0.95 SAT 3.12 1.58 0.96 0.90

SVQ 0.63 0.61 0.67 0.70 0.84 SVQ 3.87 1.42 0.88 0.71

SQ 0.60 0.50 0.61 0.64 0.65 0.87 SQ 3.76 1.59 0.90 0.76

TRB 0.69 0.70 0.70 0.85 0.79 0.64 0.91 TRB 3.67 1.49 0.95 0.82

Diagonal values (in bold) are the square root of the average variance extracted (AVE).
Off-diagonal elements are the correlations between constructs.

To test the hypotheses, the structural model was analyzed by assessing the path coef-
ficients and their significance. Figure 2 presents the results of the analysis. All the three
quality dimensions were found to have significant positive influence on empowerment,
supporting H1, H2 and H3. The analysis shows that there is a significant positive influ-
ence of information and service quality on trusting beliefs, supporting H4 and H6. The
effect of system quality on trusting beliefs was not found significant and H5 is therefore
dismissed. By looking at the path coefficients, the strength of the relationships differs.
Out of the three quality dimensions, service quality has the strongest influence on trust-
ing beliefs with 0.504, while the influence the quality dimensions have on empowerment
is more similar, with service quality as the strongest relationship of 0.332. There is a
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significant positive effect of trusting beliefs and empowerment on satisfaction, support-
ing H7 and H8. Lastly, the analysis also shows that satisfaction has a positive significant
influence on intention to use, supporting H9.

Fig. 2. Research model with hypotheses testing results.

6 Discussion and Conclusion

In this study we investigate citizens’ satisfaction and intention to use chatbots in e-
government. To this end, we focus on the role of information, system, and service
quality in forming citizens’ empowerment and trusting beliefs, which in turnmay explain
citizens’ satisfaction and intention to use chatbots. The results of this study indicate that
information and service quality have a significant effect on the citizens’ trusting beliefs
when using e-governmental chatbots, with service quality as the strongest influence.
This indicates that citizens’ builds trusting beliefs based on how citizens perceive the
information and service quality of the e-government chatbots. This finding is consistent
with the findings by Mcknight et al. [17] on website quality and trusting beliefs [17] and
the findings of Nicolaou & Mcknight [26] on information quality and trusting beliefs
in data exchanges [26]. Our study adds to their findings by adding information and
service quality as significant factors affecting citizens’ trusting beliefs when using e-
governmental chatbots. This indicates that increased quality of e-government chatbots
will help build more solid trusting beliefs to such services among citizens. This study
adds to the increasing discussion on the role of chatbots in public organizations for
AI/human augmentation [27, 28] and can contribute to research on AI and autonomous
agents, as part of big data analytics ecosystems for successful digital transformation
[29].

All the three quality dimensions had a significant influence on citizens’ perceived
empowerment when using e-government chatbots. The higher degree of information,
system and service quality, the more citizens’ feel empowered to use such chatbots. Our
findings add new insights to theory by adding empowerment as a factor that is affected
by the information, system and service quality of e-government chatbots. This finding
is a valuable insight of the importance of prioritizing quality in e-government chatbots
to empower citizens and enable citizens to use and value e-government services as Li &
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Gregor [10] argues in their review. Our findings further support the that in service design
we should consider the totality of interactions that going beyond digital automation [27,
30].

Previous studies have addressed the relationship of quality and multiple dimensions
of trust [16]. We complement previous findings by showing how trusting beliefs directly
influence citizens’ satisfaction with e-government chatbots. Our findings indicate that
a higher degree of satisfaction is an outcome when there are higher trusting beliefs
among citizens using e-government chatbots. This is useful for government agencies in
terms of addressing the importance of building trust to achieve the full value potential
of e-government chatbots.

Further, we find that citizen empowerment influences satisfactionwith e-government
chatbots. This finding show that the more empowered citizens feel when using e-
government chatbots, the higher degree of satisfaction they will feel which our study
also shows will result in a higher degree of intention to use such chatbots. The findings
support previous arguments on the key role of user empowerment in relation to user
behavior (i.e., using the system to its full potential in an extended, integrative, and emer-
gent way) in the IS usage context [12]. Citizen empowerment goes beyond providing
basic access to information and services, towards transforming citizens from general
users into empowered individuals through digital services [12]. These findings give
valuable knowledge of addressing the dimensions of empowerment when developing,
managing, and maintaining e-government chatbots.

To summarize, this study is one of the very first that address both empowerment
and trusting beliefs in the context of e-governmental chatbots. To fill this research gap,
our research model sufficiently explains how quality, trusting beliefs, empowerment,
satisfaction, and intention to use relate to each other. Our findings show the importance
of quality affecting citizens trusting beliefs and empowerment and how these factors
influence citizen satisfaction. Future studies should investigate these factors and rela-
tionships more thoroughly and include several research methods such as observations
and logs of citizens’ interaction with e-governmental chatbots.

There are limitations to this study that provide significant ground for further research.
Five of the constructs from the IS Success Model were adapted, excluding net benefits
as the main objective of this study was to investigate satisfaction and usage rather than
the success of e-government chatbots. Future studies can extend this work also inves-
tigating the overall success of e-government chatbots. Another limitation is that most
of the sample analyzed in this study is within a young age group. Thus, it is expected
that most of the respondents is familiar with the use of technology and can easily adapt
to developments within e-governmental services and chatbots. Future studies should
investigate how e-government chatbots empower or disempower the general population
including more responses from the elderly. Additionally, the sample was collected with
convenience sampling, thus the respondents that chose to participate might not represent
the general capabilities of the population or might have had particularly negative experi-
ences with e-governmental chatbots etc. Finally, the questionnaires were in Norwegian,
with items adapted and translated from English. This may have affected how the items
were interpreted and some may have been misunderstood from its original meaning by
the respondents.
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Appendix

Const. Item Load. Mean SD

Information quality
In my experience information provided by such chatbots…

IQ1 …meets my needs 0.87 2.98 1.7

IQ2 …is accurate 0.84 3.55 1.7

IQ3 …is up-to-date 0.82 4.19 1.6

Satisfaction

SAT1 I feel that chatbots adequately meet my needs for interaction
with the government

0.96 3.09 1.6

SAT2 Chatbots are effectively fulfilling my needs for interaction with
the government

0.95 3.14 1.6

SAT3 Overall, I am satisfied with chatbots 0.94 3.15 1.7

System quality
In my experience, such chatbots…

SQ1 …are easy to use 0.93 3.95 1.9

SQ2 …are user-friendly 0.94 3.51 1.7

SQ3 …require a lot of effort to use 0.72 3.79 1.7

Service quality
In my opinion, such chatbots…

SVQ1 …provide dependable services 0.89 3.54 1.5

SVQ2 …give prompt service to citizens 0.85 4.50 1.7

SVQ4 …are designed with citizen’s best interests at heart 0.82 3.54 1.8

Trusting beliefs
I believe that such chatbots are…

TRB1 …are competent and effective in providing governmental
information

0.88 3.91 1.6

TRB2 …perform their role of giving governmental information very
well

0.93 3.51 1.7

TRB3 …are capable and proficient governmental information providers 0.91 3.69 1.6

TRB4 In general, such chatbots are very knowledgeable about
governmental services

0.91 3.70 1.6

Intention to use

USE1 I would use chatbots for getting government information 0.92 3.94 1.8

USE2 I would use government services provided by chatbots 0.93 3.73 1.7

USE3 Interacting with the government using chatbots is something that
I would do

0.93 3.67 1.7

Empowerment

(continued)
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(continued)

Const. Item Load. Mean SD

COU1 I have the skills necessary to use chatbots 0.93 6.39 1.1

COU2 I am self-assured about my capabilities of using chatbots 0.96 6.13 1.1

COU3 I am confident about my ability to use chatbots 0.97 6.18 1.1

IMP1 Based on using chatbots, I feel that I’m in control of the task I
want to accomplish

0.87 4.18 1.8

IMP2 Based on using chatbots, I have significant influence over what
happens in the interaction

0.90 3.73 1.7

IMP3 Based on using chatbots, I have a great deal of control over what
happens in the interaction

0.92 3.70 1.7

MEA1 Using chatbots for public services is very important to me 0.93 2.86 1.7

MEA2 Using chatbots for public services is meaningful to me 0.93 3.02 1.7

MEA3 My chatbot activity are personally meaningful to me 0.90 2.48 1.6

SED1 I have significant autonomy in determining how I use the chatbot 0.93 3.99 1.6

SED2 I have considerable opportunity for independence and freedom
in how I use the chatbot

0.89 3.60 1.6

SED3 I can decide on my own how to go about using the chatbot 0.88 3.82 1.8

References

1. Venkatesh, V., Thong, J., Chan, F., Hu, P.: Managing citizens’ uncertainty in e-government
services: the mediating and moderating roles of transparency and trust. Inf. Syst. Res. 27,
87–111 (2016)

2. Thierer, A., Sullivan, A., Russell, R.: Artificial intelligence and public policy. Mercatus
Research (2017)

3. Wirtz, B., Weyerer, J.: Artificial intelligence in the public sector. Global Encyclopedia of
Public Administration, Public Policy, and Governance (2019)

4. Androutsopoulou, A., Karacapilidis, N., Loukis, E., Charalabidis, Y.: Transforming the com-
munication between citizens and government through AI-guided chatbots. Gov. Inf. Q. 36(2),
358–367 (2018)

5. Chen, J., Jubilado, R., Capistrano, E.P., Yen, D.: Factors affecting online tax filing – an
application of the IS success model and trust theory. Comput. Hum. Behav. 43, 251–262
(2015)

6. Følstad, A., et al.: Chatbot research and design. In: Third International Workshop, CONVER-
SATIONS 2019, Amsterdam, The Netherlands, 19–20 November 2019

7. Sharma, S., Kar,A.K.,Gupta,M.P., Dwivedi, Y.K., Janssen,M.:Digital citizen empowerment:
a systematic literature review of theories and development models. Inf. Technol. Dev. 1–28
(2022)

8. Palvia, S., Sharma, S.: E-government and E-governance: definitions/domain framework and
status around the world (2022)

9. OECD. OECD Annual Report 2001 (2001)



The Role of Quality, Trust, and Empowerment 291

10. Li, M., Gregor, S.: IT empowerment or exclusion? The dilemma of online government advi-
sory services. In: ACIS 2010 Proceedings of the 21st Australasian Conference on Information
Systems (2010)

11. Gsenger, R., Human, S., Neumann, G.: End-user empowerment: an interdisciplinary
perspective. In: HICSS (2020)

12. Kim, H.-W., Gupta, S.: A user empowerment approach to information systems infusion. Eng.
Manag. IEEE Trans. 61, 656–668 (2014)

13. Scutella, M., Plewa, C., Reaiche, C.: Virtual agents in the public service: examining citizens’
value-in-use, Public Manag. Rev. pp. 1–16 (2022)

14. Delone, W., McLean, E.: The delone and mclean model of information systems success: a
ten-year update. J. Manag. Inf. Syst. 19, 9–30 (2003)

15. Delone, W., McLean, E.: Measuring e-commerce success: applying the delone & mclean
information systems success model. Int. J. Electron. Commer. 9, 31–47 (2004)

16. Teo, T., Srivastava, S., Jiang, L.: Trust and electronic government success: an empirical study.
J Manag. Inf. Syst. 25, 99–132 (2009)

17. McKnight, D., Choudhury, V., Kacmar, C.: Developing and validating trust measures for
e-commerce: an integrative typology. Inf. Syst. Res. 13, 334–359 (2002)

18. Chau, P., Hu, P.: Information technology acceptance by individual professionals: a model
comparison approach. Decis. Sci. 32, 699–719 (2001)

19. Venkatesh, V., Morris, M., Davis, G., Davis, F.: User acceptance of information technology:
toward a unified view. MIS Q. 27, 425–478 (2003)

20. Cattaneo, L., Chapman, A.: The process of empowerment a model for use in research and
practice. Am. Psychol. 65, 646–659 (2010)

21. Gefen, D., Karahanna, E., Straub, D.: Trust and TAM in online shopping: an integratedmodel.
MIS Q. 27, 51–90 (2003)

22. Mcknight, D., Chervany, N.: What trust means in e-commerce customer relationships: an
interdisciplinary conceptual typology. Int. J. Electron. Commer. 6, 35–59 (2002)

23. Notoriété et image de l’Intelligence Artificielle auprès des Français et des salaries. IFOP
(2020). https://www.ifop.com/wp-content/uploads/2021/01/Rapport-IFOP-pour-Impact-AI-
Decembre-2020.pdf

24. Belanger, F., Carter, L.: Trust and risk in e-government adoption. J. Strateg. Inf. Syst. 17,
165–176 (2008)

25. Fornell, C., Larcker, D.F.: Evaluating structural equation models with unobservable variables
and measurement error. J. Mark. Res. 18(1), 39–50 (1981)

26. Nicolaou, A., Mcknight, D.: Perceived information quality in data exchanges: effects on risk,
trust, and intention to use. Inf. Syst. Res. 17, 332–351 (2006)

27. Vassilakopoulou, P., Haug, A., Salvesen, L.M., Pappas, I.O.: Developing Human/AI inter-
actions for chat-based customer services: lessons learned from the Norwegian Government.
Eur. J. Inf. Syst. 3 (2022). https://doi.org/10.1080/0960085X.2022.2096490

28. Vassilakopoulou, P., Pappas, I.O.: AI/Human augmentation: a study on chatbot – human agent
handovers. In: International Working Conference on Transfer and Diffusion of IT (2022)

29. Pappas, I.O., Mikalef, P., Giannakos, M.N., Krogstie, J., Lekakos, G.: Big data and business
analytics ecosystems: paving theway towards digital transformation and sustainable societies.
IseB 16(3), 479–491 (2018). https://doi.org/10.1007/s10257-018-0377-z

30. Vassilakopoulou, P., Grisot, M., Aanestad, M.: Enabling electronic interactions between
patients and healthcare providers: a service design perspective. Scand. J. Inf. Syst. 28, 71–90
(2016)

https://www.ifop.com/wp-content/uploads/2021/01/Rapport-IFOP-pour-Impact-AI-Decembre-2020.pdf
https://doi.org/10.1080/0960085X.2022.2096490
https://doi.org/10.1007/s10257-018-0377-z


The Experiential View of Regressive
Discontinuance

Mohina Gandhi(B) , Arpan Kumar Kar , and P. Vigneswara Ilavarasan

Bharti School of Telecommunication Technology and Management, IIT, Delhi 110016, India
mohina.gandhi@gmail.com

Abstract. Social media has become an essential forum for young adults to engage
with each other by exchanging informative, engaging, and entertaining content.
Some mobile social media applications are consistently popular among individ-
uals, while some get abandoned after the initial usage. The behavior of early
discontinuance is formerly known as regressive discontinuance. This qualitative
study explores the experiences of social media users behind the regressive dis-
continuance of a mobile social media application. We have utilized the grounded
theory approach in this exploratory studywhich has led us to explain the short-term
usage experience of an individual using stimulus, organism, and response theory.
This qualitative study proposes the conceptual model and tentative hypotheses to
be tested in futurework. The findings of this study can be of great importancewhile
creating or maintaining a mobile social media application. If not paid heed to, the
criticism of such applications can eventually lead to the abrupt discontinuation of
the application.

Keywords: Regressive discontinuance · Post adoption research · Generation Z

1 Introduction

The internet has become the defining trait of the current society. The same effect is visible
in the shift of social interests [1]. It is especially true for Generation Z, including children
born between 1993 and 2005. These children have been reared in the first truly mobile
era and therefore possess a special relationship with technology. The rise of affordable
internet and smartphones has strengthened this relationship [2]. Socialmedia has become
an important forum to engage with each other and exchange content [3]. However, not
every mobile social media application is used by all. Many of these applications are
used by consumers for a short time and get discontinued. The application marketers
strategize their campaign for massive adoption. Although, the success of mobile social
applications does not come from downloading the application. The number of active
users defines the success of a mobile application. Today, when the application design
andmaking it available on the play store is not strenuous.But the challenge lies in keeping
the consumer active on the mobile application. Not many studies have addressed this
challenge, which led us to perform an exploratory study to identify the potential reasons
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behind the discontinuation of amobile social media application after initial usage among
Generation Z users. The unique relationship of Generation Z with mobile social media
applications might bring exciting insights that can help practitioners design practical
applications. This phenomenon was introduced in IS literature by [4] as an “acceptance
discontinuance anomaly.” The studies have found that the expectation (dis)confirmation
theory is the most suitable explanation of this behavior [5]. However, we propose that
there can be many other experiential factors that the social media users might have
experienced during their initial use, leading them to discontinue after the initial use of
the application.

To some extent, social media solves many problems; it is also a root cause of many
issues such as FOMO, self-absorption, anxiety, etc. Usage of mobile social applications
is a high engagement activity for mobile users. The unique relationship of social media
applications with generation Z makes understanding the cause behind their regressive
discontinuance behaviour interesting. In this qualitative study, we use the grounded
theory approach to acquire knowledge about the individuals’ experiences of short usage
and their decision to discontinue the mobile application after a short duration. We have
considered TikTok and Instagram as sample cases while interviewing young adults. Both
platforms are visual content-based and significantly popular mobile applications among
young adults. In January 2022, TikTok had almost 1 billion users, and Instagram had
approximately 1.5 billion users worldwide [6]. These platforms give easy access to the
users for designing, developing, and sharing videos that can be playful, entertaining, or
informative. Despite being the most popular application among young adults globally, it
invites criticism froma section of youth. This exploratory study focuses on understanding
the primary causes of disillusionment with these platforms and eventual discontinuation
by Generation Z users after a short first-hand experience of these applications. The
following research questions are the pivot point of this exploratory study:

RQ1. How does the initial experience of mobile social media applications influence
intentions of discontinuation among Generation Z users?

The contribution of our study lies in exploring an underemphasized area of research
in the information systems literature, that is, the regressive discontinuation behaviour of
individuals. The exponential rise in mobile social media applications makes it salient to
understand this action. Our study proposes a conceptual model that exhibits the signif-
icant factors that influence the regressive discontinuance behaviour of individuals. The
remaining part of the paper is organized as follows: First, the theoretical background in
the context of IS discontinuation, followed by the research methodology, findings, and
model development section. Later, the discussion section is followed by the limitations
and conclusion section, which summarizes this study, our plans for the study, its limits,
and recommendations for social media practitioners.

2 Theoretical Background

2.1 IS Discontinuance

Initially, the researchers believed that the continuation and discontinuation are opposite,
i.e., the presence of certain factors motivates an individual to continue using IS, and the
absence of these factors will lead to discontinuation of IS [4]. This belief did not sustain
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for long as the prior research in other domains suggested that there could be different
factors associated with the behaviour of continuation and discontinuation [7]. The ter-
mination phase starts with the intention of the user to leave the IS. These intentions can
be due to social media addiction leading to guilt and self-efficacy for discontinuing a
social media platform. [8] has identified that the self-realization of overuse and addic-
tion to social media platforms can affect someone’s behaviour and experiences of an
individual. This self-regulation can influence an individual’s intentions for discontinu-
ation. Although a study performed by [9] has modified work on social media platform
discontinuation by integrating the theory of planned behaviour with self-determination
theory. This study has found that excessive use of social media platforms can influence
unpleasant experiences for individuals, affecting the intentions of discontinuation usage
behaviour. Various other studies have also suggested consequences of excessive use of
social media platforms, such as information overload, communication overload, system
feature overload, and social overload, which are the influential factors that cause mental
health disorders [9, 10]. The termination phase is presumed to be complete when the
user leaves the social media platform and abandons it. The above studies explain the
quitting and temporary discontinuance forms of discontinuance. This discontinuance
occurs after an individual has been through the exploring, adoption, and continued use
phase.

2.2 Regressive Discontinuance and Expectation Confirmation Theory

In IS literature, there are five forms of discontinuance: rejection, regressive discontin-
uance, quitting, temporary discontinuance, and replacement [5]. The above discussion
represents the exploration of quitting and temporary discontinuance in depth. However,
we suggest that it is time that we make efforts to understand the phenomenon where
after initial adoption, the user decides to discontinue the usage of mobile social media
applications. A limited number of studies have been conducted in regressive discontin-
uance [5]. However, most have utilized expectation (dis)confirmation theory to explain
the early discontinuation. This theory was introduced in IS from consumer behaviour lit-
erature to understand an individual’s choice to continue using IS [4]. The post-adoption
model of IS continuance is inspired by expectation (dis)confirmation theory and is based
upon confirmation, perceived usefulness, and satisfaction. The study has shown that the
confirmation of pre-adoption expectations can positively influence post-adoption satis-
faction and perceived usefulness. In the post-adoption phase, the perceived usefulness
and satisfaction impact the IS continuation intention. However, the high differences in
confirmations and perceived usefulness negatively impact satisfaction that might turn
into IS discontinuation. Examples can be a lack of user’s capabilities, misunderstanding
about characteristics, expectation gaps, or performance mismatch [11, 12]. Generally,
new products are designed to fulfil some unmet needs of individuals. It also applies to the
mobile social media applications; that is, they are being designed to meet some expec-
tations of individuals, such as new connections, chat, multimedia support, less response
time, and respective features. However, there can be bad experiences of individuals that
can be experienced after the initial usage of the application, such as non-productive and
repetitive content on the platform. Our study proposes that there can be other experien-
tial factors that a mobile social media user might experience during the initial phase of
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usage. These factorsmight not have been expected before adoption and plays their role in
deciding discontinuation. This study is an initial exploration of consumers’ experiences
that have led them to discontinue application usage after short use.

3 Research Methodology

3.1 Associated Interviews

To explore and explain the reasons behind the regressive discontinuance of a mobile
social media application, a commonly used approach of grounded theory study has
been adopted due to the limited availability of relevant literature [13]. The theoretical
framework for the regressive discontinuation of mobile social media applications has
been developed with the help of an inductive approach. TikTok and Instagram were the
short video-based platforms that were taken as sample cases to explore the framework.
On the one hand, these platforms were massively adopted among users, and on the
other hand, discontent was also observed among users about these applications. We
conducted 34 in-depth semi-structured interviews in the year 2021. The saturation in the
participants’ responses stopped us from further conducting the interviews. Purposive
sampling was used for the selection of the sample population. We approached 133
people, out of which the interviews were conducted with those mobile social media
users who have used TikTok or Instagram for a few days and discontinued it later. The
respondents were between 15 to 26, i.e., young adults who are the prime users of mobile
social media applications. The anonymity of participants was ensured to the adults and
the parents of teenagers. The demographics of the interview respondents are shown in
Table 1.

Table 1. Demographics of the interview respondents.

Gender Women 50.0

(In percentage) Men 50.0

Application discontinuers
(In percentage)

Instagram
TikTok

44.0
56.0

Age 15–18 36.7

(In percentage) 19–22 26.6

23–26 36.7

3.2 Data Analysis

The interview questions were open-ended, which were followed by probing questions.
This approach helped us to gather relevant evidence in depth. After compiling all the
interviews, each of us skimmed through interview scripts and came upwith broad themes
visible in the interviews. Two researchers were given the emergent themes and asked
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to code all the interviews separately to control the effect of forceful fitting of data.
After the successful coding of the interviews, the coding was cross-checked by another
researcher for validation [14]. In tandem, the emerged constructs are introduced to the
literature-based constructs. Each construct and the relevant user response are indicated
in the following section. With an increase in their scope as per the collected data, this
study’s constructs have emerged and are presented in Table 2.

4 Findings and Model Development

The following section summarize the findings by discussing the constructs identified
through the grounded theory approach.

4.1 Dissatisfaction

Individuals might have sole motives for adopting social media applications such as
monetary benefits, fame, knowledge gathering about recent trends/ events and broad-
casting of their opinions to the mass, etcetera. The expectation confirmation theory can
be applied here to understand user satisfaction after adopting a social media platform.
While using the platform, a user experiences the platform’s performance and compares
it with his expectations. If the expectations are higher than the perceived performance of
the platform, then the disconfirmation is negative, decreasing post-adoption satisfaction.
The dissatisfaction with the platform increases discontinuation intentions [4, 15]. Our
study found that after initial usage of social media applications, users might experience
dissatisfaction due to unmet expectations. Such experiences have also led the users to
decide on early discontinuation.

Indicative Code: “I am a singer. I joined Tik-Tok few months ago for getting popular
and earn some money by performing. It did not work for me due to which I lost my
interest in Tik-Tok and uninstalled it”.

“I didn’t find IG as informational application, there was no knowledgeable dis-
cussions happening over platform rather just complementing each other on their
personal photos or videos… not my type.”

4.2 System Concerns

The User Interface of each social media application has some unique features and flow
experiences that enable the customer to use it seamlessly [16, 17]. In this manuscript,
the concerns related to system features refer to the complexities and shortcomings of the
platform that cause difficulty in use, such as prolonged process, complex features, lack
of privacy and security controls, etc. A user can experience these difficulties after the
initial use of the application. The interviewees have mentioned their experiences related
to the friendly interface design and the difficulty in finding simple buttons due to the
background design of the application. Users also said that the availability of too many
features was creating distractions. They also expect the use of complex algorithms at the
backend, giving them greater control over the content as per their interests.
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Indicative Code: “The availability of so many options for filters, sounds, and other
effects increased the time and efforts that were required to create a simple video. It
irritates me a lot.”

“The photo editing was a tedious task. It took 15–20 min for editing and later all
the changes just vanished. I faced lots of glitches and crashes in photo editing.”

4.3 Information Concerns

In general, the individual opens a social media application to get distracted from their
day-to-day life and know the exciting stuff. That is, the users might feel excited about
the information provided by the platform. It can happen if the content available on the
platform is innovative, original, entertaining, or knowledgeable for users [18]. Issues like
content quality, content adequacy, information of interest, copyright issues, overload
of information, etc., were found during the interviews. In this manuscript, we have
grouped them as Information concerns.We observed that these issues potentially created
feelings of disinterest, boredom, confusion, and embarrassment among users. The users
mentioned age-inappropriate posts, fake posts or comments by bots, and no clarity on
copyrights. Users prominently discussed the issues of irresponsibility and incomplete
information by the platform. Another example was viral posts of influencers whomarket
any product for monetary benefits without paying attention to the quality standards.
Although social media platforms have content that users create, the discussed concerns
were potentially creating trust issues among users for the platform and its quality [19,
20].

Indicative Code: “Most of the content on IG is cringe-worthy, over dramatized, and
unreal”.

“The content on Tik-Tok gets vulgar and unpleasant sometimes. It is not meant
for people of different age and of different interest”

4.4 Social Network Concerns

Social media is adopted by individuals to be in touch with their friends and families,
to form virtual interest groups, and for many more social needs. The formation of a
strong network was the key reason behind the popularity of social media applications.
However, we observed in interviews that this network could also create feelings of
discomfort in self-expression for individuals. Studies have also found that the usersmight
have depicted different personalities on social media platforms [21]. The observation
during interviews was that using these entertainment-based social media applications
like TikTok, and Instagram might have been inducing the experiences of social anxiety,
comparison, or body image concerns. The realization of these symptoms in the initial
phase motivated the individuals to discontinue the usage of these applications. Relevant
studies have shown the mental health concerns raised among individuals due to these
applications [9, 10, 22].
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Indicative Code: “I was focusing on my career and felt that posting content on TikTok
might affect my impression on the hiring firms. People were quite judgy about using
TikTok.”

“I was comparing myself with my friends’ selfies and felt bad about my body
weight and shape. I was using different filters to hide my real body shape.”

4.5 Communication Concerns

Communication on social media includes creating, sharing, and reading posts, comment-
ing on posts, forwarding posts to others, sending, and receiving messages in personal
chats, etc. These features encourage users to post content frequently and keep them
indulged in the social media application. However, we found that some female users
received inappropriate messages from unknown people, which bittered their experience
with social media applications. The unconfined rules and regulations on these platforms
have been observed severely affect the communication quality on these social media
applications. Cyberbullying is a commonly discussed issue related to social media usage
[23]. On the other hand, users also discussed how the frequent notifications as an active
communication thread between the platform and the user had affected their experience
using these applications. We also learned from the interviews that the users of these
mobile social media applications have expectations from each other to like/ comment
on their content. The frequent occurrence of these incidents created feelings of fatigue
and invasion. It increases the intention to discontinue the use of social media. Providing
features like the customized control on notifications can help a user not to get burdened
because of communication concerns.

Indicative Code: “As females, we are prone to receiving inappropriate messages on
the platform. It created undesired situation and made me angry”.

“I was communicating over Instagram quite often. It was like I am supposed
to respond to all the posts which was consuming lot of my time and energy.
Sometimes, I felt like others’ posts about bad experiences was reflecting stress in
my life too. Whole day I am thinking how he will overcome his breakup and all”

4.6 Individual Specific Concerns

The individual users might have different traits that differentiate them from one another.
Such as skills, demographics, self-efficacy, innovativeness, and many more [24]. It was
observed from the interviews that individuals expressed feelings of guilt for excessive
usage or unproductive usage of these socialmedia applications. The hedonic use of social
media applications is known to all, but wrong practices can have consequences for using
these applications [8]. Some social media users with different goals expressed that their
usage of these applications created terrible feelings about themselves. To overcome
such a tug of war from within, they discontinued using this application after a while.
The fear of missing out is also a phenomenon that has been observed among social media
users. Our participants also expressed that they frequently accessed the application and
were immersed in the content. However, the different intrinsic or extrinsic motivations
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graciously helped them stop the bad behaviour and abruptly discontinued the usage of
the application.

Indicative Code: “I installed TikTok for a few days. I used to watch lot of videos on
TikTok, I couldn’t resist myself. I wasted lot of time there which affected my daily
life. One day, I decided that before it ruins my personal life and health further, I should
uninstall it from my phone.”

“I felt like an urge to open Instagram again and again, check if someone has posted
something new. I didn’t want tomiss any post. I was checkingmy phone after every
4–5 min.”

4.7 Emotions

The SOR theory suggests that external factors affect the feelings of individuals, that
is, organisms. Our context is a cognitive assessment state of mobile social media use
based on their individual experiences. It acts as a medium to understand the resulting
response, that is, the regressive discontinuance behaviour of individuals. In literature, the
consumption emotion is about the experiential response of individuals while using the
product/ mobile social media application. The perceived enjoyment is an essential emo-
tional response discussed in information systems literature for continued usage intentions
[25]. The study suggests that individuals repeat their actions based on their emotional
experiences. These experiences can include joy, love, excitement, fear, hate, anxiety, and
many more [26]. In our study, participants reflected that their emotional response was
not good when using these mobile social media applications. This emotional response
acted as a motivation to decide on early discontinuation.

Indictive Code: In the above-mentioned interview statements, it can be observed that
users have mentioned the experience of “boredom, fatigue, stress, guilt, disinterest, and
unpleasant” while using these mobile social media applications.

4.8 Regressive Discontinuation

A mobile social media application user might decide to discontinue the usage of these
applications after a short period, formally known as regressive discontinuation [5]. The
limited exploration of this behaviour of discontinuation has motivated us to investigate it
further [27]. In our study, we utilized the grounded theory approach to explore the poten-
tial factors that can be the reason behind this discontinuation behaviour. The iterative
process followed in our research has helped us compare and analyze the data appropri-
ately. The users shared their experiences and the feelings that they experienced while
using these applications. The grounded approach has helped us explore the relevant fac-
tors and relationships that influence the decision of regressive discontinuance. Still, none
of these can be said to be dominant over others due to the limitation of this approach.
The proposed model for discontinuation behaviour of individuals toward mobile social
media applications is shown in Fig. 1.
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Fig. 1. Proposed model

5 Discussion

5.1 Theoretical Implications

The aim of this exploratory study is to answer how the initial experience of mobile social
media applications influences an individual’s intentions of discontinuation? The limited
exploration of this question has encouraged us to utilize the grounded theory approach,
a qualitative exploratory research methodology. The appropriate use of this approach
brought rigor to this methodology [13]. It also helped us answer this research ques-
tion by identifying the triggering factors (dissatisfaction, system concerns, information
concerns, social network concerns, communication concerns, and individual-specific
concerns). The earlier studies on regressive discontinuance have found that expecta-
tion disconfirmation is the reason behind the discontinuation behaviour of individuals,
which has also been found as one of the influential factors for such behaviour among
users [5]. This study has also indicated that system concerns can be a potential reason
for discontinuation. The participant mentioned the experience of unpleasant feelings
due to the glitches in mobile social media applications. The earlier studies on website
designing have also identified that these features can influence the users’ emotions [28].
We have also found that information, communication, and social concerns can create
unpleasant user experiences, which is partially supported by the earlier studies con-
ducted to understand the quitting and temporary discontinuance [9, 10]. Although, our
findings also suggest that individual-specific concerns can be potential triggering fac-
tors for individuals. Everyone has different cognitive abilities or biases that can affect
their decision-making, and the theory of planned behaviour explains such behavioural
actions of individuals [26]. Using grounded theory has encouraged us to reach the pro-
posed model inductively. However, we can observe partial support for our findings is
present in the literature. Table 2. depicts the resulting tentative hypotheses yet to be
tested statistically. The theoretical contribution of our study lies in developing an expe-
riential model to explain the regressive discontinuation behaviour of individuals. The
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underlying constructs have been discussed in this study, and the proposed relationship
between them.

Table 2. Broad categories, descriptions, labels, and tentative hypotheses

Broad categories Description Labels Resulting tentative
hypotheses

Dissatisfaction Expression of
dis-confirmation and
unsatisfaction

Dissatisfaction H1: The higher
dissatisfaction of an
individual from a
mobile social media
application positively
influences the
experience of negative
emotions

Platform specific
technical issues

Flow experience,
privacy and security
features, unwanted
changes to the
platform, no unique
features

System Concerns H2: The higher system
concerns of an
individual from a
mobile social media
application positively
influence the experience
of negative emotions

Information related
issues

Information
Overloading,
information quality,
content related issues
(type, authenticity,
copyrights)

Information
Concerns

H3: The higher
information concerns of
an individual from a
mobile social media
application positively
influence the experience
of negative emotions

Social network and
community

Social Overloading,
Social dynamics
related

Social Network
Concerns

H4: The higher social
network concerns of an
individual from a
mobile social media
application positively
influence the experience
of negative emotions

Communication on
platform

Communication
Overloading, Self-
disclosure

Communication
Concerns

H5: The higher
communication
concerns of an
individual from a
mobile social media
application positively
influence the experience
of negative emotions

(continued)
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Table 2. (continued)

Broad categories Description Labels Resulting tentative
hypotheses

Individual’s
differences

Perceived
un-usefulness, Culture,
Environmental, Life
cycle related,
Addiction of the
platform, Guilt, Regret

Individual Specific
Concerns

H6: The higher
individual specific
concerns of an
individual from a
mobile social media
application positively
influence the experience
of negative emotions

Experience and
feelings

Expression of negative
emotions like
boredom, tiredness,
Anger, Frustration,
Irritation

Emotions H7: The increase in
negative emotions
experienced by an
individual from a
mobile social media
application positively
influence the regressive
discontinuance

5.2 Practical Implications

This study has been designed to capture the experiential details of Generation Z users,
especially for their regressive discontinuance behaviour. The popularity of Instagram
and TikTok is evident among teenagers and young adults. Our study has proposed a
conceptual model to extend the current knowledge present in IS literature to take a
leap from expectations to users’ experiences. A recent study indicates a significant
difference in the usage of social media platforms by generation Z than others which
also makes our study relevant for current times [29]. The application developers can
do multiple practices to overcome the identified issues in using these mobile social
media applications. Taking control of individual inputs can also be one of the initiatives
to make the users comfortable for more extended usage of the applications. With the
current advancements in artificial intelligence and machine learning algorithms, it might
be possible to overcome the identified factors. For example, disclosure of availability,
default privacy settings, personalized content, and similar steps might prevent regressive
discontinuance behaviour of users.

6 Conclusion, Limitations, and Future Research

In conclusion, this study proposes a conceptualmodel of regressive discontinuance based
upon the experiential consumption of mobile social media applications. This study is
one of the initial attempts to address this issue. The utilization of grounded theory has
supported this exploratory study and given us direction to propose the tentative hypothe-
ses. This study is a work in progress. We will conduct a survey study soon to validate
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the results of this study while also suggesting the comparative difference between the
effects of the triggering factors over the discontinuance behaviour. This research pro-
vides academics and the business community a wealth of knowledge about the fall of any
mobile social media application by looking at the regressive discontinuance behaviour
of individuals. The valuation of any social media platform relies on its active number
of subscribers. Our findings might help the business pioneered social media platforms
to take preventive measures about the identified significant concerns of individuals and,
therefore, retain its active user base for as long as possible. A few recommendations for
practitioners are to keep in mind while introducing mobile social media applications.
The use of artificial intelligence and machine learning algorithm to curate customized
content for each user, special measures for information security and privacy, dedicated
efforts towards building a positive and encouraging environment on the social media
platform, and features to control notifications and the reaction of others on an individ-
ual’s content can be some valuable practices. The study also has a few limitations that can
also be overcome in the future, such as a comparative study between the generations of
social media users to study the similarities and differences between their trigger factors
for regressive discontinuance. Another limitation lies in taking participants from only
two mobile social media platforms, which can be further extended to a broader range of
social media platforms.
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1 Introduction

Developments in the information and communication technologies (ICT) in the past two
decades have enabled organizations to deliver services with greater transparency and
lower cost. In the government sector, ICT tools are being employed to deliver public ser-
vices to citizens (Dwivedi, Weerakkody and Janssen 2012). In fact, there is a clear shift
towards electronic mode of public service delivery. A number of developed and devel-
oping countries are allocating significant resources to e-government services to ensure
the effective and time-bound public service delivery (UNPAN 2014; Nishant, Srivastava
and Teo 2019). Many researchers (Evans and Yen 2006; Shareef, Archer, Kumar and
Kumar 2010; Venkatesh, Thong, Chan and Hu 2016; Kumar, Sachan and Mukharjee
2017; Nishant, Srivastava and Teo 2019) have attempted to define e-government in mul-
tiple ways but have converged at a unique and generic objective- efficient delivery of
government services using ICT tools to citizens. E-government has become a two-way
channel where government communicates directly with citizens and vice-versa.

Despite a large number of potential benefits like quick communication, 24 × 7
availability of government information, reduction in corruption, low level of utilization
of e-government services is still a challenge. The problem of under-utilization of e-
government resources hinders achieving the full potential of e-government in terms of
efficiency and saving of public money (Venkatesh et al. 2016). Some of the possible
reasons for under-utilizations are lack of information technology infrastructure and low
level of digital literacy in developing countries (Dwivedi et al. 2016). As per the UN
e-Government survey 2016, the Internet access to population in developed countries is
82% whereas this figure is just 35% in developing countries (United Nations 2016).

In such scenario, citizens cannot be dependent only on websites for accessing e-
government services and they need an alternate channel to access public services. In
many countries, governments are providing public access outlets where an intermediary
provides necessary support to citizens to complete e-governance transactions (Sharma
andMishra 2017). Thismay not be themost efficient solution to public service delivery as
financial sustainability of suchoutlets is unclear (reference). There is a need to understand

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
S. Papagiannidis et al. (Eds.): I3E 2022, LNCS 13454, pp. 305–314, 2022.
https://doi.org/10.1007/978-3-031-15342-6_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15342-6_24&domain=pdf
https://doi.org/10.1007/978-3-031-15342-6_24


306 S. K. Sharma and J. B. Singh

the citizen’s usage of self-service portals vis a vis intermediated use of e-governance
and develop a strategy to improve the usage of self-service portal by the citizens.

Governments in developing countries have been investing heavily on developing
digital infrastructure in particular on Internet. Though the usage of Internet is increasing
for social media and other entertainment purposes. As per Statista in Jan 2020, there
were 687 million Internet active users in India whereas this figure was just 239 million
in 2014. These figure are indicators of the heavy investment by the private industry in
the digital infrastructure and a sharp focus of State and Union Governments on building
these infrastructures. In case of Tamil Nadu, a developed state in India where this study is
being conducted, about 83% citizens1 are using intermediary mediated common service
centers in comparison to 17%citizen using self-service e-government portals for availing
e-public service delivery. Given the fact that the state government’s ambitious program
of providing laptops to 12th grade students has been a success (approximately 6 Million
laptops given so far), every 4th household in Tamil Nadu has a laptop. This coupled with
the fact that Tamil Nadu has second highest rural internet usage in the country (Lok
Sabha reply2) makes Tamil Nadu a digital leader in the country. Yet it is surprising that
the usage of online self-service portal is relatively low. Could it be that the IT systems
available with citizens are being used mostly for shopping or entertainment? What are
the barriers for people trying to use self-service online portals? What kind of facilitation
from government would make these barriers vanish?

In this context, our objective is to explore and investigate the mechanism govern-
ments can use to support citizens in mitigating the various uncertainties faced while
using self-service portals for e-services. Venkatesh et al. (2016) examined how citi-
zen’s’ uncertainties can be managed in accessing e-services but did not deal with the
specific uncertainties and its sources rather posits that trust and transparency reduces
uncertainty and thus influencing the adoption e-services. The contexts of developing
countries like India is unique as both self-service government portal and intermediary
mediated common service centers (see Fig. 1) are simultaneously available for citizens.
Therefore, this study uses the uncertainty reduction theory to understand the sources of
uncertainty and citizen’s strategies to mitigate the uncertainty in the context of e-public
service delivery.

The organization of this article is as follows. The next section presents the brief
overview of the previous research on e-government services and description and jus-
tification of the theoretical lenses used in this study to achieve its objectives. We then
described the adopted research methodology, research context, and preliminary findings
including potential to promising contributions. Finally, we conclude this article with the
future research plans.

1 Authors collected data from Tamil Nadu e-governance agency.
2 https://timesofindia.indiatimes.com/city/chennai/tn-second-in-rural-smartphone-use/articl
eshow/67291628.cms.
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2 Literature Review

2.1 Previous Research on e-Government Services

Previous researches on e-government havemainly focused on the technology adoption of
e-government services using popular theoretical models namely technology acceptance
model (Davis 1989) and the unified theory of acceptance and use of technology (UTAUT;
Venkatesh et al. 2003). For instance, the aforementionedmodels have been used to under-
stand the factors of various e-government services such as e-voting technologies (Yao
and Murphy 2007; Choi and Kim 2012), predictors of e-government (Alomari, Woods
and Sandhu 2012), e-government services (Sharma 2015; Lalmahomed et al. 2017),
mobile government services in China (Wang, Teo and Liu 2020). Furthermore, other
theoretical models were used to study e-government websites are Rational Choice The-
ory (Nishant et al. 2019) and role of trust and risk in e-government adoption (Belanger
and Carter 2008). These models have provided theoretical basis for understanding citi-
zen’s perception towards public service delivery using government websites. In addition,
researchers have also studied alternative models such as common service centers where
intermediaries such as data entry operator help citizens to access the delivery of pub-
lic services electronically (Meng, Samah, and Omar 2013; Sharma and Mishra 2017).
The aforementioned research studies have focused on factors influencing citizen’s deci-
sion to adopt e-government services in general. Therefore, there is a need to explore
other theoretical lenses to develop sustainable electronic public service deliver model in
developing countries with no intermediaries to achieve the macro level objective of gov-
ernment to deliver public services to citizens directly. To the best of author’s knowledge,
there is only one article on uncertainty reduction in e-government services (Venkatesh
et al. 2016). We are attempting to investigate deeper the role of uncertainty in the context
of e-government services, details are given in the following section.

2.2 Theoretical Background

Nature andDimension of e-Government User Uncertainties in Developing Country
Uncertainty refers to the inability of users, in decision making situation, to accurately
predict or understand the future due to lack of information (Knight 1921) and hence
difficulty in anticipating the outcome of the prospective transactions (Akerlof 1970).
Uncertainty is different from the risk as former deals with the subjective probabilities of
loss rather than calculable probabilities of loss (Knight 1921). In the context of Internet
based self-service portals, user’s evaluation of the negative consequence is essentially
subjective (Pavlou et al. 2007), hence we focus here uncertainty rather than risk. Recent
studies in IS research have utilized the concept uncertainty in explaining the adoption
of e-government services and virtual world for collaboration (Venkatesh et al. 2016;
Srivastava and Chandra 2018). Venkatesh et al. (2016) study examines how citizen’s’
uncertainties can be managed in the context of e-government services. However, the
study does not deal with the specific uncertainties and its sources rather posit that trust
and transparency in the e-government context reduces uncertainty and thus influencing
the adoption. In many developing nations like India, Malaysia, Bangladesh, Pakistan
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and African countries citizens do not only access e-public services using self-service
government portals but also intermediary mediated common service centers (Fig. 1).

Fig. 1. Direct and intermediated access of e-government services

Venkatesh et al. (2016) suggest three dimensions of uncertainty in the new technology
environment: task uncertainty, workflow uncertainty and environment uncertainty. Task
uncertainty is the difference in the information possessed and required to perform the task
by the user. In this context, this uncertainty may arise due to incorrect input, not knowing
the user instruction and supporting documents required to perform the task. Workflow
uncertainty may arise from lack of information about when and how citizen initiate,
pause, save or resume the application during the usage (Wieler et al. 2019). Larsen
(2003) defines environment uncertainty as “the extent to which critical information
about organizations, activities, and events is unknown. It also pertains to lacking clarity
about cause-and-effect relationships among environmental elements” (p-188). Citizen
needs to be sure that service delivery through e-government channel i.e. citizen portal’s
availability and accountability related to the service performance (Venkatesh et al. 2016).
Channel use behaviour of users are primarily driven by their “pre-factual thinking” that
is assessment of potential benefits and losses (Kemp et al. 2012) so if uncertainty is
not resolved with respect to a channel then it may lead to the hesitation in using that
channel. To understand that how uncertainty influence the use of self-service citizen
portal, it is important to understand that how citizen mitigate these uncertainties and
how it influences channel selection behaviour.

Mitigating Uncertainties-Intermediated Technology Use
Uncertainty reduction theory, URT (Berger and Clabarese 1975) suggest that in initial
interaction individuals try to reduce uncertainty to make outcomes of the interaction
more predictable. One of the ways to reduce uncertainty is to try to seek information
during their initial interaction, so URT suggest three primary information seeking strate-
gies i.e. passive, active and interactive strategies. Passive strategies involve observing
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the target individuals’ environment in a non-intrusive way and collecting information
to make prediction and draw conclusions about it. Active strategies involve getting the
information about the target from the third party without directly contacting the target
individual, for example, asking information from the acquaintances. Through interactive
strategies individuals connect and directly communicate with target person for the infor-
mation. Overall, uncertainty reduction strategies involve gathering information about
other party’s behaviour to reduce uncertainty and increase predictability which in turn
decreases the one’s perceived risk of interaction (Venkatesh et al. 2016).

URT was originally developed in the face-to-face communication context, however
its application in IS research has been in computer mediated communication (Gibbs et al.
2010), online markets (Dimoka et al. 2012) and e-government satisfaction (Venkatesh
et al. 2016). URT is particularly suitable for the context of this research as e-government
system is after all “technology” of the state and kiosk operator (intermediary user) is the
closest contact point for the citizen (De and Singh 2011). As these two channels (Fig. 1)
are the only mechanism available for the public service delivery and self-service portals
are relatively new in the developing countries, first time users of such portals are com-
mon in this setting. We conceptualize here that citizen would use three main strategies
to acquire information to mitigate uncertainty encountered during the interaction with
“technology” of the state. We further posit that intermediary user and service centre
provide an appropriate setting and act as communication strategy facilitator for citizen
in their pre-interaction information gathering process. Kiosk setting provides the space
and resources for the active and passive strategy information acquisition and citizen
directly can connect and communicate with the intermediary user to acquire informa-
tion to access the services. In general, we postulate that intermediary use setting act
as the communication strategy facilitator and in turn reduces the uncertainty of citizen
and consequently influencing channel selection behaviour. Our research framework is
presented in Fig. 2.

Fig. 2. Research framework: intermediated use as facilitation of uncertainty reduction

3 Research Methodology: A Mixed Method Approach

In this research, we are planning to combine qualitative as well as quantitative research
methods, also known as mixed method approach. Mixed methods approach is not a new
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phenomenon in the IS research. In fact,mixedmethod approach provides researchers new
ways to collect and analyze data as well as foster theory building. It is also important
to note that mixed method does not mean the joining two distinct methods rather a
continuum of two methods. This research study is a part of a major project undertaken
by authors in Tamil Nadu, a southern state of India. This research study is planned to
complete in three phases.

3.1 Research Context

Common Service Centers in Tamil Nadu (India): An Overview
The government of Tamil Nadu formed Tamil Nadu e-Governance Agency (TNeGA)
in 2007 as a nodal agency to support and drive all e-governance initiatives throughout
the state. As per Government of India guidelines it was initially decided that 1 Common
Service Centre (CSC) will be established for 6 Village Panchayats. In accordance with
this it was expected that 2770 CSCs will be established by the Government of Tamil
Nadu. However, the Government of Tamil Nadu, taking various aspects into account,
has proposed to roll out 5440 CSCs throughout the State in the ratio of 1 CSC for
every 3 Village Panchayats in a Public Private Partnership (PPP) model as envisaged
by Government of India. In line with this, Common Service Centers (CSCs) centers,
also known as e-SEVAI centers, were created to make IT enabled Government Services
accessible to the citizens of the state through efficient, transparent, reliable and affordable
means. e-SEVAI centers act as One stop solution in availing various government services
across departments withminimum efforts. Community Certificates, Income Certificates,
First Graduate Certificates, Legal heir certificates are some of the extensively availed
and most popular services offered by e-SEVAI centers.

Enablement and consolidation of online services under a single technology plat-
form, thereby making the service delivery at CSCs accountable, transparent, efficient
and traceable, with a technology-driven relationship between all stakeholders, provid-
ing a centralized technological platform for delivery of various services in a transparent
manner to the citizens, increasing sustainability of Village Level Entrepreneurs (VLEs),
non-discriminatory access to e-Services for rural citizens, expansion of self-sustaining
CSC network, empowering District e-Governance Society (DeGS) under the district
administration for implementation, creating and strengthening the institutional frame-
work for rollout and project management are some of the visions and objectives of
eSEVAI system.

At present there are more than 12000 e-SEVAI working centers across 37 districts
of the state with its key stakeholders being the citizens, operators, businesses, TNeGA,
eDMs, service center agencies, Departments at backend responsible for services. The
e-SEVAI centers are maintained by state PSUs and other non-state organizations under
Public Private Partnership model envisaged by the Government of India. In partnership
with various agencies across Tamil Nadu, 12798 centers3 are currently providing 2071
government services. It has already served 8558987 people1 since the start of 2020
and has served 10399662 people1 in the year 2019. eSEVAI centers have improved

3 As of 18th Apr 2020., according to the official website of TNeGA.
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the citizens’ perception on governmental activities by changing the conventional mode
of relationship between the government and its users. It has led the government to
attain significant transformation by reducing corruption, increasing transparency, cost
reduction, overall revenue growth, expanding convenience and ease of access.

3.2 Data Collection

Phase 1: Qualitative Interviewing and Exploratory Survey
In this phase, we conducted exploratory survey of 350 citizens who visited various
common service centers in 10 districts of Tamil Nadu (India). On the basis of preliminary
findings in the exploratory survey, the research team conducted in-depth interviews with
10 users ranging from 30 to 45 min who visited intermediary mediated common service
centers to avail public service delivery. A sample of questions asked by research team
in exploratory and in-depth interviews is given below.

1. Do you use Internet at home? If yes, which of the following facility you use?

• Online cash transactions
• Online non cash transactions
• General purpose use like social media or entertainment

2. Do you know that you can avail these services using e-government self-service
portal?

3. Have you ever used self-service portal?

The findings of the phase one are revealing some nuances related to the working of
common service centers.

Phase 2: Quantitative Survey
On the basis of findings in phase one, we are planning to develop a research model to
manage the migration of citizens from intermediary mediated common service centers
to self-service e-government portals.

Phase 3: Qualitative Interviews of Users Availing Services from Self-service Portals
In addition to the development and testing of the proposed model, we will conduct in-
depth interviews of citizens who are using self-service e-government portals and on
the basis of thematic analysis, we will suggest recommendations to decision makers to
develop effective strategies to smooth transition of citizens from CSCs to self-service
e-government portals.

4 Preliminary Findings

To achieve the objectives of the research article, research team collected data from 350
citizens who visit common service centers to avail e-government services in Tamil Nadu.
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In the preliminary findings, it has been observed that 64% of citizens use Internet for
online cash as well non-cash transactions whereas remaining 36% do not use Internet
for online transactions. Furthermore, 71% citizens were aware about the services that
can be availed using self-service portals but never used and 29% user who were aware
as well as used self-service portals (see Fig. 3). These findings provide evidences to
support the puzzle we proposed in the introduction section that majority of the citizens
are using Internet for online transactions but low percentage of citizen are using self-
service portals for availing e-government services. The findings in exploratory survey
show that the low percentage (29%) of citizens is using self-service centers that are
consistent with the data (17%) obtained by authors from state government agency.

Fig. 3. Descriptive statistics charts

Phase 2 qualitative interviews (currently 10 in total) and observation notes have been
transcribed. The authors spent over 20 man-hours in interpretive dialogue for data anal-
ysis and derived the preliminary findings. In our interim analysis, which is currently an
ongoing process, we have chosen thematic analysis to collectively evaluate the interview
data. Emerging themes are being matched with the theory grounded uncertainty themes
and how citizen resolve these uncertainties. For example, one of the themes that are
emerging is “incorrect use” (task uncertainty), to overcome they rely on the intermedi-
ary user’s expertise on performing the task. Another theme that is emerging is that of
“fear of accountability” (environmental uncertainty) which citizen believes that inter-
mediary user would take the responsibility if something goes wrong. These are some
themes, which are emerging form our ongoing iterative analysis.

In this study, we attempt to understand the possible reason of underutilization of
self-service e-government portals in the context of developing countries. In spite of
having reasonable digital literacy and consequently greater use of Internet for social
media and other entertainment purposes, the usage of self-service e-government portal
is relatively low. The findings of this study have potential to contribute to the literature
by explaining uncertainty about citizen’s initial interaction and mitigation strategies.
Furthermore, our findings will provide insights to decision makers in the government
settings to mitigate the concerns of citizens related to uncertainties in the self-service e-
government portals by incorporating necessary design changes and consequently smooth
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migration of citizens from intermediary mediated CSCs to a sustainable self-service
e-government portals for electronic public service delivery.

5 Future Research

The preliminary research findings are providing promising insights and further inves-
tigations are on. We will continue qualitative interviews and data collection. Further,
we will develop a novel research model using uncertainty reduction theory as a part of
findings in the phase one and empirically test the same. In addition, we will conduct
in-depth interviews of citizens who are availing electronic public services using self-
service portals. The final study will provide a comprehensive model with theoretical and
managerial implications to all stakeholders who are managing CSCs across developing
countries in particular India.
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Abstract. Information plays an important role in consumer’s decision-making
process. Adoption of electronic word of mouth (eWOM) communications can
change consumers’ attitudes, and, as a result, have an impact on their purchase
decisions. Researchers have investigated factors affecting credibility and useful-
ness of eWOM, which can help to predict eWOM adoption. However, findings
are contradictory causing confusion among researchers and practitioners. Hence,
this research aims to synthesise results from existing work on adoption of eWOM
communications by using meta-analysis. The findings can help e-commerce com-
panies to designmore effective online reviewplatforms.Additionally, this research
will enhance the understanding of information processing by individuals.

Keywords: Electronic word of mouth (eWOM) · Information adoption ·
Usefulness · Credibility ·Meta-analysis

1 Introduction

Nowadays, consumers face challenges in making online purchase decisions due to lim-
ited and incomplete information about the product/service provided by sellers [1–4].
As a result, ever more consumers are consulting electronic word of mouth (eWOM)
communications to reduce the uncertainty of their purchase decision [5]. While more
consumers seek eWOM, more consumers also contribute eWOM. Nowadays, it is com-
mon for products listed on e-commerce websites to have thousands of reviews; for
instance, an average ranked book on Amazon.com can have several hundred reviews,
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while popular technology products can have thousands of reviews [6]. However, the
volume and variety of reviews can lead to information overload, potentially hindering
rather than facilitating the decision-making process [7]. Thus, it is important for websites
to display reviews which could aid consumers in their decision-making process and to
avoid information overload.

Information adoption refers to the degree to which consumers accept and use eWOM
communications in their decision-making process [8]. Adoption of eWOM can lead to
the changes in consumers’ attitudes towards products/services and influence their buying
decisions [9]. Previous studies have discovered that information adoption is influenced
by credibility and usefulness of eWOM communications [10–15]. Researchers investi-
gated factors affecting credibility and usefulness of eWOM, which can help to predict
eWOM adoption [13]. Nevertheless, studies have contradictory findings. For instance,
Rabjohn et al. [16] claimed that information relevance affects perceived usefulness of
eWOM, but Cheung [17] found that it does not. Mixed findings on the factors affect-
ing credibility/usefulness of eWOM and information adoption can result in confusion
among researchers and practitioners [18].

Mixed research results in the area of social and behavioral sciences are common
and can be caused by the research context [18]. Meta-analysis is often used to synthe-
sise existing findings by previous research [19] and find “a common truth behind all
conceptually similar studies” [18]. An increasing number of research outputs in eWOM
field apply a meta-analysis [18, 20]. However, the existing meta-analysis studies fail to
explain which factors affect consumers’ adoption of eWOM communications. Hence, it
is important to undertake meta-analysis of results relating to factors affecting adoption
of eWOM communications, as it can directly affect sales. Therefore, the aim of this
research is to use meta-analytic approach to synthesise findings from existing research
on eWOM adoption. It will help to reconcile and understand the mixed findings related
to the factors related to adoption of eWOM. The findings can potentially aid market-
ing practitioners to design more effective online review platforms. Additionally, this
research will enhance the understanding of information processing by individuals.

The remaining of the paper is organised as follows. First, the literature review and
hypotheses development section are presented in Sect. 2. Next, in Sect. 3 the research
methodology is presented focusing on the collection of studies and meta-analysis pro-
cedures. After, the results of meta-analysis are presented, followed by the discussion. In
the final section, contributions and limitations of the study are discussed and directions
for future research are outlined.

2 Literature Review

Previous studies on eWOM communications found that eWOM adoption results in
changes in attitude and purchase intention, which in turn will influence the level of
sales [21]. Thus, it can be seen that information adoption is an important determinant
of consumer decision making journey and behaviour [9]. Scholars have examined how
eWOM affects information adoption behaviour. Some studies found that eWOM credi-
bility plays a significant role in information adoption [8]. Other scholars discovered that
helpfulness of eWOM significantly affects eWOM adoption [11, 22, 23]. Thus, in order
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to know which factors affect eWOM adoption, it is important to consider factors which
affect eWOM credibility and usefulness. According to Elaboration Likelihood Model
(ELM), variables affecting the persuasiveness of eWOM can be based on central (e.g.
comprehensiveness) or peripheral (e.g. information consistency, volume rating) cues
[24].

Relevance. The relevance of the message plays an important role in the consumer deci-
sion process as they are conscious of their time. It was found by Madu and Madu [25]
that internet users usually scan pages in order to find the relevant information rather than
reading in detail. Users want to find information, which helps them to make a decision
quickly and with less effort [26]. Thus, it is important to provide users with only rel-
evant information, as it is an important element in the decision-making process. Thus,
the following is proposed:

H1: Relevance of the message is positively related to eWOM usefulness.
Timeliness. Timeliness of eWOM communications refers to the extent to which the

message is current and up-to-date. A study conducted by Madu and Madu [25] found
that if the website is not updated regularly, users cannot use it as the source to deliver
expected performance and provides no value to the users. The more timely the messages
are the higher the perceived usefulness of eWOM communications. Several studies have
investigated the relationship between timeliness of the message and eWOM usefulness
[17]. Thus, the following is proposed:

H2: Timeliness of the message is positively related to eWOM usefulness.
Accuracy.Accuracyof themessage refers to the user’s perception that the information

provided in the message is correct. According to media richness theory accuracy of the
information exchange is important across a medium. Some studies investigated the link
between accuracy of the message and eWOM usefulness [16, 22, 27].

H3: Accuracy of the message is positively related to eWOM usefulness.
Comprehensiveness. The comprehensiveness of eWOM communications is associ-

ated with its completeness. It is argued that the more detailed the information in the
message the more users will use it in their decision making [22]. A number of studies
investigated the relationship between comprehensiveness of the message and eWOM
usefulness [16, 22, 27]. Based on the above discussion it is proposed that:

H4: Comprehensiveness of the message is positively related to eWOM usefulness.
Argument quality.The quality of information refers to the content of themessage that

is judged to provide objective and supporting information for the consumer’s purchase
decision [17]. Qualitative research conducted by Schindler and Bickart [28] found that,
as most online reviews are unfamiliar, people will not accept the information unless
it provides sufficient information on the arguments used when making claims about
products or services. As a result, it is proposed:

H5: Argument quality is positively related to eWOM usefulness.
Previous studies argue that valid and persuasive arguments will lead consumers to

have a positive attitude towards the received information and consider it to be credible
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[29]. High quality eWOM communications offer consumers more potentially problem-
solving evidence, which can improve their ability to make an intelligent assessment of
the credibility of information they read [30]. Thus, it is proposed that:

H6: Argument quality is positively related to eWOM credibility.
Volume. In eWOM communications, a high volume of reviews can lead to a higher

probability that users will find information useful for them. Thus, it is argued by
researchers that a high number of reviews are more helpful for familiarising with a
product or service and better understanding its performance and quality in comparison
with a small number of reviews [11]. A study conducted by Filieri [11] found that infor-
mation quantity significantly affects eWOM usefulness. Based on the above discussion
the following hypothesis is proposed:

H7: Volume of eWOM communications is positively related to eWOM usefulness.
Rating. Rating is a common feature on e-commerce pages and connected to an

information cue with the degree of how all other reviewers assessed one product. Such
information is an aggregated crowd’s opinion and it helps to classify products or service
according to the overall evaluation of reviewers [11]. Studies on eWOM found that the
aggregated ranking influences consumer behaviour and evaluation of the information.
For example, a study conducted by Luo et al. [31] found that aggregated rating also
affects information credibility. Thus, it is proposed that:

H8: Overall product rating is positively related to eWOM credibility.

H9: Overall product rating is positively related to eWOM usefulness.
Consistency. Information consistency refers to the extent to which the information

included in the message is in line with the previous information provided by other
reviewers. On eWOM forums, discussion boards, and online reviews a reader can check
previous eWOM communications and compare consistency [29]. It was found by other
studies on eWOM communications that information that is consistent with other same
target information will be perceived as credible by the consumer [32].

H10: Information consistency is positively related to eWOM credibility.
Sidedness. The content of eWOM communications can vary. Some messages only

contain positive or negative information (one-sided information), while others contain
both positive and negative information (two-sided information). For consumers, each
product can have positive and negative features and, as a result, two-sided eWOM com-
munications are generally considered as more reliable in comparison with one-sided
[33], as readers might consider them as unbiased [29]. This, it is proposed that:

H11: Sidedness is positively related to eWOM credibility.
Source expertise. Individuals use a variety of ways to determine the expertise of the

source, such as number of reviews posted, content of posts, and duration of membership
on the platform. Previous research investigated relationships between source expertise
and eWOM usefulness and information credibility [7, 34]. It is claimed by previous
research that reviewers’ comments are perceived as more helpful when they are provided
by an expert source [34]. By using data from 570 online surveys in the context of
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accommodation and restaurants, Filieri, Hofacker and Alguezaui [7] found that source
expertise positively influences information usefulness. Thus, it is hypothesised that:

H12: Source expertise is positively related to eWOM usefulness.
Previous research found that the perceived expertise of the information source could

influence information credibility [8, 10]. According to the source-credibility model, the
perceived expertise of the sender significantly determines credibility. Individuals seek
information from a person who is perceived as knowledgeable and experienced.

H13: Source expertise is positively related to eWOM credibility.
Trustworthiness. The trustworthiness of the sender is another determinant of source

credibility. Information is considered as trustworthywhen it is judged as valid, honest and
to the point. When the source is perceived as trustworthy the credibility of information
is doubted less by a receiver [35]. Thus, it is proposed that:

H14: Source trustworthiness is positively related to eWOM usefulness.
By using the source-credibility model, Lis [8] found that a reviewer’s trustworthi-

ness can affect the perceived credibility of eWOM communications. A reviewer who
is perceived as trustworthy is considered more credible as they show a high degree of
objectivity and sincerity. Thus, the following is hypothesised:

H15: Source trustworthiness is positively related to eWOM credibility.
Homophily. Homophily refers to the degree to which two or more individuals who

interact are similar in certain attributes (e.g. demographic characteristics, perceived
attributes) [8]. Although when communicating online consumers do not have face-to-
face interactions, it is still possible to make inferences about the similarity with infor-
mation providers by appraising review content and looking at profile information. It
can help individuals to learn more about a sender’s personality, values, preferences, and
experience [7]. Thus, the following hypothesis is proposed:

H16: Homophily between an information source and receiver is positively related to
eWOM credibility.

eWOM usefulness. Based on technology acceptance theories, previous researchers
argued that if the consumer perceives eWOMcommunications as useful for familiarising
with a product or service, and to indicate quality and performance, then theywill bemore
likely to consider these recommendations in their decision making [11].

H17: eWOM usefulness is positively related to eWOM adoption.
eWOMcredibility.The success of the eWOMcommunications process is determined

by the extent of adoption of the information. Information adoption is defined by Sussman
andSiegal (2003) as the acceptance of the recommendation. Studies found that credibility
plays an important role in the eWOMadoption process (Lis, 2013; Fan&Miao, 2012). A
consumer will adoption eWOM communications which are perceived as credible more
readily in comparison with those perceived as unreliable (Bansal & Voyer, 2000). Based
on the above discussion the following is proposed:

H18: eWOM credibility is positively related to eWOM adoption.
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3 Research Method

3.1 Selection of Studies

To identify relevant studies for this research, the following steps were taken, similar to
other studies which applied meta-analysis techniques [18]. First, a multi-channel liter-
ature search was performed in numerous databases (EBSCO, Web of Science, Scopus)
in order to avoid publication bias. Keywords such as “Electronic word-of-mouth” OR
“Electronic word of mouth” OR “eWOM” OR “Internet word-of-mouth” OR “Internet
word of mouth” OR “iWOM”OR “Online word-of-mouth” OR “Online word of mouth”
OR “Virtual word-of-mouth” OR “vWOM” OR “Virtual word of mouth” were used to
perform the search. Second, in line with the research goal, the following selection cri-
teria were used to choose relevant studies from the above-mentioned pool: 1) empirical
research on eWOM adoption, eWOM credibility and eWOM usefulness 2) report rele-
vant statistics (sample size, Pearson correlation, and significance of the relationships).
As a result, the final dataset included 45 studies that fulfilled the above requirements. It
has also been suggested that a meta-analysis should include aminimum of fifteen studies
[18]; the final dataset also satisfied this condition.

3.2 Meta-analysis Procedure

In order to perform a meta-analysis, effect sizes from previous studies were extracted.
To measure the effect size of eWOM communication on information adoption, this
research used correlations, as per other meta-analysis studies [18]. It was decided to
apply correlations to calculate effect size rather than elasticities as it is independent
of the measurement scale and as a result enables a more informative and objective
comparison [36]. The meta-analysis includes the following steps: 1) calculating the
Fishers’ Z and combined effect sizes; and 2) testing the significance of the combined
effect size (p-value).

A trial version of Comprehensive Meta-Analysis software was used, which is suc-
cessfully applied by previous studies in meta-analytic reviews [18]. Comprehensive
Meta-Analysis software generates a cumulative correlation coefficient, effect size (p-
value), Z-value and 95% confidence interval by using the correlation coefficient between
each pair of dependent and independent variables and sample size.

4 Meta-analysis

Table 1 contains the results ofmeta-analysis of the 18 investigated relationships. Correla-
tion coefficients between dependent and independent variables were employed to calcu-
late the cumulative correlation coefficient (Avg (r)), significance of the combined effect
(P(ES)), and 95% lower and upper confident interval levels. The results of meta-analysis
demonstrate that 17 out of 18 investigated relationships are significant.
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Table 1. Meta-analysis results

Types of factors IV DV Total
number of
studies

Avg (r) 95%
L(r)

95%
H(r)

Z-value p(ES)

eWOM message Relevance eWOM
usefulness

3 0.631 0.559 0.694 12.919 0.000

Timeliness 3 0.400 0.301 0.49 7.362 0.000

Accuracy 3 0.630 0.557 0.693 12.884 0.000

Comprehensiveness 3 0.760 0.708 0.804 17.32 0.000

Argument quality 3 0.688 0.623 0.744 14.441 0.000

Volume 3 0.660 0.162 0.809 2.47 0.014

Rating 3 0.247 -0.506 0.786 0.61 0.542

Source of
eWOM

Expertise 3 0.459 0.228 0.641 3.689 0.000

Trustworthiness 7 0.521 0.353 0.656 5.442 0.000

eWOM message Argument quality eWOM
credibility

6 0.645 0.615 0.673 29.981 0.000

Rating 5 0.541 0.502 0.578 22.069 0.000

Consistency 4 0.528 0.431 0.612 9.15 0.000

Recommendation
sidedness

3 0.269 0.201 0.335 7.472 0.000

Source of
eWOM

Expertise 5 0.448 0.352 0.534 8.254 0.000

Trustworthiness 3 0.539 0.21 0.758 3.036 0.002

Homophily 4 0.494 0.233 0.532 4.586 0.000

Persuasiveness eWOM usefulness eWOM
adoption

5 0.650 0.612 0.685 24.033 0.000

eWOM credibility 5 0.584 0.412 0.716 5.683 0.000

Note: Avg Average, DV Dependent variable, ES Effect size, IV Independent variable, H(r), Higher
correlation, L(r) Lower correlation

5 Discussion

Considering the increasing volume of research outputs on eWOM adoption it becomes
vital to analyse and discuss their combined findings. The meta-analysis of 18 factors
relating to eWOM usefulness and credibility, which in turn relate to eWOM adoption
provided the cumulative correlation coefficients and significance of the combined effect.
The results of meta-analysis supported seventeen hypotheses our of eighteen (H8 was
not supported).

Relevance was found to positively related to eWOM usefulness (H1 supported).
Literature demonstrates that internet users value information relevance [25] as it makes
the decision-making process quick and easy [26]. Relevance refers to the central cue in
ELM. The findings are consistent with previous research on eWOM [16, 22, 27].

Three factors affecting eWOM usefulness - timeliness, accuracy, and comprehen-
siveness - were found to be significant based on the results of meta-analysis supporting
hypotheses H2, H3, and H4. These cues are considered as central according to ELM.
People perceive more recent reviews to be more useful in their decision making, in com-
parison with old and outdated reviews. The findings are in line with Cheung [17]. Also,
consumers perceive accurate reviews to be more useful in comparison with the ones
which do not provide any precise and accurate information. Usually when people search
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for products/services they have some background knowledge about them.When reading
reviews people check if part of themessage has some information that they already know.
If the information is in line with their prior acquired knowledge they would consider a
review to be accurate [27]. Comprehensiveness plays an important part in eWOM help-
fulness. It is argued that greater amount of information comprehensiveness is essential
for individuals to make a purchase decision [16, 22].

Another factor, argument qualitywas found to positively related to eWOMusefulness
confirming H5. Argument quality refers to the central cue in ELM [29]. It was found
that argument quality is also positively related to eWOM credibility (H6 supported).
Argument quality is referred to as a central cue in ELM. Individuals’ judgment about a
review is mainly based on its content. The higher the quality of content, the higher the
perceived credibility. The findings are in line with previous studies on eWOM [10, 30].

Based on the result ofmeta-analysis, volumewas also found to be positively related to
eWOMusefulness (H7 supported). Volume is a peripheral cue, which helps consumers to
evaluate helpfulness of eWOM communications. The more opinions consumers access
about a product/service online, the more eWOM has an influence on their decision-
making [37]. The findings are supported by studies that found a positive relationship
between volume and eWOM usefulness [24, 37].

Surprisingly, rating showed non-significant results in the meta-analysis in relation
to eWOM usefulness (H8 not supported). The findings can be justified by the fact that
ratings do not provide detailed information regarding features. For identical performance
of a product, different consumers can give different overall ratings, as individuals have
different product evaluation criteria. Thus, it will not be considered useful in the decision-
making process. However, based on the result of meta-analysis it was found that rating
is significantly and positively related to credibility of eWOM (H9 supported). In this
case, looking at the overall rating, and also its distribution, can provide consumers with
clues about eWOM credibility. Rating is considered as a peripheral cue in ELM. The
results on the relation of rating to eWOM credibility are in line with previous research
[8, 31].

It was found that consistency, being a peripheral cue in ELM, is positively related
to eWOM credibility (H10 supported). If a similar experience is repeatedly reported
by various users, the information receiver is more likely to believe in this experience,
increasing confidence in the review. The findings are in line with the previous studies
[31, 32].

Meta-analysis showed that recommendation sidedness is positively related to eWOM
credibility, which is in line with Luo, Wu, Shi and Xu [32] (H11 supported). When a
review consists of both positive and negative points about a product/service the reader
will perceive it more credible in comparison with the ones which just have positive or
negative information. An extremely positive or negative review could be considered as
fake eWOM communications [38].

Itwas found that expertise is positively related to eWOMusefulness (H12 supported).
Being a peripheral cue of eWOMpersuasiveness has a significant effect on its evaluation.
Based on the results it means that if the reader perceives the source as having a high
level of expertise about a discussed product/service, the reader will perceive the review
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as more useful in the decision-making process. The findings are similar to some studies
on eWOM [7, 27].

Expertise of eWOM source was also found to be positively related to eWOM credi-
bility (H13 supported). Expertise refers to peripheral route in ELM. An individual will
consider information credible only if it came from a knowledgeable and experienced
source [39]. The findings are in line with previous research [8, 10].

It was found that source trustworthiness is positively related to eWOM usefulness
(H14 supported), which is also considered a peripheral cue in judging eWOMusefulness.
It means that if the reader of eWOMcommunications perceives the source as trustworthy
they will perceive it as useful for the decision-making process. The findings are in line
with López and Sicilia [37]. Trustworthiness was also found to be positively related
to eWOM credibility, supporting H15. A receiver considers information provided by a
trustworthy source as credible as it shows a high degree of objectivity and sincerity. The
findings are similar to Lis [8].

Additionally, based on the results of meta-analysis it was found that source
homophily is positively related to eWOM credibility (H16 supported). A greater
homophily between sender and receiver of the information has a positive impact on
the sender’s influence. People have a tendency to trust information coming from people
who have similar views. According to ELM, homophily is considered as a peripheral
cue. The findings are supported by previous literature [8].

eWOMusefulness and eWOMcredibility have significant meta-analysis results con-
firming the relationships. It was found that eWOM usefulness is positively related to
consumers’ decision to adopt eWOM (H17 supported). The findings are supported by
previous research [23, 27]. When the information receiver feels that eWOM is unable
to help to learn and evaluate the product they will likely discount this information and
reject the recommendation. It was also found that credibility positively related to eWOM
adoption (H18 supported), confirming previous research findings [8, 10, 11, 21]. The
higher the level of perceived eWOM credibility, the greater its influence on consumers’
decision-making [11].

6 Conclusion

This study aimed to conduct meta-analysis of existing empirical findings in eWOM
research. In order to achieve the above aim, data from 45 studies focusing on factors
affecting adoption of eWOM communications were collected and analysed. The study
focused on eWOMmessage characteristics and source characteristics as factors affecting
eWOM helpfulness and eWOM credibility, which in turn affect eWOM adoption. The
study provided a consolidated viewof factors affecting eWOMadoption,which advances
current knowledge on information processing of eWOM communications.

The outputs from this study provide valuable recommendations for marketing practi-
tioners. The research illustrates that useful and credible communications affect adoption
of eWOM information. As a result, marketers should encourage and help individuals to
provide information, which will be perceived as useful and credible.

Nowadays,manywebsites use voting systems (e.g. “was this reviewuseful for you?”)
to determine useful reviews and display themprominently. However, the helpfulness vote
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might not solve all the problems. Firstly, very few reviews receive helpfulness votes and
without them, the helpfulness mechanism does not work efficiently. Secondly, newer
reviews will have had less time to accumulate helpfulness votes, and as a result, may
not be ranked as helpful in a search. There is also a possibility that helpful reviews will
get lost among less helpful ones due to the speed with which new reviews are added.
Online reviews with fewer helpfulness votes - regardless of whether this truly reflects
the helpfulness of the review - are generally ignored by consumers, while reviews with
more helpfulness votes becomemore visible [6]. Companies can use the proposed factors
which affect eWOM usefulness and apply them for machine learning algorithms, which
can analyse the reviews and display the most helpful ones on top.

This study has some limitations, which provide directions for future research. First,
the current study tested the proposed hypotheses for the research model separately.
Future studies should test them together by applying regression based meta-analysis
structural equationmodelling technique. Second, this study did not investigate the impact
of moderating variables on the proposed relationships due to an insufficient number of
studies of moderating effects suitable for meta-analysis. Thus, future research could
investigate the moderating effect of involvement, age, personality traits, platform, and
product type on information adoption as sufficient studies emerge. Finally, studies which
are included for this research were collected from EBSCO,Web of Science, and Scopus,
which could result in missing some studies eligible for inclusion in this meta-analysis.
Thus, future research could search a wider range of databases.
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Abstract. Structuration Theory (ST) is increasingly used in the field of Informa-
tion Systems (IS) and has been widely cited by IS researchers. However, despite
the widespread use of ST in IS research, there is a lack of systematic literature
reviews on the application of ST in the IS research domain. The purpose of this
study is, therefore, to review how ST has been applied in IS research focusing
more on the core ST concepts applied in the studies. A systematic review of 33
empirical IS papers published in the last seven years (2015–2021) informs that
ST has been used as a theoretical lens by applying general and selective structural
concepts. It is also found that a good number of studies have applied ST in com-
bination with other theories to complement as well as to extend the theoretical
perspectives. Most studies empirically applied the IS specific version of ST, the
Adaptive Structuration Theory (AST), to analyse the IS phenomena. This review
also presents the six most used core ST concepts in the reviewed papers. Overall,
the paper contributes to offering a better understanding about the application of
ST in the IS as a social practice and provides the state-of-the-art insights on the
structural concepts used in the empirical IS research.

Keywords: Structuration theory · Information system · Empirical research ·
Systematic literature review · Structural concepts

1 Introduction

The research in the Information Systems (IS) field has drawn on several different social
theories to gain insights of IS as a social practice [23]. The Structuration Theory (ST)
proposed by contemporary sociologist Anthony Giddens has been widely used and cited
by IS researchers [5]. This is mainly because ST is relevant and appropriate to study
mainstream IS phenomena. For example, one of the core concepts of ST is the ‘duality
of structure’ and the non-dualistic account of the structure and agency relationship offers
the possibility of going beyond the deterministic conceptualization of IT artefacts and
provides a new perspective of technology. Moreover, the dynamic conceptualization of
structure as being continuously produced and reproduced through situate practice makes
it conducive to study change [39]. Furthermore, the use of ST in IS research provides
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a theoretical lens that helps in enhancing our understanding of the interaction between
users and information technology, the implications of these interactions, and the way to
control their consequences [24].

However, despite thewidespread use of ST in IS research, there is a lack of systematic
literature reviews on the use of ST in the IS domain particularly on the application of
ST concepts in empirical IS research. Previous studies have conducted similar literature
reviews; however, they are limited and lack the focus on the use of core concepts. For
example, Kort and Gharbi [24] conducted a review on the use of ST in the IS field
that focused on the criticisms of ST. Similarly, Pozzebon and Pinsonneault [40] also
reviewed the application of ST in the IS domain concentrating on the assessment of
research strategies. Although both studies reviewed the use of ST in IS research, they
differ from the current review in terms of focus. The former review [24] focused on
criticising ST features while the latter [40] focused on the methodological strategies
adopted by IS researchers using ST. In contrast, the current review focuses on identifying
the application of key ST concepts in empirical research. There are also some systematic
reviews on the application of ST which particularly focused on the use of core ST
concepts. However, they are not related to the field of IS. For example, Englund and
Gerdin [10] reviewed the use of ST concepts in accounting and Turner [49] in the field
of human resource development.

A related work by Jones and Karsten [23] presented a critical review on the work
of Giddens and its applications in the IS field. They reviewed 331 IS articles published
between 1983 and 2004 that drew on Gidden’s work and analysed their use of ST.
However, their study focuses on Gidden’s overall work as a whole and its implication
for IS research and did not focus specifically on the application of ST in empirical IS
research. Thus, the purpose of this study is to systematically review IS studies published
within the last seven years, to provide a state-of-the-art insight of the use of ST in
empirical IS research, focusing on the application of its core concepts. The review
aims to address two overarching research questions: RQ1 - How has ST been used
within empirical IS research? and RQ2 - What are the ST concepts used in empirical IS
research?

2 Overview of the Structuration Theory

One of the core concepts of Gidden’s ST is the ‘duality of structure’ which Gidden’s
argues that just as an individual’s autonomy is influenced by structure, structures are
maintained and adapted through the exercise of agency. According to the theory, a
‘structure’ is a macro-sociological perspective, which is conceptualized in terms of
‘Rules & Resources’. ‘Rules’ are the generalized procedures which guide the actions of
individuals whereas ‘resources’ are the facilities that provide capacity to perform various
tasks. The individual internalizes rules and resources during the process of socialization
and becomes part of the stock of knowledge. On the other hand, ‘agency’ is a micro-
sociological perspective referring to the individuals’ ability to make choices in society,
which aren’t guided by anything but by their own desires, needs, and fulfilments. This is
rather a concept of ‘free will’. The prominence of structure resolves that the behaviour
of individuals is largely determined by their socialization into the structure such as
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conforming to a society’s expectationswith respect to gender or social classes [23].When
individuals engage in action, they draw on from this stock of knowledge to construct
their lines of action. This internalization of rules and resources ensures similarity of
action and thereby the reproduction of structure. Thus, the enactment of structure in
terms of rules and resources reproduces the objective structure [23]. Giddens identified
three dimensions of structure for analytical purposes. These are, i) Signification - where
meaning is coded in the practice of language and discourse, that is how an event should
be interpreted, ii) Domination - concerned with how power is applied, particularly in
the control of resources, that is what means should be used to accomplish goals, and iii)
Legitimation - consisting of the normative perspectives embedded as societal norms and
values, that is what should happen in a given situation [15]. Structuration theory takes the
position that social action cannot be fully explained by the structure or agency theories
alone. Instead, it recognizes that actors operate within the context of rules produced
by social structures, and these structures are reinforced only by acting in a compliant
manner [23].

One of the important features of Gidden’s ST is ‘Agent’s Knowledgeability’ which
means that “every member of a society must know a great deal about the workings of that
society by virtue of his or her participation in it” [13:250]. Knowledgeability basically
means a person’s awareness of his/her own behaviour. It can occur at three levels, such
as discursive, practical consciousness, and unconsciousness knowledgeability. ‘Discur-
sive consciousness’ refers to all those things that actors can say, put into words, about
the conditions of their action [14] - they are able to discuss why they do what they do.
‘Practical consciousness’ refers to what actors know, but cannot necessarily put into
words, about how to go on in the multiplicity of contexts of social life. ‘Unconscious-
ness knowledgeability’ is an action where actors respond to the environment, but they
can’t explain why they are doing what they do [13]. Another key concept of ST is the
concept of ‘unintended consequences’ where the knowledgeability of human agents is
bounded on the one hand by the unconscious and on the other by the unacknowledged
conditions and unintended consequences of action [15]. The production and reproduc-
tion of structure by action may not occur exactly as expected, as there may be both
unacknowledged conditions and unintended consequences of intentional actions. Thus,
we must understand that social actors’ understanding of their practices is necessarily
limited.

3 Method

A systematic literature review was carried out to address the proposed two research
questions. The review followed an eight-step systematic guide to conducting a review of
IS research by Okoli and Schabram [36] and the concept centric guidelines of Webster
and Watson [50] for synthesizing the literature. These two guidelines are specifically
relevant to the field of IS research. A brief about those steps is provided as follows.
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Step 1: Purpose of the review - Defining the purpose of the review is the first step of
conducting a literature review [36]. The goal of this review is to synthesize the results
of prior empirical IS research to understand the application of ST and its core concepts.
Step 2: Protocol - The delimitation protocols were set up prior to searching the literature.
Only journal articles and conference proceedings published during the past seven years
(2015–2021) were selected, to focus our review on contemporary literature. The articles
written in English; papers written in other languages were excluded.
Step 3: Searching the literature - The search process was conducted using Elsevier’s
database (i.e., Scopus). Scopus database offers a wider range of peer-reviewed journals
and conference papers compared to other databases [11]. For the purpose of accuracy and
reach and to get only the relevant articles that focus on the use of Structuration Theory in
IS, the keywordswere combinedusing the search stringAND/ORoperators andwild card
“*” was used to include possible segments after the phrase which produced the following
search strings: (TITLE-ABS-KEY (“Structuration Theory”) ANDTITLE-ABS-KEY (“In-
formation System*”) OR TITLE-ABS-KEY (“Information System* Research”)). These
keywords were searched in the title, abstract and keywords for the wider coverage and
quest for accuracy in the search results. A total of 293 articles were retrieved through the
initial search process. The delimitation criteria were then applied on these 293 articles
which resulted in 65 articles for the review on April 25, 2022 (see Table 1).

Table 1. Search process with delimitation criteria used and hits obtained.

Keywords Database Delimitation criteria Hits

Structuration theory, Information
systems, Information systems
research

Scopus 293

Language: English
Document Type: Conference and
Journal Articles
Publication Year: from 2015 to 2021
Publication stage: Limited to Final
Publication

65

Step 4: Practical Screening - Sixty-five articles found through the searching process
were screened for inclusion by reading the title and abstract to determine the relevance
for the review. Here, the articles were screened based on 2 criteria, i) the articles having
information system focus and, ii) the papers with a substantial use of Giddens’ ST. The
papers with marginal use of ST and papers with only a marginal information systems
focus were screened out.With the practical screening, 15 articles were weeded out which
resulted in a set of 50 papers.
Step 5: Quality Screening – Fifty articles selected through practical screens were exam-
ined closely to assess their quality. The quality appraisal is conducted after reading each
articles’ content focusing mainly on the methodology and findings. The quality screen-
ing excludes the articles that did not meet the standard or scoring of the methodological
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quality. For example, the articles were screened out based on the judgement of the arti-
cle’s data collection methodology [12]. Only empirical papers with relevance and rigour
in terms of methods used as well as providing clear and valid practical and theoretical
contributions based on primary data were selected. For example, the conceptual and lit-
erature review papers using secondary data were excluded. Altogether, 17 articles were
screened out through the quality screening and 33 articles were selected for the review
(see Table 2).
Step 6: Data Extraction - The practical screening and quality appraisal resulted in a final
set of 33 papers for this review study (see Table 2). The data were extracted into an excel
sheet which included notes on various aspects related to the research question such as
the recording of general and specific key concepts used in each individual study, other
versions of ST and theories used in combination with ST, methodology, references, key
findings etc.
Step 7: Data Synthesis - The concept-centric approach was used in synthesizing the data
[50]. Based on the initial extracted data of each paper, we examined the similarities and
differences among each paper which resulted in several themes for the review. Within
these themes, we created classification related to the application of ST and categorized
the themes under four different applications which helped to synthesize the studies (see
Table 3). Furthermore, the core ST concepts used in each individual paperwere identified
and six commonly applied structural concepts have been analysed for the review (see
Table 4).
Step 8: Writing the review - After completion of all the seven systematic steps of review,
the final step of the reviewwas about writing the reviewwhich includes mainly reporting
the findings. The findings on the use of Gidden’s ST are presented below in Sect. 4.

4 Results and Discussions

As stated above, the review covers 33 IS empirical papers which applied Structuration
Theory. The review findings are organized into three parts. Firstly, the overview of
the literature chosen for the review is presented. Secondly, the emerging themes are
categorized to answer RQ1 - How has ST been used within empirical IS research? And
lastly, the commonly used structural concepts are presented to answer RQ2 - What are
the ST concepts used in empirical IS research?

4.1 Overview of the Selected Structuration-Oriented Empirical IS Literature

Table 2 shows an overview of the literature. All selected 33 papers are empirical IS
research papers published in the past seven years, between 2015 and 2021, to focus the
study on contemporary research and the latest trends in the usage of ST in IS research.
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Table 2. Overview of selected structuration-oriented empirical IS research papers

The table above shows that the great majority of the ST papers are published in
peer-reviewed journals. Out of 33 papers reviewed, 20 papers are published in journals
and 13 papers in conference proceedings. In particular, four journals dominate - MIS
Quarterly (3), Information Systems Journal (3), Information &Management Journal (2)
and the Electronic Journal of Information Systems in Developing Countries (EJISDC)
(2). In terms of conference papers, 3 conference venues have more papers than the rest,
namely, ICIS (4 papers) and ECIS (2) and AMCIS (2).

In terms of methodologies used, case study approach dominates as shown in Table 2
above. The studies are mostly designed as longitudinal cases studies e.g., [31, 42], other
studies involve single or multiple case organization e.g., [3, 28]. The case study methods
are also used in specific digital platforms such as twitter and e-portals e.g., [25, 27].
The data collection strategies and analysis of individual case study also varies largely
depending on the nature of the case. Another frequently used method is ‘survey’, mostly
used by quantitative IS studies. A couple of them also used mixed method involving
both qualitative interviews and quantitative surveys e.g., [1, 22].
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4.2 Use of Structuration Theory in Empirical IS Research

To address RQ1 on how ST has been used in empirical IS research, four application
themes are categorized through the data synthesis process.As shown inTable 3 below, the
first category demonstrates the general application of core ST concepts which enhances
our understanding of the IS as a social practice and contributes to offering insights in ST-
oriented IS phenomena [23]. For example, Bernardi [3] used the theoretical perspective
of ST to analyse a case-study of health information systems in.

Table 3. Emerging themes in the use of structuration theory in empirical IS research

Application Description References

General application of core
ST concepts

Use of core ST ideas in
order to better understand IS
as a social practice

3, 16, 17, 27, 42, 44–48, 51

Selective ST concepts Analysis of the studies focus
on a specific structural
concept

31, 33, 34

Adaptive Structuration
Theory (AST)

Use of AST as an IS-specific
version of ST in the
empirical IS research

4, 6, 7, 18, 19, 28, 29, 32, 35, 43

Theory combination Combines ST with other
theories to complement and
extend theoretical
perspectives

1, 2, 9, 20–22, 25, 26, 30, 37, 41

Kenya and raised the understanding of accountability and the role of IT materiality
in the process of structuration. The papers under this category adopt Gidden’s ST ideas
and uncritically reflect upon and apply the core ST concepts such as social structures,
duality of structure, social systems, knowledgeable agent, unintended consequences etc.
For instance, Sergeeva [44] drew upon the concept of unintended consequences to study
how onlookers shape the use of technology at work. The onlooker effect provides a
more in-depth explanation for unexpected patterns of technology use emerging in the
workplace [44]. Out of 33 studies reviewed, 11 applied general structural concepts in
their research. Similarly, the second category of papers under ‘selective application of
core ST concepts’ also extensively draw upon ST concepts to provide insights on IS
phenomena. However, this second category of papers are more selective and use only
a specific ST concepts in the study. For example, Matilal [31] in the longitudinal case
study, specifically used the ST concept of “duality of structure and agency’ to study
time practices of women who have returned to work after maternity leave in the Indian
software services sector. Matilal [31] argued that it is not merely access to information
but agency over the scheduling of working time in practice that enables participation of
women in the workforce [31]. Similarly, Mutudi and Iyamu [34] adopted the same ST
perspective ‘duality of structure’ to analyse their qualitative data collected on improving
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the issuance of identity documents in the Republic of Angola. The analysis resulted
in development of a framework which enhanced the quality of data and improved the
accuracy of issued IDs.

The third category of papers used Adaptive Structuration Theory (AST), a modified
version of Gidden’s structuration theory to address the mutual influence of technol-
ogy and social processes [8, 23]. AST was proposed by DeSanctis and Poole [8] as a
viable approach for studying the role of advanced information technologies in organiza-
tional change. Thus, AST is considered as an IS specific version of ST, and because of
its functional approach, AST has an important influence on structurational IS research
[23]. Several papers applied AST, particularly in the Group Decision Support System
(GDSS)where the studies empirically examine factors affectingGDSSand themediating
effect of structural appropriation in technology-organization-environment e.g., [29], and
technology-mediated learning, including examining team structures and roles of teams
e.g., [28]. The studies in this category also adapted and extended AST through intro-
duction of new theoretical perspectives for analysing data. For example, a theoretical
perspective of adaptation behaviours to the level of individuals e.g., [43] and expansion
of its original concept of change process as a single step appropriation process [7]. Out
of 33 papers reviewed, 9 applied AST in their research (Table 3).

The fourth theme and last category of papers broaden the perspective of ST by
combining STwith other theories. The ST is combined with other theoretical approaches
mainly to complement and expand the theoretical perspectives. For example, Köse [25]
combined ST and Service Dominant Logic as lenses to study different uses of IS and
Ilie and Turel [20] integrated the theory of interpersonal influence and leadership with
AST to develop a comprehensive theoretical model anchored in social influence. The
combined theoretical model was used to examine how influence tactics can be used to
manipulate user resistance and subsequent usage behaviours in the context of large-scale,
newly implemented IS. The IS studies have also applied a combination of ST with other
theories such as Institutional Theory as a new theoretical lens. The triangulation is used
in data collection, including interviews and observations to achieve further progress
in institutional theory to tackle issues, and provide a more holistic understanding of
institutional changes e.g., [2]. The concepts of these two theories are also used to examine
digital-enabled service transformation in the public sector e.g., [38]. Other empirical
studies developed and evaluated a theoretical model capturing the cultural effects in
the context of technology-mediated learning appropriation based on the combination
of AST with other constructs such as espoused cultural values e.g., [21]. Overall, the
studies show that the application of a combination of ST with other theories complement
each other although each theory has a separate realm of applicability.

4.3 Structuration Theory Concepts used in Empirical IS Research

This section addresses RQ2 What are the ST concepts used in empirical IS research?
The review has identified six commonly used core ST concepts in the IS research. Table
4 illustrates the core ST concepts used by each individual study. As observed in the table,
the empirical IS studies have given most attention to the two core ST concepts of ‘social
structure’ and ‘social system’. Social structure is amacro-sociological perspectivewhich
resolves that the behaviour of individuals is largely determined by their socialization into
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the structure. And with use of Gidden’s social system concept, the studies acknowledge
the distinction between social structure and reproduced actions organized recursively.
Almost all the 33 empirical IS papers reviewed have used ST’s notion of ‘social structure’
and ‘social system’ in their study.

Table 4. Structuration theory concepts used by each individual paper

The idea of ‘knowledgeable agent’ has also been frequently used in the IS studies.
This is one of the key features of ST considering that all human beings are knowledgeable
i.e. human agents are purposive and know much about the grounds for their actions
and also have a capability to reflexively monitor their own and others’ actions [23].
The researchers consider social actors as being highly knowledgeable about what they
do. More attention is also given to Gidden’s concept of ‘rules and resources’. In ST,
structure is conceptualized in termsof rules and resourceswhere rules refer to generalized
procedures which guide the actions of individuals, and the resources are the facilities that
provide capacity to perform various tasks. In comparison, the ST concepts of ‘duality
of structure’ and ‘unintended consequences’ have been sparsely used in the literature.
This could be because the idea of ‘duality of structure’ has been selectively applied in
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the empirical IS studies e.g., [31, 34]. The notion of ‘unintended consequences’ is less
used because some researchers may not have considered their accounts as offering only
a partial explanation of their actions, which needs to be supplemented by other evidences
[23].

4.4 A Short Discussion on the Findings

This paper reviews the contemporary empirical IS papers to determine how ST is empir-
ically applied in the IS research. Thus, during the paper selection process, we closely
examined the methodologies applied in the studies. As presented in the overview under
Sect. 4.1, the ‘case study’ research strategies dominate the overall research design - more
than 50% of the studies used case studies with variations in data collection strategies
such as qualitative interviews and quantitative surveys. By and large, we have come to
an understanding that Gidden’s ST have been used in different ways in the field of IS.
The categorization of ST application into four different themes clearly and concisely
depicts how ST has been used in empirical IS research. The first category of ‘applica-
tion of general structural concepts’ and second category of ‘selective application’ both
uncritically apply ST concepts to contribute to the existing structuration-oriented IS lit-
erature. The papers in these two categories passively adopt core ST concepts without
being critical about the limitations of the ST ideas or expanding original perspectives.
The third and fourth category of papers have reflected more on the use of ST in the IS
domain. The application of AST addresses Gidden’s lack of attention to IS research [8]
and having been developed as an IS specific version of ST, about a third of the papers
used AST demonstrating its influence in the structural IS research. It is also found that
the application of ST under the category of ‘combine theory’ is extensively used in the
IS literature. More than 30% of the papers are in this category. The ST is combined with
other theories mainly to form new theoretical perspectives which also indicates that ST
has not only contributed as a standalone theory but also applied in extending into other
theoretical lenses.

Our review of IS papers shows that the core ST concepts are empirically applied in
the research. Each individual paper cited at least three to four concepts in the studies.
Out of the 6 commonly used structural concepts identified in the literature, the most
attention has been given to the concept of ‘social structure’ and ‘social system’. The
other notions such as ‘knowledgeable agent’ and ‘rules & resources’ are also frequently
cited. The concept of ‘duality of structure’ and ‘unintended consequences’ are less cited
comparatively.

We are also aware of some limitations of this study. Firstly, the literature search
was conducted with only one database (i.e., Scopus). Additional searches through other
databases might provide some additional relevant papers. Secondly, we only analysed
the contemporary empirical IS research from the last seven years in this study.

5 Conclusion

This study explores the ways in which IS researchers have usedGidden’s ST, focusing on
the structural concepts frequently drawnupon in their research.Overall, SThas been used



The Use of Structuration Theory in Empirical Information 337

as a theoretical lens in analysing the IS phenomena by applying general and selective core
ST concepts. Several studies have also applied Adaptive Structuration Theory which is a
modified version of ST specifically developed for the IS field while others combined ST
with other theories to extend the theoretical perspectives. The core structural concepts
of social structure, duality of structure, social system, knowledgeable agent, rules &
resources, and unintended consequences are identified as the most used concepts in the
literature. We extend previous research by categorizing the application of ST in the IS
domain and identifying the core ST concepts found in the reviewed studies. Additionally,
the study also provides a collection of methodologies applied in the empirically oriented
IS literature. Thus, the paper contributes to offering a better understanding on how
technologies interact with organizations through the application of ST and provides a
state-of-the-art insight on the structural concepts used in contemporary IS research.
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Abstract. This study explores the usage and the respective affordances of sleep-
tracking with a smart ring and the associated app. Sleep-tracking is a growing area
of self-tracking. While the use and influences of self-tracking have drawn consid-
erable scholarly attention, the specific affordances of sleep-tracking are not well
understood. Hence, this study aims to explore what affordances can be attributed
to using a sleep-tracking device and the correspondence between affordances and
features. We used the Gioia method to analyze and theorize on interview data
from 14Oura ring users.We identified four affordances of sleep-tracking executed
through a smart ring, namely, dynamic goal setting, self-quantification, learning,
and nudging. Drawing on the affordances, we further corresponded affordances
with device features. Thefindings extend the bodyof knowledge on the affordances
of self-tracking.

Keywords: Sleep-tracking · Usage · Affordance · Features · Smart ring

1 Introduction

Getting enough restorative sleep is crucial for the health and well-being [1, 2]. Con-
versely, a vast body of research has documented that problems with sleep lead to many
negative health consequences [3, 4]. In 2019, the size of the sleep technologymarket was
$15 billion, accounting for 3.48% of the so-called global sleep economy 2019 [5]. The
demand for sleep technology is enormous, and the supply of dedicated sleep-tracking
devices is growing. Compared with fitness and diet, sleep is an unconscious and passive
behavior that cannot be manually tracked [6]. Sleep-tracking devices have the potential
to overcome this limitation.

Self-tracking “involves practices in which people knowingly and purposively collect
information about themselves, which they then review and consider applying to the
conduct of their lives” [7]. According to the self-tracking definition, sleep-tracking refers
to collecting and reflecting on data about an individual’s sleep through various digital
technologies, such as devices, applications, and platforms. Sleep-tracking represents
a new area of self-tracking. The dedicated sleep-tracking devices provide details of
sleep data, like sleep stages, sleep efficiency, time in bed, and resting heart rate. It also
offers bedtime window notifications, sleep analysis reports, sleep recommendations,
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and meditation for calming down. Furthermore, compared with general self-tracking
devices, dedicated sleep-tracking devices connect all relevant data with sleep data to
help establish healthy sleep habits. All features of sleep-tracking devices give a basis for
affordances of sleep-tracking devices.

While there is a body of literature that employs the affordance lens to explore self-
tracking device usage [8–12], the relationship between features and affordances of self-
tracking devices [13–15], and the framework of affordances of self-tracking devices
[10, 12], there is a paucity of research that focusing particularly on sleep-tracking [16].
Moreover, the previous research has indicated a need for further research on how people
perceive, are influenced by, and act on the information produced by self-tracking devices
[17–20].

To fill in this theoretical and empirical void, this study aims to explore the affordances
of sleep-tracking executed through a smart ring. In doing so, we address the following
research question: what affordances do users attribute to a sleep-tracking focused smart
ring? We have conducted 14 in-depth interviews among users of a leading smart ring,
Oura, that is designed particularly for sleep-tracking. We used the Gioia method [21] in
coding, analyzing, and theorizing on our empirical data. Finally, this research came up
with four sleep-tracking affordances executed through a smart ring and corresponded to
technology features. The results enriched the self-tracking affordances and helped users
understand their potential behaviors with sleep-tracking devices.

The remainder of this paper is structured as follows. The second section reviews prior
research on affordance theory and self-tracking affordances. Thereafter, we present the
research method, followed by the data analysis. In the fourth section, we report the
research findings, followed by their discussion in the fifth section.

2 Background

The concept of affordancewas introduced by the ecological psychologist James J.Gibson
[22]. According toGibson [22], the affordances of the environment are “what it offers the
animal, what it provides or furnishes, either for good or ill” (p. 127). Norman [23] applied
the affordance lens in human-computer interaction and defined affordances to describe
the perceived properties as “the perceived and actual properties of the thing, primarily
those fundamental properties that determine just how the thing could possibly be used”
[23].

Recent IS research tends to follow the Gibson-based definition of affordance [10,
24, 25]. Building on Gibson’s conception, Volkoff and Strong [25] conceptualized affor-
dances to refer to “what is offered, provided, or furnished to someone or something
by an object” [25]. The potential for behavior arises from the relationship between the
object and someone or something [26]. In other words, the affordance concept denotes
that objects offer the possibility for people to do something, which in turn is determined
by the features of the technical object and the actors’ characteristics [24].

In the context of self-tracking, some research tried to clarify the affordance cate-
gories of self-tracking devices. In prior research, based on the devices’ properties, affor-
dances of self-tracking devices can be classified into informational and motivational
affordances [11]. In terms of motivational affordance, it can be divided into master
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and performance motivational affordance [27], or self-monitoring, rewards, and social
comparison affordance [28]. Furthermore, the affordances of self-tracking devices can
be grouped into learning and behavior-focused affordance based on how these func-
tions were used [13]. Oriented by functions, affordances of self-tracking devices contain
self-monitoring, performance analysis, exercise guidance, rewards, social comparison,
watching others, social recognition, and self-presentation [15]. Multiple affordances
of self-tracking devices can also help users achieve their activity goals, like activity
improvement, planning, and monitoring [10].

Overall, affordance theory is a new way of thinking about the relationship between
technology and users from a socio-technical perspective [29]. Applying affordance to
sleep-tracking devices, this study aims to explore sleep-tracking affordances executed
through a smart ring and correspondence between affordances and technology features.

3 Method

3.1 Research Context

Wechose theOura ring as the focal device to investigate the affordances of sleep-tracking
devices. The ring ismade of titanium and has a battery life up to 4–7 days. Since Oura is a
ring, it does not have a display, but all information is provided through the smartphone app
and theOura cloud, including short-term and long-term trends. TheOura app synthesizes
the data collected by the sensors of the ring into three scores: sleep, activity, and readiness.
It also provides dynamic daily activity goals and recommendations based on the users’
activity and sleep data. According to Oura, the ring operates with 92% accuracy for
body temperature tracking [30] and 98% for heart rate variability (HRV) [31]. During
the Covid-19 pandemic, body temperature tracking has helped early detect the disease
[32].

Compared with activity tracking devices, a dedicated sleep-tracking device like
Oura has been designed to collect, analyze, and synthesize several types of sleep-
related data. Compared with other sleep-tracking devices, like smart mattresses, the
Oura provides daytime data to enrich the sleep-related data and improve sleep-related
recommendations. To sum up, the Oura ring is a representative sleep-tracking device.

3.2 Data Collection

The data was collected with semi-structured interviews among users of Oura ring. The
interviews aimed to obtain in-depth insights into users’ usage patterns and explore the
affordances of sleep-tracking executed with a smart ring. The interviews were conducted
in English from March to April 2021 in Finland. Because of the Covid-19 pandemic,
Zoom was used to conduct the interviews. The interviews were video recorded with the
consent of the informants. The interview questions include users’ personal backgrounds
(gender, age, education background, and occupation), general use habits (reasons for
using, expectations, use duration, frequency of use), and user experience (data tracking,
functions, best/worst thing, well-being management).

We used a snowball sampling approach to recruit informants. Interviews began with
authors’ personal networks and asked them to nominate potential informants who meet
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the requirements for more interviews. According to Oura, the ring needs to accumulate
data for ca. two weeks to be able to make inferences regarding the user. So, informants
in this research must be at least 18 years old and have used Oura for at least two weeks.
In total, 14 Oura ring users, of which 8 were males and 6 females, were interviewed.
Table 1 provides the background information about the informants. All informants had
either a master’s or a Ph.D. degree.

The interviews lasted from 23 to 58 min, totaling up to 498 min of interview videos
and 52,486 words of interview transcripts. After 14 interviews, the interviews no longer
generated new insights [33]. Thus, we concluded that the point of saturationwas reached.

Table 1. Background of the informants

Informants Age range Gender Usage time
(months)

Informants Age range Gender Usage time
(months)

1 45–65 Female 8 8 25–44 Female 48

2 45–65 Male 8 9 25–44 Male 24

3 45–65 Female 24 10 25–44 Male 12

4 25–44 Male 3 11 45–65 Female 24

5 65 + Male 10 12 25–44 Male 1

6 45–65 Female 41 13 25–44 Male 16

7 45–65 Female 41 14 25–44 Male 20

In addition to the primary data collected through interviews, the two first authors
have been using the ring and following discussions in the Oura groups on Facebook to
obtain an in-depth first-hand understanding of the phenomenon of interest.

3.3 Data Analysis

The interviews were transcribed from video recordings and imported to NVivo 12.6.0
software. We applied the Gioia method [21] to guide the data analysis.

The Gioia method can be seen as an adaptation grounded theory [21] with a spe-
cific emphasis on capturing people’s retrospective and real-time statements through, e.g.,
interviews and observation [21, 34]. Gioia et al. [21] further suggest practices to enhance
the rigor in qualitative research, for example, organizing the data into a more structured
form. The analysis process includes identifying first-order codes from the data, combin-
ing them into second-order themes, and finally establishing theory-informed aggregate
dimensions. These three stages form a basis for building a data structure [21, 34]. As
typical inductive research, our analytical process was iterative and overlapped with data
collection.

We started with open coding to break data apart and use phrases to stand for original
data [35]. When identifying the first-order codes, the researcher reads the materials from
beginning to end and names instances of text with codes that reflect the raw data [36].
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We used the research question to guide the creation of first-order codes. We focused on
identifying the possible behaviors that users can do with the sleep rings as the affordance
of the ring.

In the second stage of the analysis (Gioia et al., 2013), we further summarized the
first-order codes into more general concepts. Annotations in NVivo and brief notes help
to record and develop the analysis processes. Finally, in the third stage of the analysis,
we scrutinized the categories through the mapped affordances. Figure 1 presents the data
structure that summarizes the data analysis process and its results.

Fig. 1. The three stages of the analysis process of affordances

4 Affordances of Sleep-Tracking with a Smart Ring

Four aggregate dimensions described the affordances of sleep-tracking with a smart ring
as a result of inductive research. These four affordances describe the potential behaviors
that arise from the relationship between users and the rings, including dynamic goal
setting, self-quantification, learning, and nudging.

4.1 Dynamic Goal Setting

The first aggregate dimension of affordance is dynamic goal setting affordance, which
refers to the ring that enables users to set or adjust their primary goals and daily
goals through recommendations, default, or personalized settings [11, 14]. In Oura,
the dynamic goal setting can be divided into the primary goal, life situation setting, and
dynamic activity goal refreshing.

The primary goal and life situation setting provide an opportunity for users set
primary goals and refine their basic information. After having the installed the Oura
app, the user needs to provide a set of background information (such as gender, age,
height, and weight), his/her primary goal (e.g., reduce stress, increase physical activity,
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etc.), and answers questions regarding the life situation, such asmy current goals, current
sleep habits, and factors affecting sleep. The Oura app will provide the user updates and
reminders.

“There are many options like you can choose if you have some goals for your Oura
ring usage, like, if you want to increase your fitness, then there is something. What
I have set for Oura is that I want to improve my sleep. And I want to reduce my
stress”. (P09)

Dynamic activity goal refreshing provides an opportunity for users to have automatic
refreshing daily activity goals based on their personal data. The Oura app will provide
flexible daily activity goals based on users’ activity level in the past day and the quality
and amount of user’s sleep in the last night. Thus, after a stressful day and badly slept
night, the activity goal will be lower than usual, or the app will recommend taking a
rest for a day. This flexible goal setting was frequently praised by our informants and
considered the main advantage of the ring.

“The goals of Oura ring are always activity-based, so it has flexible goals.…
During the day, I tried to check that, like the activity goals, so I try to balance my
workouts.… In the evening, I also look if I have reached the activity goal or not,
because it does change in Oura”. (P3)

4.2 Self-quantification

The second aggregate dimension of affordance is self-quantification affordance. It refers
to how the ring enables users to observe anddocument their personal information [10, 28],
process the data collected by the sensor of the ring, and present the insights through the
app’s dashboard in various visualized formats [9, 10]. The self-quantification affordance
includes two sub-categories, namely data monitoring and data synthesizing.

Data monitoring provides an opportunity for users to observe and document their
personal information [10, 28]. The fundamental function of a sleep-tracking ring is
sleep data monitoring. Other self-monitoring features, such as activity and readiness,
can support getting better sleep. Furthermore, The Oura ring provides several sleep-
related parameters, such as HRV, sleep stage, respiratory rate, and body temperature.
In addition, the informants described how they focus on certain specific parameters,
depending on their goals and life situation. In addition, the user can manually add a
workout, breathing exercise, meditation, and tags about the activities. Oura provides
several guided and unguided audio sessions to boost energy or improve sleep and focus.

“Do mostly using it for tracking my quality of sleep in general, and then also my
activity”. (P14)

“And also, the Oura ring measures the skin temperature. The Wrist [Apple watch]
doesn’t.… When you go to home [Oura app home], you can use the plus here and
add a workout [record exercise manually]. I do my yoga. It takes about 20 min.
And I record that through the application. It’s important to do it with the Oura
ring” (P5)
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Another part of self-quantification affordance is data synthesizing. The Oura ring
combines measured parameters and uses three simple scores to show the users’ perfor-
mance. The interviews generally indicated that the three key scores provided by the ring,
namely sleep, activity, and readiness, were regarded as the most important indicators.
As a result of synthesizing the data, long-term data is aggregated for users to check
long-term trends related to sleep, readiness, and physical activity.

“The way I figure it out is if I fulfill the activity goals, then I sleep better. My
readiness score goes up. And if I sleep better. My readiness goal is up, and then I
can do the activities much easier. So it’s a kind of a fulfilling circle”. (P05)

“Usually I like looking at the weekly trend, like how the week has been and how
many times have I achieved my goals as in the activity, and so I like to look at the
trends as well”. (P06)

4.3 Learning

The third aggregate dimension of affordance is learning, which refers to users being
better able to listen to themselves by increasing users’ knowledge of the biophysio-
logical foundations, parameters’ meanings, and improvement measures [13]. Learning
affordance includes term explaining and data reflecting.

Terms explaining provides information about the biophysiological foundations of
each measured parameter and thus help the user learn and understand the meaning of
each parameter. In addition, the app provides information about the typical range of
the parameters and guidance on how to interpret different trends with respect to these
parameters. In order to get a better understanding of terms and guide their workouts,
some informants like to dig into and study the scientific backgrounds.

“I will probably look more into the different data they are providing. Because
there are a lot of articles about how to use the HRV, for example, you know, better
designing your exercises, and so on”. (P05)

“So, I have studied quite a bit of what does heart rate variability mean and what’s
the science in the background of the stuff”. (P13)

Data reflecting provides improvement measures to teach users how to improve their
health status. The mobile app affords the user a better understanding of the scientific
basis underlying sleep and sleep quality. Informants announced that they would think
after receiving the scores and consider what affected their scores. And then, they can
follow the improvement measures and find more targeted ways to improve their sleep.

“It easy that I can afterward work from the Oura data. Okay, now this is the
situation, and then I can sort of access what I did the previous day and what has
maybe impacted my sleep. So that’s how I have learned what I should do to sleep
better”. (P03)



350 S. Feng et al.

4.4 Nudging

The fourth aggregate dimension of affordance is nudging, which refers to guiding a
user in a certain direction. In Oura, three sub-categories make up nudging affordance:
notifying, status improvement recommending, and goal achievement rewarding.

The notifying reminds users to raise their attention to something. As exemplified by
the quotation, the Oura app has notification functions that provide users with reminders,
such as bedtime windows, inactive alerts, weekly reports, and activity progress. Depend-
ing on personal data, Oura provides users a bedtime window and reminds them to start
relaxing before this window. As for activity, when users are sedentary for a long time,
Oura will remind them to stretch their legs a bit. Oura also reminds users of the activity
progress to encourage them to reach the goal. Moreover, Oura pays much attention to
data trends and pushes out the weekly report on Sunday. Users can review the overall
data in this report.

“There might be some notifications during the day. For example, it’s time to take
a break, or I’m close to achieving the activity score, or I’ve achieved it”. (P07)

“I can see from the weekly report. Oh, it was that night I took some whiskey, that
was the result”. (P12)

Status improvement recommendingprovides verbal recommendations to nudgeusers
based on collected data. In the Oura app, users can get short verbal recommendations
on the app’s home. The verbal recommendations are adjusted based on prior data and
users’ rhythm. For example, if users do not sleep well, Oura will recommend them to
take it easy and pay attention; if users get good scores, Oura will suggest them take on
a creative challenge or do what they like. In addition, the Oura app provides audio and
video materials before sleep to start winding down in the evening and go to bed in an
optimal time window.

“And I do feel that it’s easier to obey the signals from the Oura in a way. Because
if I feel sick. I’m like, maybe still trying to do too much, but the Oura in the sense
that tells me to slow it down, then I can tell my supervisor: Okay, Oura is telling
that”. (P03)

Goal achievement rewarding provides crowns for users who perform well. In Oura,
there is a calendar view of your crowns and dots each day. The three dots reflect
sleep, readiness, and activity, respectively. When scores above 85, they may receive
a crown. The three scores will be reflected in the dots below each crown icon. The crown
encourages users to get enough scores to earn rewards.

“This is the month screen where dots are there. You can see how many dots in the
goal... I won’t look at that screen too much, but sometimes I notice that I’m a bit
frustrated, because there are no crowns”. (P07)
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5 Discussion and Conclusion

5.1 The Affordance-Features for Sleep-Tracking

This study set out to explore the affordances of sleep-tracking devices. Based on our
analysis of the empirical data, we identified four sleep-tracking affordances executed
through a smart ring: dynamic goal setting, self-quantification, learning, and nudging. In
order to reveal the support of sleep-tracking features for affordances, this study extracted
the features mentioned by the informants corresponding to affordances. Table 2 shows
the results of correspondence between affordances and features.

First, goal-related and personal background collection features support the dynamic
goal setting affordance, which helps users prepare well and provide a personalized set of
baselines for the subsequent tracking. Furthermore, flexible daily activity goals enable
users to adjust their activity based on collected data. The dynamic goal setting affor-
dance is unique for Oura compared to prior self-tracking affordances, like preparation
affordance [14] and motivational affordance [11].

Second, self-quantification is the chief affordance. It encompasses affordances
explored in prior research such self-monitoring [15, 28], tracking [9], and visualizing [8–
10]. Affordances related to self-quantification can be found in almost all available health
and fitness tracking applications [37] since self-tracking technologies generally enable
users to automatically andmanually track their health information, analyze performance,
and visualize data.

Third, learning affordance offers the possibility for users to go deep insight into the
parameters. The Oura provides much information to support learning affordance, like
biophysiological foundation, typical ranges, and detriment causes of measured parame-
ters. This affordance is aligned with the prior learning affordances in self-tracking [12,
13, 27].

Fourth, the Oura app has notifications, short verbal recommendations, and rewards
for supporting nudging affordance. Prior research illustrated similar affordance in self-
tracking, for example, activity alerts [10] and rewards [10, 15, 28]. However, nudge
affordance gives a comprehensive way to describe those affordances that guide users in a
certain direction. In addition, prior self-tracking research has also pointed out that digital
technologies can nudge people into behavioral changes [38]. Nudging is an important
affordance to help users change their behaviors to improve their sleep.

5.2 Implications

This study explores sleep-tracking affordances executed through a smart ring and cor-
responds affordance with technology features. From the research implications, first, our
study contributes to the self-tracking andquantified self literature by adding to the thus far
scant research on the affordances of sleep-tracking. Considering that the current research
on self-tracking affordances which focused on comprehensive or activity-focused smart-
watches or smart bands [10–13], this study focused on sleep-tracking with a smart ring.
We outlined four affordances to present the potential actions enabled by the smart ring,
namely dynamic goal setting, self-quantification, learning, and nudging.
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Table 2. Affordance-features for sleep-tracking

Dynamic goal
setting

Self-quantification Learning Nudging

Conceptualization The ring enable
users to set or
adjust their
primary goals and
daily goals
through
recommendations,
default or
personalized
settings [11, 14]

How the ring
enables users to
observe and
document their
personal
information [10,
28], process the
data collected by
the sensor of the
ring, and present
the insights
through the app’s
dashboard in
various visualized
formats [9, 10]

Users being
better able to
listen to
themselves by
increasing users’
knowledge of the
biophysiological
foundations,
parameters’
meanings, and
improvement
measures [13]

Guiding a user in
a certain direction

Technology
features

1. Primary goal
2. Life situation
survey
3. Personal
background
information
4. Flexible daily
activity goals

1. Monitoring
personal data
2. Add a workout,
breathing and
meditation
3. Add tags to the
activities
4. Performance
analysis
5. Data
visualization

1.
Biophysiological
foundation of
each parameter
2. Information
about the typical
range of the
parameters
3. Information
about detriment
causes of sleep

1. Notifications
2. Short verbal
recommendations
3. Rewards

Second, In prior research, most self-tracking studies have examined the relationship
between affordances and features [13–15]. This research corresponded sleep-tracking
affordances with features, comparing the similarity and differences between sleep-
tracking and self-tracking affordances. As a result, this research emphasized the unique
affordance (dynamic goal setting affordance) and the core affordance in sleep-tracking
usage (self-quantification affordance). At the same time, this research also highlighted
the direct affordances (nudging) for users changing their behavior.

From the practical implications, first, this research summarized four affordances of
sleep-tracking executed through a smart ring. Our observations highlight the value of
unique dynamic goal setting and gentle and encouraging nudging as particular affor-
dances of sleep-tracking executed through a smart ring. The informants stated that the
flexible goals and nudging affordance influenced their behavior to some extent. How-
ever, the main effect of using a smart ring is an increased focus on sleep as an element
of health and well-being. Thus, the system designed could find ways to provide features
supporting unobtrusive and encouraging nudging and flexible personalization.
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Second, our results corresponded affordances with technology features. Prior
research concluded that potential behavior is determined by users’ characteristics and
features of the technical object [26, 39]. Clarifying the relationship between affordances
and technology features can help understand the potential affordances and affordance
perceptions. Revealing the relationship can help users make better use of sleep-tracking
devices.

5.3 Limitations and Future Research

Our results and the respective findings are bound to the context in which the research was
conducted and limited to the data available. First, the exploratory and qualitative nature
of the study has to be kept in mind when evaluating the generalizability of the findings.
Hence, future research could expand upon the current study with a larger number and a
broader spectrum of informants.

Second, the sleep-tracking affordances identified in the current study are unlikely
an exhaustive presentation of all potential affordances. This study focused on the affor-
dances of theOura ring. The results cannot be directly generalized to other sleep-tracking
devices. Hence, future research could examine other sleep-tracking devices to identify
common affordances across sleep-focused self-tracking devices and technologies.More-
over, to keep up with the development of new sleep-tracking, future research is needed
to explore potential additional affordances [24].

Third, as people increasingly use multiple self-tracking technologies in their daily
lives, future research could adopt a personal media repertoire perspective to better under-
stand people’s overall use of self-tracking and the roles of different tools in this personal
self-tracking repertoire [40–42]. For example, future research could examine how people
integrate data collected with different devices to form insights [43].
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Abstract. This study aims to investigate patients’ behavioral intention toward
the adoption of contactless healthcare applications in the post- COVID-19 pan-
demic era. Therefore, the studymodel extends the unified theory of acceptance and
use of technology (UTAUT) with the task technology fit (TTF) model, personal
innovativeness, and avoidance of personal interaction to determine patients’ inten-
tion to adopt contactless healthcare applications for medical purposes. A research
questionnaire was conducted on Jordanian citizens in a voluntary environment.
In response, 383 valid questionnaires were retrieved. The study model is empiri-
cally analyzedwith structural equationmodeling (SEM). Findings of the structural
model imply that was jointly predicted by UTAUT constructs, TTF, and API and
explained substantial variance R2 78.4% in user behavior to adopt contactless
healthcare applications. The current research contributes to theory by extending
the UTAUT with the TTF model, API, and PI and enriching information systems
literature in the context of users’ intention to adopt e-health technology. Practi-
cally, this research suggests that healthcare services providers should focus on IT
fitness including internet-enabled devices and the number of facilities to operate
the healthcare applications which in turn boost individual confidence towards the
adoption of contactless healthcare technology. This research develops a unique
model that examines user behavior towards the adoption of contactless health-
care technology to improve the healthcare industry. The findings of this research
provide an answer on how to recover fromCOVID-19 repercussions on the health-
care sectorwhile using such applications.Moreover, this study provides guidelines
for clinical management through a virtual setting and guides health consultants,
applications developers, and designers to design user-friendly applications for
e-healthcare purposes.

Keywords: e-health · UTAUT · TTF · Contactless services · Jordan · COVID-19

1 Introduction

Recently, the trend of fatal diseases (e.g., AIDS, influenza, Swine Flu, and now COVID-
19 pandemic) is swiftly growing. These diseases have generated significant challenges
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for health institutions that how to save people’s lives through delivering rapid health-
care services. A potential way is to exploit information and communication technolo-
gies (ICTs) in the healthcare sector to offer awareness among the public regarding
pandemics [1]. The majority of the healthcare professionals are approved that the
telemedicine/contactless healthcare applications using ICTs help in saving time, and
money and improve productivity in healthcare delivery systems [2]. The term contact-
less healthcare application is defined as “an application that is used to transfer medical
information which is established by medical experts or patient from one location to
another using information communication technologies (ICT) as a mode of communi-
cation” [3]. Contactless healthcare services describe a process that integrates different
software and hardware in order to design virtual medical interfaces for patients and
healthcare professionals using smartphones, tablets, desktop/personal computers, and
any internet-enabled devices [4].

Contactless healthcare applications might be utilized as an alternative healthcare
delivery system during and post the COVID-19 era. Coronavirus is fatal and infectious
and thus precautionary measures can save people’s life. During the COVID-19 outbreak,
it is noted that healthy citizens are getting infected by visiting hospitals. A recent report
indicated that doctors and the paramedical workforce are suffering fromCoronavirus due
to the spreadable nature of the virus [5]. Therefore, this research draws researchers’ atten-
tion towards the use of contactless healthcare applications for e-health services. E-health
applications have been revealed effective in delivering and tracking patients’ healthcare
services to control fatal diseases [6]. In addition to that, the World Health Organization
(WHO) has agreed that the use of e-health applications (mobile-health) is functional and
cost-effective for healthcare surveillance [7]. Previous research had discussed the success
of smart hospital systems using innovative technologies (e.g., IoT) [6, 8]. The IoT appli-
cations have indicated the perceived usefulness of this technology in tracking patients’
records, real-time surveillance, correct drug patient association, etc. [8, 9]. Despite sev-
eral advantages, the adoption of contactless healthcare services/applications (e-Health) is
revealed less successful [2, 10]. Scholars stated that insufficient financial support, vague
e-health services, visions, and missions are the key challenges to the successful imple-
mentation of contactless healthcare applications [11]. Also, others suggested that health-
care professionals have inadequate knowledge and skills about e-health applications in
developing countries compared to developed countries. Consequently, investigating fac-
tors that influence patient behavior to adopt contactless healthcare services/applications
is needed, particularly during and the post-COVID-19 pandemic [2].

Since the beginning of IoT applications, patients are reluctant to adopt e-health
applications [9]. A possible explanation could be a lack of awareness about innova-
tive technology in the shape of contactless healthcare applications [2]. Literature on
e-healthcare systems had revealed that the e-health projects failure rate is 0.75 around
the world [12]. Although e-health contributes to the healthcare industry, its implemen-
tation is still a significant challenge [8, 10]. For health surveillance and wellbeing, the
usage of a contactless healthcare application is a cost-effective choice [2]. Therefore, the
current research fills the knowledge gap by investigating factors that affect patient behav-
ior to adopt contactless healthcare applications to monitor Jordanian patients’ health and
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deliver healthcare services in the post-COVID-19 era. The study model includes fac-
tors underpinning the unified theory of acceptance and use of technology (UTAUT),
task technology fit (TTF), personal innovativeness (PI), and avoidance of personal inter-
action (API) in order to investigate patient behavior towards the adoption of contact-
less healthcare applications. This study is significant as it offers unique guidelines and
helps to develop strategies and policies for physicians, healthcare advisors, and applica-
tions developers and designers in designing compatible healthcare applications that raise
patients’ confidence and motivate them to adopt contactless healthcare applications.

2 Literature Review and Hypotheses Development

2.1 Theoretical Background

Existing literature has developed many theories and models to understand UT/IS accep-
tance, e.g., the Theory of Planned Behavior (TPB) [13], Technology Acceptance Model
(TAM) [14], and UTAUT [15]. UTAUT has been acknowledged as the most compre-
hensive one [16–18]. It integrates constructs across eight previous theoretical models
and demonstrates stronger predictive power than any of the eight models [15]. UTAUT
postulates that performance expectancy (PE), effort expectancy (EE), social influence
(SI), and facilitating conditions (FC) have an impact on both behavioral intentions (BI)
and actual usage (AU) behavior [15]. UTAUT has been consistently confirmed to be
able to demonstrate a large amount of variance in IT/IS usage and acceptance behavior
across different contexts, such as mobile banking [19–21], distance learning [22], and
health informatics [9, 23].

The academic literature across the disciplines of technology, sociology, and psy-
chology argues that the BI of human beings to refrain from performing or perform a
specified behavior could be considered the best predictor to carry out a particular action
[14, 15, 24]. This presumption has been widely confirmed in IT/IS research [25, 26].
Drawing on consistent findings of the earlier research work that BI is a determinant of
actual human behavior, the literature has examined factors that could influence the BI
to use, rather than actual usage. Thus, this study investigates the Jordanian patients’ BI
toward accepting contactless healthcare services.

The TTF model has been utilized to explain how task-technology fit affects users’
acceptance of IT/T, such as innovative technologies [27], healthcare technologies [28],
and learning technologies [29]. In the TTFmodel, task and technology characteristics are
two predictors of task technology fit [30, 31]. The model suggests that if the task is out
of the capabilities of information technology, or the technology is poorly designed and
owns inadequate functions to accomplish the task, the task-technology fit would become
less. In this study, the authors did not integrate utilization, an additional construct in TTF
[31], as it has been accounted for by acceptance in IT/IS acceptance research [20, 29].

In summary, while the UTAUT has been extensively validated and extended in differ-
ent contexts, its application to themodeling of contactless healthcare services acceptance
after the crisis times has been limited [32]. There is a concurrent need to obtain empirical
evidence for the support of such a model within contactless healthcare services during
the post-COVID-19 era and examine users’ acceptance to facilitate the development
and implementation of such services. In addition, some have suggested that the model
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needs to be extended with other related theories to improve model explanation and
prediction power, particularly given the fact that the UTAUT model is not particularly
formulated for the context of healthcare services [33, 48]. In fact, the investigation of
further explanatory factors drawn from related theories and models is a common and
widely accepted practice in IT/IS research [20, 29]. Given that UTAUT highlights users’
perceptions of IT/IS, and TTF contributes to the understanding of users’ acceptance
from the perspective of task-technology fit, the authors developed a unified model by
integrating the two theories, in addition to PI, and API to generate a comprehensive
understanding of individuals’ acceptance of contactless healthcare services after the cri-
sis time. Figure 1 illustrates the proposed study model. In the remainder of this section,
the authors described the rationale of constructs in the model and developed hypotheses
among them.

2.2 Hypotheses Development

The proposed model included ten constructs drawn from UTAUT, TTF, and two addi-
tional constructs which were contextualized in scenarios related to contactless health-
care services. The author used behavioral intention to measure user acceptance as it
is a widely used predictor of actual behavior (e.g., using a technology) [15, 34]. The
following sections discuss the model constructs and hypotheses among them:

2.2.1 UTAUT Constructs

• PE
PE refers to “the degree to which an individual believes that using the system will

help himor her to attain gains in job performance.” [15]. In the context ofmobile health
services (m-health), authors like Barua Z. and Barua A. (2021) have investigated m-
health users’ behavior towards the adoption ofm-health applications amid theCOVID-
19 pandemic and revealed that PE significantly affects users’ behavioral intention to
adopt telemedicine services [23]. Similarly, Rahi et al. (2021) have confirmed the
relationship between PE and the adoption of telemedicine services [35]. Previous
literature has confirmed the significant linkage between PE and users’ intention to
adopt information systems in general and e-health systems in particular [36–39]. In
the context of contactless healthcare, when users believe such services enable them to
increase healthcare effectiveness, they aremore likely to accept anduse the technology.
Therefore, PE is hypothesized as:

H1. PE has a positive impact on the patient’s intention to use contactless healthcare
services.

• EE:
EE can be defined as “the degree of ease associated with the use of the system”

[15]. Therefore, in healthcare applications context refers to the extent to which users
perceived ease during the use of healthcare applications [28, 38]. The degree of ease
to use IT is revealed an influential factor in to use of IoT in the e-health context
[9]. Authors like Wang et al. (2020) had found that EE significantly impacts users’
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behavioral intention to adopt healthcare wearable devices. This indicates that thee-
health devices or applications that comprehend with easy features had more chance to
influence user behavior to adopt health care applications. This indicates that different
healthcare services and devices that comprehend with “ease to use” feature were more
likely to affect users’ behavior toward adopting e-healthcare services. According to
Gu et al. (2021), the e-health technologies having ease characteristics benefit users
in developing countries and bring positive change in their behavior intention towards
adoption of such IT [32]. Earlier studies have confirmed significant impact of EE
on user adoption of healthcare applications and other technologies [22, 28, 32, 38].
When users believe that using contactless healthcare services is easy and effortless,
they would be more likely to accept and use these services. Therefore, EE is proposed
as:

H2. EE has a positive impact on the patient’s intention to use contactless healthcare
services.

• SI:
The term social influence is identified as “the degree to which an individual per-

ceives that important others believe he or she should use the new system” [15]. In
the e-health application settings, SI is the extent to wherein a person believes that
important others’ recommendations to use e-health for healthcare purposes [32]. A
recent study conducted by Rahi et al. (2021) found that SI significantly affects user
intention to adopt telemedicine health services. SI also reflects a trend that is cre-
ated by successful and educated individuals while sharing experiences and pleasure.
In later stages, that trend becomes a kind of inspiration for neighbors, colleagues,
friends, and family. This current study postulates that SI boosts people’s confidence
to use contactless healthcare services and enriches their e-health experience. Previ-
ous studies have found that SI strongly affects individuals’ behavior to adopt e-health
applications and services [23, 38]. In this study, users are more likely willing to accept
contactless healthcare technology if important others approve of the use of this tech-
nology. Following the above-mentioned argument and consistent with IT/IS literature
[40–42], SI is proposed as:

H3. SI has a positive impact on the patient’s intention to use contactless healthcare
services

• FC:

FC is defined as “the degree to which an individual believes that an organizational
and technical infrastructure exists to support the use of the system” [15]. Therefore, FC
in contactless healthcare services is explained as the degree to which users believe that
contactless healthcare service providers will offer technical infrastructure to use e-health
applications. In a more detailed fashion and in accordance with the current research con-
text, FC is an environmental factor that indicates the users’ awareness and perceptions of
the existence of both the technology itself (e.g., contactless healthcare services) and the
relevant essential level of resources such as knowledge, training, technical infrastruc-
ture, and services required to deliver the desired support for implementing contactless
healthcare systems successfully, productively and effortlessly. Availability of sufficient
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technical infrastructure develops users’ IT skills to use software applications [43], and
skilled users have revealed more incline towards acceptance and use of IT [26]. Hence,
it is postulated that the availability of IT infrastructure offers technical skills and knowl-
edge to users that how to use contactless healthcare services in order to avail of e-health.
According to Hossain et al. (2019), IT resources, required knowledge, and system com-
patibility significantly affects users’ behavior to adopt electronic health record (EHR) in
healthcare system [44]. Thus, the current study assumes that FC aid individual to adopt
contactless healthcare applications. Therefore, FC is proposed as:

H4. FC has a positive impact on the patient’s intention to use contactless healthcare
services.

2.2.2 TTF Constructs

The TTF model suggests that people will adopt IT based on the fit between the technical
characteristics and task requirements [30, 31]. In addition, the TTF is defined as “the
degree to which technology assists an individual in performing the respective tasks”[31].
The TTF has been developed to check if IT offers adequate support for task achievement
in the acceptance of new IT. The task technology fit model integrates three main vari-
ables namely “technology characteristics TechC, task characteristics TaskC, and task
technology fit” [30]. In this study, context TechC is defined as the contactless health-
care applications that are used to perform an e-healthcare task. TechC in the context of
contactless healthcare services could also indicate the functionality and interface design
of the application [28]. While TaskC refers to individuals’ actions that are implemented
while using contactless healthcare applications. TaskC could also indicate the complex-
ity and requirements for individuals to manage their e-health services [28]. Previous
studies have validated the important role of the TTF model in the adoption of informa-
tion systems [19, 27, 45]. A study conducted by Zhou et al. (2010) supported a positive
relationship between TechC and task-technology fit, and a negative relationship between
TaskC and task-technology fit [20]. Therefore, and backed up by extant literature in the
field, the following hypotheses are suggested:

H5. TechC has a positive impact on task technology fit.

H6. TaskC has a negative impact on task technology fit.

2.2.3 Relationships Among the Constructs of TTF and UTAUT

Based on the TTF model, users will not adopt an IT if the task-technology fit is not sat-
isfied [30, 31]. Likewise, if contactless healthcare applications cannot meet the require-
ments of e-health management tasks, users are more likely will not use such appli-
cations/services. Previous literature has stated a positive relationship between task-
technology fit and individuals’ acceptance of IT/IS [20, 27, 32]. Thus, the authors
hypothesized the following:

H7. Task-technology fit has a positive impact on the patient’s intention to use contactless
healthcare services.
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Moreover, previous research has reported that task-technology fit has a positive
effect on PE [20, 21, 27, 29]. In the context of contactless healthcare services, only
when individuals perceive a satisfying match between functions of contactless health-
care services and e-health management tasks, they will believe that using such services
could improve their e-healthcare management performance. In addition, it is likely that
contactless healthcare services’ characteristics (e.g., high-speed data collection, trans-
mission, and processing) enable individuals to monitor and perform their health-related
services swiftly and thus reduce their cost of effort [20]. Based on the abovementioned
arguments, the following hypotheses are proposed:

H8. Task-technology fit has a positive impact on PE.

H9. “Technology characteristics” has a positive impact on EE.

2.2.4 Personal Innovativeness

Personal innovativeness (PI) is referred to “the degree of the speed of an individual to
adopt new ideas in relation to other members of the social system” [46, 47]. Furthermore,
Agarwal and Prasad (1998) (p. 206) describe PI in the field of IT as “the willingness of
an individual to try out any new information technology” [48]. Previous studies in IT/IS
acceptance and adoption demonstrate how PI construct, has a direct (e.g., [49–51]) and
indirect (e.g., [52, 53]), effect the users’ intentions to use different technologies. For
instance, Alalwan et al. (2018) were successfully able to confirm the significant effect of
PI on theSaudi individuals’ intentions to usemobile internet. Likewise, Slade et al. (2015)
reveal that PI has a significant role in determining behavioral intentions to use mobile
payment services in the United Kingdom [54]. Hossain et al. (2019), found that PI has a
positive effect on the user’s intention to use the new eHealth services [44]. In this study
context, as contactless healthcare services introduce a new healthcare technology that is
technologically different compared to other healthcare legacy systems, it is expected that
a “personal innovativeness” construct will play a significant role in patients’ intentions
toward such services. As this relationship is promising in the current research context,
the following is hypothesized:

H10. Personal innovativeness has a positive impact on the patient’s intention to use
contactless healthcare services.

2.2.5 Avoidance of Personal Interaction

Avoidance of personal interaction (API) can be described as the degree to which IT/IS
allows users to access and use web-based services without the prerequisite for physical
interactions with any individual (Chan et al. 2010; Molina, Moreno, & Moreno, 2013).
Contactless healthcare services facilitate self-services—i.e., an operation by which web-
based services are initiated and conducted by end-users themselves without the prereq-
uisite to physical interaction with the services providers, such as remote consultation
through real-time audio call or audio-video calls via smartphones, tablets, or computers,
and patients’ data can be stored on particular platforms [35, 55]. These benefits are vital
to the perceived effectiveness of web based services and have significant implications
for individuals’ usage intentions. Due to the repercussions of COVID-19 pandemic,
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governments in many countries have encouraged their citizens to use online services
(e.g., online e-healthcare services) and help healthcare sector keep functioning through
various technologies [56]. E-healthcare services have emerged as an efficient healthcare
delivery scheme during the COVID-19 pandemic and this trend is expected to acceler-
ate in the post the pandemic era [57].In the context of information systems, Al Amin
et al. (2021) applied the social distance (SD) concept referring to API construct which
could be defined as “the impartial physical segregation of human beings from others
or living alone geologically and temporally or a condition for which people maintain a
complete or near-complete lack of communication due to emergencies (e.g., COVID-19
outbreaks)”. The SDwas revealed to have a positive influence on the behavioral intention
to use mobile applications (Al Amin et al. 2021). Also, social isolation/social distance
was revealed to have a positive and significant relationship with behavioral intention to
use learning management systems (LMS) (Raza et al. 2021). Ohme et al. (2020) illus-
trate that mobile applications are a key instrument that assists citizens to cope with the
COVID-19 crisis, especially during the social isolation periods. In the same regard, it has
been argued that innovative technologies are significant as they can mitigate the effects
of social distancing during and after the crisis times [58]. Therefore, the current study
postulated that the “avoidance of personal interaction” situation could influence patients’
behavioral intentions to use contactless healthcare applications as these applications are
favorable for hygiene maintenance to complete e-healthcare services during and post the
COVID-19 era, which will make such IT a proper practice even post-pandemic. Thus,
the researchers suggest the following hypotheses:

H11. Avoidance of personal interaction has a positive impact on the patient’s intention
to use contactless healthcare services.

Fig. 1. Study model
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3 Research Methodology

3.1 Questionnaire Development

Based on a quantitative research approach this research evaluates the proposed model
with scale items. Information systems literature was used for scale devolvement. All
questionnaire items were adapted from earlier studies into a contactless healthcare ser-
vices study. There was a total of ten variables that measure patient intention to adopt
contactless healthcare applications. Instrument items used to measure TechC, TaskC,
and task technology fit were adapted from [20, 28, 30, 31]. Instrument items for API
were adapted from [59]. Next to this, PI questionnaire items were adapted from [10].
While items for EE, PE, FC, SI, and behavioral intention to adopt contactless healthcare
services were adapted from Venkatesh et al. (2003); Alkhwaldi & Absulmuhsin, (2021);
Wang, et al. (2020); and Alam et al. (2020). The questionnaire items were measured on
a 7-point Likert scale where 1: “strongly disagree” and 7: “strongly agree” as suggested
by [60]. These variables were further analyzed using the “measurement model” and con-
firmed the reliability and validity of the proposed items. The details of the measurement
model analysis are presented in the section “measurement model assessment”.

3.2 Instrument Design, Participants, and Data Collection

This research is based on the positivist paradigm and collects data using a questionnaire.
The questionnaire consists of the model constructs’ items and demographic information
of the study sample. The studymodel is tested using empirical data collected from partic-
ipants who were familiar with contactless healthcare applications, smart mobile phones,
tablets, and other internet-enabled devices. Since the current research is focused on Jor-
danian patients’ behavior towards the adoption of contactless healthcare services, thus
an online questionnaire was carried out on Jordanian patients. Looking at the repercus-
sions of the post-COVID-19 pandemic era and the citizens’ behavior after the protocols
executed by the Jordanian government to control the pandemic it was difficult to carry
out a field survey. Thus, an online questionnaire was carried out in line with earlier stud-
ies conducted in the same period. The web survey platform (https://www.surveymon
key.com) was used to operate the study instrument based on a convenience sampling
method. In order to ensure that respondents have the same understanding of the con-
tactless healthcare applications and services, a summarized definition is introduced on
the first page of the online questionnaire. Then, the respondents were asked if they are
familiar with the applications and services of contactless healthcare. If they answered
yes, they are asked to complete the questionnaire. If they answered no, they are not
allowed to fill out the questionnaire. People who understand the contactless healthcare
services were qualified respondents. Since the development of such services in Jordan is
still in the initial phases, the respondents were current or potential users. Data collection
was carried out between January-March 2022; in the end, 383 valid questionnaires were
received.

https://www.surveymonkey.com
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4 Data Analysis

SPSS and AMOS software was used to analyze the collected data and conduct structural
equation modeling (SEM). For SEM researchers have applied a two-stage approach: (1)
measurement model and (2) structural model. SEM researchers have applied a two-stage
approach: (1)measurementmodel and (2) structuralmodel [60]. Themeasurementmodel
was applied to evaluate the reliability and validity of themodel constructs. Therefore, the
structural model was applied to assess the causal path (relationships) between suggested
hypotheses. In the following section, the measurement model and structural model are
deliberated in detail.

4.1 Measurement Model

Themeasurement model estimates the convergent and discriminant validity of themodel
constructs. Construct reliability was attained with Cronbach alpha (α), composite relia-
bility (CR), and factor loadings. To satisfy construct reliability researchers have followed
the guidelines that the values of CR and α must be>0.7, which indicates adequate con-
struct reliability [60, 61]. In addition to that factor, loading should be >0.6 showing the
construct is valid. Consequently, the convergent validity of the construct was attained
with average variance extracted (AVE) following guidelines that AVE values must be>
0.50, which indicates acceptable convergent validity of the model constructs. Findings
of the measurement model showed acceptable reliability and convergent validity. The
values of α, CR, AVE, and factor loadings are described in Table 1.

Discriminant validity was assessed based on the squared correlations betweenmodel
constructs and their AVE. An acceptable level of discriminant validity is assumed to be
attained if the square root of AVE for each construct (which is across the diagonal cells)
is higher than the squared correlation between that construct and all other constructs
[60].

Table 1. Measurement model

Constructs (α) CR AVE Factor loadings

PE 0.887 0.917 0.745 0.753–0.935

EE 0.917 0.941 0.803 0.825–0.943

FC 0.850 0.908 0.773 0.834–0.903

SI 0.772 0.850 0.591 0.681–0.843

TaskC 0.896 0.923 0.759 0.794–0.948

TechC 0.799 0.898 0.625 0.761–0.809

TTF 0.965 0.976 0.938 0.955–0.973

PI 0.878 0.923 0.805 0.864–0.926

API 0.863 0.902 0.758 0.808–0.935

BI 0.853 0.908 0.772 0.861–0.889
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According to the correlation analysis listed in Table 2, the AVE values for the
reflective constructs are higher than the off-diagonal squared correlations, indicating
acceptable discriminant validity for the study samples (Table 2).

Table 2. Discriminant validity

PE EE FC SI TaskC TechC TTF PI API BI

PE .86

EE .251 .90

FC .324 .349 .88

SI .104 .105 .083 .77

TaskC .416 .364 .564 .080 .87

TechC .221 .145 .297 .077 .289 .79

TTF .296 .286 .520 .027 .547 .349 .97

PI .046 .050 .140 .054 .092 .096 .067 .90

API .272 .180 .404 .002 .268 .219 .320 .103 .87

BI .464 .434 .704 .146 .643 .432 .778 .166 .454 .88

4.2 Structural Model (Hypotheses Testing)

The studymodel of the current research includes variables underpinning UTAUT theory,
TTF model, PI, and API to determine patient intention to adopt contactless healthcare
services for e-health purposes. Results indicate that PE had a significant impact on
patients’ intention to adopt contactless healthcare services (H1). EE had shown a sig-
nificant impact on patients’ intention to adopt contactless healthcare services and is
statistically supported by (H2). Similarly, SI and FC had revealed a significant impact
on patients’ intention, thus, approving (H3 and H4). Concerning TTF antecedents, the
analysis showed that TaskC and TechC had exhibited a significant impact on patients’
intention, thus, confirming (H5 and H6).

The study model was further extended to TTF and UTATU constructs. TTF had
revealed to have a positive influence on PE and therefore H8 was accepted. Next to this
TechC had revealed to have a significant influence on EE and was statistically confirmed
by H9. Moreover, the relationship between TTF and behavioral intention to adopt con-
tactless healthcare services was also revealed significantly and supported by H7. The PI
factor has shown an insignificant impact on patients’ behavioral intention (H10). Like-
wise, the relationship between API and patients’ behavioral intention was confirmed
significant and statistically accepted by H11. Results of the structural model (see Table
3) indicates that patients’ intentions to adopt contactless healthcare services are jointly
measured by PE, EE, FC, SI, TTF, and API and explained substantial variance R2 78.4%
in individuals’ intention. These results confirmed the theoretical and statistical valid-
ity of the study model to investigate patients’ intention to adopt contactless healthcare
services.
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Table 3. Hypotheses testing

Hypothesis Constructs’
relationship

Path coefficient (β) Results

H1 PE > BI 0.147*** Validated

H2 EE > BI 0.116*** Validated

H3 SI > BI 0.074** Validated

H4 FC > BI 0.291*** Validated

H5 TaskC > TTF 0.487*** Validated

H6 TechC > TTF 0.207*** Validated

H7 TTF > BI 0.506*** Validated

H8 TTF > PE 0.297*** Validated

H9 TechC > EE 0.287*** Validated

H10 PI > BI −0.061 Rejected

H11 API > BI 0.102** Validated

R2 (BI) = 0.784
*p < 0.05, **p < 0.01, ***p < 0.001

5 Discussion

The adoption of contactless healthcare applications and services is considered challeng-
ing in developing countries, Jordan for example, due to behavioral and environmental
barriers [37, 38]. Hence, examining the role of UTAUT and TTF in the adoption of
contactless healthcare technology is considered appropriate. Conclusions of the struc-
tural model showed that patient intention to adopt contactless healthcare applications
has jointly predicted by PE, EE, SI, FC, API, TechC, TaskC, and TTF and explained
substantial variance R2 78.54% in individual adoption of contactless healthcare by Jor-
danian users in the post-COVID-19 era. Results of SEMconfirmed that PE is a significant
impact on patient intention to adopt contactless healthcare services and is consistent with
previous studies literature by Rahi et al. (2021) and Alam et al. (2020). This implies that
if patients feel that the adoption of contactless healthcare applications will improve
and support their task performance they will adopt such applications. Similarly, the
EE has shown a significant impact on patient intention to adopt contactless healthcare
applications and confirms earlier scholars’ conclusions Gu et al. (2021), Wang et al.
(2020). SI and FC had shown a significant impact on patients’ intention to adopt con-
tactless healthcare applications and in line with earlier IS literature Moudud-Ul-Huq
et al. (2021) and Alkhwaldi & Absulmuhsin (2021). These results indicate that patients
have concerns about ease of use, help from service providers and society/friends pressure
and consequently prefer to utilize contactless healthcare applications.

The TTF model has shown a significant impact in predicting individual intention
to adopt contactless healthcare applications for e-health services. Findings showed that
TaskC and TechC had a significant impact on individual intention to adopt contactless
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healthcare applications and therefore in line with prior literature of Faqih & Jaradat,
(2021) and Zhou et al. (2010). Similarly, the TTF and TechC have shown significant
influence on PE and EE respectively. These results are consistent with Faqih & Jaradat,
(2021), Wang et al. (2020); and Zhou et al. (2010). This indicates that IT fitness matters
more in increasing individual performance expectations and also IT characteristics affect
users’ perceptions regarding expected efforts during the use of contactless healthcare
services.

The current research adds two factors: API and PI to investigate individual inten-
tion to adopt contactless healthcare applications. Unexpectedly, unlike what has been
hypothesized in this research, the results showed that PI does not have a significant
influence on patients’ behavioral intention toward using contactless healthcare services
during and after the COVID-19 pandemic. What has been revealed in this research con-
text is inconsistent with the results of other researchers such as Kasilingam, (2020);
and Van Droogenbroeck & Van Hove, (2021), who confirmed the direct impact of PI
on the intentions to adopt state-of-the-art technologies. The possible explanation for
such insignificance impact of PI would be the education level of the targeted sample.
Therefore, it is likely that IT acceptance and adoption is a reasonable decision based on
the available information, skills, and knowledge rather than individuals’ intuition [62].
Accordingly, IT adoption does not happen because of human curiosity; unless the crite-
ria of such a decision are met. Few studies rejected the significance of the PI factor on
an individual’s intention towards adopting new IT/IS (e.g., Jameel et al. 2021). Finally,
the findings confirm the prediction of Hypothesis (H11), which assumes the influence
of API on patients’ intentions to use contactless healthcare services during and after the
COVID-19 era. It is assumed that by avoiding personal interactions, the individuals can
confirm proper hygiene maintenance for their well-being, health, and safety during and
post the crisis period. This is consistent with the conclusions of previous research in the
context of IT/IS [63, 64].

6 Theoretical and Practical Implications

From a theoretical perspective, the current research has different contributions to theory
in the context of contactless healthcare services and applications. First, this study has
validated the extension of UTAUT with the TTF model, and API to determine individ-
uals’ intention to adopt contactless healthcare services. Second, the study model has
indicated a substantial variance R2 78.4% in predicting patient behavior towards the
adoption of contactless healthcare applications and therefore supporting the validity of
the study model. Third, in this research, the TTF factors showed interesting results. It
is revealed that the TTF significantly influences PE and TechC significantly influences
EE. Additionally, the influence of TTF was found as a significant factor in determining
individual intention to adopt contactless healthcare applications. Therefore, this research
contributes to IT/IS literature by developing strong causal relationships among constructs
underpinned by UTAUT and TTF. Likewise, this research confirmed the significant role
of the API construct in understanding behavioral intention in the post-COVID-19 cri-
sis. Finally, the current research revealed although SI significantly affects individuals’
behavioral intention to accept and use contactless healthcare services, the effect size
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of SI is found small. This indicates social pressures are less important for the usage
intentions of contactless healthcare technology in line with Venkatesh and Davis [65].

From a practical perspective, the findings of the current research shed light on indi-
vidual behavior towards the adoption of contactless healthcare services for e-health
purposes that have not been addressed by earlier studies. First, the current study found
that although variables underpinned UTAUT had a significant influence on individual
intention to adopt healthcare applications for e-health consultations, for example. FC
was revealed as one of the influential factors that need to be considered effectively to
improve the adoption of contactless healthcare technology. This finding indicates that the
services providers (e.g., health consultants) should focus on strategies that offer facil-
ities to a patient during the use of contactless healthcare applications. For healthcare
service providers also, it is essential that they need to know that individuals have the
required IT resources, skills, and knowledge to utilize contactless healthcare services.
In addition to healthcare services’ providers should pay attention to the compatibility
of contactless healthcare applications with other technologies and systems in order to
achieve maximum benefits.

Second, the current research suggests that TTF has a significant impact in predicting
individual intention to adopt contactless healthcare services. This implies that accurate
healthcare information with user-friendly IT might assist individuals to adopt contact-
less healthcare services for reliable and trustworthy e-health services. Third, based on
this study’s findings, developing strategies to attain user IT fitness ease of use and suffi-
cient facilities will boost users’ confidence to adopt contactless healthcare services for
telemedicine and e-healthcare. During the COVID-19 time, the citizens’ typical behav-
iors swiftly changed around the world, which substantially influenced the healthcare
industry. Since the COVID-19 outbreaks have generated a long-term impact on this
industry, most healthcare institutions continued to deliver their services within limited
circumstances. However, some of these institutions have encountered different chal-
lenges to dealwith this exceptional setting. Thus, the authorities should enhance different
supports, such as IT infrastructure, IT training, affordable internet broadband, and cyber
security guarantees, to their citizens to overcome such situations. With the restricted
physical movements during crisis time, healthcare institutions encounter recovery chal-
lenges. Yet, contactless healthcare apps can be considered a promising effective alter-
native that can benefit different parties by sustaining a safe social distancing (avoiding
personal interaction) during and after this pandemic.

7 Limitations and Future Work

This study has few limitations and hence attention should be paid when generalizing
the findings. First, the results of this research are based on a single country i.e. Jordan
therefore, results could differ when applying the proposed model to other countries.
Consequently, future studies may use this study model in other developing countries
to further the generalization of this research findings. In addition, the effects of cul-
ture should be taken into account in future studies since various studies have shown
that user acceptance of novel and modern technology is directly tied to their specific
characteristics (e.g., [66]). Second, the current study is cross-sectional and examined
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phenomena at a single point in time. Consequently, testing the proposed study model
in a longitudinal context may lead to interesting results. Third, the questionnaire was
carried out online and participants included in this research were selected via a non-
random convenience sampling method. Consequently, the generalizability of the study
model could be improved if the study model is verified with a random sampling app-
roach. Finally, the study model considers only the direct influence between exogenous
and endogenous constructs. Consequently, future researchers could suggest mediating
and moderating causal relationships among TTF and the UTAUT constructs in order to
investigate individuals’ intentions to adopt contactless healthcare services.
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Abstract. Self-tracking technologies have the potential to increase users’motiva-
tion to engage in healthy behaviours. However, the Theory of Self-Determination
(SDT) shows that motivation lies on a spectrum. The ways behaviours are initiated
and sustained have a significant impact on a person’s physical and emotional well-
being. Research suggests that self-tracking technology can have a positive effect
on user wellbeing. However, conflicting studies suggest that the use of this tech-
nology can lead to anxiety, guilt and other negative consequences. The objective of
this study was to determine the impact of fitness self-tracking on users’ wellbeing.
This was achieved by a) analysing the impact of achievement and social related
elements on the satisfaction of the three basic psychological needs b) analysing
the effect that the fulfilment of these needs have on autonomous and controlled
motivation and lastly c) determining if the type of motivation experienced by
users impacts their levels of wellbeing. Data was collected from 411 users of fit-
ness self-tracking technology in South Africa through an online survey based on
models of SDT in health contexts and gamification in sports apps. It was analysed
using partial least squares structural equation analysis (PLS-SEM). The results
show that the achievement and social elements inherent in self-tracking technol-
ogy contribute to the satisfaction of the needs for competence and relatedness.
The fulfilment of these needs results in increased levels of autonomous motiva-
tion and improved user wellbeing. These insights can be applied in the design of
new fitness self-tracking technology, with the aim of increasing users’ levels of
autonomous motivation and wellbeing.

Keywords: Self-tracking ·Wearable fitness tracker ·Mobile fitness application ·
Self-determination theory

1 Introduction

Self-tracking or self-quantification refers to the use of modern technologies with embed-
ded sensors to automatically track and collect personal information, with minimal effort
from the user [1]. This is not a new phenomenon. People have been recording personal
details for centuries, as a way to assist self-reflection and self-optimisation. However,
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the advancement in wearable technologies that support the collection, storage, compu-
tation and display of personal data has enabled the pervasive, real-time monitoring of
everyday life [2]. A range of wearable technologies and activity- tracking apps have been
effectively utilised in fields such as fitness, health and medicine, to track and analyse
the physical functioning of human bodies. However, apart from benefits, there is a “dark
side” to activity trackers, claiming that they “lead to obsessive tendencies, rumination,
and anxiety in users who worry about checking their data or meeting their daily goals”
[3:2].

Despite the extensive application of self-tracking in fitness contexts, little research
has been conducted to understand themotivations and challenges faced by users, particu-
larly the effects on users’ wellbeing [3]. In addition, the majority of related studies have
treated motivation as a unilateral concept. Studies have revealed that different kinds
of motivation (e.g., intrinsic and extrinsic motivation), as described in the Theory of
Self-Determination, can have significantly different effects on one’s wellbeing [1]. As
the demand for these technologies grow in South Africa, it is vital that the unintended
consequences and the potential negative effects on users are considered.

One of the selling points of self-tracking technology is the promise to increase a
user’s motivation to engage in healthy behaviours. However, as the Theory of Self-
Determination has shown, the way behaviours are initiated and sustained will signifi-
cantly influence a person’s physical and emotional well-being. This study aims to deter-
mine the impact of fitness self-tracking on users’ wellbeing by analysing the satisfaction
of psychological needs and predominant types of motivation experienced.

With this purpose in mind, three research questions were established. The primary
question for this research is: “What is the impact of fitness self-tracking on users’ well-
being?” The two secondary questions are “What is the impact of the achievement and
social elements inherent in fitness self-tracking technology on the fulfilment of the three
basic psychological needs of competence, autonomy and relatedness?”; and “What are
the predominantmotivations for using fitness self-tracking technology?”We focussed on
discovering the motivations and challenges experienced by users of fitness self-tracking
technology in South Africa. Fitness self-tracking technology includes mobile appli-
cations and wearable electronic devices with the main purpose of recording physical
activity [1].

2 Literature Review

2.1 Self-tracking

In recent years, the phenomenon of recording and analysing details of everyday life
has become increasingly pervasive. From exercising, eating and sleeping, to recording
daily moods, productivity levels and vital signs, people have more information available
to them than ever before [2]. Self-tracking refers to “the practice of gathering data
about oneself on a regular basis and then recording and analysing the data to produce
statistics and other data (such as images) relating to regular habits, behaviours and
feelings” [4:77]. Fitness self-tracking technology includes mobile applications (e.g.,
Strava, Nike+) and electronic devices that are worn or attached to one’s body (e.g.,
Garmin and Fitbit) with the main purpose of recording physical functions [1]. Through
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recording workouts, individuals can monitor calories burned, heart rate, VO2 Max,
training load, fitness progress and a range of other variables. In addition to the ability
to record and display the history of physical activity, many fitness trackers include
gamification features to increase motivation and support positive behavioural change
[5]. Examples include achievement related elements e.g. “badges, points, leader boards,
virtual currencies, progress bars and different difficulty levels” [6:368] and social-related
elements (competition with other users, opportunity to join teams and the ability to share
exercise records on social media) [6].

2.2 Motivations for Self-tracking

TheTheoryofSelf-Determinationdescribes people’s tendency to pursue personal growth
and outlines the conditions that nurture this development [7]. It has been extensively
applied in the study of sport [8], health [9] and exercise [1, 5, 10, 11].

The following is a brief review of the applications of the Self-Determination The-
ory (SDT) in the health and fitness context. [12] investigated whether wearable fitness
devices influenced adolescents’ motivation to participate in physical activity. Qualita-
tive evidence suggested that participants experienced a short-term increase in motiva-
tion due to competition, guilt and internal pressure. [13] did a systematic review on
the relationship between “key SDT-based constructs and exercise and physical activity
behavioural outcomes” (p. 1). They concluded that SDT provides a good framework
to understand exercise behaviour. [14] analysed the impact of a one-year weight man-
agement intervention programme, based on SDT on physical activity levels, weight
and body composition. Their results showed that SDT based interventions, aimed at
increasing autonomous motivation are effective in weight reduction and enable exercise
adherence. [8] did a questionnaire-based study, directed at dragon boaters, testing the
“hypothesis that self-determined motivation would mediate the relationship between
psychological need and affective and behaviour outcomes” (p. 645) [5] surveyed the
motivational effects of activity trackers on 210 users. The outcome indicated that users’
experienced decreased motivation to exercise when the devices were unavailable. In
addition, the study showed that users with “high extrinsic motivation for physical activ-
ity and tracker usage, high need for cognitive closure, and a low hope of success” [5:211]
experienced the dependency effect most significantly. The aim of [11] was to discover
if the gamification features of fitness trackers motivate users to increase their physical
activity. A mixed method approach was taken to explore the intrinsic and extrinsic moti-
vations experienced by users. [15] explored the “impact of novelty effect on activity
tracker adoption and the motivation for sustained use” (p. 62) using a mixed methods
approach. [10] applied the SDT framework to demonstrate that gamification features and
the design of fitness trackers significantly affect user motivation and self-efficacy. [9]
performed a meta-analysis of 184 studies to evaluate the relationship between medical
practitioner support and patients’ psychological need satisfaction, and the effects on the
patient’s mental and physical well-being. Results suggest that SDT can be applied as a
conceptual framework to study the motivations for health-related behaviour.

Self-determination theory proposes that individuals can experience six types ofmoti-
vation on a spectrum, ranging from lower to higher levels of self-determination or
autonomy. These can be divided further into three categories: autonomous motivation,
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controlled motivation and amotivation. Autonomous motivation includes intrinsic moti-
vation (for inherent enjoyment), integrated regulation (to achieve a personal goal) and
identified regulation (valuing the outcomes of a certain behaviour e.g., health benefits).
On the other hand, controlled motivation includes introjected regulation (e.g., to avoid
guilt and anxiety) and external regulation (e.g., to earn a reward or avoid punishment).
Lastly, amotivation refers to the state where individuals have no intention to act [12].

Fig. 1. Self-determination continuum showing types of motivation. Adapted from [7].

The twomain categories of humanmotivation are “intrinsic motivation, which refers
to doing something because it is inherently interesting or enjoyable and extrinsic moti-
vation, which refers to doing something because it leads to a separable outcome” [7:56].
Individuals experience higher levels of physical and emotional wellbeing when their
actions are more self-determined, or intrinsically motivated, as opposed to extrinsically
motivated [12].

The theory also outlines three core psychological needs, namely autonomy, compe
tence and relatedness, which when satisfied increase autonomous motivation and
improve well-being. On the other hand, when these needs are not met, individuals expe-
rience low motivation and decreased well-being [7]. External motivators (e.g. rewards,
competition and positive performance feedback) inherent in fitness tracking technol-
ogy can promote the three psychological needs, to the degree that they are internalized
[6]. However, these external motivations may undermine self-determined (autonomous)
motivation through the reduction in need satisfaction [12].

2.3 Outcomes of Self-Tracking

[1] identified four main outcomes of fitness tracking, namely task motivation, physi-
cal activity, task experiences and well-being/health. Fitness tracking has been shown
to increase users’ motivation and has a positive impact on user’ physical activity level,
specifically relating to an increase in moderate-to-vigorous exercise [16, 17]. The effect
of fitness tracking technologies on user’s task-experience remains unclear. Studies sug-
gest that fitness trackers increase users’ level of enjoyment whilst exercising [10]. How-
ever, other studies have found that fitness tracking has the opposite effect, due to the
undermining effects on intrinsic motivation [17].

Researchers found that fitness trackers positively affect physical health (e.g. aid
weight loss, reduce blood pressure) and well-being (e.g. improved emotional state,
increased feeling of satisfaction) [3, 16, 18]. However, other research has identified
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negative impacts of the continued use of this technology on users’ subjective well-being
[1]. For example, failing to meet one’s goals may lead to feelings of frustration and
guilt, resulting in the abandonment of one’s fitness tracking device. Other challenges
may include significant decreases in psychological need satisfaction, increased internal
pressure, competition and negative feelings of self [12].

Several studies highlight the benefits of fitness self-tracking. [17] found that using
these devices had positive effects on users’ wellbeing (empowerment, motivation and
accountability). Experiences of negative effects such as guilt, self-consciousness and
anxiety were found to be uncommon. Fitness self-tracking also leads to an increase in
user motivation and results in increased physical activity levels [16, 17]. Further, it has a
positive effect on the enjoyment of physical activities [10]. Finally, fitness trackers also
were found to have a positive impact on users’ physical health e.g., supports weight loss
and reduces blood pressure [16, 18].

Several studies highlighted the challenges associatedwith the use of fitness selftrack-
ing technology. [17] explored the hidden cost of personal quantification. Six experiments
demonstrated that while self-tracking increases activity levels, it has the potential to
reduce user enjoyment, due to the undermining effects on intrinsic motivation. [19] used
an international survey to examine users’ experiences and perceptions of self-tracking
practices and data sharing. This study highlights the benefits and risks of self-tracking
and critically reflects on these practices. [12] explored qualitatively whether wearable
activity trackers affected adolescents’ motivation for physical activity. Findings showed
a significant decrease in psychological need satisfaction and a reduction in autonomous
motivation. Short-term increases in motivation were due to competition among peers,
guilt and internal pressure. However, there was a significant increase in amotivation after
eight weeks of wearing the devices. Finally, in circumstances where activity trackers are
unavailable, e.g., the device ran out of battery, users’ motivations to exercise decrease
significantly [5]

2.4 Theoretical Background

The theoretical model (Fig. 1) was adapted from [6]’s proposedmodel studying the users
of gamified sports applications and [9]’s self-determination theory model. It provides a
framework to look at how the interaction with achievement and social related elements
in fitness self-tracking technology affects the fulfilment of the three psychological needs.
In addition, it provides a framework to test the relationship between the fulfilment of
these needs and autonomous and controlled motivation. Lastly, it provides a basis to
determine if the type of motivation a user experiences positively or negatively affects
their wellbeing. Each of the indicated arrows represents a hypothesised relationship.

3 Research Methodology

Apositivist research philosophywas adopted. The purpose of the research is explanatory
with the aim of establishing the relationship between fitness self-tracking features, the
satisfaction of the three psychological needs (autonomy, competence, and relatedness),
types of motivation and user well-being. A deductive approach was taken as the Theory
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Fig. 2. Conceptual model adapted from [6, 9].

of Self-Determination was used to formulate hypotheses on the relationships between
fitness self-tracking features, the satisfaction of the three psychological needs, types
of motivation and user well-being. This study followed the survey strategy. The target
population are people over the age of 18, using fitness self-tracking technology, located
in South Africa. The sampling frame for this study was UCT students and members of
South African exercise related Facebook groups, using fitness self-tracking technology.

This study made use of questionnaires to gather primary data from participants [20].
The questionnaire was based on the conceptual model (Figure 2) and was be used to
test the research hypotheses outlined in Table 2. The questions based on achievement
and social related elements were adapted from a study by [6]. The questions based on
the three physiological needs were adapted from [21]. Responses were measured using
five-point Likert scales. The research design and study instruments were approved by
the Research Committee. Participants were required to give informed consent prior to
participating in the online questionnaire.

4 Data Analysis and Findings

Simple randomprobability samplingwas adoptedwith a sample frame of the host univer-
sity students and members of South African fitness related Facebook groups. The online
survey was conducted over three weeks and responses were recorded in Qualtrics. In
total, 482 responses were received. All respondents confirmed they were over the age of
18 and gave consent to participate in the study. However, 71 responses were incomplete
leaving 411 usable responses.

4.1 Demographic Analysis

The sample was distributed quite evenly across age groups, bearing in mind that South
Africa has a relatively young population. Most respondents (27%) were between the
ages of 18−24 years old. 21.2% of respondents were 25−34 years old, equally, 21.2%
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of respondents were 35−44 years old. 20.2% of respondents were 45−54 years old.
10.5% of respondents were over 55 years old (Fig. 3). Most respondents were female
(56%); 43% were male; 1% selected other or preferred not to say.
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Fig. 3. Respondents’ age distribution.

The majority (36.7%) of respondents claim to be regular exercisers i.e. for 3−6 h
per week. 26% of respondents exercise for 1 to 3 h, whilst 22.1 % exercise for 6−9 h
per week. Only 5.3% exercise for less than an hour and 9.7% exercise for more than 9
hours per week (Fig. 4).

Out of the 132 respondents that made use of mobile applications, the majority (39%)
use Strava and 16% use Garmin Connect. Most respondents (52%) have been using
their apps for two years or longer and 62% use their apps for less than three hours per
week. By contrast, out of the 368 respondents that make use of wearable devices, the
majority (53%) use a Garmin, 17% use Apple and 12% use Fitbit. 57% have been using
their device for more than 2 years and 60% use their device for more than 9 hours per
week. It is important to note here that respondents who make use of wearable devices
interact with their tracker for significantly more hours per day than those using mobile
applications.
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Fig. 4. Hours of exercise per week distribution

4.2 Measurement Model, Structural Model and Hypothesis Testing

Creating the Revised Structural Model
Partial Least Squares Structural Equation Modelling (PLS-SEM) was used for the eval-
uation of the measurement model, evaluation of the structural model and hypothesis
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testing. After running the initial PLS model on SmartPLS v3.3.3 using the variables
instrument, the indicator reliability was assessed. According to [22], indicator loadings
in reflective measurement models should be higher than 0.70. After assessing the outer
loadings, the following indicators were dropped: Aut1, Com1_r, Com2_r, ExtR1, ExtR2,
ExtR3, IntroR1, Well3_r, Well4_r and Well5_r. A revised model was then formed and
assessed (Fig. 5). Dropping the indictors resulted in a reduced R2. Originally, 42% of the
variance in well-being was explained by the model, but now only 30.3 % of the variance
is explained.

Fig. 5. Revised research model

Internal Consistency Reliability and Convergent Validity
The composite reliability for the model (Table 1) shows that all constructs pass the
composite reliability checkwith values above the 0.7 thresholds [22].Convergent validity
was tested using average variance extracted. Convergent validity is “the extent to which
a construct converges in its indicators by explaining the items’ variance” [23:17]. The
average variance extracted (AVE) should exceed 0.50 [22]. The AVE extracted for the
model (Table 1), shows all constructs above the 0.50 threshold [23].

A Heterotrait-Monotrait Ratio (HTMT) test was run to check the discriminant valid-
ity - that two measures that are not supposed to be related are in fact, unrelated. The
acceptable threshold values for HTMT are <0.90 [23]. All values were, in fact, far less
than 0.9 (the highest value was 0.640 between Wellbeing and Autonomous Motivation)
and the model thus passes the discriminate validity test.

The formative measurement model was assessed by evaluating indicators’ outer
weights and loadings. Bootstrapping was used to assess their significance. Most indi-
cators had low and/or non-significant outer weights. All but one (Ach2) have loadings
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above 0.50, indicating that they can be retained in the model [23]. Collinearity was
assessed based on the variance inflation factor (VIF) values. The VIFs range from 1.80
to 2.72, all lower than 5, suggesting that multicollinearity is not an issue [22].

Table 1. Composite reliability and average variance extracted.

Construct Composite reliability Average variance extracted

Autonomy 0.854 0.745

Competency 1.000 1.000

Relatedness 0.910 0.772

Autonomous motivation 0.854 0.594

Controlled motivation 0.848 0.737

Wellbeing 0.923 0.857

Assessment of the Final Structural Model
The revised model (Fig. 5), accounted for only 3.6% of the variation of the satisfaction
for the need for autonomy (i.e., R2 = 0.036), 7.7% of the variation of the satisfaction
of the need for competency and 26.5% of the variation of the satisfaction of the need
for relatedness. It accounted for 24.5% of the variation in individuals’ autonomous
motivation and 16.3% of the variation in individuals’ controlled motivation. Finally, the
model accounted for 30.3% of the variation in individuals’ well-being. Autonomous
motivation and well-being values can be considered moderate, whilst the remaining R2

values are fairly weak.
Table 2 shows the results of the structural model assessment. Paths that are not

significant or have a sign contrary to the hypothesized direction (indicated with No*) do
not support a prior hypothesis [23:147].

4.3 Findings

Effect of Achievement on the Satisfaction of the Three Psychological Needs
The interactionwith achievement elements in fitness self-trackers were found to promote
the satisfaction of the needs for competence (β = 0.245; t= 3.454) and relatedness (β =
0.183; t= 2.950), which supports H2 andH3. The effect of achievement related elements
on autonomy was also significant, however, the path coefficient is negative, contrary to
the hypothesised direction (β −0.219; t = 2.735). As a result, H1 is rejected.

Effect of Social Related Elements on the Satisfaction of the Psychological Needs
The results indicate that the interaction with social related elements in fitness self-
trackers promoted the satisfaction of the need for relatedness (β = 0.395; t = 6.720),
which supports H6. However, no significant effect of social related elements were found
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Table 2. Path coefficients of the structural model and significance testing results.

Hyp Path β Path coeff t-value p- value Sig level Supported

H1 Achievement => Autonomy −0.219 2.735 0.006 1% No*

H2 Achievement => Competency 0.245 3.454 0.001 1% Yes

H3 Achievement => Relatedness 0.183 2.950 0.003 1% Yes

H4 Social => Autonomy 0.077 0.976 0.329 − No

H5 Social => Competency 0.054 0.860 0.390 − No

H6 Social => Relatedness 0.395 6.720 0.000 1% Yes

H7 Autonomy => Autonomous
motivation

−0.087 2.036 0.042 5% No*

H8 Competency => Autonomous
motivation

0.355 6.714 0.000 1% Yes

H9 Relatedness => Autonomous
motivation

0.203 4.746 0.000 1% Yes

H10 Autonomy => Controlled
motivation

−0.354 8.379 0.000 1% Yes

H11 Competency => Controlled
motivation

0.070 1.354 0.176 − No

H12 Relatedness => Controlled
motivation

0.122 2.402 0.016 5% No*

H13 Autonomous motivation =>

Wellbeing
0.473 9.901 0.000 1% Yes

H14 Controlled motivation =>

Wellbeing
0.182 4.145 0.000 1% No*

on the satisfaction for the need of autonomy (β = 0.077; t= 0.976) or competence (β =
0.054; t = 0.860). As a result, H4 and H5 are rejected.

Effect of the Satisfaction of the Psychological Needs on Autonomous Motivation
The results demonstrated that the satisfaction of the needs for competence (β = 0.355;
t = 6.714) and relatedness (β = 0.203; t = 4.746) when using fitness self-trackers
has a significant positive influence on autonomous motivation, supporting H8 and H9.
The satisfaction of the need for autonomy also has a significant effect on autonomous
motivation (β = −0.087; t = 2.036). However, the path coefficient is negative, contrary
to the hypothesised direction, resulting in the rejection of H7.

Effect of the Satisfaction of the Psychological Needs on Controlled Motivation
The results demonstrated that the satisfaction of the need for autonomy (β=−0.354; t=
8.379) has a significant negative influence on controlledmotivation, which supports H10.
The satisfaction of the need for competence (β = 0.070; t = 1.354) has an insignificant
effect on controlled motivation, resulting in the rejection of H11. Lastly, the satisfaction



384 J. Jones et al.

of the need for relatedness has a significant effect on controlledmotivation (β= 0.122; t=
2.402). However, the path coefficient is positive, contrary to the hypothesised direction,
resulting in the rejection of H12.

Effect of Autonomous Motivation and Controlled Motivation on User Wellbeing
Autonomous motivation was positively related to user wellbeing (β= 0.473; t= 9.901),
which supports H13. Controlled motivation is also shown to have a significant effect on
user wellbeing (β = 0.182; t= 4.145), however, the path coefficient is positive, contrary
to the hypothesised direction, resulting in the rejection of H14.

5 Discussion

This study aimed to determine the impact of fitness self-tracking on users’ wellbeing.
This was achieved by a) analysing the impact of achievement and social related elements
on the satisfaction of the three basic psychological needs, their effect on autonomous
and controlled motivation and determining if this impacts their levels of well-being.
The results show that interacting with achievement related elements in self-tracking
technology fulfils the need for competence and relatedness. For example, receiving a
badge may make a user feel that they have the necessary skills to achieve a fitness goal,
contributing to the feeling of competence. A user may feel more connected to the fitness
community when they view themselves on a leader board, contributing to the feeling of
relatedness with other self-trackers. These results are similar to those observed by [6].
However, achievement related elements contribute negatively to the satisfaction of the
need for autonomy. This is concerning as it suggests that keeping track of progress bars,
points and badges may make a user feel less in control of their own behaviour and goals.

The interaction with social related elements in fitness self-trackers only promoted
the satisfaction of the needs for relatedness, not autonomy or competence. These results
are in line with the study conducted by [6]. Virtually competing with other users, joining
exercise groups and sharing exercise records on social media could make users feel more
connected, cared for and understood by others.

The satisfaction of the needs for competence and relatedness when using fitness
self-trackers has a significant positive influence on autonomous motivation. This aligns
with self-determination theory: users who feel confident in their abilities and connected
to others are more autonomously motivated-driven by enjoyment and personal goals.
However, the satisfaction of the need for autonomy had a significant, but weak, negative
effect on autonomous motivation, contrary to self-determination theory. The satisfaction
of the need for autonomy showed a significant negative influence on controlled motiva-
tion, in line with the theory of self-determination. As users begin to feel more competent
i.e., in control of their behaviour and goals, they experience higher levels of autonomous
motivation [7].

Finally, autonomous motivation is positively related to user wellbeing. This supports
findings that intrinsic motivation, a form of autonomous motivation, is positively related
to psychological health and improvements in wellbeing [13]. However, controlled moti-
vation had only a significant, but weak, positive effect on user wellbeing. This is contrary
findings that suggests that a relationship exists between introjected regulation (a form of
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controlledmotivation) and negative psychological outcomes e.g., anxiety, dissatisfaction
and depression [9].

A number of considerations can be incorporated into the improved design of fitness
self-tracking technology. Designers should include more achievement and social related
elements that promote the satisfaction of the needs for competence and relatedness.
This study confirmed that the satisfaction of these two needs has significant positive
influences on autonomous motivation, which in turn, has a significant positive effect on
user wellbeing. In addition, the study could not confirm that achievement related ele-
ments promote the satisfaction of the need for autonomy. It is suggested that developers
include more customisation features where users can feel free to set their own goals and
challenges, enhancing the satisfaction of the need for autonomy [6].

6 Conclusion

The use of modern technology to record and analyse details of everyday life has become
increasingly pervasive [2]. Self-tracking technology has the potential to increase a user’s
motivation to engage in healthy behaviours, however as theTheory of Self-Determination
has shown, motivation is not unilateral. The way behaviours are initiated and sustained
can have a significant influence on a person’s well-being [1]. As the demand for these
technologies grow in South Africa, it is vital that the unintended consequences and the
potential negative effects of fitness self-tracking are considered.

This study used the Theory of Self-determination to demonstrate that the elements
inherent in self-tracking technology contribute to the satisfaction of the needs for com-
petence and relatedness. The fulfilment of these needs results in increased levels of
autonomous motivation and improved user wellbeing. These valuable insights can be
applied to the design of new fitness self-tracking technology, with the aim of increasing
users’ levels of autonomous motivation.

Future research could follow a longitudinal approach where the changes in the sat-
isfaction of the three psychological needs and user wellbeing could be assessed over an
extended period. In addition, further research can be conducted to assess whether gender,
age or duration of device use has an impact the effect of self-tracking technology on
user wellbeing. This study focused on the effects of fitness self-tracking technology on
psychological factors namely, the satisfaction of the three psychological needs, types of
motivation experienced and the effects on user wellbeing. Future studies could explore
the impact of achievement and social related elements on levels of physical activity,
not only motivation and well-being. In addition, this study grouped all social related
elements together and all achievement related elements together. Future research could
differentiate between each element and examine their individual impact on the fulfilment
of the three psychological needs.
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Abstract. Post COVID-19 pandemic, sports events and sports activities have
been severely affected. The mega sports events were either postponed or held in
the absence of live audience. Through this study we investigate the progressive
use of social media by fans and other stakeholders to express their support to
favorite sports teams, athletes, coaches, sports organizations, sponsors and more
during COVID-19. UEFA Euro 2020 was conducted across 12 countries with an
intent to show unity and bring normalcy in sports business during the third wave
of COVID-19. Hashtag analysis andmention analysis have been performed to find
sports teams, athletes or other stakeholders thatwere directly beingdiscussed about
by the fans. We also focused on tweet context annotations that provide entities
as pairs of domain and entity collected from tweets’ text. Our results indicated
that hashtags and mentions alone cannot substantially justify the popularity of any
entity. Thus, from the point of view of identifying any athlete, team, organization
or any sponsor as a brand, tweet context annotations can be valuable from the
perspective of E-Branding, E-Marketing and E-Commerce.

Keywords: COVID-19 · Digital media · Euro 2020 · Social media · Sport
branding · Sport management · Twitter

1 Introduction

Sports is an integral part of human life. The ideas and phenomena responsible for evo-
lution and development of humans over the generations are long-established in sports
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(Sustainable Development Goals Fund 2018). As sports have evolved over the time,
certain terminologies have also developed that are most commonly used to identify the
entities of sports such as fans, athletes, sports persons, sports teams, coaches, broadcast-
ers, sports journalists and sport-media as brands in the domain of sports business and
management (Gibbs et al. 2014; Singh et al. 2019, June; Fenton et al. 2021; Mehra et al.
2021). Relying on Internet as the backbone all the latter stated entities of sports have
cherished the power of social media to expand the reach to the global audience (Hopkins
2013). Twitter is one such social media tool that has found acceptance amongst diverse
audience all over the world as it provides an immersive information sharing experience
amongst fans, athletes, sport marketers and sport organizations (Wang 2021).

After the COVID-19 was declared pandemic by WHO on March 11, 2020 (Kato
2021) nationwide lockdowns were imposed and restrictions were imposed on outdoor
activities such as sports and entertainment across the globe (Singh et al. 2020; Mehra
et al. 2021). All forms of sports and sport related activities were either postponed or
cancelled. It was for the first time in history that Olympics event was postponed for
over a year. UEFA Euro 2020 and Copa America were postponed till 2021 (ESPN News
Services 2020, March 23; Al Jazeera 2020, September 20). Many of the football players
such as Pedri Gonzalez, Ferran Torres, Gavi Paez, Ousmane Dembele, Sergino Dest,
Philippe Coutinho, Abde Ezzalzouli, Lionel Messi were reported to be infected with
COVID-19 (Desk 2022).

With time as the COVID-19 progressed all over the world, the Twitter emerged as an
effective medium of communication to disseminate information for fans, athletes, sports
journalists, sports organizations and social bots (Mattei et al. 2021; Mehra et al. 2021).
The research fraternity actively participated in identifying the relevance of Twitter as a
social media tool by presenting studies of diverse nature that can be broadly categorized
to include (a) role of athletes in maintaining a connection with fans during the pandemic
(Bowes et al. 2021; Sharpe et al. 2020; Mehra et al. 2021; Smith 2021) (b) exchange of
views and conversations among fans/spectators (Chehal et al. 2021; Garcia and Berton
2021; González et al. 2021; Mattei et al. 2021; Mehra et al. 2021) (c) efficiency of sports
organizations tomaintain healthy fan engagement with favorite teams and athletes (Bond
et al. 2020; Sharpe et al. 2020; Bond et al. 2021) and (d) the idea to continue certain
sports during pandemic (Bingaman 2020; Davidson et al. 2020).

Thus, it becomes imperative to identify the class of athletes, fans, sports teams, sports
organizations and sponsors who actively participated and stayed on toes for successful
completion of Euro 2020, during the third wave of COVID-19. Euro 2020 the mega
sports event that is endorsed by multitude of stakeholders was delayed for over a year to
avoid the spread of COVID-19 as health of citizens and athletes was the top priority (Lee
Ludvigsen 2021). This study aims to find the answers to following research questions:

RQ1: Who was the fan-favorite during Euro 2020?
Fans express their support towards athletes, teams or events through hashtags or

mentions. Analysis of hashtags and mentions a part of social media analytics is crucial
to any study to estimate the popularity of related entity (Singh et al. 2020, Mehra et al.
2021).

RQ2: Identify the entities that grabbed most attention during the course of
Euro2020?
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Tweet Context Annotations contain the micro-information in the form of keywords
identified by Twitter across more than 50 domains (Twitter, n.d.). To find an answer to
RQ2 we rely on these annotations.

2 Literature Review

Over the years social media, a potent tool for information dissemination has experienced
immense growth across various sectors such as sports, education, healthcare, financial
sector, industrial sector, public administration and many more (Stieglitz et al. 2014;
Rathore et al. 2017; Stieglitz et al. 2018; Singh et al. 2019; Mehra et al. 2021). During
the ongoing COVID-19 pandemic as well the social media played a crucial role in dis-
seminating the vital information (González et al. 2021) to analyze sports across diverse
fields such as entrepreneurship (Hammerschmidt et al. 2021), brand communities (Fen-
ton et al. 2021), fan engagement (Bingaman 2020; Davidson et al. 2020; Majumdar and
Naha 2020; Bond et al. 2020; Bond et al. 2021; Stavros et al. 2021), women’s sports
(Bowes et al. 2021; Doyle et al. 2021), promotion of digital platforms (Westmattelmann
et al. 2020;Manoli 2020; Areiza-Padilla et al. 2021; Hedenborg et al. 2022), athletes and
sports organizations as role models (Sharpe et al. 2020; Elliott et al. 2021; Smith 2021),
brand involvement (Pan and Phua 2020; Russo and Tallarita 2021; Su et al. 2021) and
sport management (Ratten and Jones 2020; Smith and Skinner 2021). In this section,
we put light on the related works to the forementioned fields that resulted in their rise,
relevance and importance in sports.

2.1 Brand Communities, Brand Involvement and Promotion of Digital Platforms

The brand is one of the most valuable assets of any sports entity. Athletes and sports
organizations are such entities that have made the most of social media platforms to
increase their brand values through the digital connections with fans, teams, sponsors
and other stakeholders across the globe. The digital platforms and environment indeed
play an important role in managing sports brands by collecting behavioral data such as
content linking, merchandise and ticket purchases and more that help to extract mean-
ingful insights and make proper decisions to maintain a healthy connection with the fans
(Kunkel and Biscaia, 2020; Pan and Phua, 2020; Fenton et al. 2021; Su et al. 2021). The
sports brands were ready to hone the power of E-commerce channels by branding on the
backbone of well-being, optimism, resilience and entertainment but delivery timelines
and hygiene standards were the major concerns of consumers. In India, E-commerce
websites such as Amazon and Flipkart were discussed the most over Twitter (Chehal
et al. 2021; Russo andTallarita 2021). To further strengthen the bondwith the consumers,
sports brands shared empowering content, fulfilling social and civic responsibility. This
shared value created by sports brands made the fans to perceive togetherness and them-
selves to be benefitted towards broader societal good and involvement during the period
of COVID-19. (Su et al. 2021). To promote acceptance and increase the brand value
via social media the concepts of E-Loyalty, E-Brand Image, E-Customization and E-
Purchase Intention need to be capitalized by athletes, sports teams, sports organization
and sponsors (Areiza-Padilla et al. 2021) as COVID-19 forced the individuals, groups
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and nations to increase the investment in digital tools and digital infrastructure while
promoting the consumption of sports through social media and other forms of media
thus, deepening the roots of media in sports (Manoli et al. 2020; Westmattelmann et al.
2020; Hedenborg et al. 2022).

2.2 Fan Engagement, Athletes and Sports Organizations as Role Models

Fans, athletes, sports organizations, sport brands andmany other entities have used Twit-
ter as the favorite social media platform during this ongoing pandemic for spreading the
information to promote good health (Bingaman 2020; Sharpe et al. 2020; Chehal et al.
2021; Davidson et al. 2020; González et al. 2021; Garcia and Berton 2021; Mattei et al.
2021; Mehra et al. 2021; Priyadarshini et al. 2021). Fans were concerned about physical
performance of athletes and presented grief over demise of athletes due to covid.Market-
ing of sports goods and other stuff such as masks found a place on Twitter. On the other
hand, sports organizations promoted physical activities and digital/online exercise pro-
grams through campaigns on Twitter (Bond et al. 2020; Bond et al. 2021; González et al.
2021). Football clubs, NBA franchises and players provided social and economic help
to fight against COVID-19 (Sharpe et al. 2020). Football athletes were seen portraying
diverse roles over social media through hashtags such as #StayHomeSaveLives (Mesut
Ozil), #nevergiveup #countingdownthedays (TimKrul), #Apartbuttogether (John Egan),
#lockdownsaturdays #stayhome #savelives (Theo Walcott), #GymDone (Andy Carroll)
(Smith 2021; Stavros et al. 2021). COVID-19 has provided an opportunity to the sports
broadcasters to test and apply newer ideas to enrich fan experience with more creative
content, such as the use of Spidercam to perform live interview of any player during the
event over a particular achievement. (Bond et al. 2020; Bond et al. 2021; Majumdar and
Naha 2020).

2.3 Entrepreneurship, Sport Management and Women’s Sports

Dynamic nature of sport makes it a natural setting for entrepreneurship. Sport
entrepreneurship can be identified at individual level (athletes, coaches and managers)
and organizational level (sports teams and sports organizations) (Ratten and Jones 2020).
At the time of crisis, the companies with entrepreneurial profile are supposed to survive
as they possess the characteristics of risk-taking and innovation. Despite most of the
professional football clubs lacked the skills for crisis management, they did not suf-
fer any cash crunch. It was stated that making ample amount of money and creating
reserves were disadvantageous as the profits would be taxed. (Hammerschmidt et al.
2021). Women’s sports need special attention for its revival. After facing financial cri-
sis, mental and social isolation, women need equity in brand endorsements and brand
sponsorships to achieve economic gains, so that they can invest in health equipment and
other sports products or goods (Bowes et al. 2021; Doyle et al. 2021; Smith and Skinner
2021).

2.4 COVID-19, Euro 2020

Hosting Euro 2020 was a great challenge so it was postponed to 2021 where it witnessed
the third wave of covid (Heese et al. 2022). But COVID-19 forced the UEFA to perform
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unimaginable and never happened task of hostingEuro 2020 among12European nations.
At the time where nations were facing financial losses and hosting mega sport events
was being criticized, Euro 2020’s format was completely new and was purposed to
demonstrate cultural togetherness and fluidity within Eurozone. Fans were affected the
most by this multi-nation format as they had to bear high travel costs and tickets for a
game clearly a logistical obstacle (Lee Ludvigsen 2021).

In Germany, only 20% seats were available for booking for all the matches. In
Munich the COVID-19 infected cases were reported during several matches amongst
Portugal-Germany, Germany-Hungary, Belgium-Italy, despite the cases were reported
to be wearing masks all the time and few of them were vaccinated. The Euro 2020 is
supposed to have increased the risk of transmission of novel coronavirus (Heese et al.
2022). The cases were found in Scotland, Finland and Moscow as well despite all the
recommended measures were strictly enforced (Marsh et al. 2021).

3 Methodology

For the purpose of collecting data,weused tweepyAPI.As the tweetswere to be collected
from June 11, 2021 to July 12, 2021, we used the Twitter API V2 for academic research
to fetch historic data. Twitter API V1.1 for basic users does not provide this feature
(Roesslein, n.d.). To fetch the data, we used the hashtags for example, #TURvsITA OR
#ITAvsTUROR#TURvITAOR#ITAvTUR.Each nation in the hashtag is represented by
the three-letter abbreviation as proposed by FIFA. The final match between England and
Italy received highest number of tweets 42850 and the match between North Macedonia
and Netherlands received only 180 tweets.

A total of 3,36,310 tweets in English language were collected from 1,08,585 unique
users globally. The data contained a lot of noise in form of punctuations, stop words, web
links, special characters, emojis, whitespaces (extra blank spaces between the words or
sentences) were eliminated. in order to keep the focus on the meaningful words in the
sentence. Once the data was ready various programming techniques were applied to gain
the meaningful insights from the data (Singh et al. 2018; Singh et al. 2020, Singh et al.
2020; Mehra et al. 2021).

4 Results and Discussions

In RQ1, we try to analyze the support given by fans to their favorite teams and athletes
through social media. For this we analyzed the hashtags and mentions in the Twitter data
(See Table 1). As expected, the #EURO2020 was the most used hashtag with a variation
in the form of #Euro2020. This shows the behavior of social media users to more often
use capital letters in hashtags for the purpose of highlighting the topic they are very
keen to discuss about. #Euro2021 was also famous amongst fans as the event was being
held in 2021. #ENGvsGER for England vs Germany was second in the list presenting it
as the most followed and one of the most discussed matches amongst fans. Apart from
England other nations that received huge support from fans through digital media were
Scotland, Croatia, Portugal, France, Switzerland and Hungary.
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It was interesting to note that amongst athletes, teams, coaches, sport managers or
sport brands none was at the top in the list of mentions. The Twitter users with user
names Urban Pictures, Simon London, Otto English and Boris Reitschuster, and Twitter
handles@Urban_Pictures,@slondonuk,@Otto_English and@reitschuster respectively
were found to be mentioned the most by the Twitter users. This clearly shows that inde-
pendent journalists are cherished amongst the masses in comparison to the conventional
well-established media such as British Broadcasting Corporation (BBC-with sports spe-
cific Twitter handle@BBCSport), ITVNews (@itvnews) and Talkradio (@talkRADIO)
as they lagged behind by a huge difference. Amongst the athletes Cristiano Ronaldo
(@Cristiano) was received highest mentions, followed by English professional football
players Jack Grealish (@JackGrealish) and Raheem Sterling (@sterling7). Fans also
mentioned former English footballer David Seamen (@thedavidseamen) in their tweets.

Table 1. Top-20 hashtags and mentions during Euro 2020

Hashtags Count Mentions Count

#EURO2020 84,090 @Urban_Pictures 9,230

#ENGvsGER 32,863 @slondonuk 5,024

#ENGvSCO 22,814 @IamHappyToast 4,421

#ENG 19,422 @JamieAndrew99 3,247

#SCOvCZE 18,060 @Otto_English 2,318

#EngvsCro 13,269 @England 2,316

#ENGSCO 10,357 @ugames_uk 1,856

#Euro2021 6,951 @reitschuster 1,471

#Euro2020 6,756 @itvnews 1,443

#EnglandvGermany 6,503 @BorisJohnson_MP 1,366

#GERvsPOR 6,232 @SonySportsIndia 1,012

#FRAvSUI 5,754 @GarethSouthgate 935

#Kane 5,481 @Cristiano 914

#pride 5,171 @JackGrealish 819

#BLM 5,048 @ScotlandNT 786

#mycaptain 5,027 @BBCSport 779

#SCO 4,718 @sterling7 683

#England 4,689 @thedavidseaman 625

#HUNvsFRA 4,453 @talkRADIO 599

#ENGvCRO 4,258 @Iromg 595

The availability of keywords derived through the analysis of tweets’ text in the
pairs of domain and entity can be very helpful for the researchers who are novice at
programming and find it difficult to build sophisticated codes for performing named



Who’s the Bigger Brand After COVID-19 Pandemic? 397

entity recognition (NER) (Twitter, n.d.; Nasar et al. 2021). To answer RQ2, dataset
for Euro 2020, revealed tweet annotations across 43 domains. The domain names that
were highly important and useful from the perspective of this research were selected
named “SportsEvent”, “SportsTeam”, “SportsLeague”, “Athlete”, “Sports Personality”,
“Journalist”, “Brand”, “Sport”, “Coach” and “Fan Community”. The forementioned
domain names were uniquely analyzed and top-20 entity names were derived from
the tweet annotations as listed in Table 2. As the dataset has been fetched for Euro
2020, for the domain name Sports League the entity UEFA European Championship
stood at the top with 2,66,278 annotations count followed by the topic of International
Soccer with the count of 1,87,172 and Europe – Soccer with count 187163. WWE, NFL,
FIFAMen’s World Cup, Copa América, ICCWorld Test Championship were also being
discussed but their count was comparatively negligible. This clearly states that fans are
more focused towards the sport. The behavior was same for entity Soccer with count of
26,257 identified in the domain of Sport. Diverse forms of games were being discussed
along with Euro 2020 such as cricket, rugby, basketball, combat sports and more at a
very miniscule level.

Team England (49,712) was the fan favorite team followed by Germany (15,016),
Portugal (10,834), Scotland (9,336), France (9,163) to name a few. Vis-à-vis Sports
Events/matches in which England participated such as England vs Germany (3,60,111),
England vs Scotland (12,869) and England vs Croatia (19,257) were at the top and as a
match England vs Germany was the fan-favorite.

Although in the analysis of hashtagsCristianoRonaldogathered the top spot followed
by Jack Grealish and Raheem Sterling, tweet annotations revealed a completely different
story. As the tweet annotations are derived from tweet text, results indicated that sports
fans were presenting higher engagement in context of Raheem Sterling (3,652) followed
by Jack Grealish (3,499) and Cristiano Ronaldo (3,168) at the third spot. The fans
presented enthusiasm towards Euro 2020 by supporting many other athletes as listed in
Table 2. Former professional football players such asGaryLineker (329),DarrenFletcher
(215), Alan Shearer (212), John Barnes (128) received a huge support from fans along
with many football managers, sports commentators, young professional football players
listed under the domain of Sports Personality. Gareth Southgate (3,536) the coach of
England’s football team turned out to be the most discussed Coach during Euro 2020.
Coaches of other teams such as Steve Clarke (218), Senol Gunes (194), José Mourinho
(147) and Joachim Low (116) were amongst the top-5 most discussed football coaches.

The entities identified as brands were broadly categorized as TV/ Movies related,
Online Site, Online Services, Beverage, Sports, Gas/Oil, Financial Services, Auto Man-
ufacturer, Telco, Non-Profit and more. Amongst these BBC (162) topped the list of
domain name Brand. Sony (651), global online gambling company William Hill (536),
Twitter (487) and Coca-Cola (415) were top-5 most supported brands. ESPN (328) an
American international sports channel, Gas/Oil brands such asMobil1 (247) and Exxon-
Mobil (245), Telco brands named Hisense (213) and Apple (149), Online Site such as
Instagram (96) and Youtube (81), Auto Manufacturer such as Volkswagen (65) and
Beverage named Heineken (123) along with Coca-Cola (415) were amongst the top-20
brands being discussed amongst the fans.
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5 Limitations and Recommendations for Future Work

The present study is focused on the in-depth analysis of the text data generated over
social media that is generally ignored. Still there are certain limitations of this study that
can be met in future studies. Various social media analytics techniques such as sentiment
analysis and network analysis can be performed in conjunction with tweet annotations
to find how the communities are formed in real time based on sentiments towards the
identified entities. Location based entities in tweets can also be capitalized to get an idea
about the locations where sports fans present maximum engagement. Twitter does not
provide names of diseases as part of tweet context annotations. They need to be collected
through custom NER model.

The scope of this study can be broadened by incorporating other social media plat-
forms such as Instagram, Facebook, Youtube and more. As there was a huge gap in the
count of tweets retrieved for the matches amongst England and Italy and North Macedo-
nia and Netherlands, multilingual studies need to be promoted and performed to identify
the reason for such huge difference.

6 Conclusions

Post-covid the acceptance and use of digital devices and digital media witnessed a
massive jump. Fans, athletes, sports teams, sports organizations all on social media
for sharing information during the initial period of COVID-19. Effective and affective
engagement of fans and athletes is integral for any sport event to be considered success-
ful. After the COVID-19 sports and its related activities have been severely affected.
Marketers, brands, sponsors, events, teams, organizations and athletes all witnessed an
unexpected and unforeseen disruption that not only affected every entity individually,
in terms of mental, social and physical well-being but also resulted in economic losses
through loss of jobs, pay cuts or brand values. To mitigate such adverse effects Euro
2020 was planned and conducted across 12 nations to avoid monetary pressure and curb
the spread of COVID-19.

Through this study it was found that sports event of Euro 2020 was the priority and
the most important brand amongst fans and spectators all around the world. Whereas the
coach JackGrealishwasmost discussed coaches and teamEnglandwas the favorite team
as a brand. We also found that hashtags alone cannot be the deciding factor to assess the
popularity of an athlete, journalist or any other brand. Tweet context annotations provide
the entities mentioned in text that are overlooked during analysis of hashtags thus, the
results to estimate popularity through hashtags may be ambiguous. It can be inferred
that tweet context annotations should be given importance by the researchers to broaden
the scope of studies and perform better correlation of topics as in case of sport branding
and sport management.
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Abstract. Traditional brick-and-mortar stores have had to endure competition the
past years from various shopping channels, particularly online shopping, which is
driven by mobile technologies and more recently, the COVID-19 pandemic. Con-
sumers, restricted by COVID-19 lockdown regulations, had to increasingly make
use of online shopping. The aim of this exploratory studywas to determine how the
COVID-19 pandemic influenced the online shopping behaviour of South African
consumers and if the behaviour would continue in the post COVID-19 period.
Factors were identified from literature that influence consumer’s online shopping
behaviour. A national survey was conducted, using mixed methods research and
the data from 673 respondents were statistically analysed.

The findings indicate that only 12% of the respondents shopped online for the
first time, due to the COVID-19 pandemic and 87% indicated they shop online
monthly. Sixty-eight percent indicated they will continue shopping online and
65% think online shopping is a safer option. The products purchased most dur-
ing the pandemic period were fast foods and clothing and the preferred delivery
methodwas receiving the goods at home. The factors that affected online shopping
during the COVID-19 period most were Personal Experience of Online Shopping,
Interaction with products and the Current impact of Covid-19 on shopping. The
findings suggest that customers in SouthAfricawill continue tomake use of online
technologies to purchase goods and services.

Keywords: Online shopping · Shopping behaviour · COVID-19 · South Africa

1 Introduction

The development of the Internet and mobile devices has transformed shopping pat-
terns from the monopoly of the traditional brick-and-mortar store channel to an array
of platforms [1]. The various platforms enabled consumers to shop through catalogues,
websites, mobile applications and physical stores. Some consumers enjoy the conve-
nience offered by online platforms to investigate their future purchases and complete the
purchase instore where they prefer the physical contact with the product [2]. This has led
to retailers initiating multi-channel strategies to attract multi-channel consumers trying
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to exploit benefits associated with multi-channel use [3]. Despite the rapid development
of the various shopping platforms, brick-and-mortar is still the preferred purchasing
platform in South Africa [1].

The dominance of brick-and-mortar stores has been attributed to self-gratification
and in-person judgement that is associated with instore shopping, lack of human interac-
tion and fear of security posed by online shopping [1]. Consumers have maintained their
instore loyalty despite the convenience offered by online shopping platforms. Brick-
and-mortar stores’ unique location next to other services provide consumers with an
opportunity to accomplish more on a single trip increasing their efficiency, which influ-
ences the consumers’ channel choices [4]. Shopping habits are generally stable and slow
to change unless distorted by a major life event [5, 6].

The factors that influence peoples’ online shopping behaviour include previous
online exposure, access to the Internet, income and exposure to modern technologies,
including mobile technologies. The COVID-19 pandemic has had a drastic impact on
human behaviour, including people’s shopping habits during the lockdown periods. The
pandemic has obligated consumers to employ drastic measures, such as social distanc-
ing and working from home. Social distancing in particular has led to spikes in online
shopping, by both old and new customers, as consumers battle to avoid dense supermar-
kets [5, 7]. The fear of the virus engendered dread of populated areas, enforcing social
distancing, which consequently boosted online shopping [6].

The aim of this exploratory study was to determine how the COVID-19 pandemic
had influenced the online shopping behaviour of consumers in South Africa and whether
the behaviour will continue post COVID-19. The factors that affect the online purchas-
ing behaviour of South African consumers have been investigated in this study. This
paper provides preliminary insights into online shopping behaviour of South African
consumers during the past COVID-19 period. The results highlight the factors which
influence online shopping behaviour in South Africa and consumers’ online shopping
behaviour, during the post COVID-19 period.

The layout of the paper is as follows: the background of the study is highlighted
in Section one. Literature on online shopping is discussed in Sect. 2, including the
factors that influence the online shopping behavior of consumers. The research design
is presented in Sect. 3. The Online shopping survey results are presented in Sect. 4.
Managerial recommendations are provided in Sect. 5 and conclusions and future research
are presented in Sect. 6.

2 Literature Review

Online shopping is the transacting of goods or services over the Internet in exchange
for value [8]. Rudansky-Kloppers [9] views online shopping as a platform that enables
customers to search for and select products or services online, choose a delivery method
and pay for them. Online shopping’s adoption is dependent on the availability of infor-
mation technologies’ infrastructure in a society [10]. Products or services listed online
are described either through text or pictures or the combination of the two to enable
customers to shop with minimum assistance.

The advent of the Internet enabled and disrupted many aspects of consumers’ lives,
particularly the search and purchase of products [10]. The Internet conveniently allowed
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consumers to move to online shopping by providing flexible and personalised access
[11]. Companies recognised the Internet’s potential and this sparked the establishment of
online shopping platforms [12]. The online platforms brought about hassle-free shopping
with a global reach [13]. Retailers recognised that online shopping affords them the
opportunity to lower the cost of doing business and expand their footprint [14]. It is
noteworthy, that although online shopping has made indelible strides, it is still in a
nascent stage [12] with many people still unfamiliar with the concept, particularly in
developing countries [15].

2.1 South African Online Shopping Behaviour

In the South African context, which exhibits traits of both a developed and a developing
economy, online shopping has been characterised by early adoption by high-income
earners and laggard adoption by the rest of the population, typical of a developing nation
[10]. Online shopping is increasing in South Africa but still lags behind Western and
some Eastern countries [9]. The differences are influenced by economic development
and cultural factors [16]. The high mobile penetration has significantly shifted con-
sumers’ buying behaviour towards online shopping in South Africa [17]. The nation is
economically dichotomous, with access to technology, a strong private sector and finan-
cial institutions, at the same time with a large percentage of the population still living
below the poverty datum line [10]. This is attributed as the reason online shopping is
still in its infancy despite having been around since 1996.

The COVID-19 pandemic forced nations to implement drastic measures, such as
lockdowns, social distancing and restrictive physical access to certain products to curb
the spread of the virus [18, 19]. As part of social distancing to curb the spread of
the deadly virus, non-essential employees were instructed to work from home, travel
restrictions were imposed, some businesses had to close and previously dense shopping
centres became restrictive on the number of people allowed at a given time [5, 20].
The periods of lockdowns or self-isolation were long enough that they changed the way
consumers behave [21]. The preventive measures put in place brought about a shift in
societal attitudes accelerating a structural move to online shopping [22].

The pandemic drastically shifted previously stable shopping habits [5, 6], oblig-
ing some consumers to hastily move to online shopping to access various shops [15],
resulting in online shopping becoming the shopping mainstream [23]. The COVID-19
pandemic has upended shopping behaviour, which has seen most people migrating their
lives to laptops and mobile devices [24].

2.2 Acceptance of Technologies

The earlier phase of the lockdowns saw agile businesses promptly moving to provide
easy access to consumers throughmobile orwebsite online shopping platforms to sustain
their businesses [13], connecting with a large number of people who had adopted new
habits [24]. The restrictive lockdowns and social isolatingmeasures disrupted and forced
businesses to reassess their strategies to reach some of their loyal brick-and-mortar
consumers in the digital space.
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Businesses aggressively expanded their digitisation strategies, strengthening their
competitive position in the market [25]. This has seen companies expanding their multi-
channel distribution systems and investing in online shopping infrastructure, which
include the expansion of the workforce, improving delivery quality and payment secu-
rity [26]. COVID-19 accelerated the technological investments of businesses despite
the pandemic inducing financial constraints [22]. The measures to curb the spread of
the virus rapidly moved both business and social interactions to online media [20, 26],
which considerably improved the use of online services [13], accelerating diffusion of
technologies amongst ordinary people enhancing the intention to shop online [27].

2.3 Communication

Dannenberg et al. [26] and Koch et al. [18], partly attribute the online shopping surge to
sensationmedia that reported the pandemic akin to a horror scenario portraying escaping
to digitisation as the only shopping alternative. The media sensation led to consumers
flocking to online platforms as if it was the only remaining platform open to supply
the consumers’ needs and assist in supporting the economy [18, 23]. The shift is also
attributed to how online shopping has kept the socio-economic systems running during
the pandemic, showing itsworth andwhymore consumers should adopt it [26]. However,
in developing nations like South Africa, online shopping faced obstacles such as limited
technology infrastructure and unreliability of telecommunications [10], which will play
a role in the behavioural shift towards maintaining online shopping post the pandemic
[24].

2.4 Products Purchased Online

Online shopping has also allowed retailers to expand their range of products, drawing
customers exclusively to their online shopping platforms [24]. This has afforded pre-
viously niche businesses a platform to find potential new markets [22], suggesting that
the switch has performed positively in many categories and that consumers will see no
benefit from switching back to in store shopping, despite encountering a few obstacles.
Industry experts have also suggested that consumers will be more inclined to shun prod-
ucts or services associated with detrimental environmental and social impact to diminish
chances of any future pandemics [18].

2.5 Methods of Payment and Delivery

Consumers, especially the older population sheltered at home, swiftly accepted technol-
ogy and dispelled fears regarding payment security and the invasion of privacy during
the pandemic, shifting towards online shopping [21, 26]. Online security involves pay-
ment and private information security and the businesses’ credibility. If not adequately
addressed it turns away potential customers [28]. Online fraud has been a major concern
that deters consumers from online shopping, however secure payment options have been
developed, which has enduced a change in behaviour because the options are trusted.
This behaviour change, favouring online purchases, was aided by the convenience and
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prompt delivery of purchased goods [29]. Reduced delivery costs are abetting the move
to local producers, increasing the number of customers moving to online platforms that
connect local businesses [26]. The local platforms receiving most traffic are those of
well-known brands, demonstrating care and concern for their staff, with limited supply
chain challenges, enabling them to reliably deliver despite the surging demands during
the pandemic [29]. The ability of online platforms to satisfactorily cope with consumers’
delivery demands will ensure that consumers remain shopping online post the pandemic
[29].

2.6 Effect of COVID-19 on Online Shopping

A number of factors have an influence on online shopping and its growth. The earlier
phase of the lockdowns saw agile businesses promptly moving to provide easy access to
consumers through mobile or website online shopping platforms to sustain their busi-
nesses [13], connecting with a large number of people who had adopted new shopping
habits [24]. The fact that people were under lockdown with limited movement forced
them to shop online. Selecting a channel from the available options is driven by the
consumers’ behaviour, which can be divided into either hedonic or utilitarian motives
[1]. Consumers driven by utilitarian motives want to complete shopping in an efficient
way that prioritises saving monetary resources, time and effort. Girard et al. [30] sug-
gest that such consumers are inclined to at least use convenient online channels to cost
effectively acquire current information on prices and product offerings before making
a purchase. Contrarily, the hedonic motivated consumers consider entertainment as a
primary prerequisite of choosing a channel [1]. The chosen channel must stimulate
happiness, enjoyment and sensuality in the consumer. Girard et al. [30] theorise that
consumers who wish to enjoy shopping are more likely to go to a shopping mall rather
than buying online.

2.7 Working from Home

Working from home, which is saving companies’ overhead costs, is mainly concen-
trated among high income workers stationed in high income geographies [5]. Yahya and
Sugiyanto [11] consider high income earners to bemore likely to shop online, driving the
surge in online shopping. Zwanka and Buff [31] predict that working from home among
high income earners will remain a permanent shift based on the desired productivity
experienced by companies during the pandemic translating to a permanent shift towards
online shopping. Nielsen [29] also attributes the surge of online shopping to unemploy-
ment and furloughing, which has significantly curtailed the consumers’ spending power,
which has seen consumers surf online, searching for prices and promotions to match
their reduced spending ability without incurring travel costs. Working from home has
made online shopping a convenience, which has resulted in a behavioural shift of people
not having to visit shops and malls because they can shop from the comfort of their
home. All major retail grocery stores in South Africa have provided mobile shopping
Apps for ordering goods and provide motorbike delivery services.

Online shopping will be sustained in areas with a well-developed delivery infrastruc-
ture and affluent population who were hardly impacted economically by the pandemic
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[21]. The surge will also be maintained among the majority of urban dwellers and the
millennials who have embraced online shopping to save time and shop at their conve-
nience [13]. Elderly consumers who previously resisted migrating to online platforms,
were now forced to by the pandemic and are boosting online sales and profit [25].

3 Research Design

This study followed a positivist paradigm and gathered quantitative and qualitative data
from South African online consumers. An online questionnaire was developed from lit-
erature and a pilot studywas conducted amongst 8MBA participants. The questionnaire,
included items associated with the factors identified in literature and was assessed using
a 5-point Likert scale, where 1 = Strongly Disagree to 5 = Strongly Agree. The final
questionnaire was updated and distributed using the survey tool, Questionpro. The target
population was the South African online shopping community of all ages.

The selected participants, who were Business School post graduate students, were
requested to forward the questionnaire to other prospective respondents, resulting in
snowball sampling. Snowball sampling adds to the representativeness of the findings
[32]. This approach used was to collect data using a relatively reliable research tool, in
a cost-effective manner, easy to administer, less time consuming and safe, particularly
during the COVID-19 pandemic [10]. The online study investigated whether there has
been shift to online shopping during the COVID-19 period.

The data were statistically analysed by the university statistical consultant, using Sta-
tistica and included Exploratory Factor Analysis (EFA). A conceptualmodel was derived
from literature and was initially designed to test the various factors that contribute to
online shopping The seven independent factors identified from literature were Shopping
Behaviour, Acceptance of Technologies, Communication, Product Variety, Methods of
payment, Delivery and the impact of COVID-19. The dependant variable was Online
Shopping Behaviour. The EFA identified eight independent factors, namely Personal
Experience of Online Shopping, Interaction with products, Interaction with people,
Shopping Behaviour, Product variety, Acceptance of Technologies, Current impact of
Covid-19 on shopping and Covid-19 and shopping. The updated conceptual model after
the EFA is illustrated in Fig. 1. Ethics approval was obtained from the University Ethics
Committee.

3.1 Academic Theory

In order to gain a better understanding of the intention to adopt and continue using online
shopping, the adoption of technology, based on the technology acceptance model was
used (TAM).TheTAMtheory, a framework for understanding the adoption of technology
[33], posits that people’s attitude, intention and feeling towards adopting technology is
predicated by the people’s perceived usefulness and ease of use of the technology [34]
and subsequent acceptance and use [33]. The perceived usefulness and perceived ease
of use influences the consumers’ intention to engage in online shopping subsequently
determining the shoppers’ behaviour [36].The updated conceptual model incorporating
the TAM is presented in Fig. 1.
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Fig. 1. Updated conceptual model

4 Online Shopping Survey Results

The demographic profiles of the respondents (n = 673) are presented in Table 1. The
household income of the respondents is a factor influencing online shopping [8]. At least
85% (n= 573) of the respondents earn a monthly income of over R10 000, living above
the poverty datum line,which enhances their chances of shopping online [30].Ninety two
percent of the respondents were either self-employed or employed. This is representative
of the online shoppers’ profile, people that have means to earn an income. The employed
or self-employed groups also dominantly shop online, because of its convenience and
flexibility as a way to balance between working and shopping time [12]. The majority
of the respondents were from the Eastern Cape (60%, n = 255), Gauteng (20%, n =
84), Western Cape (9%, n= 40) and the remainer from the other six provinces in South
Africa.

The survey also questioned whether the respondents shop online or not. The results
indicated that 84% (n = 565) shopped online and 16% (n = 108) did not. The majority
of the respondents shopped online less than once a month (45%, n = 251), 42% (n =
238) and 12% (n= 67) weekly. The majority rated their shopping experience as good to
excellent (87%, n= 587), 97% (n= 649) rated their Internet access as good to excellent
and 91% (n= 609) had Internet access at home and 99% Internet access on their phone.
The preferred payment method was Credit/Debit card (43%, n= 291) and EFT (33%, n
= 219). Eighty-one percent (n = 545) had their goods delivered at home and 12% (n =
71) ‘click and collect’.

The items included for the factor COVID-19 and online shopping are presented
in Table 2. The responses for Strongly Disagree/Disagree and Agree/Strongly Agree
have been combined for reporting purposes. The results indicate that the majority of the
respondents (80%, n = 536) did not shop online for the first time due to the COVID-19
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Table 1. Demographic profiles

pandemic. Forty-six percent of the respondents considered on-line shopping during the
COVID-19 pandemic period. Only 27% of the respondents switched to online shopping
during the period. Sixty-eight percent indicated they will continue shopping online and
65% think online shopping is a safer option.

The respondents indicated that the majority (84%; n = 565) shopped online at most
once a month. This aligns with the respondents being paid monthly. The collected data
also showed that almost all respondents (99.4%; n = 669) have access to the Internet,
which is representative of the target population, online shoppers’ characteristics, as
online shopping requires Internet access.

A correlation coefficient r is statistically significant at the 0.05 level for n= 673 if |r|>
= .082 and practically significant, if |r| > = .300. The correlations of the independent
factors and the dependent factor, Online-Shopping in general, indicated that all the
independent factors had a negative or positive medium to strong correlation with the
dependent factor, as all correlations were both statistically and practically significant if
|r| > = .300 (Table 3).

The results show that eight independent factorswith a p-value<.0005 are statistically
significant with the dependent factor,Online shopping. Interaction with people, interac-
tion with products and shopping behaviour have a low negative correlation with Online
shopping, which is statistically significant. Acceptance of Internet technologies, Cur-
rent impact of COVID-19 on shopping, COVID-19 and shopping and Products bought
online have a low to medium positive correlation with Online shopping. The factors
that ranked most important for online shopping were Personal Experience of Online
Shopping, Interaction with products and Current impact of Covid-19 on shopping.

TheANOVAresults indicated that the demographical variable,Marital status (f-value
= 8,24, D.F. = 1;656, p = 004, Cohen’s d = 0,20) showed a statistical significance and
a small practical significance with online shopping in general. In addition the Preferred
method of payment (f-value= 8,32, D.F.= 2;591, p< .0005, Cohen’s d= 0,38) showed
a statistical significance and a small practical significance with online shopping for
consumers paying cash versus customers using a credit card or EFT.
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Table 2. COVID-19 online shopping

Items Disagree Neutral Agree

n % n % n %

I bought online for the
first time because of
COVID-19

536 80% 52 8% 85 12%

COVID-19 has made me
consider online
shopping

237 35% 127 19% 309 46%

COVID-19 has made me
switch to online
shopping

316 47% 176 26% 181 27%

The COVID-19
lockdown forced me to
buy online

322 48% 126 19% 225 33%

I prefer to buy online
since COVID-19

244 36% 171 25% 258 39%

I will continue to buy
online post COVID-19

88 13% 127 19% 458 68%

I trust online delivery
services safety
precautions for
COVID-19

112 17% 238 35% 323 48%

Buying online is a safer
option because of
COVID-19

75 11% 159 24% 439 65%

In store experiences are
risky with COVID-19

72 11% 155 23% 446 66%

Physical stores pay
attention to the
COVID-19 health and
safety measures

78 12% 245 36% 350 52%

5 Managerial Recommendations

The reviewed literature suggests that age, income, education, gender and employment
status have an influence on online shopping [37]. The research findings from this study
indicate that Marital status and Method of payment were the demographical variables
that influenced online shopping during the COVID-19 period. The demographics in this
study show that in South Africa, online shoppers are generally urban, tertiary educated,
employed with access to Internet and an income above the poverty datum line.

Based on the findings, it is recommended that companies maintain and ensure excel-
lent online shopping services and continue to improve the offerings and technologies,
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Table 3. Cronbach Alpha Coefficients and correlations with dependent factor (n = 673)

Independent factors µ S.D. Alpha Reliability p-value Correlation

Personal experience of online
shopping

3,67 0,73 0,76 Good <.0005 ,478

Interaction with products 3,40 0,78 0,79 Good <.0005 −,308

Interaction with people 2,81 0,90 0,74 Good <.0005 −,345

Shopping behaviour 3,11 0,73 0,67 Acceptable <.0005 −,377

Acceptance of technologies 3,32 0,69 0,86 Excellent <.0005 ,525

Current impact of Covid-19 on
shopping

3,61 0,80 0,82 Excellent <.0005 ,435

Covid-19 and shopping 3,17 0,74 0,56 Acceptable <.0005 ,310

Products bought online 2,01 0,66 0,82 Excellent <.0005 ,437

specifically the use of mobile Apps. The use of timely and efficient home delivery ser-
vices is an important requirement. Marketers need to embrace this channel because of its
popularity. Most of the respondents shopped once a month, it is therefore, recommended
that companies run promotions on online platforms that align with the majority of the
consumers’ pay days.Most of the consumers based in the study had access to the Internet
through mobile devices, meaning businesses must flight adverts and provide shopping
platforms that are compatible with mobile devices. Most online consumers agree that
post-COVID-19, they will remain shopping online. It is recommended that while con-
sumers are still shopping online due to the pandemic, companies must provide excellent
customer experience to ensure that post the COVID-19 pandemic, the consumers will
remaining loyal to the business and online shopping. Excellent customer experience will
determine whether they will maintain the behaviour post the pandemic.

6 Conclusions and Future Research

The two factors that influence an individual’s intention to use new technology, the per-
ceived ease of use and the perceived usefulness are confirmed in this study. More people
are preferring online shopping over traditional shopping because of the ease and comfort
[36]. Marketers and retailers need to segment their market appropriately to focus on this
channel in addition to the normal retail channels. The findings profile an online shop-
per as a high-income earner and relatively educated individual who can confidently use
technology. The results demonstrate that as explained by the TAM theory, the perceived
usefulness and ease of use for consumers enabled them to access goods and services
online during the pandemic, which led to the adoption of preventative behaviours and
prevailing norms such as online shopping to curb the risk of contracting COVID-19.
This exploratory study provides useful information to businesses operating and those
planning tomove to online platforms on how to entice consumers to initiate and continue
to frequently shop online. Online retailers must adopt different strategies to persuade
customers to shop online.



Online Shopping Behaviour in South Africa During the COVID-19 Pandemic 413

The findings indicate that online products purchased included fast foods (42%),
clothing and other apparel (29%) and home appliances (22%). Limited alcohol (4%)
was purchased due to the COVID-19 lockdown regulations in South Africa. The most
important factors identified in this study were Personal Experience of Online Shopping,
Interaction with people and products and the Current impact of Covid-19 on shopping.

Working from home will be a world-wide trend that will remain in place for the
foreseeable future. The findings allow companies, marketers and other researchers to
gain insight into the online shopping factors influencing South Africans and provide a
foundation for further related research. The limitations of the study are that the majority
of the respondents (60%) were from the Eastern Cape province. Future research needs
to be conducted to include a more representative sample of the South African population
and to determine any consumer online behavioural change in the post COVID-19 period.
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Abstract. Innovative technologies often face acceptance challenges. This is espe-
cially true when they constitute disruptive innovations. Disruptive innovations can
forcefully alter the way things are done in the economy and society and have dif-
ferential impacts for social groups. Legitimacy – the fit between an innovation,
and society at large – is an important explanatory factor of the success of dis-
ruptive technologies. The micro-judgements of legitimacy that individuals make
with regards to a technology, can help understand why some innovations succeed
or fail. Likewise, users’ actions when using said innovations may indicate how
acceptable the technology is to users. This paper analyses how users judge, and
use, the NHS COVID-19 Test & Trace app. Preliminary findings suggest that indi-
viduals’ micro-legitimacy judgements are strongly related to the decision to use
the app or not, and that users have adopted a number of workaround behaviours
to resist or compensate for the app’s functionality.

Keywords: Legitimacy · Legitimation · Technology acceptance

1 Introduction

This paper analyses how users judge, and use, the NHS COVID-19 Test & Trace app.
The COVID-19 pandemic caused widespread changes to individuals’ behaviour. The
need to reduce contagion led to the imposition of social distance mandates, lockdowns
and the shuttering of business and other organisations. The collection and analysis of
data about individuals’ contacts was presented as a mechanism to address the social and
economic impact of the pandemic, helping reduce infection rates while allowing society
to continue to operate, albeit in managed ways [1]. Mobile phone data collection and
analysis frameworks were developed to estimate proximity between users and the extent
of time of contact. The UK National Health Service (NHS) developed and implemented
one such application, the NHS COVID-19 Test & Trace app, which was promoted by
the UK government as part of the country’s Test and Trace system.

Innovative technologies often face challenges. This is especially true when they
constitute disruptive innovations. In the traditional sense, disruptive innovation is char-
acterised as strategic actions taken by companies, which give them an advantage over
competitors in the same market; the extent of the disruption confined to the market
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segment in which the disruptor and disrupted operate [2]. Recent scholarship takes a
broader view of the extent to which disruption can have an impact: the discontinuity
caused by disruptive innovations can reverberate across social systems [3]. Systems suf-
fer disruption when a significant portion of agents in that system must reformulate their
strategies in order to survive an innovation [4]. Disruptive innovations can forcefully
alter the way things are done in the economy and society, challenge social contracts,
affect social mores and norms, and have differential impacts for social groups [5]. For
this reason, legitimacy – the fit between an innovation, and society at large [6] – is an
important explanatory factor for the success – or otherwise – of disruptive technologies.
Specifically, the micro-judgements of legitimacy that individuals make with regards to
a technology, can help understand why some innovations succeed or fail [7]. Likewise,
users’ actions when using said innovations – for example, resisting the requirements of
the technology – may indicate how acceptable the technology is to users [8].

This paper approaches the acceptability of the NHS COVID-19 Test & Trace app
from the user/evaluator perspective, to address three research questions:

1. Which dimensions of legitimacy are more important for users and non-users of the
NHS COVID-19 app?

2. Do users of the NHS COVID-19 app engage in workarounds or resistance
behaviours?

3. Is there a relationship between users’ reported need for legitimacy and user
behaviour?

2 Literature Review

2.1 Legitimacy

Legitimacy consists of “a generalized perception or assumption that the actions of an
entity are desirable, proper, or appropriate within some socially constructed system of
norms, values, beliefs, and definitions” [6]. Based on a legitimacy-as-perception perspec-
tive, individuals’ judgements are not aggregated in uniform groups, but are regarded as
single individuals making their own judgements or adopting judgements from others.
Legitimacy is, therefore, a multi-level phenomenon that can be studied at the collec-
tive level (macro) and individual level (micro) [9]. This paper focuses on micro-level
legitimacy judgements [10], analysing how individual users take active roles in evaluat-
ing the legitimacy of a technology [7]. These judgements are underpinned by disparate
behaviours, depending on the type of legitimacy involved [11].

Four distinct types of legitimacy can be identified: regulatory, pragmatic, moral and
cultural-cognitive legitimacy [12]. Regulatory legitimacy is associated with a perception
that the entity being evaluated follows existing rules. This establishes a ‘baseline’ legit-
imacy, ascertaining that the entity is legal. The second type of legitimacy is pragmatic
legitimacy. This requires an entity being evaluated to demonstrate that it can deliver on
claims associated with the measurable performance of its products or services, align-
ing with the evaluator’s interests. The third type, moral legitimacy, relates to values.
To achieve this level of legitimacy, an entity must demonstrate that it follows socially
valued purposes and goals. The final dimension, known as cultural-cognitive legitimacy,
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involves demonstrating the fit between an entity and the evaluator’s mental and cultural
models and meaning systems [6].

Individual users play a distinctive role in legitimising innovations. This individual
level legitimation is distinct from societal level legitimacy [9]. It is possible to assess
individuals’ judgements of a new technology in terms of expected utility (pragmatic
legitimacy), their normative evaluations of it (moral legitimacy), and their cognitive
assessments of its comprehensibility and taken-for-grantedness about the technology.
These micro-judgements and perception of an innovation guide individuals’ behaviours,
which in turn help produce the collective perfection of legitimacy within a group [7, 11].
But innovations can be disruptive to social systems, in which case users may modulate
their behaviours accordingly. Thenext section describes howusers can sometimes choose
to resist innovative technologies.

2.2 User Resistance

One of the most prominent models in the literature on acceptance of technology is
the Unified Theory of Acceptance and Use of Technology (UTAUT), an evolution of
the earlier Technology Acceptance Model (TAM). The model consists of a multi-level
framework of technology acceptance which combines higher-level contextual factors
and individual-level contextual factors with the original TAMmain affects. These factors
result in higher or lower acceptance and use of technology [13]. The model has since
been subject to a wide variety of extensions, which have improved its ability to predict
behaviour [14]. However, the UTAUTmodel has been criticised for taking a narrow view
of technology acceptance, as it focuses on beliefs, perception and usage intention. The
model may also be approaching the limits of its contribution to knowledge, as it focuses
only on the individual user, and assumes a direct relationship between intention and
actual behaviour. [15]. One area which UTAUT struggles to explain is user resistance
to the technology. User resistance has been identified as a salient reason for the failure
of innovative technologies, especially in cases of information systems implementation
[16]. A variety of reasons for user resistance have been pointed out, including cynicism
among users [17], a bias towards the status-quo [16] and users’ personality traits [18].

Beyond the causes of user resistance, it is relevant to understand the forms which
resistance can take – the behaviours individuals will engage in to resist an innova-
tive technology. Users’ responses can be functional – signalling the existence of prob-
lems with the technology or its effects; or dysfunctional – preventing the adoption of
a technology, or generating conflict or ill-will [19]. This suggests that user resistance
can be a positive force – highlighting aspects of the technology which do not work as
expected or have unintended or negative consequences. In addition, users can develop
workaround behaviours – a mismatch between the expectations of technology and actual
working practice [8]. In their typology, Ferneley and Sobreperez [8] identify harmless
workarounds (which donot significantly affectworkflowor data accuracy). Thesemaybe
a positive act of resistance (enhancing working practices) or a negative act of resistance
(if they aim to oppose or challenge the system). In hindrance workarounds, subsequent
actions are avoided. These can be positive (if the system is badly designed) or negative
(if the action is required by colleagues or management). Finally, essential workarounds
are actions necessary to complete the task at hand, and constitute positive resistance.
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Users’ behaviours when confronted with an innovative, possibly disruptive, tech-
nology are impacted by their micro-judgements of legitimacy (Sect. 2.1). This paper
will ascertain if resistance behaviours may be related to the salience of specific types of
legitimacy.

3 Methodology

The study chose the NHS COVID-19 Test & Trace app as a salient case for study of
disruptive technology acceptance and user behaviour, via a 3-stage methodology. Phase
1 involved asking a group of users to keep diaries of their interactions with the NHS
COVID-19 app over a four-week period, and reflect on their experiences and opinions
of the NHS Test & Trace system. Users were assured that all data collected would be
anonymised, and that no behaviours would be reported. They were asked to write down
any notifications they received from the app; their feelings and actions in relation to
those notifications; and any wider relevant thoughts and opinions, for example relating
to news items about Test & Trace, conversations with friends or family members, etc.

Phase 2 involved a number of online Focus Groups with the participants in Phase
1. Phase 3 involved a series of online Focus Groups with non-users of the app, as the
researchers were keen to explore whether any behaviours or opinions (such as privacy
concerns relating to sharing personal data) might differ between users and non-users. All
Focus Groups were recorded, and the discussions were transcribed. The Focus Groups
followed a structure protocol.

4 Preliminary Findings

4.1 Legitimacy of the App, and How It Relates to Adoption and Non-adoption

• Users’ reasons for adoption relate to the app’s pragmatic legitimacy (access to public
places which required checking in or traveling abroad) and moral legitimacy (“doing
the right thing” to help address the pandemic).

• Non-users’ reasons for rejecting the app relate to a perception that it lacks moral
legitimacy (the app violates users’ rights to choose what to do) and cultural-cognitive
legitimacy (questions about data collection, data storage and privacy; and perception
that the app’s use is not widespread enough for it to be useful).

• The last point – that there would need to be a critical mass of users for the app to be
useful - was also noted by users. It affects both the app’s cultural-cognitive legitimacy
and its pragmatic legitimacy.

4.2 Usage and Workaround Behaviours

• Users report that the app had limited functionality, andwould like to seemore features.
They perceived that the app was not working, or not properly developed.

• False and unclear notifications led to a perception that the app was not fit for purpose.
Users were perplexed by the reasons for some notifications, and chose to turn the
app off in situations where they believed it might produce false positives (essential
workarounds).
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• Individuals chose not to use the app, either because it did not work properly (positive
hindrance workarounds), or because nobody else was seen to be using it (negative
hindrance workarounds).

4.3 Next Steps

The next steps of the analysis involve detailing the responses to research questions 1
and 2, and addressing research question 3 – relating legitimacy micro-judgements to
workarounds and resistance behaviours. This will contribute to an inter-disciplinary
understanding of how acceptance or rejection of an information system relates to its
perceived legitimacy.
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Abstract. Dynamic capabilities embodyvarious capabilities that drive the organi-
zation’s adaptiveness and are studied from management and information systems
perspectives. However, the impact of specific dynamic and organizational capa-
bilities, i.e., management system adaptability and improvisational capabilities,
on business model innovation under tumultuous times still has to be unfolded.
Therefore, this study investigates the role of these capabilities during the COVID-
19 crisis. This study presents the results of analyses on obtained survey data (N
= 105) from Ghana and shows that these two strategic capabilities significantly
influence business model innovation. Also, this study shows that business model
innovation positively influences organizational performance under COVID-19.
These results extend the current knowledge base of dynamic and organizational
capabilities while offering implications for practice. We also offer various prac-
tical recommendations that help overcome business model innovation challenges
during tumultuous times.

Keywords: Management system adaptability · Improvisational capabilities ·
Dynamic capability · Business model innovation · Organizational performance
under COVID-19 · Composite-based SEM

1 Introduction

At the beginning of the COVID-19 pandemic, many organizations faced a downturn due
to multiple challenges. Some notable adverse effects of this downturn include share-
holder distress, a substantial drop in customer and consumer demand, an increase in the
cost of capital in tightening credit markets, and even a decline in asset value due to a lack
of visibility when employees do not come to locations as much as before. Under these
tumultuous conditions, organizations typically focus on improving plans and actions on
tactical or functional levers [1].
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However, many organizations miss substantial business opportunities through
structural complexity reduction and effective and innovative business model use [2].

Business models depict the content, structure, and governance of transactions
designed to create value by exploiting business opportunities [3, 4]. Each organization
has a business model [5]. Some, however, have not clearly articulated and documented
this. Typically, a business model describes the organization’s value propositions (prod-
ucts/services, offerings), profit formula, the organization’s key resources (e.g., people,
process, technology, and support) the processes needed for execution and collaboration
[6]. In essence, business models can be considered a driving force in the organization’s
business operations that are in line with what customers want, how people can do their
work most efficiently and with the proper behavior [7].

It is well known that different levels of innovation ambition require different people,
motivational factors, and organizational support systems [8, 9]. A key focal point in
innovation concerns business model innovation [10]. Business model innovation allows
firms to address down-turn events by changing their core value proposition to customers
and their underlying operatingmodel [3]. The degree towhich an organization’s business
model innovation is being rolled out can be boldly classified into three levels of ambition.
The first is the primary ‘creation’ of incremental enhancement of products and services.
The second is adjacent ‘sustaining innovation,’ which focuses on leveraging offerings
and value propositions into a new space. Finally, the third one is the ‘transformational’
level that embraces the development of new offers to customers and possibly even new
businesses to serve markets and customer needs that may not yet exist [6].

Many organizations cannot achieve business benefits from their businessmodel inno-
vation when they re-balance the innovation portfolio from core to fundamental and sub-
sequently to the transformational level. One reason why this is so is that these firms lack
essential organizational resources, capabilities, and key processes to be truly transfor-
mative in their business model [4, 6, 10]. Hence, we argue that organizations capable of
orchestrating their organizational resources and addressing down-turn events by chang-
ing their core value proposition will successfully achieve business model innovation and
high levels of organizational performance.

To this end, we embrace the suitable dynamic capabilities view (DCV) as a lens to
investigate this particular claim [11].Moreover, Teece [4] argues that it is crucial to under-
stand the contribution of dynamic capabilities to achieving business model innovation,
as current scholarly contributions are predominately theoretical.

Hence, this study investigates the key role of two particular organizational capabil-
ities, i.e., management system adaptability, as dynamic capability [12, 13] and impro-
visational capabilities [3, 14], as drivers of business model innovation. These crucial
capabilities enable a firm’s offerings and competitive position, and these capabilities
are created through configurations of assets and activities where processes and peo-
ple (professionals) are combined, controlled, and interconnected. These organizational
capabilities bridge the firm’s strategic objectives, ambitions, and day-to-day activities.

Against this background, we define the main research question: “To what extent
do management system adaptability and improvisational capabilities influence business
model innovation, and what is the subsequent impact on organizational performance
under COVID-19?”.
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This paper is organized as follows. First, we outline the theory and position the
framework with associated hypotheses. Then, we outline the methods, after which we
present the core results of this study. Finally, the current paper ends with a discussion,
including theoretical and practical contributions.

2 Theory and the study’s Framework

2.1 Capability Perspective, Dynamic and Improvisational Capabilities

We ground this study in the DCV. This theory provides scholars and leaders with insights
into how to adapt firms under turbulent conditions and adjust their operating base with
processes and technologies in line with the market demands [4, 14]. This theory starts
with the notion of a ‘capability.’ A capability can be regarded as aggregating several
underlying elements that refer to tangible and intangible assets firms use to develop and
implement the business strategy [15]. Think, for instance, about competencies (i.e., indi-
vidual employee skills), business processes that produce a particular output, knowledge
systems, and partnerships (i.e., the interfaces with key participants an organization needs
to produce outputs) [15, 16].

The combination of these individual aspects gives an organization a particular capa-
bility. However, unfortunately, there is often confusion between capabilities and compe-
tencies. This is because capabilities are always associated with the organizational level;
competencies and skillsets, in essence, describe an individual.

In this research context, we focus on specific capabilities, i.e., dynamic and impro-
visational capabilities. Hence, we follow Wang and Ahmed [17] and define dynamic
capabilities as ‘…the firm’s behavioral orientation constantly to integrate, reconfigure,
renew and recreate its resources and capabilities and, most importantly, upgrade and
reconstruct its core capabilities in response to the changing environment to attain and
sustain competitive advantage.’ A crucial unique dynamic capability is the firm’s adap-
tive capability (next to, for instance, absorptive capacity and innovation capability)which
is considered the ability of a firm to reconfigure resources, coordinate processes, and
effectively address changes in the business environment [4, 13, 18–20].

This research focuses on a specific dimension of adaptive capability, namely the
management systemadaptive capability [13].Hence, this particular capability is essential
for firms as it encourages employees and managers to challenge outmoded practices
across the organization and allows a firm to respond to changes in the market adequately
[13, 21].

The extant literature distinguishes between dynamic capabilities and improvisational
ones [14]. Hence, improvisational capabilities denote repetitively engaging in improvi-
sational actionswithout formal planning by building innovative products and solutions to
enhance operational and competitive benefits [3, 22]. Improvisational capabilities oper-
ate as a “third hand,” according to Pavlou and El Sawy [14], next to ‘planned’ dynamic
and operational (zero-order) capabilities—that drive the present business operations—as
a driver of change, adaption, and innovation during tumultuous times [23].
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2.2 Hypotheses Development

We adopt a complementarity and ambidexterity perspective, claiming that the simultane-
ous execution of two seemingly opposing capabilities, i.e., improvisational and dynamic
capabilities, complement each other to collectively achieve business model innovation
during crises. This idea resonates well with Mintzberg’s ‘intended’ versus ‘emerging’
strategy [24].

Consistentwith prior research on innovativeness that shows that dynamic capabilities
drive the use the new technological innovations and enable business process innovations
[25–28], we now argue that management system adaptability, as a dynamic capability,
drives the firm’s business model innovation. It does so by actively reducing inefficient
coordination and control mechanisms across the organization and encouraging commu-
nication and information flow among the organization’s teams and employees [13, 21]. In
this regard, organizations that have managerial systems that are flexible and adaptive can
better challenge outmoded traditions and practices, respond faster to shifts in the market
and harness the organization-wide skills and competencies necessary to innovate [13,
21, 25]. Moreover, management systems adaptability is especially crucial during sudden
disruptions, like the COVID-19 pandemic, as firms must react and adapt to changing
customer demands and behaviors, seize business and technological opportunities and
embrace new service innovations [20, 25, 26, 29].

Based on the above, we define the following:

Hypothesis 1 (H1):Management systems adaptability positively impacts business
model innovation during COVID-19.

The nature of improvisational capabilities is different from dynamic capabilities.
First, they are ‘emergent’ and enable firms to take action spontaneously rather than based
on rigorous planning. Pavlou and El Sawy [14] summarize this well as they argue that
these capabilities help firms to “….spontaneously reconfigure existing resources to build
new operational capabilities to address urgent, unpredictable, and novel environmental
situations.” Second, under conditions of high uncertainty where there is no time for
organizational resource planning, these capabilities are crucial as they offer firms the
reflexive instincts and needed improvisational activities to adapt and respond to the
problems using the resources available [22, 30, 31]. Hence, improvisational capabilities
provide firms with the necessary skillset to adapt the firm’s products, propositions and
services, delivery channels, and technological platforms and support the way customer
transactions are done [3, 4, 14, 22].

Management systems adaptability and improvisational capabilities collectively allow
organizations to foresee trends, developments clearly, and market disruption, deeply
understand market dynamics, and adjust accordingly. Furthermore, they enable firms to
use combinations of resources (people, processes, technology) for new business oper-
ations, allowing firms to quickly respond to market and business changes and drive
business model innovation [3, 13, 14, 21]. Synthesizing from the above, we define the
following hypothesis:

Hypothesis 2 (H2): Improvisational capabilities positively impact business model
innovation during COVID-19.
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Deducting from our theoretical framework, we argue that business model innova-
tion is a crucial antecedent to achieving high levels of organizational performance. For
example, business model innovation is a key enabler for organizations to efficiently
deliver excellent services, offerings, and value to their customers through new digital
technologies and online channels [5, 6]. In addition, especially during times of high
uncertainty, customers want mobility in product and service delivery and a seamless
service experience that ultimately results in high customer satisfaction [32, 33].

Business model innovation allows firms to address down-turn events like COVID-19
by changing their core propositions to customers and the firm’s underlying operating
model [3, 34]. Also, business model innovation drives an organization’s growth ambi-
tions (e.g., high profitability, increased market share) by transforming the organization’s
(go-to) markets and segments and the way the business operations can be scaled and
deliver high-quality personalized services [4, 6, 35, 36]. The organization can accelerate
new revenue streams through business model innovation so that opportunities can be
capitalized cost-effectively [29–32, 37, 38].

In addition, research has shown that business model innovation will substantially
impact the firm’s competitiveness and value-creation processes for the organization [8,
39]. Finally, we define:

Hypothesis 3 (H3): Business model innovation positively impacts organizational
performance during COVID-19.

3 Methods and Composite-Based Analyses

We used an online survey anonymously and conveniently distributed it among SMEs in
Ghana through our professional and educational network. In addition, we targeted senior
business practitioners, like chief executive officers, chief information officers, chief
digital officers, and IT managers. The data collection process was performed between
8th April and 20th May 2020. After removing incomplete and inadequate responses, our
sample size was 105 SMEs.

We adopted previously empirically validatedmeasures for all constructs of the frame-
work. We adopted four items from [3] to measure the firm’s capability to engage in
improvisational actions without formal planning, i.e., improvisational capabilities, and
three items from [12, 13] to measure the firm’s management system adaptability.

In addition,weusednine indicators from [3, 9] tomeasure businessmodel innovation.
Finally, we adopted five measures from [23, 40] to measure organizational performance
during COVID-19 and evaluate performance from a broad and balanced perspective. All
measures are included in the Appendix.

We used structural equation modeling (SEM) as the preferred analysis method to test
the hypotheses. Specifically, we use composite-based SEM, a variance-based approach
that uses weighted linear combinations of measurable items as proxies for underlying
theoretical conceptualizations [41]. This approach to SEM handles both emergent vari-
ables (composite-formative measurements) and latent variables (reflective measurement
and common factor model) [42]. Therefore, it is considered a full estimator to SEM used
in various types of research, including exploratory research and relationship assessment
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between different proxies, confirmatory research, and predictive research [43]. Further-
more, composite-based SEM works well with relatively small sample sizes, as in our
work, has less strict requirements concerning multivariate normality, and offers model
specification and requirement flexibility [44, 45]. Finally, composite-based SEM allows
scholars to extend existing theory by examining the model’s ability to predict instead of
establishing model fit only, as in covariance-based SEM [45, 46].

We use ADANCO 2.3 as the analysis tool [41], and all constructs are operational-
ized as latent variables, thus representing (reflective) common factor models. Moreover,
compared to other composite-based tools like SmartPLS or WarpPLS, ADANCO offers
the possibility to assess the overall goodness of fit [42, 47].

4 Empirical Results and Interpretation

Before we tested the core hypotheses of this work, we assessed the model fit. Table
1 outlines the key results of this assessment. Using ADANCO, model fit is assessed
through three related metrics [42]. The first one is SRMR (Standardized root mean
squared residual). This metric describes how the empirical correlation matrix differs
from a model-implied correlation matrix. In addition, the software provides bootstrap-
based outcomes for HI95 and HI99 percentiles. So, if the SRMS goes beyond these two
values, it is improbable that the model is true. The other two metrics, dULS (unweighted
least squares discrepancy) and dG (geodesic discrepancy), are othermetrics to unfold the
extent to which the empirical correlation matrix differs from the model-implied variant.

As can be seen from the Table beneath, all obtained values are below HI99-values,
suggesting an appropriate model fit. The hypotheses can now be tested.

Table 1. Goodness of fit assessment

Goodness of model fit (saturated model)

Value HI95 HI99 Conclusion

SRMR 0.0688 0.0631 0.0690 Supported

dULS 1.0946 0.9196 1.1007 Supported

dG 0.8037 0.8573 0.9965 Supported

Figure 1 shows the outcomes of the structural model assessment using ADANCO.
This Figure includes the software’s obtained beta coefficients (i.e., estimates from the
regression analyses), t-values (i.e., the coefficient divided by the associated standard
error and also showing the importance of the construct in the model), and coefficient
of determination (R2), that shows the amount of variation in the respective outcomes
(dependent variables).

As the Figure shows, all hypotheses can be accepted as the beta coefficients were
significant. We also controlled these outcomes by including “size” and “industry” in the
model. These variables had no significant impact on the outcomes (size: β = -0.004 t =
0.353, p = 0.93) and “industry” (β = − 0.056, t = 0.204, p = 0.58).
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Fig. 1. Results of the structural models.

5 Discussion

It goeswithout saying that under tumultuous times, firmsmust reframe how they position
their offerings in the marketplace and how they interact with customers. This work tried
to unfold whether or not two strategic capabilities collectively drive the firm’s business
model innovation that serves as the foundation for achieving high levels of organiza-
tional performance under COVID-19. Outcomes of this work using a composite-based
approach showcased that both improvisational capabilities and management systems
adaptability are critical drivers of business model innovation. We also showed that busi-
ness model innovation positively influences organizational performance under COVID-
19. These outcomes have several theoretical and practical implications, which will be
discussed next.

Building upon the foundations of the DCV, we argued that two strategic capabilities
could profoundly impact organizational success. This study proposed that planned (man-
agement systems adaptability) and improvisational capabilities positively impact busi-
ness model innovation. We found evidence for the study’s main proposition and thereby
extendedwork by [14] by showing the collective impact that planned and improvisational
capabilities can have on business model innovation. However, based on this work’s out-
comes, it is evident that improvisational capabilities have a more substantial impact than
management systems adaptability. It could be that the planned dynamic capabilities’
effect is weaker under highly tumultuous conditions like the current COVID-19 pan-
demic, whereas the effect of improvisational capabilities is more substantial, as argued
by Pavlou and Sawy [14]. With these outcomes, we also adhere to the call by Teece
[4] that scholars should investigate the contributions of dynamic capabilities to business
model innovation.

We also add the body of knowledge on innovation and managing down-turn events
[4, 6, 10, 21]. Specifically, this work now shows how business model innovation driven
by strategic capabilities can drive high levels of organizational performance during a
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global pandemic like COVID-10. Hence, we stress that organizations capable of orches-
trating their organizational resources and addressing downturn events by making spe-
cific changes to their core value proposition will successfully achieve business model
innovation and high levels of organizational performance.

Next to theoretical contributions, we also outline some implications of this work for
practice. Hence, we argue that organizations that excel in their businessmodel innovation
should embrace a strategic approach using an integrative process of project management
and dynamic resource allocation; and an organizational model that establishes the right
capabilities, metrics, incentives, decision rights, and responsibilities.

Also, decision-makers should develop dynamic capabilities to proactively identify,
manage, and evaluate a wide range of new businesses, projects, opportunities, and risks.

Moreover, these capabilities enable the organization to challenge the status quo and
leave outmoded traditions and practices. Also, firms should actively engage in improvi-
sational activities and allow a firm to respond quickly to changes in the market. Hence,
businessmodel innovation and its subsequent impact on performancemust start with and
be guided by a clear set of choices that connect to the overall firm and even department
and business unit strategies.

This study has several limitations that future work could address. First, we currently
only collected data fromGhana, possibly inhibiting the generalization of these outcomes
to developed countries, even though we expect that the outcomes will be generalizable
to other emerging countries. Second, the theoretical model only included dynamic and
improvisational capabilities as an antecedent of business model innovation.

Apart from the discriminant validity tests, showing the distinctiveness of each con-
struct, Pavlou and El Sawy [14] argue that planned and dynamic capabilities can have
different relationships with their antecedents (e.g., IT system support or flexibility), their
outcomes (consequences), and possible moderating constructs like the technological or
market turbulence. Future work could investigate these particular relationships.

Third, we only focused on a particular dimension of adaptive capability: the manage-
ment system adaptability [13]. The DCV embraces various capabilities, including sense
and respond capabilities, knowledge processes, digital dynamic capability, and strategic
flexibility [13, 20, 21, 48–51]. Thus, future work can also unravel the contributions of
organizational capabilities to business model innovation.

Appendix A: Measurement items

Improvisational Capabilities
(7-point Likert Scale, 1 = Strongly disagree, 7 = Strongly agree)

To what extent do you agree with the following statements?

IMP1: We apply combinations of business and IT resources at hand to pursue new
strategic initiatives such as entering a new market
IMP2: We apply combinations of resources at hand for new business operations
IMP3: We apply combinations of resources at hand for expansion
IMP4: We apply combinations of resources at hand to create new products or services
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Management System Adaptability
(7-point Likert Scale, 1 = Strongly disagree, 7 = Strongly agree)
To what extent do you agree with the following statements?

MSA1:The management systems in this organization encourage people to challenge
outmoded traditions/practices/sacred cows
MSA2: The management systems in this organization are flexible enough to allow us to
respond quickly to the current changes in our markets
MSA3: Themanagement systems in this organization evolve rapidly in response to shifts
in our business priorities

Business Model Innovation
(7-point Likert Scale„ 1 = Strongly disagree, 7 = Strongly agree.
Please indicate your firm’s capabilities relative to competition for each of the following:

BMI1: Our business model offers new combinations of products, services, and
information
BMI2: Our business model attracts a lot of new customers
BMI3: Our business model attracts a lot of new suppliers and partners
BMI4: Our business model bonds participants together in novel ways
BMI5: Our business model links participants to transactions in novel ways
BMI6: We frequently introduce new ideas and innovations into our business model
BMI7: We frequently introduce new operational processes, routines, and norms into our
business model
BMI8: We are pioneers of the business model
BMI9: Overall, our business model is novel

Organizational Performance During COVID-19
(7-point Likert Scale„ 1 = Strongly disagree, 7 = Strongly agree)
For the past few weeks, our company, relatively to our main competitors in the same
industry (for non-competing governmental agencies, you could also read competitors
as ‘other ministries or departments’), has been able to maintain or increase:

OP1:Customer satisfaction
OP2: Business brand and image
OP3: Customer loyalty
OP4: Market share
OP5: Profitability
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Abstract. TheCovid-19 pandemic has accelerated business use of digital technol-
ogy with ephemeral functionality. However, ephemerality as a concept is not well
defined in the information systems (IS) literature, making application and opera-
tionalization challenging. We conduct an interdisciplinary review of the temporal
and material qualities of the ephemeral. We then conduct a standalone review of
ephemerality in IS. Based upon our reviews, we propose a definition for ephemeral
and develop a framework of ephemeral characteristics. We outline incongruence
between this framework and IS conceptualization of ephemerality.

Keywords: Ephemeral · Information Systems · Conceptualization

1 Introduction

History shows that pandemics can catalyze extraordinary socioeconomic, cultural, and
political change (Griffin and Denholm 2020). In the Covid-19 context, one such change
seems to be the accelerated adoption of digital technology (Carroll and Conboy 2020;
Dwivedi et al. 2020). Specific to this article, the pandemic is accelerating business use
of digital technology with ephemeral functionality (Goldberg and Prive 2022). Confer-
encing app Zoom, with 10 million pre-pandemic ‘daily participants’ in December 2019,
reported 300 million daily participants by May 2020 (theverge.com). ‘Ephemeral’ is
dictionary defined as ‘lasting or used for a very short time’ (Oxford English Dictionary
2004). The nature of, and global response to, Covid-19 has highlighted the ephemer-
ality of, for instance, sociopolitical, organizational, and strategic knowledge, of digital
information and its circulation, and of popular culture, media, and market trends. In
the information systems (IS) context, while computerized information is traditionally
characterized more by durability than ephemerality (Kallinikos 2009), ephemerality is
now emerging as an intentional design choice (Xu et al. 2018) in areas like privacy (He
et al. 2021), blockchain (Carvalho et al. 2020), and social media (Morlok et al. 2018).

The problem is that the concept of ephemerality is not well defined in the literature.
The word ‘ephemeral’ is routinely applied in IS with little qualification (e.g.: ephemeral
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online communities (Quintarelli et al. 2019), ephemeral blockchain concepts (Carvalho
et al. 2020), and ephemeral design knowledge (vom Brocke et al. 2021). Yoo’s (2010)
impactful and insightful experimental computing paper notes ephemerality as one of
three characteristics of digital but does not delineate what ephemeral means. In such
cases, IS researchers are informed only by the dictionary definition for ephemeral and
the context of the individual study (DDC). If digital is the future of IS (Burton-Jones
et al. 2021) and ephemerality partially characterizes digital, we believe that a broader
and deeper understanding of ephemerality will benefit all IS stakeholders.

Broader and deeper conceptualisation of the ephemeral can augment theorization of
digital. As Taylor (2007, p. 4/5) puts it, ‘digital technologies… further ask us to reformu-
late our understanding of… the ephemeral.’ The challenge for IS researchers, therefore,
is to determine not only how digital is ephemeral, but also how digital is reformulating
the ephemeral. IS researchers are well positioned to provide new theoretical perspec-
tives on, for example, the ephemerality of digital transformation boundaries (Sandberg
et al. 2020), of information and knowledge (Salovaara and Tuunainen 2015; Alavi and
Leidner 2002), and of organizations (Prester et al. 2019), as well as the ephemeral nature
of the sociomaterial and processual (Orlikowski and Scott 2008; Mousavi Baygi et al.
2021). Enhanced understanding can also contribute to disentangling the ephemeral from
associated (and similarly elusive) digital-related concepts such as social acceleration
(Fichman et al. 2014) and fluidity (Malhotra and Majchrzak 2021).

On the other hand, lack of conceptual depth stymies development of normative prin-
ciples around ephemerality, raising potentiality for ephemerality-related risk (McPeak
2017; Shein 2013). Ephemerality highlights, for example, regulatory and corporate com-
pliance concerns around the technical preservation of knowledge (Kelly and Baron
2021). Ephemerality-based social media1 are already implicated in US election inter-
ference (Mueller 2016). Uber has directed employees to no longer use such platforms
for Uber-related business. And JPMorgan have been fined $200 m for failing to archive
employee business communication via third-party apps. While ephemeral functionality
can help address concerns around storage constraints, data persistence, and ‘authentic’
digital communication (Giallorenzo et al. 2019), we will not adequately regulate for the
consequences of digital ephemerality without better understanding what ephemerality
implies. Enhanced understanding may also help disentangle the ephemeral from issues
like privacy, anonymity, and trust (Welsh 2020; Schlesinger et al. 2017).

However, despite noteworthy IS reference to the ephemeral, to the best of our knowl-
edge no extant IS research delineates the concept in depth. Ephemerality is receiving
attention in other fields. In the humanities and social sciences, the ephemeral informs
interpretations of modernity and postmodernity (e.g.: Simmel 1900; Harvey 1989;
Castells 1996; Bauman 2000; Rosa 2019). There is a rich lineage of ephemerality as
a concept in the performance arts (Reason 2006) and in media studies (Grainge 2011).
Philosophers (e.g.: Bergson 1911, 1946; Buci-Glucksmann 2014; Grosz 2013), artists
(e.g.: Purpura 2009), and urban planners (e.g.: Crane 2015; Vera and Mehrotra 2015)

1 Examples of ‘ephemerality-based platforms’ (Morlok et al. 2018) include Snapchat, Telegram,
Wickr, Clubhouse, and Confide. Other apps are also adding ephemeral functions to their plat-
forms, such as Facebook and Instagram Vanish Mode, TikTok Stories, WhatsApp View Once,
and Twitter Spaces. Web-tools like TweetDelete enable automatic deletion of tweets.
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have been inspired by the ephemeral. Ephemerality is also a feature of studies in phi-
losophy of science (Glennan 2010), organization studies (e.g.: Bakker et al. 2016; Elk-
jaer 2017; Sydow 2017), computer science (e.g.: Schlesinger et al. 2017), consumer
research (Bardhi and Eckhardt 2017), cyberpsychology (Utz et al. 2015), marketing
(e.g.: Belanche et al. 2019), and communication (Bayer et al. 2015; Kaun and Stiernstedt
2004). The contexts of digitalization are common to most recent studies.

Digital technology is supporting the response to the Covid-19 pandemic (Doyle
and Conboy 2020). Whether changes forced by this crisis endure or are themselves
ephemeral remains to be seen (Bentata 2019). Ephemeral communication may prevail
in business settings (Goldberg and Prive 2022), just as ‘ephemeral ICU beds’ may be
standardized in health settings (Lefrant et al. 2021). The pandemic has also brought into
focus the ephemeral nature of digital technologies.We suggest that the IS perspective on
ephemerality should be widely and uniquely informative, not least because ephemerality
is seen to challenge both social and technical norms (Haber 2019;McRoberts et al. 2017).
The aim of this research, therefore, is to contribute toward overcoming the issues and
realizing the benefits outlined above by providing a rich definition and conceptualization
of the ephemeral based upon an interdisciplinary literature review of the term.

The remainder of this article is structured as follows: in Sect. 2, we discuss the
theoretical background relevant to the review; in Sect. 3, we outline our methodological
approach; in Sect. 4, we present our interdisciplinary review of the ephemeral; in Sect. 5,
we present a standalone review of the ephemeral in IS; in Sect. 6, we propose a definition
for ephemeral and develop a framework of ephemeral characteristics; in Sect. 7, we
outline incongruence between this framework and IS conceptualization.

2 Theoretical Background

As per Merriam-Webster (2022), the etymological roots of ‘ephemeral’ are in the Greek
word ephēmeros from the stems epi- (meaning ‘on’ or ‘in’) and hēmera (meaning ‘day’),
yielding the adjective ephemeron (meaning ‘lasting (only) a day’). It is not until the
1800s, however, that an increase is noted in the use of the adjectival form ephemeral
through its ‘application to transitory objects and abstract ideas’ (Young 2003).

‘Ephemeral’ thus emerges in the nineteenth century as a ‘signifier’ of modernity
(Marcus and Saka 2006). Baudelaire (1964), characterizing modernity (in part) as ‘the
ephemeral, the fugitive, the contingent,’ worries about ‘a riot of [ephemeral] details’.
As such, the task is to ‘distill the eternal from the transitory’ (ibid.), which sets an
antagonistic and dualistic template of sorts, particularly in Western thinking, for the
modernist relationship with ephemerality. In modernity, the ephemeral is ‘that which
is resistant to meaning’ (Doane 2002, p. 11). For Marx, Dostoevsky, and Goethe, the
ephemeral must be ‘confronted’ and, as is possible, ‘dealt with’ (Harvey 1989). This
negative, acutely modernist sense of the ephemeral is borne not only of its problematic
‘representability’ (Doane 2002, p. 11), of our inability to fix and quantify ephemeral
value, but also of an emergent sense of the implications of ephemerality for stable
societal structures, processes, and relations. In ephemeral digital contexts, for example,
where the ephemeral has ‘commonly [been] seen more as a problem than as a solution’
(Cotta et al. 2015), ‘fixing’ the ephemeral remains the predominant objective.
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The ephemeral is perhaps most directly confronted in postmodern thinking. Given
its basis in a “weak’ ontology of becoming’ (Chia 1995), postmodernism ‘wallows’ in
‘total acceptance of… ephemerality’ (Harvey 1989, p. 27). By challenging the logic
of language and organizing, the postmodernist aims to more adequately express ‘the
ephemeral aspects of process’ (Chia 1995). It is not surprising then that the ephemeral
receives particular attention in research traditions that, firstly, are significantly defined
by their relation to the transitory and, secondly, wrestle with postmodern perspectives.
For example, Artieri and colleagues (2021) note that ephemerality is a core focus in
performance studies (e.g.: Phelan 1993) and in media studies (e.g.: Grainge 2011). On
one level, the primary research challenge of the ephemeral is to ‘write time’ (Reason
2006). However, time is not the only concern when considering ephemerality.

Across the literature, two dimensions of the ephemeral reflect dictionary defini-
tions: the temporal and the material. The temporal refers, as per standard definition
(ephemeral), to experiences or perceptions of short duration: the perception of a rain-
bow, the experience of verbal interaction, the brief timeline of an ephemeral digital text.
The material refers, as per standard definition (ephemera), to objects or things of time-
limited and insubstantial value: train tickets, event programs, the content of an ephemeral
digital text. As will be developed in Sects. 4, 5, 6, and 7, however, the ephemeral is not
merely time-bound, singular, and insubstantial: the unstable ephemeral is also repetitive,
recombinatory, and durable, with agency and meaning distributed in time.

3 Methodological Approach

Motivated by an interdisciplinary IS review (Smith et al. 2012) of another ‘hard-to-fix’
concept (privacy), we follow the three-stage, concept-centric review approach proposed
by Webster and Watson (2002). First, we performed a broad search spanning the infor-
mation systems, social sciences, philosophy, humanities, marketing, management, and
organization theory literatures. Secondly,working backward to broaden the scope (ibid.),
we reviewed citations for articles identified in step one, identifying literature of potential
interest in other disciplines, including performance and media studies. Finally, we used
Web of Science to work forward (ibid.), identifying further candidate articles citing the
key articles previously identified. 156 articles and 18 books were selected.

4 Interdisciplinary Review of the Ephemeral

Sub-Sects. 4.1 through 4.4 present our interdisciplinary review of the ephemeral.

4.1 Short-Lived: Speed, Compression, Limitation

Ephemeral timespans range from split seconds, through minutes, weeks, and months,
to years (Doring et al. 2013; Datry et al. 2017; Vidal-Abarca et al. 2020). Nevertheless,
in any specific context, the ephemeral always seems relatively short-lived (Schneider
and Foot 2004), always conveys ‘connotations of brevity and evanescence’ (Grainge
2011, p. 3). For example, ephemeral products (such as hygiene products (López-Forniés



438 R. Doyle et al.

and Sierra-Pérez 2021) or digital products, like Snapchat (Villaespesa and Wowkowych
2020) are ‘short-term oriented’ (Janssen et al. 2014). Ephemeral ‘briefness’, however,
is not only defined in terms of duration. The short-lived quality of the ephemeral is also
shaped by interrelated forms of speed, compression, and limitation.

Firstly, social theorists describe ephemeral in terms of an accelerating pace of change
(e.g.: Bauman 2000; Urry 2000; Rosa 2013). Ephemeral speed is evident in turnover of
technologies, products, labor processes, ideas, and images (Urry 1995, p. 177); the
‘high-speed temporality’ of social media (Arda 2021); speed of access to consumption
(Bardhi and Eckhardt 2017), and ephemeral organizations ‘quickly convert[ing] decision
into action’ (Lanzara 1983). However, for Chun (2008) we must ‘think beyond speed’
because ‘flow and segmentation do not quite encompass digital media’s ephemerality.’

Secondly, the ephemeral compresses perceptual boundaries of value to timeframes
localised to the present. This compressed relationship of the ephemeral and the present
time reinforces its short-lived nature. That the ephemeral ‘inhabits the present’ (Chun
2016, p. 160) and is perceivable in the ‘here and now’ is ‘essential for [its] effective-
ness’ (Grudin 2001, citing Toda 1999). Social theory abstractions like ‘time-space com-
pression’ (Harvey 1989), ‘timeless time’ (Castells 1996), ‘instantaneous time’ (Urry
2000), and ‘liquid modernity’ (Bauman 2000), theorize this ephemeral quality. Liquid
modernity, for example, describes change so short-lived, quickly changing, and present-
oriented that effective stabilization of societal structures is no longer feasible. Eckhardt
and Bardhi (2020), drawing from Bauman to develop a framework of ‘liquid consump-
tion’ around three constructs (one being ephemerality (Bardhi and Eckhardt 2017), note
that the ephemeral refers to ‘the expiration date of value increasingly shortening’.

Thirdly, the short-lived ephemeral is limited. ‘Anchored in the present’ (He and
Kivetz 2016), ephemeral time is ‘fundamentally perishable’ (Reason 2006) and the
ephemeral moment materially ‘constrained’ (Bayer et al. 2015). Ephemeral live perfor-
mance is an example (Barba 1992). Dance, for instance, is said to exist at a ‘perpetual
vanishing point’ (Siegel 1972). Phelan (1993) and Auslander (1999) note ephemeral
live performance is based upon disappearance; ephemeral organizations ‘are there to
disappear’ (Lanzara 1983); for Grainge (2011), the ephemerality of web content means
that ‘digital materials are always under threat of disappearing’; and digital texts can be
materially and temporally restricted to a specific number of views or a pre-determined
span of viewing time (Chen and Cheung 2019; Vazquez-Herrero et al. 2019).

In sum, the short-lived (durational) quality of the ephemeral is characterized by speed
(of change), compression (of space, time, agency, experience, value, and/or relevance),
and limitation (of space, time, agency, experience, value, and/or relevance).

4.2 Repetitive: Anticipated, Varied

Ephemeral time is a time ‘of repetitions and variations’ (Buci-Glucksmann 2012). Per-
formance scholars illuminate ephemeral repetition through the logic that ‘ephemerality
[is] repeated each night of a repeated live performance’ (Reason 2006). TV programs are
‘ephemeral in the sense of being both fleeting and repeated’, with the most repeated pro-
grams particularly ephemeral (Uricchio 2011, p. 28–31). The ephemeral is also cyclically
repetitive. Brassley (1998) notes ephemeral cycles in the study of landscapes, ranging
from twice-daily (i.e.: tide movement) to progression of the seasons. And for Vera and



The Ephemeral and Information Systems Research 439

Mehrotra (2015), the cyclically celebrated event in the ephemeral city of Kumbh Mela
expresses ‘a range of ephemeral configurations.’ In such places – and others, like human-
itarian camps, work settlements, and music festivals – the life cycle of the ephemeral
object (be it city, camp, settlement, or festival environment) – aligns with the duration
of the activity so that objective start and end times are predictable.

Ephemeral repetition, therefore, not only infers orientation to the ephemeral ‘past’
but also anticipation of the ephemeral ‘future’. Anticipation can range from the relative
certainty of ‘anticipated ephemera’ (Brassley 1998) to the uncertainty of the ephemeral
as ‘a space of projective anticipation’ (Crane 2015). For example, ‘anticipation of the
future embodied actions and activities’, or how ephemerality might be repeated, is an
important feature in ephemeral work settings (Hindmarsh and Pilnick 2007). Drawing
from Lefebvre (2003), Crane (2015) describes the ephemeral urban space as one of
‘projective anticipation’, where ‘groups take control of spaces for expressive actions
and constructions, which are soon destroyed’ (Lefebvre 2003, p. 130). Covid-19 virus-
testing and vaccination clinics are illustrative instantiations of ephemeral urban space.
The ephemerality of such spaces is characterized not only by being short-lived but also
by the anticipation that the ephemeral will be repeated in the space.

Ephemeral repetition is evident in the habituation of ephemeral actions. Consider the
ephemerality of a mouse-click or the ease with which the ephemeral is enacted through
taps and swipes on mobile platforms. In this sense, following Bergson and Deleuze,
repetition through habit enables forms of stability ‘in a universe in which nothing truly
repeats’ (Grosz 2013). For Deleuze (1994), to repeat ‘is to behave in a certain manner,
but in relation to something unique or singular.’ Referencing festivals, Deleuze notes
repetitions ‘do not add a second and a third time to the first, but carry the first time to
the ‘nth’ power.’ Hindmarsh and Pilnick (2007) reflect this understanding in their study
of ephemeral workteams in surgical settings, where actors ‘(re)produce the routine or
normative character of activities for the first time again.’ In repetition, the ephemeral
orients to the past to stabilize the present in a variation of that past, and, simultaneously,
anticipates the future in repeated and varied forms of the ephemeral present.

For Phelan (1993), repetition marks the repeated as ‘different’. Ephemerality repeats
in ephemeral ways: there is always some variation in repetition of the ephemeral.

4.3 Recombinatory: Multiple Possibilities

The ephemeral is recombinatory. Recombination repurposes the ‘old’ ephemeral arti-
fact, action, space, or experience in a ‘new’ ephemeral present. The ephemeral city is
dismantled, its material components ‘recycled or repurposed’ (Vera andMehrotra 2015).
Or ‘old’ ephemeral media texts are recombined in ‘new’ ephemeral sequences and con-
texts (Urricchio 2011, p. 28). Digital technology intensifies the capacity for ephemeral
recombination. For example, the ephemeral recombination of prodigious volumes of
diverse and ephemeral digital texts (Grainge 2011, p. 3; Chun 2008) is endemic in the
copying, cutting, pasting, splicing, and (re)circulation of ephemeral digital texts.

Wedistinguish the ephemerally repetitive from the ephemerally recombinatory in two
interrelated ways. Firstly, where themeaning or knowledge gained from the ephemerally
repetitive is sufficiently similar to the past or ‘first’ ephemeral, themeaning or knowledge
gained from the ephemerally recombined is sufficiently different. The roof of a food stall
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in the ephemeral city is recombined as one wall of a dwelling in a work settlement. Or
the rerun of a television series recombines the ephemeral meaning of the artifact for both
returning and first-time viewers (Urricchio 2011, p. 28).

And secondly, where the ephemerally repetitive anticipates the future, the ephemer-
ally recombinatory opens up the future in multiple possibilities. Lefebvre (2003) defines
the urban ephemeral space as ‘multifunctional, polyvalent, transfunctional’ (Crane
2015). In the ephemeral city, there are ‘infinite possibilities for recombination’ (Vera and
Mehrotra 2015). In ephemeral organizations, the ‘possibilities for action and response
are multiplied’ (Lanzara 1983). In the examples cited, however, there remains a sense
of linearity and succession, which the ephemeral is also theorized to disrupt.

In its future orientation, recombination is more fragmented and disjointed than repe-
tition. For Castells (1996), ‘timeless time’ disorders succession and fosters simultaneity,
creating what he terms ‘structural ephemerality’ (Castells 2004, p. 57). For example,
remote and non-linear work-day models (Gibbs et al. 2021; Dong et al. 2002) disor-
der the traditional segregation and linear flow of the working day. In a similar vein,
media scholars note that as the digitized file can be recombined (Kompare 2002, p. 1),
it disorders the traditional, linear logic of broadcast flow (Williams 1974). In cultures
organized around systems of electronic media, the various forms of ‘ephemeral sym-
bolic communication’ (Castells 2000) become a productive constituent of ephemeral
‘timeless time’ (Castells 1996). Fundamental to these systems, through digitalization
and recurrent communication, is their recombinatory ability (Castells 2004, p. 12).

In sum, while the ephemeral is relatively short-lived, recombination of ephemeral
experience, space and/or artifact enables repurposing of the ephemeral from the
ephemeral in fragmented, disjointed ways that opens up the future in multiple
possibilities.

4.4 Unstable, Durable

The ephemeral is unstable. Ephemerality is associated with organizational instability
(Bechky 2006; van Marrewijk et al. 2016). Ephemeral computing environments are
unstable, ever-changing (Cotta et al. 2016) and ephemeral time is ‘unstable time, made
up of fragments’ (Guillaume and Huysmans 2018). In processual terms, ‘ephemeral
emergence’ (Sawyer 2005, p. 210–214) cannot be known in advance as it occurs within
‘episodic interactive encounters’ (Tsoukas 2016). In postmodern terms, the ephemeral
‘is interested in following traces, glimmers, and specks of things’ (Munoz 1996, p. 10).

Ephemeral instability underpins the modernist challenge of ‘fixing’ the ephemeral.
Archivists struggle to categorize, store, and define ephemera (Young 2003). The ‘stage
detritus’ concept highlights the ‘unstable’ state of live performance (Reason 2006, p. 54)
and the ephemeral is used to signify ‘moving image detritus’ (Grainge 2011, p. 2), such as
outdated TV sets (Hastie 2007). Finally, the ephemeral as a concept is somewhat passed
over in the processual literature, where reality is ephemerally unstable and stability must
be accounted for (Chia and Nayak 2017). The Bergsonian sense of duration applies in
processual thinking, where ‘temporariness’ is ‘centerstage’ (Bakker et al. 2016) and
‘the ephemeral and dynamic becomingness of human experience as a continuous flow
of creative action’ is the focus (Garud et al. 2015).
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However, the short-lived, unstable ephemeral is also durable. The ephemeral is
‘embodied or materialized in durable objects’ (López-Bertran 2019). And ephemeral
objects of value are ‘the durable material of cultural resilience and continuity’ (Lepani
2012, p. 75), with the short-lived limitation of such objects catalyzing their durability
(MacCarthy 2017). Digital technology intensifies ephemeral durability, complicating
‘any clear division between technology as either permanent or ephemeral’ (Evans 2011,
p. 157). Media scholars note that although the ‘configuration of space/time constructed
through online media’ is unstable and fragmented, the ephemeral fragments ‘are so
abundant as to be inexhaustible’ and ‘connect us into a network’ (Grainge 2011, p. 224).
In this network, the ephemeral is ‘made to endure’ (Chun 2008).

Durability attunes us to the anticipation and possibility in the ephemeral and dis-
tributes the ephemeral in time. The past of an ephemeral text (e.g.: a TV program) is
‘reactivated’ through ‘knowledge that has since been acquired’ (Uricchio 2011, p. 29/30)
or the ‘affective ephemera of likes and comments’ (Haber 2019) stimulate what has
objectively passed, regenerating fresh ephemeral agency, meaning, and durability.

Durability also guides us toward the idea that the ephemeral is not only short-lived but
‘eternal’ (e.g.: Castells’ ‘eternal ephemerality’ (2000, p. 497). In a landmark new media
paper, Chun (2008) suggests digital technology originates non-linear temporalities that
move ‘simultaneously towards the future and the past’, proliferating ‘enduring ephemer-
als’. The modernist tension inherent to the ephemeral no longer seems a dualism but a
duality: the ephemeral is fleeting and persistent (van Nimwegen and Bergman 2019), old
and new (Chun 2008), ‘open-ended and constrained’ (Tsoukas 2016), short-lived and
durable (Pimlott 2011; Gale 2009). We are given a sense of this perspective in Prado and
Sapsed’s (2016) study of ephemeral innovations in project-based organizations, where
‘permanence is only realized through activation in the temporary.’

Finally, Husserl emphasizes that no experience is ephemeral merely in the sense
of being short-lived or momentary (Moran 2011). Rather, lived experience and ‘the
objective moment constituted in it, may become “forgotten”; but for all this, it in no way
disappears without a trace… it has merely become latent’ (Husserl 1948/1973, p. 122).
Husserlian traces are afforded material and temporal durability in the digital network.
The short-lived, unstable ephemeral, in ephemeral ways, endures.

5 A Review of the Ephemeral in IS

Sub-Sects. 5.1 through 5.8 outline a review of the ephemeral in the IS literature. The
review is categorized into eight representative IS research contexts.

5.1 The Nature of IS/IT

Reviewed IS research recognize ephemerality as a characteristic of both the IS “core”,
nature, or identity (Lyytinen and King 2004; Lim et al. 2007) and the IS research focus
(Niederman et al. 1990; El Sawy 2003; Desouza et al. 2006). Dictionary definition and
study context (DDC) primarily inform adjectival application of the term.
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5.2 Digital/Digitalization

Ephemeral a characteristic of digitalmaterial (Yoo 2010;Kallinikos et al. 2010;Urquhart
and Vaast 2012; Lehmann and Recker 2019; Von Briel et al. 2018; Lyytinen 2021)
and experience of digital technology (Yoo 2010; Bødker 2014; 2017). DDC primarily
applies. Ephemeral associated with change (Von Briel et al. 2018;Mousavi Baygi 2021),
editability (Kallinikos et al. 2010; 2013), malleability (Yoo 2010; von Briel et al. 2018),
fluidity (Malhotra and Majchrzak 2021), and forgetting (Bannon 2006).

5.3 Information and Knowledge

Ephemerality a characteristic of knowledge (Salovaara and Tuunainen 2015; Vaast et al.
2006; Alavi and Leidner 2002), design knowledge (vom Brocke et al. 2021), and knowl-
edge in dynamic environments (Peterson et al. 2002). For Alavi and Leidner (2002),
‘some knowledge’ is ephemeral. For Salovaara and Tuunainen (2015), ephemerality of
knowledge refers to ‘temporal fluctuation in its relevance’. Here, the ephemerality of
knowledge is a temporal variable and is typically contrasted with stable or kernel knowl-
edge. DDC primarily applies. For Kallinikos (2009), all information is time-bound and
ephemeral. Here, data production intensifies information ephemerality.

5.4 Organisation

Ephemerality of organizations (Prester et al. 2019) identified in organisational politics
(Beath 1991), forms and structures (Lee 1993; Ahuja and Choudhury 1999; Truex et al.
2000; Carstensen 2004), and the boundaries distinguishing organization, ICTs, and envi-
ronment (Holmström and Truex 2003; Hovorka and Germonprez 2011; Mousavi Baygi
et al. 2021). DDC primarily applies. IS/IT is driving emergence of ephemeral organisa-
tional structures (Truex et al. 2000; Carstensen 2004) and forms (Ahuja and Choudhury
1999). Association with organizational fluidity (e.g.: Prester et al. 2019).

5.5 Online Groups, Communities, Teams

Ephemerality is a characteristic of online groups, communities, and teams (Sarker and
Sahay 2003; Bernstein et al. 2011; Butler et al. 2014; Fuller and Summers 2017;
Quintarelli et al. 2019). DDC typically applies. Ephemeral groups characterized in
opposition to ‘persistent’ groups (Quintarelli et al. 2019). Sarker and Sahay (2003)
adopt Castells’ (1996) perspective, characterizing virtual teams as both ‘eternal’ and
‘ephemeral’.
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5.6 Social Media

Ephemerality a characteristic of social media (Xu et al. 2018; Cavalcanti et al. 2017;
Morlok et al. 2017; 2018; Browne et al. 2017; Wakefield and Wakefield 2018; Sibona
et al. 2020). DDCprimarily applies. For example, a three-second Snapchat ‘snap’ ismore
ephemeral than a ten-second ‘snap’ (Morlok et al. 2018). Ephemerality characterized as
a technically controllable feature (Cavalcanti et al. 2017; Morlok et al. 2017; Wakefield
and Wakefield 2018) and refers to social media content not easily digitally saved or
stored, and/or only available for a limited time (Cavalcanti et al. 2017; Morlok et al.
2018). The ephemeral typically conceptualized in opposition to persistence or durability
(Xu et al. 2018; Marabelli et al. 2016; Morlok et al. 2017; Faik et al. 2020).

5.7 Blockchain Technology

Ephemerality a characteristic of specific technical functions (e.g.: redactable blockchain;
ephemeral ‘trapdoor keys’ and ‘wallets’) that may enhance blockchain privacy and secu-
rity (Courtois and Mercer 2017; Henry et al. 2018; Tedeschi et al. 2018; Ashritha et al.
2019; Huang et al. 2019). DDC exclusively applies.

5.8 Miscellaneous Contexts

Ephemeral identified as a characteristic of communication (Ljungberg and Sorensen
1998; Burke and Chidambaram 1999; Kakihara and Sorensen 2001; Kakar et al. 2012),
contemporary relationships (Smith and McKeen 2012; Orman 2015), after-hours work
(Chen andKarahanna 2018),moods and emotions (Zhang 2013), and of howengagement
with digital technology feels (Bødker and Jensen 2017). DDC primarily applies.

6 Defining and Characterizing Ephemerality

Based upon our reviews, we propose the following definition for ‘ephemeral’:
the ephemeral refers to unstable times, spaces, artifacts, and actors that are both

relatively short-lived and repetitive, recombinatory, and durable.
Below, we characterize the ephemeral through the four dimensions of Yoo’s (2010)

schematic for experiental computing: space, time, artifacts, and actors. We consider
the schematic appropriate for three reasons. Firstly, experiental computing is concerned
with ‘computing in everyday life experiences’ (ibid.). The ephemeral is fundamentally
concerned with that which is processed and encountered in the everyday (Guillaume
and Huysmans 2018). Secondly, experimental computing describes a spatiotemporal
context ‘that is temporary and unfolds over time’ (Yoo 2010). The material and temporal
ephemeral is both short-lived and distributed in time. Thirdly, we consider the schematic
an appropriately broad structure for conceptualizing the ephemeral in IS research.
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Table 1. Conceptual framework of ephemeral dimensions and characteristics

Ephemeral
dimensions

Ephemeral characteristics

Short-lived Repetitive Recombinatory Unstable, Durable

Time Speed: of change
Compression: of
and to the present
time Limitation: by
transience,
disappearance

Repetitive: recycling
past in repetition;
ephemera-lity increased
in repetition.
Anticipated: looks to
future repetition.
Varied: present is
stabilized in variation of
the past

Recombinatory: repurposing
of past in present; repurposed
present sufficiently different
to past; repurposed time
disordered. Multiple
possibilities: future is open,
uncertain

Unstable: emergent,
volatile, non-linear,
fragmented, fleeting
temporal traces. Durable:
duality of ephemeral time
as short-lived and
durable/ ‘eternal’

Space Speed: of spatial
transformation
Compression: of
space and the
present time
Limitation: of
spatial value, use,
and relevance

Repetitive: recycling of
space; ephemerality
increased in repetition.
Anticipated: ephemeral
will be repeated in the
space. Varied: present
space stabilized in
similar variation of past

Recombinatory: repurposing
of space that is sufficiently
different to past use or form
of the space. Multiple
possibilities: future
ephemerality of the space is
open, uncertain

Unstable: short-lived
spatial limitations.
Durable: ephemeral
materialized and
extend-ed in space
through repetition and/or
recombination; endurance
catalyzed by being
short-lived

Artifact Speed: of material
production,
circulation, and
consumption.
Compression: of
material value, use,
relevance.
Limitation: of
social and technical
functions

Repetitive: recycling of
artifact; ephemerality
increased in repetition.
Anticipated: ephemeral
will be repeated in
artifa-ct. Varied: artifact
stabilized in variation of
past

Recombinatory: repurposing
of artifact sufficiently
different to past use or form
of the artifact. Multiple
possibilities: future
ephemerality of the artifact is
open, uncertain

Unstable: short-lived
material limitations.
Durable: ephemeral
materialized and extended
through repetition and/or
recombination; endurance
catalyzed by being
short-lived

Actor Speed: of
perception,
experience, agency
Compression: of
perception,
experience, agency
to the present time
Limitation: of
perception,
experience, agency
to the present time

Repetitive: recycling of
agency, experience;
ephemerality increased
in repetition.
Anticipated: future
repetition of agency,
experience. Varied:
present agency,
experience stabilized in
variation of the past

Recombinatory: repurposing
perception, experience,
agency sufficiently different
to past perception,
experience, agency. Multiple
possibilities: future
ephemerality of perception,
experience, agency is open,
uncertain

Unstable: short-lived
limitations of perception,
experience, agency.
Durable: ephemeral
embodied, extended in
perception, experience,
agency through repetition
and/or recombination;
endurance catalyzed by
being short-lived

7 Ephemeral Characteristics: IS Congruence/Incongruence

Table 2 outlines congruence and incongruence between the ephemeral characterized in
Table 1 and in IS research (Sect. 5), briefly noting the consequences of incongruence.
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Table 2. Ephemeral characteristics: IS congruence/incongruence and consequences

Ephem. charac IS conceptual congruence Conceptual incongruence and
consequences (and/or
implications)

Short-lived (fast,
compressed, limited)

Short-lived DDC
conceptualization is
predominant; duration and
limitation emphasizeda; speed
noted (e.g.: Marton et al. 2013;
vom Brocke et al. 2020);
compression implicitly noted in
two reviewed studies (Sarker
and Sahay 2003; Jones et al.
2008)

DDC consequences: ephemeral
technically controllable (e.g.:
Morlok et al. 2018; Wakefield
and Wakefield 2018);
ephemerality an assumption
(Morlok 2017). DDC
implication: digital more
ephemeral than physical and/or
material (Yoo 2010; von Briel
et al. 2018)

Repetitive (anticipated,
varied)

Implicit reference only: short
innovation contexts with
‘determinate ephemeral life
cycles’ (Malhotra and
Majchrzak 2021); repeatability
and digital ephemera (Marabelli
et al. 2016); system retrieval of
ephemeral knowledge and
‘fluctuation of [knowledge]
relevance’ (Salovaara and
Tuunainen 2013; 2015)

No explicit reference to
ephemeral repetition.
Consequences: downgrading of
ephemeral value and/or
relevance; missed opportunity
for study of ephemeral (e.g.:
new ephemeral patterns;
describing the ephemeral past
and future); inaccurate theory
development and design;
increased risk

Recombinatory (multiple
possibilities)

Implicit reference only:
ephemeral links ‘formed,
broken, and reformed’ (Ahuja
and Choudhury 1999);
ephemeral disrup-ting
communication sequencing
(Rennecker and Godwin 2008);
data growth inc-reasing info.
ephemerality (Kallinikos
2009); digital editability
(Kallinikos et al. 2013)
congruent with recombination

No explicit reference to
ephemeral recombination.
Consequences: downgr-ading
ephemeral value and/or
relevan-ce; missed opportunity
for study of ep-hemeral (e.g.:
material, temporal eph-emeral
editability; identifying
ephemeral combinations);
inaccurate theory development,
design; increased risk

(continued)
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Table 2. (continued)

Ephem. charac IS conceptual congruence Conceptual incongruence and
consequences (and/or
implications)

Unstable DDC applies but explicit
association of ephemeral with
continual change and
environmental
contextualization, dyna-mism,
emergence, and liquidity (e.g.:
Truex et al. 2000; Peterson et al.
2002; Avital 2004; Carstensen
2004; Vaast et al. 2006;
Mousavi Baygi et al. 2021)

Consequences: DDC and
instability reinforce ‘negative’
ephemeral conceptualization
(e.g.: Alter 2003; 2012; Lim
et al. 2007; Kreps 2018) and the
IS/’technological’ aim to
‘capture’ the ephemeral (e.g.:
Urquhart and Vaast 2012; Ives
et al. 2016)

Durable Sociomaterial moving away
from dualistic accounts (e.g.:
collapsing division between
material and social (Hovorka
and Germonprez 2011) and
digital ephemera afforded
temporal depth (Marabelli et al.
2016) – but DDC still typically
applies (e.g.: Hedman et al.
2013; Hafermalz and Riemer
2015). Two reviewed studies
note ephemeral ‘eternality’
(Sarker and Sahay 2003; Jones
et al. 2008)

General incongruence.
Consequences: ephemeral set
against conceptual opp-ositeb;
durability is sidestepped (e.g.:
ephemeral as ‘perception’
(Rennecker et al. 2008; Morlok
et al. 2017), delineation of
ephemeral and ‘recalled’ (Oja
and Galliers 2011), and
ephemeral leaving ‘no
persistent trace’ (Ljungberg and
Sørensen 1998)); DDC
assumptions put research focus
on user characteristics and
experience at the expense of the
ephemeral concept

a E.G.: Alavi and Leidner 2002; Bannon 2006; Desouza 2006; Smith andMcKeen 2012;Wakefield
and Wakefield 2018; Xu et al. 2018; Sibona et al. 2020; Browne et al. 2017; Morlok et al. 2017;
2018; Urquhart and Vaast 2012; Carvalho et al. 2020; He et al. 2021
bE.G.: Kakihara and Sørensen 2001; Bernstein et al. 2011; Ives et al. 2016; Morlok et al. 2017;
Xu et al. 2018; Wakefield and Wakefield 2018; Quintarelli et al. 2019

8 Conclusion

In this article, we define and conceptualize the ephemeral as not only short-lived and
unstable but also repetitive, recombinatory and durable. In future studies, we hope to
further develop, refine, and test our definition and framework in IS contexts, such as
digitalization, social media, and knowledge and information management.
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Abstract. The customers use social media platforms to share their grievances
and unresolved concerns about a product or service. This behaviour was rampant
during the ongoing pandemic, COVID-19. The airline industry could not han-
dle the uncertainties and manage the customer distress. The extant research on
how airlines could address social media grievances needs further enrichment. The
present paper presents a model of low-cost carriers (LCCs) response to social
media customer complaints. It uses content analysis, followed by logistic regres-
sion for the model verification. Results highlighted that the type of complainer,
emotions, lockdown situation, complain text, and complain concerns can impact
the firm’s response. The paper contributes to understanding firms’ responses to
social media customer complaints.

Keywords: Low-cost carriers · COVID-19 · Customer complains · Social media

1 Introduction

Past research has attested that effective customer complaint management can impact
customer satisfaction and business performance. [1] has outlined, that organisations
have a substantial stake in understanding the harms a dissatisfied customer can cause to
the brand. A dissatisfied customer can impact the organisation’s brand image, leaving
the firm unsure of responding to public criticism, as its marketer’s number one fear [2].

The airline companies in India are currently bearing a heavy load of consumer com-
plaints on their shoulder regarding their negligent services, especially low-cost carriers
(LCC) are striving to survive the crisis [3]. [4] highlighted that the customer complaints
have increased to a rate of 11.75 per 100000 customers in 2022 from 1.06 in 2019. Most
of such grievances have been raised due to their debatable policy related to air travel and
flight cancellations due to COVID-19 [5]. According to the airlines, the major causes of
grievances are staffing, reservation agent and industry analysts [6].
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The basic premise of all the past studies is to address the complaints by the final
customers on the social media platforms and the actions that the LCC takes to resolve
the customer complaints. However, there is insufficient literature on how organisations
deal with customer complaints during a crisis, i.e., COVID-19. Based on this, the present
study aims to understand the complaint management strategies of LCC at the time of
the COVID crisis. The following research questions direct our study:

RQ1:Which factors determine a firm response to the customer social media complaints?
RQ2: How do these factors causes a firm response to the customer social media
complaints?

The following is the structure of the paper: Sect. 2 presents a literature review and
hypothesis development, tracked by research methodology in Sect. 3. Section 4 outlines
the study results, followed by a discussion and implications in Sect. 5. Lastly, Sect. 6
represents the conclusion of the study.

2 Literature Review and Hypothesis Development

Wefollowed a thorough approach in the literature review for the hypothesis development.
It also highlighted the services of the LCCs in India and the firm response to social media
customer complaints.

2.1 Low-Cost Carriers (LCCs) Services in India

The introduction of LCCs has changed the entire air travel perception. It is reshaping the
highly competitive airline industry. [7] presented in their reports that from 2013 to 2020,
the LCCs have captured 82% of the market. [8] introduced the market share of LCCs
in 2020, where Indigo has 48.2%, SpiceJet 15.6%, Go Air 10.8%, Air Asia India 6.7%
and Air India Express 0.1%. LCCs provide essential air travel services with no frills
and even at lower costs; on average, the fare is 40%−60% lower than the full-service
carriers’ fare [9]. However, with growing customer aspirations, their customer service
quality expectations also increase.

2.2 Types of Complainers

Past research has made a valuable contribution to the study of customer complaints.
[10] the type of complainers can broadly be divided into three categories. Firstly, early
squabbles, where the customer organisation relationship might be in danger, but the
customer has still committed its ties with the organisation. Secondly, the rock seems
imminent, where the customer has not decided to exit the organisation. Lastly, the exes
are the angry customers who actively terminate their relationship with the organisation.
The companies should implement varied strategies with the customers, i.e., eliminate,
develop, and retain while ensuring organisations’ long-term interest [11]. Therefore, the
organisation should terminate relationships with low-value customers to increase the
firm’s performance [12]. Thus, we hypothesised:
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H1a: Complaints posted by early squabbles are more likely to result in a firm response
than the exes.
H1b: Complaints posted by the rock are more likely to result in a firm response than the
exes.

2.3 Emotions of the Customers

The past studies have conceptualised the specific emotions involved in customer com-
plaining [13]. Emotion plays a significant role in how the complaint has made, and the
text used. The valence-based approach has distinguished it between positive and negative
emotions [14]. Positive emotion represents a hopeful customer, calmly explaining the
problems and looking for solutions. The negative emotions create a displeasing situation
considering the brand is not on their side. During the COVID times, users understood the
aviation industry’s crisis, thus maintaining a positive notion towards their complaints.
Therefore, we propose the following hypothesis:

H2: Positive emotions expressed in the customer complaint posts are more likely to
result in a firm response.

2.4 Type of Complain Text

The role of complaining text, which the complainers use on the social media platform to
air their grievances, can be broadly categorised into three categories. General, specific,
and higher-order text focus on the service provider’s help, with questions or requests
threatening the brand. In general, complaint texts highlight a customer’s broad concerns;
the customer is not specific, only requesting the service provider to help. Problems
are mentioned in specific text complaint texts, i.e., a request or a specific question.
The higher-order text highlights the customer’s intention to threaten the brand. Here
customers are determined to their problems’ solutions; the text can also include a direct
threat to the brand [15]. [16] outlined that an airline responds to only half of the thousands
of mentions that it receives online. Therefore, we propose the following hypothesis:

H3a: General complaint texts are more likely to result in a firm response than higher
order complaint texts.
H3b: Specific complain texts are more likely to result in a firm response than higher
order complaint texts.

2.5 Complain Concerns

Customers’ complaint posts highlight the post-consumption concerns. Past researchers
have highlighted a few concerns that are highlighted in customer complaints. It includes
financial concerns, technical concerns, and other concerns. Financial concerns high-
light the economic waste. Technical concerns highlight improper product functionality
or its defects. At the same time, other concerns include psychological, physical, and
social concerns. Psychological concerns include emotional suffering, physical concerns
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include health-related issues, and social concerns have when a dispute with an individ-
ual becomes more important than a product [17]. Therefore, we propose the following
hypothesis.

H4a: Financial concerns expressed in customer complaint posts are more likely to result
in a firm response.
H4b: Technical concerns expressed in customer complaint posts are more likely to result
in a firm response.
H4c: Other concerns expressed in customer complaint posts are more likely to result in
a firm response.

2.6 Complaints During Pandemic

COVID 19 lockdown around the globe has led to a challenging phase for the entire econ-
omy. Social media platforms of US-based airlines experienced a 965% surge in customer
complaints [18]. The airlines face losses and challenging times by cutting their work-
force by 90% [19] and asking the government to salvage the industry. Therefore, these
unforeseen circumstances have made the complaint handling process difficult during the
lockdown.

During the lockdown period, ambiguity about the cancellation, credit shell, and
government reimbursement guidelineswas not reshared by the airlines. Taking advantage
of the situation, the airlines were exploiting the passengers. A credit shell is provided to
the customers for their cancelled flights which the same passenger could utilise within
a year for the same journey. This caused disappointment amongst users about who
qualified for the refund. Due to COVID19, conventional channels were closed. This led
to customers bombarding the social media pages of the airlines. While during the unlock
phase, the apex court came to the rescue while asking the government and the airlines
to work on the modalities of the refund and credit shell [20]. Thus, we hypothesized:

H5: Customer complaints posted on social media during the unlocking phase are more
likely to result in a firm response than posted in the lockdown phase.

2.7 Firm Response

Dissatisfied customers negatively evaluate companies. To restore a positive brand image,
the organisations need to take proactive actions like an apology, compensation, or cor-
rective actions [21]. The firm response categories are action and no action. The action
involves a defensive response that highlights the firm response as putting organisational
interest first, including shifting the blame, attacking the accuser, or denying the respon-
sibility. The other actions could be accommodative, focusing on putting complainers’
concerns first, including compensations, corrective actions, or apology [21]. Also, no
action category has been included, where organisations maintain silence by separating
themselves from any adverse events [21]. However, the organisation’s silence is only
acceptable to the customers who have favourable feelings towards the brand. Thus, no
action strategy could be damaging to the organisation’s reputation.
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3 Research Methodology

To understand customer complaints and firm responses of LCCs, we conducted a quan-
titative content analysis. Researchers have highlighted that content analysis is a feasible
method to understand multiple aspects of the content and the new phenomenon [22].
Followed by logistic regression for statistical analysis.

3.1 Content Analysis

Researchers have widely used quantitative content analysis to make inferences about the
communication messages. The quantitative content analysis includes sampling texts,
selecting the relevant unit of research, and learning the conceptualisation [23]. It is
employed in this study as its helpful in understating the holistic qualities of the text.

Sampling
For the study, the customer complaints posted on the LCCs’ official Facebook pages are
the unit of analysis. There are 5 LCCs in India, i.e., Air India Express, Air Asia India,
Indigo, Go Air and SpiceJet. We considered English comments only.

Data collection and analysis were conducted from March 25 to June 10, 2020. The
Facebook pages of the airlineswere accessed on 12 June 2020, and the first 60 complaints
with some texts were extracted. [24] suggests that 60 is adequate for any quantitative
analysis using inferential statistics. In all, we used 300 complaints in the study. To locate
relevant posts, we accessed the official Facebook pages of popular LCCs in India.We did
a general screening of the comments on the post related to the pandemic. The specific
period (Table 1) consists of COVID-19 phases of lockdown imposed by the Govt of
India.

The period for data collection was chosen for the following reasons:

a) COVID19 restrictions in the country halted the airline’s operations. Only medical
evacuation flights, off-shore helicopters, cargo operations, or the flights with DGCA
approval were operational [25].

b) All international commercial passenger services were closed till 1830 h GMT off 3
May2020.However, the restriction did not apply to international all-cargo operations
and flights specifically approved by DGCA [26].

c) Airlines were refrained from booking tickets till 3 May 2020.
d) If a passenger has booked a ticket during the first lockdown period (25 March 20-14

April 20) and the airline has received the payment for booking of the air ticket during
the first lockdown for domestic or international air travel during the same time or
for the period of (15 April 20-3 May 20). Then airlines were supposed fully refund
the cancellation charges within three weeks of the requested cancellation [27].

Coding Procedure
Two researchers manually coded the content based on prior coding [28] and the defined
categories before the analysis. For the study, we created an excel sheet using the follow-
ing column headings: text of customer complaints, lockdown/Unlock, type of the text,
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Table 1. Lockdown phases and government guidelines

Fig. 1. Research model

emotions, complaint concerns, type of the complainer and firm response. Followed by
logistic regression.

As categorical independent variables can’t be directly entered in regression analysis,
we introduced dummy variables and coded [29]. Dummy variables are quantitative vari-
ables that are dichotomous—typically representing 1 for the presence of a qualitative
attribute and 0 means absence. The response of the airlines is treated as a dependent
variable.

The firm response was coded as action = 1 and no action = 0. For instance, for a
complaint, the response was, “Please share your PNR so wemay check.” It was coded as
1. The emotions were coded as Positive= 1 and negative= 0. Also, lockdown situations
are coded as unlock = 1 and lockdown = 0. The type of text was coded with respect to
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higher-order text and where ‘1’ if the text is General text or ‘0’ otherwise and ‘1’ if the
text is Specific text or ‘0’ otherwise. The area of concern has been coded with respect
to others (psychological, social and physical), where ‘1’ if the text is technical or ‘0’
otherwise; ‘1’ if the text is financial or ‘0’ otherwise and ‘1’ if the text is both (Technical
and financial) or ‘0’ otherwise. Finally, the type of complainers concerning the rock was
‘1’ if the text is Early Squabbles or ‘0’ otherwise and ‘1’ if the text is the exes or ‘0’
otherwise.

For instance, a passenger complained, “Not to book SpiceJet as its service is only to
embezzle public money by hook or crook in the name of credit shell, but you do not find
any amount in credit shell nor get any response as all the staff are in the auto mood. So
the response is the same all the time”. Emotion was coded as 1, airline as 0, lockdown
phase as 0, general text, financial concern and the rock as a complainer.

A few other complaints text from the users reads “I want a refund, why you all
harassing people who have a good faith on Spice jet, do you really think these people
will again deal with you??”; “I’m going to court for complaint, because we are not giving
refunds”, etc.

Inter Coder Reliability
Weconducted intercoder reliability to test the data’smanual coding validity. This ensures
uniformity in coding and reduces ambiguity [30]. Specifically, two coders independently
coded the user complaints. After coding the data, the authors met to discuss and resolve
any disagreements. The inter-coder reliability tests conducted on each answer indicated
Cohen’s kappa scores ranged from 0.882 to 0.978. This meant a very high inter-coder
reliability [31].

3.2 Logistic Regression

Weused logistic regression as a probabilistic classifier [32]. As per our research hypothe-
sis, the dependent variable is dichotomous, i.e., binary [33]. Past researchers have widely
used logistic regression for analysing firms’ choice decisions [34]. For the analysis, we
used the SPSS package, which is used to examine the effect of various independent
variables on the probability of firms’ response to customer complaints posted on social
media platforms (Fig. 1). The binary logistics regression model is as follows:

log
(

π

1− π

)
= β0 + β1 Type of compaliner+ β2 Type of text

+ β3 Emotions+ β4 Type of concern

+ β5 LockdownPhase

whereπ, indicates the probability of firm response, β0 constant intercept and β1, β2…β5
regression coefficients.

4 Results

In this section, the finding of the study has been presented. Prior to logistic regression,
we accessed the correlation of the variables; all values are less than 0.35. Further, we



Predicting Firm Response-the Case of Low-Cost Carriers During Pandemic 463

also performed a VIF test to examine multicollinearity. The results highlighted that the
values are less than 2, highlighting multicollinearity absence [34].

Then we performed logistic regression; the Omnibus test of the model coefficient
showed the chi-square value of 121.76 (p < 0.05), highlighting that model’s statistical
significance. TheChi-square value highlighted in theHosmer andLemeshow test is 2.469
(p = 0.96), highlighting a complete extraction of current data and ensuring the model’s
goodness of fit. In thismodel, we can say that 70.7% of changes in the dependent variable
can be due to the dependent variables in the model. Themodel correctly classified 82.1%
of cases overall and with a sensitivity of 94.7%.

The logistics results have highlighted that early squabble complainers would expe-
rience a reduction of 45% in the odds of receiving a firm response compared to the exes
complainers (p< 0.05). In the case of the rocks complainers, the odds of receiving a firm
response is 1.89 times higher than the exes complainers (p < 0.05). Hence, supporting
hypotheses 1a and 1b. The study outlined that the odds of complaints highlighting posi-
tive emotions would experience a 39% reduction in firm response compared to negative
emotions (p > 0.05). Hence, it does not support hypothesis 2. In the case of complaint
texts, the general text would experience a 46% of firm response reduction (p > 0.05);
however, in the case of a specific text, the odds of receiving a firm response are 1.29
times higher than the higher-order texts (p < 0.05). Hence, not supporting hypothesis
3a and supporting hypothesis 3b. The complaint concerns have highlighted that finan-
cial and technical concerns would experience 1.76 and 1.65 times of firm response than
the complaint highlighting both the concerns, i.e., financial, and technical (p < 0.05).
However, in the case of other complaint concerns, the odds of receiving a firm response
would experience a reduction of 43%, (p > 0.05). Thus, supporting hypotheses 4a and
4b, but 4c. The complaints posted during the unlocking period have 1.55 times higher
odds of receiving a firm response than complaints posted in the lockdown period (p <

0.05). Hence supporting hypothesis 5 (Table 2).

Table 2. Logistics regression result
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5 Discussion

This studyhas contributed to exploring the nature of customer complaints on socialmedia
during a pandemic and how the LCCs responded to it. Social media plays a critical role
in crisis response in the context of customer complaints. Past studies have highlighted
that customer complaints handling lacked commitment to handling complaints, a slow
complaint handling process and a reactive approach to the complaints [35]. However, the
studies have not highlighted the attributes of the text that contributes to firm response.
This study highlights that the emotions of the complainers don’t solely hinge on the
response of the airlines. Instead, concern types, text type, lockdown period and type of
complainers are the significant factors responsible for LCCs’ response.

The study has identified that early squabble complainers and the rocks complainers
are more likely to receive firm responses that the rock complainers. In the case of emo-
tions, the texts expressing the negative emotions are more likely to receive firm response.
The type of text also plays an important role in the firm response where higher-order
text is more likely to receive firm response that general text; and specific text complaints
are more like to receive firm response than higher-order text. The study attested that the
complaints posted during unlock phase concerning financial and technical concerns are
more likely to receive a firm response.

6 Implications for Practice

The study highlighted the type of the complainer’s results in a firm response, where the
firms need to identify the type of customer they are dealing with and the best way to
respond. For early squabble complainers, thank the customers and politely resolve the
situation. In the case of rock, complainers acknowledge the problem and are respectful.
Lastly, the exes complainers should be responded to while maintaining composure and
apologising. Findings encounter a list of complaints concerning financial and technical
concerns of the passengers are the concerns that are more likely to be addressed by
the airlines first. Majorly the passengers had financial concerns with the airline. These
situations deeply distressed passengers.

Type of complain text and complain concerns describe that depending on the infor-
mation involved, the firm should clearly understand the issues that can be addressed
privately or publicly. The study outlined; specific complaints are more likely to receive
a firm response. Hence, specific complaints must be handled confidentially. The organ-
isation needs to understand the multifaced phenomena of complaint management rather
than oversimplifying it with a single complaint response strategy for the complaints.

7 Conclusion

Socialmedia has the potential to reach awider audience; customers arewidely expressing
their satisfaction and dissatisfaction over multiple social media platforms. Around the
nation, the airlines are following a well-developed grievance redressal mechanism. For
the study, the data chosen is fromsocialmedia platforms to understand theLCCs response
to customer complaints.While emphasising in the time of pandemicwhere the customers
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face inconvenience, the callous practices of the providers are worsening the situation.
The providers need to have a dedicated team for complaint management and constructive
criticism, which would push the airlines towards excellence with customer satisfaction.

8 Limitations and Future of Research

In this paper factors concerning factors influencing LCCs response to customer com-
plaints on social media platforms and verified using social media data. The platform
used for the study was only Facebook, however, other platforms could also be explored
like Twitter, Instagram, etc. Further, in this paper, we have focused on extracting the
factors influencing firm response but not its interrelation between the elements. Also,
LCCs considered are from India with major market share, other carriers could also be
considered. The study has only considered the time for pandemic, future research can
also do a longitudinal study to understand the pattern of LCCs response to customer
complaints.
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Abstract. Recent research has highlighted multiple incompatibilities between
blockchain technology and the General Data Protection Regulation (GDPR)
regarding data controller and data deletion. Such incompatibilities impede the
adoption of blockchain technology on a larger scale. This paper aims to resolve
these incompatibilities, exploring the issues that need to be consideredwhile devel-
oping a GDPR compliant blockchain governance framework. We collected data
using 20 semi-structured interviews and discussions from 18 different IT com-
panies involved in blockchain-based service development. We analyzed the data
using the Gioia approach. We identified three major governance dimensions that
must be considered for GDPR compliant blockchain services, namely community,
blockchain protocol, and compliance; each of which has several sub-dimensions.
Our study extends prior governance frameworks, suggesting the guidelines to com-
ply with GDPR requirements. This guidelines might help organizations to build a
GDPR compliant blockchain business model. Based on our findings, we also put
forward directions for future inquiry.

Keywords: Blockchain · Blockchain governance · Compliance · GDPR ·
Off-chain storage

1 Introduction

Blockchain, a distributed ledger technology, allows participants of the network whomay
or may not trust each other to agree on a decision without the intervention of any central
authority [1, 2]. The inherent features of blockchain technology such as immutabil-
ity, removal of middlemen, decentralized decision-making, and anonymity [2, 3] have
allured many organizations around the world to adopt and experiment with blockchain,
paving the way for the emergence of the blockchain economy [2]. Later, the develop-
ment of smart contracts, algorithms that run automatically without risk of downtime,
censorship, or fraud, following the rules enacted in the contract, has further facilitated
the adoption of blockchain across different industries [2]. Despite the increasing public
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interest and technological developments, governance of business and industry applica-
tions of blockchain is not well understood [2]. Prior research suggests that the lack of
an appropriate governance model is challenging the widespread adoption of blockchain
technology [4, 5].

The General Data Protection Regulation (GDPR) has a significant impact on
blockchain implementation. The implementation of the GDPR has raised several ten-
sions regarding security, privacy, and the protection of personal data related to blockchain
technology [5]. Among these, two overarching factors identified by the European
Parliamentary Research Service (EPRS) are as follows.

– There shall be at least one central data controller who is responsible for ensuring
data integrity and compliance with the GDPR [6]. GDPR requires data controllers
and processors to obtain unambiguous consent of data subjects for their data to be
processed [7]. This provides data subjects a right to know about what data is being
collected and for what purposes. This also obligates data controllers and processors to
remove the data that are no longer relevant [7]. It renders full control of data back to
the data owners [8]. On the contrary, blockchain is a decentralized platform having no
central data controller. Therefore, there is a lack of consensus among the practitioners
and scholars of blockchain regarding who should be considered data controller or
owner [6].

– Data must be modified or deleted when necessary [6]. Contrary to this, due to
immutability by design, blockchain is an append-only ledger towhich data can only be
added. Deletion or removal of data from the blockchain is contradictory to blockchain
design principles [6].

These two tensions play a critical role in the widespread adoption of blockchain.
Organizations are struggling to find way(s) to design blockchain-based services, and to
comply with these regulations. However, given the pervasive impacts of these tensions,
scholars have attempted to suggest several approaches to tackle them. For example, to
resolve the paradox of the data controller, scholars suggest defining participating nodes
as controllers [9], miners as processors [10], joint controllers for federated blockchain
[11], and developers as processors for smart contracts [12]. Similarly, to overcome the
tension between data deletion and modification, scholars identified three methods [13].
First, storing personal data off-chain, storing a hash of personal data in the blockchain,
and finally creating a link between them. Second, define a consensusmechanism to delete
blocks. Third, using smart contracts to revoke access. Although scholars suggest a few
techniques to comply with the GDPR requirements, they did not provide any guidelines
on what needs to be considered while implementing these techniques. Thus, existing
literature lacks GDPR compliant blockchain governance framework. Furthermore, our
literature review indicates that there are few empirical studies on how organizations are
adapting GDPR requirements with their blockchain design [14]. As such, blockchain
governance frameworks suggested in existing literature [1, 2, 5, 15] fundamentally ignore
the necessity of a separate governance framework to tackle the unique requirements of
GDPR.
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Therefore, this paper is guided by the research question (RQ): What are the issues
organizations must consider while developing a GDPR compliant blockchain gover-
nance framework? To answer the above RQ, we conducted 20 semi-structured inter-
views among 18 different IT companies operating in Finland. After analyzing the inter-
view data, we identified three main dimensions that the organizations must consider
when developing the GDPR compliant governance framework: community, protocol,
and compliance. The community comprises various issues related to stakeholders, com-
munication, development, and decision rights. The protocol comprises issues related
to consensus algorithms, incentives, and off-chain storage. Finally, compliance includes
issues related to roles and responsibilities, accountability, and data collection and consent
management. With these findings, we contribute to the existing literature on blockchain
governance [1, 2, 5, 15] by including GDPR requirements.

The rest of the paper is organized as follows. Section 2 describes the background on
blockchain and blockchain governance. Section 3 presents our research method whereas
Sect. 4 discusses the identified dimensions and sub-dimensions that a GDPR compliant
blockchain governance framework should consider. Section 5 illustrates the theoretical
and practical implications. Finally, Sect. 6 concludes the paper.

2 Blockchain Governance

Blockchain governance refers to “the means of achieving the direction, control, and
coordination of stakeholders within the context of a given blockchain project to which
they jointly contribute” [1]. Research demonstrates that despite widespread interest in
blockchain among researchers and practitioners, the adoption of blockchain is thwarted
by the lack of governance models [5, 16]. Therefore, recently researchers have begun to
develop blockchain governance frameworks, identifying different facets of blockchain
and borrowing themes from different disciplines such as IT, management, and social
science [5]. For example, Beck et al. [2] proposed a blockchain governance framework
identifying themes from the Information Technology (IT) governance framework. They
identified three dimensions of blockchain governance: decision rights, accountability,
and incentives. Decision rights concern the generation and implementation of decision
proposals, as well as the ratification and monitoring of decisions [2]. Accountability
refers to which degree actors are responsible for their actions and decisions. Finally,
incentives entail what motivates stakeholders to behave responsibly.

Again, observing the multitude of similarities between blockchain and Open-
source Software (OSS), Pelt et al. [1] proposed a blockchain framework governance
invoking OSS literature. They identified six dimensions of blockchain governance: (i)
formation and context highlight the relevant background information (purpose, license)
of blockchain (ii) roles define the roles of stakeholders in different layers (iii) incen-
tives capture the motivational factors (iv) membership denotes the participation and
management of the membership (v) communication focuses on the different formal and
informal way of communication between stakeholders (vi) decision making describes
how decisions are made, monitored, and controlled. Additionally, they discussed all
these dimensions from the perspective of three layers: (i) Off-chain community includes
a wider community of a blockchain, and governance mechanism focuses on the ties
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of the community (ii) Off-chain development includes the governance of the software
development process and the protocol maintenance (iii)On-chain protocol consists of all
the governance mechanisms taking place in the blockchain. For example, the decision-
making process, consensus protocol, and rules of interaction. Furthermore, utilizing the
concept from social science, Tan et al. [5] categorized nine blockchain governance deci-
sions into three groups: (i)micro-level focuses on blockchain infrastructure, modularity,
and standards in building, upgrading, and adoption of the blockchain.Micro-level gover-
nance defines infrastructure and application architecture and interoperability (ii)Meso-
level deals with the governance of collective decision-making and actions. It includes
the mechanisms related to decision-making, incentive, and consensus (iii) Macro-level
governance concerns the rules and norms that are specific to a particular constitution,
culture, history, and legal foundations. The decision domain consists of the organization
of governance, accountability of governance, and control of governance.

However, though it is clear that there are some studies on blockchain governance,
research on GDPR compliant blockchain governance is still lacking. In this current
study, considering themultiple tensions between blockchain andGDPR and based on the
different existing blockchain governance frameworks, we propose some issues/agendas
for developing a blockchain governance framework that is GDPR compliant.

3 Research Method

3.1 Data Collection

We collected data using 20 semi-structured interviews and discussions from 18 dif-
ferent IT companies in Finland. All these companies were running blockchain-related
projects when we conducted these interviews. The interviews had three major themes:
1) the importance of blockchain for the companies, 2) challenges the companies face
with blockchain-based solutions, and 3) the GDPR-related specific challenges they face
and how do they comply with the GDPR requirements. The interviewees had diverse
backgrounds not just limited to technical but included interviewees from business and
legal domains. The major roles of the interviewees include CEO, CTO, head of research,
software developer, service designer, and legal expert. The interviews lasted approxi-
mately one hour on average. Due ethical concerns were considered including seeking
permission from the interviewees. Notes were also taken during the interviews.

3.2 Data Analysis

We used the Gioia method [17] to analyze the interview data. In typical inductive
research, data collection and analysis processes are partially overlapped. This was also
the case in our study. However, certain steps can be recognized in our data analysis
process, which we discuss next. There were three stages in our analysis. In the first
stage, we went through the interview data several times and assigned codes to describe
different segments of the content. Table 1 shows the codes that were generated at this
stage with the associated quotes from the data. In the second stage, we categorized the
related codes to develop more abstract concepts, which are also known as second-order
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Table 1. Key concepts and associated codes with examples

2nd order Concept Example code/1st order
concept

Example quotes

Many stakeholders in a
blockchain system

Developers, smart contract
developers, validators or
miners, investors, and
end-users

“Blockchain-based systems can
have various entities. For
example, if you think about
blockchain-based healthcare
data storage, different branches
of hospitals, patients and
doctors can be part of the
networked system.”
“Well, the participants in any
blockchain-based system differ
in different domains.”

Communication is the key to
further development

Online discussion forums,
offline events, formal and
informal interactions

“We understand that frequent
communication is important for
the community. We will arrange
regular workshops and events
so that everyone can be up to
date.”
“Informal interactions can
happen in different blogs and
forums as well. The community
members can start a discussion
using the facility.”

Development ideas are
described in the community

Development team, anyone
can propose ideas

“Any stakeholder can propose
ideas for development. Then it
is agreed within the
community.”
“A process needs to be in place
in deciding which development
ideas to be implemented.”

Decision rights belong to key
stakeholders

Core developers or lead
developers, the data subject,
miners, validators

“The data belong to the data
subject. They should be able to
decide what to do with it.”
“The validators can be the
participating organizations in
the network. They can manage
necessary decision making
inside the network.”

(continued)
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Table 1. (continued)

2nd order Concept Example code/1st order
concept

Example quotes

Data validation happens using
consensus algorithms

PoW, PoS, PoA, PBFT, or
any combination

“When a data is entered into the
block, the validation happens
with consensus algorithm.”
“Well, there are different
consensus algorithms, and a
blockchain can have
combinations of multiple for
validating the data.”

Incentives are needed for the
stakeholder’s

Validators or miners need
incentives

“We can use reputation
allocation for the participants.”
“The participants who have
validated most blocks are rated
as honest validators”

Off-chain storage for GDPR
compliance

Off-chain data can be
removed or updated when
necessary

“We store the personally
identifiable information and
other types of metadata in the
off-chain. Hash and signature of
the metadata are stored in the
on-chain.”
“Managing the access rights in
off-chain is important. We have
used traditional storage like
access mechanism for the
off-chain.”

Roles and responsibilities in
accordance with GDPR

Data controller, processor,
data protection officer

“Data controller can be the
experts from the company who
understands the data and how it
can be used.”
“Though we have not yet
decided who can be the data
processors, it is certainly
needed in blockchain-based
organizations.”

(continued)
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Table 1. (continued)

2nd order Concept Example code/1st order
concept

Example quotes

Accountability in accordance
with GDPR

The data controller makes
sure that GDPR
requirements are fulfilled

“We use smart contact to
validate the data controllers’
roles and any data loss.”
“As a financial aid institution,
we use a blockchain-based
system so that the money spent
and where it’s coming from is
transparent. The responsible
person can be easily identified
in case of any problem arises.”
“If the data management
lifecycle and data collection
volume is lower, the
accountability is easier to
manage. Hence, we have taken
the approach of less data
collection to avoid the case of
accountability.”

Data Collection and Consent
Management

The organization collects
user data and consent as well

“We will try to collect as
minimal data as possible. Data
that is not related to our work,
we don’t collect that.”
“We only collect purposeful
data.”
“The consents are stored in the
archive until the user revokes
it.”

concepts. Finally, in the third stage, we aggregated the second-order concepts into three
broader themes or dimensions: community, blockchain protocol, and compliance toward
building a GDPR compliant blockchain governance framework. The derived dimensions
along their corresponding sub-dimensions have been depicted in Fig. 1.

4 Towards aGDPRCompliant BlockchainGovernance Framework

Our interview data revealed several sub-dimensions, whichwe grouped under threemain
dimensions as presented in Fig. 1. Next, we elaborate on these dimensions.

4.1 Community

The decentralized nature of the blockchain system is characterized as a community
of various interest groups. To manage and coordinate this entire community toward a
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common goal, it is important to have a governance mechanism that defines the roles
of different stakeholders, their ways of communication, shared development ideas and
implementation responsibilities, and the authority and rights to make the decisions.
Lacking any proper governance system may jeopardize the success of the blockchain
ecosystem.

Our data analysis revealed that a blockchain ecosystem consists of various actors
such as blockchain developers, smart contract developers, data controllers, validators
or miners, investors, and end-users. Stakeholders possess a substantial influence on the
functioning of the system and, at the same time, they are affected by it [18]. This is
because the stakeholders shape the blockchain protocol rules and once the rules are
implemented, the blockchain protocol shapes stakeholders’ activities [19]. Therefore, a

Fig. 1. GDPR compliant blockchain governance dimensions and sub-dimensions
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blockchain governance framework needs to highlight the definitions of all stakeholders,
their inclusion criteria, their roles and responsibilities, and their modus operandi. One
of the challenges concerning stakeholders is the data portability that is possessed by
different participants of distributed systems. So, it is also important to have guidelines
about the information creation, sharing, and availability outside the blockchain (even
before its creation) in the governance model.

After defining the stakeholders, it is important to set rules and norms to be followed
by the stakeholders while communicating in the community. The governance framework
may include the tools to be used for discussions related to community or development,
how the discussion will be coordinated, and how to reach an agreement about the discus-
sion [1]. Again, in the community, especially the open-source community, any actor can
propose development ideas. It is unlikely that all ideas are implementable. Therefore,
there is a need for a mechanism to choose the best idea to be implemented. Besides,
regular maintenance and updates are required for the smooth functioning of the system.
Regular monitoring also helps to identify potential threats, which in turn helps to ensure
the safety of the system. As such, monitoring and maintenance should come under the
purview of the governance framework.

Finally, decision-making rights should be entrusted to a particular actor or group of
actors. Blockchain governance is the placement and enactment of decision rights [20]. It
includes a set of officially granted rights and obligations to make decisions, give orders,
and take certain actions independently in the system [2]. The governance framework
should highlight how decisions are made, implemented, and controlled. Some of the key
decision areas to be included are the voting mechanism, consensus mechanism, personal
data protection, dispute resolution, and the development of the blockchain network.

4.2 Protocol

The protocol specifies the rules and regulations for managing the blockchain network.
Our interview data revealed three sub-dimensions of the protocol that needs to be consid-
ered in the blockchain governance framework: consensus algorithms, incentive mecha-
nisms, and off-chain storage. Consensus algorithms are used to validate data and add the
data to the blockchain. It is a fault-tolerant technique used to establish an appropriate
agreement across the blockchain network. Various consensus algorithms exist such as
Proof of Work (PoW), Proof of Stake (PoS), and Proof of Authority (PoA). In PoW,
participating nodes constantly try to validate the block, using their computing power.
This mechanism is often criticized for its extensive consumption of energy [21]. On the
other hand, PoS is an energy-efficient alternative to PoW, in which consensus is reached
by the nodes with a larger proportion of stake in the network. PoA is used in permis-
sioned and private blockchains [22]. In PoA, a set of trusted entities known as validators
are responsible to add new blocks to the network. This provides comparatively better
performance as it requires fewer validators and less computational power. Respondents
of our interview suggest that a blockchain system can use multiple consensus algorithms
considering scalability, performance, and security issues.

Network participants should be incentivized for contributing to the network. Incen-
tive mechanisms can also be part of the consensus algorithms. Without the incentive,
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a blockchain system would not be successful. Participants can be rewarded with pecu-
niary or non-pecuniary incentives or both. The governance framework should determine
how incentives will be provided for the roles accomplished by the participants such as
developers, miners or validators, off-chain contributors, etc. Besides, it is also important
to underscore what factors motivate the community members and why node operators
want to contribute [1].

The last sub-dimension of protocol that has emerged from the interview data is the
maintenance of off-chain storage for storing personal data. This off-chain storage has
been suggested by the experts as a way to comply with the GDPR requirements of
personal data modification and deletion. In the off-chain storage, data can be deleted,
modified, and added. The idea is that all personal data, as deemed by the user, will
be stored in off-chain storage. After storing data, a hash value will be generated by
algorithms. The generated hash value will then be tagged and synched with the corre-
sponding on-chain network. As a result, when users need to modify or add any personal
data, they will be able to do so in the off-chain storage, which will in turn be updated in
the on-chain database also. Again, if the users want to delete all their data, then the con-
cerned hash value index will be removed from the off-chain storage, which ultimately
will make users’ records traceless in the on-chain. To manage the off-chain storage,
the governance framework should have guidelines regarding who will be the owner or
controller of the off-chain storage, who will be responsible for maintaining this storage,
and what would be the process of data modification and deletion, and the responsibility
of the user thereon.

4.3 Compliance

Our final theme is directly related to GDPR compliance, which emphasizes defining the
roles and responsibilities of the stakeholders and their accountabilities, consent man-
agement, and data minimization. GDPR requires appointing a data controller (Article
24, 26), data processor (Article 28), and data protection officer (Article 37) to protect
personal data. According to the GDPR, a data controller is responsible to implement
suitable measures to protect the data subject’s rights and to ensure that the data is being
processed duly by the data processor. If there is more than one entity responsible for
decision-making, a joint controller should be defined. Data controllers ensure the protec-
tion of users’ data. The Data processor processes the data under the supervision of the
data controller. The data protection officer informs and advises the data controller or the
processor andmonitors the compliance ofGDPR.By accountability, GDPR requires that
organizations take appropriate technical and organizational measures to protect personal
data and be able to justify the effectiveness of those measures if the necessity arises to do
so.Consent refers to the data subject’s wishes that signify agreement to process personal
data. Before the collection of personal data, users’ consent should be obtained, explicitly
mentioning what personal data will be collected, why the data will be processed, and
how long the data will be stored. Data needs to be collected as minimally as possible.

GDPR compliant blockchain governance guidelines need to devise who will be
the data controller, data processor, and data protection officer, what would be their
qualifications and job responsibilities, to whom they will be accountable, what technical
and organizational measures should be taken to protect personal data and how those
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can be implemented, what would be the controlling mechanisms, and what would be
the consequence of a failure of data protection. Regarding consent management, the
governance framework may indicate how users’ consent will be obtained, how users
will be informed about the type of data, the purpose of data collection, and storing
periods, and how they can revoke their given consent, etc.

5 Discussion

5.1 Theoretical Implications

Our paper has three major theoretical contributions. First, to the best of our knowledge,
our paper on toward developing a blockchain governance framework is the first to accom-
modate GDPR requirements. The governance frameworks proposed by prior studies are
mainly centered on identifying various governance dimensions drawing on different the-
ories and expert interviews without considering GDPR or other regulatory requirements.
For example, Beck et al. [2] discussed blockchain governance for blockchain econ-
omy—decentralized autonomous organizations (DAO)—drawing on dimensions from
IT governance literature: decision rights, accountability, and incentives. Again, Pelt et al.
[1] proposed a blockchain governance framework, consisting of six dimensions: forma-
tion and context, roles, incentives, membership, communication, and decision making,
and three layers: off-chain community, off-chain development, and on-chain protocol.
They based their findings on expert interviews, case studies, and an open-source soft-
ware governance framework. More recently, Goldsby and Hanisch [15] have proposed
a blockchain governance model, highlighting the coordination and control challenges
faced in blockchain governance contexts and their coping strategies. However, these
prior studies did not consider the tensions between GDPR and blockchain design. In our
paper, we underscore the possible ways of overcoming those tensions. Therefore, our
study extended prior governance frameworks [1, 2, 15] by adding GDPR requirements.

Second, our research identified major concepts related to GDPR compliance of
blockchain. Under these concepts, we have identified three dimensions namely com-
munity, protocol, and compliance. We have also described what kinds of considera-
tions should be taken concerning these dimensions. Especially, under compliance, we
described the roles, responsibilities, and accountabilities of different actors such as data
controllers and data processors.

Third, in contrast to prior literature [e.g., 1], we have identified that off-chain storage
is a part of the blockchain protocol to be compliant with GDPR. For example, under
the off-chain storage sub-dimension, we described how off-chain storage could be used
to accommodate the GDPR requirements of data modification and deletion. Our results
also reveal that many issues must be considered when governing such off-chain.

5.2 Practical Implications

Our study has several practical implications. First, our interviewwith the expert revealed
that the adoption of blockchain is hindered by the lack of a GDPR compliance gover-
nance framework. They are struggling with GDPR requirements while using blockchain
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technology. We provided a list of considerations that might help organizations to build a
GDPR compliant blockchain business model. Second, understanding how blockchains
are governed and how GDPR requirements are met is imperative for policymakers [23].
Our findings will help them in setting standards and practices to expedite the adoption
of blockchain technology.

Third, our findings highlight the need for a GDPR-centric blockchain design app-
roach. With this, we suggest blockchain architects proactively consider GDPR require-
ments and include theGDPRdesign requirements in the system architecture. This echoes
what EPRS [6] suggested by noting that “blockchain architects need to be aware of this
[challenge] from the outset and make sure that they design their respective use cases in a
manner that allows compliance with European data protection law”. The findings of our
paper would help blockchain architects while considering how to proactively include
GDPR requirements in the system architecture.

6 Limitations and Future Research Directions

The present study has limitations that also guide to spur future research. First, the study is
based on industry experts from Finland. Future research could be benefited by consider-
ing a more extensive set of experts from different industries and different countries. Sec-
ond, we proposed different dimensions and considerations in developing a GDPR com-
pliant blockchain by considering the viewpoints of the interviewees who were involved
in different cases. With this approach, we managed to identify the key issues that are
valid for multiple cases. However, for a more in-depth understanding, future scholars
may pursue to validate our recommendations through in-depth case studies.

7 Conclusion

To address the current gap in blockchain governance literature, we attempted to answer
the question of how blockchain can be designed that also comply with GDPR require-
ments. In this regard, we interviewed industry experts who are using blockchain in
their organizations. Upon scrutinizing the interview data using the Gioia method, we
derived three core dimensions and ten sub-dimensions. We underscored that the organi-
zations could overcome the tensions between GDPR and blockchain by following our
recommendations in designing their blockchain.
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Abstract. Using UTAUT2 model and privacy concerns, the study identifies the
factors that predict users’ and non-users’ behavioral intention to continue or start
using physical voice assistant devices in the future as their prominence is increas-
ing significantly in both work and home locations. Users and non-users of voice
assistants were recruited via an online survey in both Ireland and Finland. The final
sample (N = 119) included 54 users and 65 non-users of voice assistants. Group
differences and predictive effects were investigated using independent samples t-
tests, analysis of covariance, and multiple regression. Users differed significantly
fromnon-users on a number ofUTAUT2model variables such as effort expectancy,
social influence, facilitating conditions, hedonicmotivation, private value, and pri-
vacy concern. Users’ behavioral intention to continue using voice assistants was
stronger than non-users’ behavioral intention to start using such voice assistants.
Multiple regression results show that, for non-users, both effort expectancy and
privacy concerns appear to impact their intention to adopt voice assistants – in con-
trast to participants who are already users. However, social influence, facilitating
conditions, price value, effort, and performance expectancy were not significant
predictors of behavioral intention. The findings suggest that the continued or future
use of voice assistants can be predicted by assessing both users’ and non-users’
expectations regarding the degree to which they are or expect to become habitu-
ated to the use of voice assistants, and enjoyment and value derived from these
devices. The findings add to the emerging evidence-base about users’ and non-
users’ perceptions, acceptance, and concerns regarding using voice assistants and
highlights the importance of context in the adoption, acceptance, and perceptions
of both user groups.

Keywords: Voice assistants · UTAUT2 · Performance expectancy · Effort
expectancy · Smart speaker · Behavioral intention

1 Introduction

Many recent articles focus on user acceptance of a number of different voice assistant
tools (e.g., Burbach et al. 2019). These are known under names such as smart speaker
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assistants (Brause and Blank 2020), smart voice assistant speakers (Lee et al. 2020),
smart home devices, smart home hubs (Chhetri and Motti 2019), intelligent and digital
personal assistants (De Barcelos Silva et al. 2020), artificial intelligence-based voice
assistant systems (Lee et al. 2021), intelligent personal assistants (Liao et al. 2019),
and in-home or home voice assistants (Lucia-Palacios and Pérez-López 2021; McLean
and Osei-Frimpong 2019; Pal et al. 2020). Indeed, the market for such devices with
speaker functions and speaker compatibility has increased as these devices becomemore
well-known and find wider acceptance in various settings and countries. Current popular
devices include manywell-known devices such as Amazon’s Echo, Google Home,Wing
(Chhetri and Motti 2019), Insteon’s Hub (2021), or Xiao Ai, a voice assistant that is part
of the Mi AI speaker by Xiaomi (Tan 2021). It is important to note that many computers
and smartphones now offer preinstalled and integrated voice assistant functions (e.g.,
Siri, GoogleAssistant, Cortana, and OpenSource assistants such asMycroft and Rhasspy
Voice Assistant). In this paper, we are particularly interested in exploring user and non-
user perceptions of voice assistant devices that are visible as devices in the home or
workplace (rather than integrated into devices that existed before voice assistants came
about, such as smart phones, computers, or smart watches). Good examples include
Amazon Echo, Alexa, and Google Home, as these are physical devices in their own right
that are usually placed within the users’ and non-users’ line of sight, often in private
and shared premises such as office spaces. The guiding theoretical framework in this
research is the unified theory of acceptance and use of technology (UTAUT) (Venkatesh
et al. 2003) and its successor (UTAUT2; Venkatesh et al. 2012) as both models have
been used to explore consumers’ adoption of new, intelligent assistant devices (e.g., Liao
et al. 2019; Sohn and Kwon 2020).

The goal of the current quantitative research presented in this paper is to examine
users and non-users’ behavioral intention to use voice assistants as a function of a number
of different perceptions related to the performance of those efforts, the expectations
people have regarding the use of such devices, but also aspects such as facilitating
conditions and social influence. We focus here on the use of these physical devices in
both home and work as voice assistants have become more common in both locations,
particularly as many employees now increasingly started working from home due to
the Covid-19 pandemic (e.g., Jeske 2022). An example statistic backs up this trend:
according to Juniper Research, up to 55% of American households are expected to own
voice assistants such as smart speakers (Dee 2021).

2 Recent Work on Voice Assistants

The interest in voice assistants has grown significantly over the last five years. This is in
part due to the interplay of many stakeholders (Pal et al. 2020), concerns about data leak-
ages and surveillance (Ford and Palmer 2019; Frick et al. 2021), and malware-induced
misperception attacks (attacks that involve the delivery of manipulated content via voice
assistants; Sharevski et al. 2021). Major stakeholders include the manufacturers, users,
non-users (as they are essentially bystanders whose interactions with users may also be
captured), government and other agencies, third-party application developers and cloud
service providers (Chhetri and Motti 2019; Pal et al. 2020; Pfeifle 2018). In recognition
of these dynamics, more and more studies focus on multiple stakeholders.
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Nevertheless, while the research around voice assistants is expanding rapidly, a
number of questions remain: is the adoption, acceptance, and use of these (physical
vs. virtual) devices influenced by the same characteristics and concerns when they are
used in public or private spaces (e.g., see work on virtual voice assistants by Burbach
et al. 2019)? Can we consider workspaces truly public venues when they are actually
located in our homes (see also virtual voice assistant work by Easwara Moorthy and
Vu 2015)? Does digital competitiveness and societal adoption play a potential role in
affecting privacy concerns in different countries? What privacy or additional features
may be particularly desirable and attractive for current users (and non-users), such as
the option to select a ‘home-zone’ forget mode when the home office is again used for
private activities rather than work? The current study is making an attempt to add to our
current knowledge of voice assistants in the hope of contributing to a meta-analysis in
the future on how context influences (physical) voice assistant adoption and usage.

In this study, we specifically consider the perceptions of both users and non-users
of physical voice assistants in work and home settings. Even individuals who are not
users are affected by the popularity of these devices in their homes, office, and public
spaces (Pal et al. 2020). Studying both groups is an approach that has been taken by a
number of other authors as well. Lau et al. (2018) similarly studied in their qualitative
study the perceptions and factors that would predict the adoption of voice assistants
by users and non-users in their homes, but not in work settings. Liao et al. (2019)
considered the perspective of users and non-users working for a US university regarding
intelligent personal assistants in a quantitative study. However, these authors focused on
smartphone users where voice assistants are an integrated feature, rather than a visible
physical device. No information was provided about the context of use, such as the
home and/or the workplace. The current research therefore includes both users and non-
users as important stakeholders, in both home and work settings. The following section
provides a more detailed overview of recent work on voice assistants and an overview
of our hypotheses and research model.

2.1 Performance and Effort Expectancy

We therefore define performance expectancy as the extent to which users as well as
non-users might believe that using a system or electronic tool such as a voice assistant
will help them to accomplish certain tasks or achieve a certain level of performance
(Venkatesh et al. 2003). In our context, effort expectancy is the extent to which users and
non-users feel that they find voice assistants to be easy to use (Venkatesh et al. 2003). This
is a particular concern for many who use devices set up in different languages (which is
often the case with voice assistants) or devices that they have had little or no experience.
Past research by Dwivedi et al. (2019) demonstrated that both performance and effort
expectancy are positive predictors of behavioral intention to use information systems and
technology devices. Liao et al. (2019) similarly found evidence that perceived perfor-
mance and effort expectancy influenced users’ decision to adopt phone-based intelligent
personal assistants in a sample of US users and non-users. This leads us to propose the
following two hypotheses:

H1: Performance Expectancy is a positive predictor of intention to use voice assistants.
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H2: Effort Expectancy is a positive predictor of intention to use voice assistants.

2.2 Social Influence and Facilitating Conditions

The degree to which both users and non-users form the intention to perform a behavior
(e.g., Venkatesh et al. 2003), such as using a voice assistant, may vary due to the user’s
experience, expectations, the supportive conditions as well as the encouragement they
receive from their social environment. Social conditions reflect circumstances in that
users and non-users may be exposed and encouraged by people in their social environ-
ments to use certain devices, which – in turn – constitutes social influence in the current
study. The degree to which other individuals around a user or non-user believe that such
devices ought to be used is also likely to drive the adoption as well as continued use of
voice assistants. Evidence on the intention and use of information systems and technol-
ogy information has linked social influence aswell as facilitating conditions significantly
and positively to behavioral intentions (Dwivedi et al. 2019). The social benefits have
also been studied in relation to voice assistants (McLean and Osei-Frimpong 2019). This
leads us to propose the following hypothesis:

H3: Social Influence is a positive predictor of the intention to use voice assistants.

The increase in interconnectivity in the home and at work has supported the adop-
tion of many tools such as voice assistants. In addition, such devices are becoming
increasingly popular gifts from family members and friends to one another (Liao et al.
2019). Facilitating conditions thus capture the resources, knowledge, and technological
compatibility of devices. In some cases, they are also likely to be potentially socially
supported as well. These circumstances increase the presence of such devices in various
locations, while the organizational and technical infrastructure such as wireless access
further creates facilitating conditions that will support the use of such devices (Venkatesh
et al. 2003). We, therefore, propose that:

H4: Facilitating conditions are a positive predictor of the intention to use voice assistants.

2.3 Hedonic Motivation, Price Value, and the Importance of Habitual Use

Past evidence based on a South Korean sample of 378 survey respondents suggested that
purchase intentions of AI-based intelligent products tested using UTAUT2 are higher
when they expected to enjoy these products (Sohn and Kwon 2020). In the context
of UTAUT2 (Venkatesh et al. 2012), hedonic motivation thus captures the extent to
which a person finds using a specific technology enjoyable and entertaining. Lee et al.
(2020) reported that hedonic motivation predicted satisfaction with voice assistants.
Furthermore, the context in which voice assistants may alsomatter, asMcLean andOsei-
Frimpong (2019) reported that hedonic benefits would only motivate users in smaller
households to use voice assistants, which suggests that the social environment plays a
role in terms of how users use such devices. Despite this mixed picture regarding the
effect of hedonic motivation on behavioral intention to use various tools, we propose the
following hypotheses:
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H5: Hedonic motivation is a positive predictor of the intention to use voice assistants.

Price value, together with design and brand value, has been shown to positively
influence users’ perceived benefits in relation to smart speakers in a South Korean study
(Park et al. 2018). Perceived value thus captures the degree to which individuals find that
certain devices are reasonably priced and represent good value (see also Venkatesh et al.
2012). Lau et al. (2018) also reported that price, together with convenience, motivate the
decision to use and adopt smart speakers among both users and non-users. When users
feel that they paid a good price for their device and it will add value to their interactions,
they may also be more likely to use voice assistants in the future. Accordingly, we
propose that:

H6: Price value is a positive predictor of the intention to use voice assistants.

The routine use of voice assistants may also foster the habitual use of voice assistants
over time. Habit in relation to UTAUT2 (Venkatesh et al. 2012) thus refers to the extent
to which individuals get first used to a device, use it regularly, and over time automat-
ically resort to using this device over others as a matter of habit. The development of
a habit – in the home or at work – of voice assistants may therefore also increase the
intention among users and non-users to use voice assistants in the future. Lee et al. (2020)
reported that habit formation also predicted the continuous use of voice assistants in their
sample. Furthermore, habit operated as a mediator between satisfaction with the voice
assistant and the continuous use of the assistants. This suggests a positive association.
We, therefore, hypothesize that:

H7: The habitual use is a positive predictor of the intention to use voice assistants.

2.4 The Role of Privacy Concerns

Privacy concern captures the perceptions of users regarding the extent to which virtual
and physical voice assistant devices are safe to use, help to support or undermine a user’s
privacy (Burbach et al. 2019), and the extent to which data shared with such devices are
safeguarded appropriately (see also study by Kim et al. 2011). While privacy concerns
are absent from the UTAUT2 model, these concerns are particularly likely when users
and non-users are concerned about the security of their data as there is evidence that
voice assistants and other smart devices are hacked or compromised (e.g., Park et al.
2018; Sharevski et al. 2021; Yan et al. 2021). For example, Chhetri and Motti (2019)
identified various user concerns in user reviews, including aspects such as tracking,
storage of conversations, lack of data security, and potential hacking risks. This leads us
to propose the following:

H8: Privacy concerns are a negative predictor of the intention to use virtual assistants.
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3 Method

3.1 Data Collection and Sample

Data collection took place in two countries: Ireland and Finland. These countries were
selected because they both ranked among the top 20 in the world in 2020 and 2021 in
terms of their digital competitiveness (IMD 2021). Both countries also share a lot of
similarities in terms of the size of their populations and economies, while both countries
are also known as international tech hubs (Gallagher 2022). Students are digital natives
who tend tousevarious electronic gadgets (includingvoice assistants; Farooq et al. 2019).
We, therefore, expected that familiarity with and the use of physical voice assistants
would be likely in the general and student populations.

A cross-sectional research design was used, with data collection in two educational
institutions in Ireland and one in Finland. Ethics was obtained from both Irish institutions
for this study. Data collection started in July 2020 and concluded in May 2021. All
participants were asked to give consent. The two surveys ran separately (one in Ireland
and one in Finland) and 145 individuals moved past the consent page. The final dataset
includes 119 participants who completed at least 80% of the survey. This included
75 participants from Ireland (63%) and 44 participants (37%) from Finland. Research
participants in both countries had the option to register after the study for a raffle (via a
separate form not connected to the original survey).

3.2 Participant Description

The sample size of 119 participants included 63% males, 37% females with an average
of 25.15 years (SD= 7.75, range 18 to 69). At the time of the study, 47% of respondents
were students of bachelor, 10% of masters and PhD, and 3% were pursuing non-degree
qualifications (another 30% of respondents opted out to provide information about their
educational level). Among the respondents, 45% (n = 54) had used a voice assistant
previously at home (n = 51), the workplace (n = 12), or both places (n = 9). In terms
of participants’ work experience, we should note that a significant proportion of the
sample was working while studying. In terms of the Irish sample, an estimated 70–80%
of students contacted for this survey were working while studying, while 30–40% of
students in the Finnish sample – based on Turku statistics – are working while studying.

3.3 Measures

For this study, we used established scales from the previous studies, which we adapted in
relation to voice assistants. All UTAUT-related constructs were measured on a 5-points
Likert scale (1= strongly disagree, to 5= strongly agree). Some of the original response
options were reduced cognitive load. In addition, we added a few questions to learn more
about our participants’ past experiences and demographics. The data from current users
and non-users were combined (N = 119).

Prior Experience Using a Voice Assistant. Participants were asked “Please tell us if
you have experience with Amazon Echo, Apple’s HomePod or Alexa and other voice
assistants/smart speakers”. In addition, we asked if they used them at home, at work, or
both which was the case for 54 participants (45.4%).
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Performance Expectancy. This variable was measured using three questions from the
perceived usefulness scale adapted from Davis (1989) and Venkatesh et al. (2003). We
asked both users and non-users (M= 3.22., SD= 1.02 α = .88). An example statement
for a current user of voice assistants is: “Being able to use voice assistants enables me
to accomplish tasks more quickly at home/at work”. A non-user was presented with
a slightly amended statement: “Being able to use voice assistants will enable me to
accomplish tasks more quickly at home/at work”.

Effort Expectancy. We used four items from the perceived ease of use scale presented
in Davis (1989), which were also featured in Venkatesh et al. (2012). The items were
slightly adapted in relation to voice assistants. All four were used in the final composite
(M = 3.22, SD = 1.02, α = .88). Current users would receive an item such as this:
“Learning to use voice assistants/smart speaker is easy for me” while non-users were
presented with this item: “Learning to use voice assistants/smart speaker would be easy
for me”. Higher scores indicate more positive ease of use perceptions.

Social Influence. This measure featured three items Anderson and Agarwal (2010). We
focused on assessing participants’ perceptions of descriptive social norms, in particular,
as to what other people do (M = 2.36., SD = 1.10, α = .90). Both users and non-users
were presented with identical items, for example, the statement “I believe people who
are important to me use voice assistants/smart speakers”.

Facilitating Conditions. This was measured using four items adapted from Venkatesh
et al. (2012), again adapted in relation to voice assistants (M = 4.21, SD = 0.58, α

= .57). Both users and non-users were asked to respond to items such as: “I have the
resources necessary to use voice assistants/smart speakers”.

Hedonic Motivation. This was also measured using three items by Venkatesh et al.
(2012), also called “perceived enjoyment” in TAM research (M= 3.85, SD= 0.92, α =
.92). For example, all participants were asked to respond to items such as “Using voice
assistants/smart speakers is enjoyable”.

Price Value (Price Motivation). We used the three items by Venkatesh et al (2012).
The original items asked about internet costs and were amended in relation to voice
assistant (M = 3.43, SD = 0.98, α = .88). In order to give non-users an idea of the cost
estimates of such devices for 2020, we included a price range (60–100 Euro).

Habit (Habitual Use of Voice Assistants). We also wanted to assess the extent to
which participants would expect that their use of voice assistants is (in the case of
users) or could be (in the case of non-users) become a habit, using three items from
Venkatesh et al. (2012). An example demonstrates this. Users were asked “The use of
voice assistants/smart speakers has become a habit for me” while non-users were asked
“The use of voice assistants/smart speakers could become a habit for me”, followed by
the 5-point Likert response scale as with the other scales (M = 3.01, SD = 1.17, α =
.85).

Behavioral Intention (to Use Voice Assistants in the Future). This was assessed with
three items from Venkatesh et al. (2012), again adapted in reference to voice assistants
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(M = 2.93, SD = 1.21, α = .91). Both users and non-users were asked, for example,
“I intend to use voice assistants in the future”. The same response scale options were
applied as above. The composite of the three items represented our outcome variable in
this study.

Privacy Concern. We included privacy concerns using four items which were slightly
adapted in reference to voice assistants from Kim et al. (2011; M = 2.57, SD = 1.04, α
= .87) with five answering options (1 = strongly disagree, to 5 = strongly agree). An
example itemwas “In general, using voice assistants/smart speakers is risk-free”. Higher
scores indicate lower privacy concern.

Control Variables (Demographics). We also asked respondents about their gender,
age, educational level, the educational discipline they were studying (as we recruited
cross-sectionally).

4 Results

4.1 Group Comparisons and Correlations

As expected, users (n = 54) and non-users (n = 65) differed in some respects when
we explored the two groups using independent samples t-tests. Please note that due to
a sampling error, performance expectancy was only recorded in the Irish data (for 73
participants) but not in the Finnish data. As a result, the analysis of group differences
for Performance Expectancy was excluded as the ratio was 8 to 65 users vs. non-users.

Users reported lower effort expectancy than non-users (Mu = 2.22, SD = 1.13; Mn

= 4.28, SD= 0.63; t(117)=−12.51, p< .001), more social influence (Mu = 2.85, SD=
1.09;Mn = 1.95, SD = 0.92; t(117) = 4.86, p < .001), and greater hedonic motivation
(Mu = 4.09, SD = 0.66; Mn = 3.65, SD = 1.05; t(117) = 2.71, p = .008). Other
significant differences emerged: users scored higher on price value (Mu = 3.79, SD =
0.87; Mn = 3.13, SD = 0.97; t(117) = −3.88, p < .001), privacy concern (Mu = 2.82,
SD = 0.95; Mn = 2.36, SD = 1.07; t(117) = 2.48, p = .015) and intention to continue
using voice assistants in the future than non-users (Mu = 3.56, SD = 1.01; Mn = 2.41,
SD= 1.22; t(117)= 5.87, p< .001). No significant differences (p< .05) were observed
in relation to habit development (p= .065) and facilitating conditions between users and
non-users (p = .123). Most of the scale composites for the combined sample correlated
weakly to moderately, as expected; there was little evidence of multi-collinearity (Table
1).

4.2 Main Analysis and Hypothesis Testing

We first examined the predictive effects of the UTAUT variables on behavioral intention
for users and non-users (as separate samples) using the forced-entry method in multiple
regression. Countrywas only a significant control variable in the case of non-users. In the
case of users (n= 54), the seven predictors collectively explained 60% of the variance in
behavioral intention (R2

adj = .60, F(7,46)= 12.15, p < .001). The results for non-users



Voice Assistants: (Physical) Device Use Perceptions, Acceptance 493

Table 1. Correlations for the combined sample (N = 117)

Constructs PE EE HU SI FC HM PV PC BI

PE 1

EE .12 1

HU .67** .27** 1

SI .43** −.28** .17 1

FC .23* −.09 .13 .23* 1

HM .71** −.04 .40** .24** .36** 1

PV .36** −.25** .33** .27** .27** .42** 1

PC .37** −.07** .26** .28** .03 .23** .34** 1

BI .71** −.29 .57** .44** .19* .61* .53** .39** 1

Note. ** p< .01, * p< .05. PE= Performance Expectancy (n= 73), EE= Effort Expectancy, HU
= Habit Development/Habitual Use, SI= Social Influence, FC= Facilitating Conditions, HM=
Hedonic Motivation, PV = Price Value, PC = Privacy Concern, and BI = Behavioral Intention.

(n = 65) indicated that the seven variables explained 64% of the variance in behavioral
intention (R2Δ= .64, F(7,56)= 17.40, p< .001). Only two predictors were significant:
hedonic motivation (H5, β = .26, p = .022 in the case of users; β = .43, p < .001 for
non-users) and habit development (H7, β = .63, p< .001 in the case of users; β = .50, p
< .001 for non-users). In an exploratory analysis, we also controlled for privacy concern
in the first step (rather than having it as a regular predictor at the end, following the other
UTAUT variables). In this case, privacy concerns (H8) had both a marginally significant
effect in the case of users (p = .084) and a significant effect for non-users (p = .004).
Furthermore, given this constellation, effort expectancy (H2) appeared to play more of
role for non-users alone (β = −.19, p = .052), but not users (β = −.06, p = .538). The
negative coefficient suggests that non-users expect that the use of voice assistants will
require more effort for them, in line with H2.

Please note that in the earlier analyses, we excluded performance expectancy (H1)
due to the missing cases. In a final analysis with the 73 cases for which we had perfor-
mance expectancy information, we examined the extent to which this variable predicts
behavioral intention whenwe control for the three UTAUT predictors (effort expectancy,
habit development, and hedonicmotivation)while simultaneously excluding country and
privacy concerns as control variables. In that case, all variables were significant (p <

.001). Performance expectancy, however, only had a marginal significant and positive
effect on behavioral intention (H1, β = .18, p = .098), possibly due to suppression
effects through shared variance with other UTAUT variables (see correlations in Table
1).

5 Discussion

The goal of the current study was to provide more insights to the emerging research
base around user and non-user concerns about voice assistants, intentions to purchase
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and use voice assistants, and factors that increase users’ and non-users’ intention to the
adoption of such devices in the home and at work. What is more, the research aimed to
provide further evidence regarding the extent to which UTAUT2 model variables and
privacy concern are significant predictors of users’ and non-users’ behavioral intention
to continue or start using voice assistants in the future.

The group differences suggested that users differed significantly from non-users in
relation to a number of UTAUT2 model variables when we examined these individually
(group comparisons). However, the picture is not as clear-cut and should be interpreted
with caution as most of these differences disappeared when we analyzed the effect of
all variables together in multiple regression analyses. Our regression results indicated
that only hedonic motivation (H5) and habit development (H7) significantly predicted
behavioral intention among users and non-users alike. This is also in line with research
that showed that enjoyment predicts purchase intentions regarding voice assistants (Sohn
and Kwon 2020) and the work by Lee et al. (2020), which showed that habit could
positively increase the intention to continue using voice assistants. The case for the
effect of effort expectancy (H2) is much weaker as it only emerged as a marginally
significant effect for non-users, while performance expectancy (H1) had a very small
and only marginally significant effect on behavioral intention in a much smaller sample
once other UTAUT variables such as hedonic motivation, habit development and effort
expectancy were entered in the first step before performance expectancy.

However, a number of predictors did not have the expected effects on behavioral
intention. This included social influence (H3) and facilitating conditions (H4), in contrast
to Dwivedi et al. (2019) and the findings regarding social benefits in McLean and Osei-
Frimpong (2019). In contrast to our prediction, privacy concern (H8) did not have a direct
effect on behavioral intention to use voice assistants in our study as proposedwhen it was
examined as a predictor together with other UTAUT variables (H8). However, privacy
concern did seem to play a role when it was entered as a control variable in the first step
before all other UTAUT variables. This might be due to suppression effects.

More research in this area may be helpful to understand the role of conflicting beliefs
and the way users as well as non-users evaluate the pros and cons of adopting tools when
they report strong, moderate, or weak privacy concerns. For example, the interactivity
of voice assistants has been shown to reduce the perceived intrusiveness via brand trust,
which in turn has a positive influence on performance expectancy (see Lucia-Palacios
and Pérez-López 2021). These findings might also explain why we see no direct effects
of privacy concern, but an indication that privacy is possible to interact with performance
expectancy in relation to behavioral intention.

5.1 Practical Implications

Several resources exist to help users of smart home devices such as voice assistant iden-
tify more privacy-enhancing solutions (e.g., Chhetri and Motti 2019) and the different
privacy concerns of various stakeholders involved in the use of voice assistants (Pal
et al. 2020). Clear communication, interactivity features (that offer more information
and communication), and privacy-enhancing defaults may go a long way to build a
trusting relationship between users and device manufacturers (see Lucia-Palacios and
Pérez-López 2021). Such steps may also alleviate the privacy concerns of current users
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and prospective non-users (Pal et al. 2020) and make performance expectancy a more
influential predictor of behavioral intention, as our results suggest.

5.2 Limitations

Some methodological and procedural limitations apply. First, we used self-reports and a
student sample (although a significant proportion of our participants were working while
studying). However, it is worth noting that the two groups – users and non-users – would
have different reference points for their self-reports: users have experience using voice
assistants to consult, while non-users are more likely to report on their perceptions rather
than experience (although it is not definite that they are not passive users or bystanders,
Pal et al. 2020). Second, we explored the behavioral intentions of our participants rather
than actual use. The second would be preferable, but was a limitation of the design.
Future research may wish to consider more longitudinal work similar to the diary study
by Lau et al. (2018).

And third, we would like to acknowledge the limitations of using such a cross-
sectional, educational, and international sample and outline some suggestions to consider
cross-cultural factors in future research sections. However, other researchers also run
certain analyses on combined samples of users and non-users (e.g., Liao et al. 2019) or
users who are single users of voice assistants or sharing these devices (Lee et al. 2020).
Future data collection efforts may need to increase sampling sizes in order to create the
statistical requirements for multi-group analysis. And fourth, past research has shown
that brand names can also influence trust, as some brand namesmay bemore trusted than
others (Park et al. 2018; Frick et al. 2021), leading users and non-users to be potentially
more accepting of data collection via these brand devices (Chavanne 2018). In our case,
we used well-known brand names (HomePod, Alexa, and Echo) as examples of physical
voice assistants that are not incorporated into other devices. This suggests that the use
of those brand names may also have impacted our results, a potential limitation to be
confirmed in future work.

5.3 Future Research

Future research may wish to consider the role of user attitudes in relation to behavioral
intention to use voice assistants. Attitudes related to trust, malicious attacks via voice
assistants and therefore risk management, resistance, intentionality of device ownership
(intentional vs. unintentional, e.g., in the case of preinstalled devices or the cases where
voice assistants are given as gifts to users), and data sharing may be important areas for
investigation in future studies regarding voice assistants as well (see also Hong et al.
2019; Michler et al. 2019; Sharevski et al. 2021; Yan et al. 2021). We would propose
that future research may consider whether users and non-users have different privacy
perceptions depending on the use of voice assistants in private as well as shared spaces.

A number of privacy theories such as the privacy calculus theory may serve as
useful starting points. In addition, it may be worthwhile to explore additional theories –
in addition to the well-established UTAUT – in the exploration of how, why, and when
non-users decide to adopt certain physical and integrated devices in their everyday usage
in the workplace and at home. We would also like to make two further suggestions. One,



496 A. Farooq et al.

it would be interesting to see a meta-analysis on voice assistants that explored effects
given certain context factors (public, private, multi-purpose environments; voluntary
vs. involuntary adoption in shared spaces). Two, it would be interesting to see more
theoretical frameworks and work in this area in order to move the research further and
beyond both UTAUT and the focus on mostly virtual voice assistants.

In addition, we observed some country differences in relation to effort expectancy
and facilitating conditions between participants in Finland vs. Ireland. More research on
cultural variables could explain some of these findings. And lastly, the possible effects
of voice assistants being used or misused, manipulated or compromised, and their use
by various users in one environment (e.g., in the home or at work) are certainly worthy
of more exploration (see also Lee et al. 2020; Sharevski et al. 2021).

5.4 Conclusions

In our study, the predictors of the acceptance of voice assistants were predominantly
intrinsic (hedonic motivation) and habitual (habitual voice assistant use). However, con-
textual factors (facilitating conditions, social influence, privacy concern) were not pre-
dictors, nor did performance or effort expectancy predict behavioral intention to use
voice assistants. Our results, therefore, suggest that predominantly individual factors
rather than social factors drive the acceptance of voice assistants in users and non-
users. Through experimental manipulation, future research may investigate the condi-
tions under which privacy is a driver as well, such as specific contexts (e.g., private vs.
public spaces at work and at home, multi-purpose locations such as home offices, shared
and personal spaces in the home). This work may also validate the relative importance
of drivers of voice assistant acceptance through experimental research.
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