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Preface

This volume contains the refereed proceedings of the 10th International Conference
on Analysis of Images, Social Networks, and Texts (AIST 2021)1. The previous
conferences (during 2012–2020) attracted a significant number of data scientists,
students, researchers, academics, and engineers working on interdisciplinary data
analysis of images, texts, and social networks. The broad scope of AIST makes it an
event where researchers from different domains, such as image and text processing,
exploiting various data analysis techniques, can meet and exchange ideas. As the test of
time has shown, this leads to the cross-fertilisation of ideas between researchers relying
on modern data analysis machinery.

Therefore, AIST 2021 brought together all kinds of applications of data mining and
machine learning techniques. The conference allowed specialists from different fields to
meet each other, present their work, and discuss both theoretical and practical aspects of
their data analysis problems. Another important aim of the conference was to stimulate
scientists and people from industry to benefit from knowledge exchange and identify
possible grounds for fruitful collaboration.

The conference was held during December 16–18, 2021. The conference was
organized in a hybrid mode by Ivane Javakhishvili Tbilisi State University, Georgia
(offline on campus)2 and the Skolkovo Institute of Science and Technology, Russia
(online)3, due to the COVID-19 pandemic constraints.

This year, the key topics of AIST were grouped into five tracks:

1. Data Analysis and Machine Learning chaired by Sergei O. Kuznetsov (HSE
University, Russia), Amedeo Napoli (Loria, France), and Evgenii Tsymbalov
(Yandex, Russia)

2. Natural Language Processing chaired by Natalia Loukachevitch (Lomonosov
Moscow State University, Russia), Andrey Kutuzov (University of Oslo, Norway),
and Elena Tutubalina (Kazan Federal University and HSE University, Russia)

3. Social NetworkAnalysis chaired by Sergei Ivanov (Huawei), Olessia Koltsova (HSE
University, Russia), and Jari Saramäki (Aalto University, Finland)

4. Computer Vision chaired by Evgeny Burnaev (Skolkovo Institute of Science and
Technology, Russia) and Andrey V. Savchenko (HSE University, Russia)

5. Theoretical Machine Learning and Optimization chaired by Panos M. Pardalos
(University of Florida, USA) and Michael Khachay (IMM UB RAS and Ural
Federal University, Russia)

The Program Committee and the reviewers of the conference included 128 well-
known experts in data mining and machine learning, natural language processing, image

1 https://aistconf.org.
2 https://www.tsu.ge/en.
3 https://www.skoltech.ru/en.

https://aistconf.org
https://www.tsu.ge/en
https://www.skoltech.ru/en


viii Preface

processing, social network analysis, and related areas from leading institutions of many
countries including Australia, Austria, the Czech Republic, France, Germany, Greece,
India, Iran, Ireland, Italy, Japan, Lithuania, Norway, Qatar, Romania, Russia, Slovenia,
Spain, Taiwan, Ukraine, the UK, and the USA. This year, we received 118 submissions,
mostly from Russia but also from Algeria, Brazil, Finland, Germany, India, Norway,
Pakistan, Serbia, Spain, Ukraine, the UK, and the USA.

Out of the 118 submissions, 26 were desk rejected. For the remaining 92 papers,
only 25 were accepted into the main volume published in Springer’s Lecture Notes
in Computer Science (LNCS) series. In order to encourage young practitioners
and researchers, we have included 17 papers in this companion volume in the
Communications in Computer and Information Science (CCIS) series. Thus, the
acceptance rate of the CCIS volume is 25%. Each submission was reviewed by at least
three reviewers, experts in their fields, in order to supply detailed and helpful comments.

The conference featured several invited talks and tutorials dedicated to current trends
and challenges in the respective areas.

The invited talks from academia were on natural language processing and related
problems:

– Magda Tsintsadze, Manana Khachidze, and Maia Archuadze (Tbilisi State
University): “On Georgian Text Processing Toolkit Development”

– Jeremy Barnes (University of the Basque Country): “Is it time to move beyond
sentence classification?”

– Irina Nikishina (Skolkovo Institute of Science and Technology): “Taxonomy
Enrichment with Text and Graph Vector Representations”

– Zulfat Miftahudinov (Kazan Federal University and Insilico Medicine): “Drug and
Disease Interpretation Learning with Biomedical Entity Representation Transformer”

The invited industry speakers gave the following talks:

– Iosif Itkin (Exactpro): “Data intensive software testing”
– Aleksandr Semenov (Sber.Games): “Data science in GameDev”
– Alexey Drutsa (Yandex): “Toloka: professional hands-on tools accelerating the data-
centric AI”

This year the program also included two round tables. The first one was devoted to
the largest AIST track: “NLP on AIST” chaired by Andrey Kutuzov. The second one
facilitated discussion on social aspects of data science practices: “Ethical issues and
social challenges in data science” chaired by Rostislav Yavorskiy.

We would like to thank the authors for submitting their papers and the members of
the Program Committee for their efforts in providing exhaustive reviews.

We would also like to express our special gratitude to all the invited speakers and
industry representatives. We deeply thank all the partners and sponsors, especially, the
hosting organization: Ivane Javakhishvili Tbilisi State University in Georgia. The local
organizing team also included representatives of Exactpro Systems: Iosif Itkin, Natia
Sirbiladze, and Janna Zabolotnaya. In addition, we thank the co-organizers from the
Russian side: Alexander Panchenko and Irina Nikishina of Skolkovo Institute of Science
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andTechnology and the colleagues fromvarious divisions ofHSEUniversity.Our special
thanks go to Springer for their help, starting from the first conference call to the final
version of the proceedings. Last but not least, we are grateful to the volunteers, whose
endless energy saved us at the most critical stages of the conference preparation.

Here, we would like to mention that the Russian word “aist” is more than just a
simple abbreviation as (in Cyrillic) it means “stork”. Since it is a wonderful free bird, a
symbol of happiness and peace, this stork gave us the inspiration to organize the AIST
conference series. So we believe that this conference will still likewise bring inspiration
to data scientists around the world!
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Call Larisa Ivanovna: Code-Switching Fools
Multilingual NLU Models

Alexey Birshert(B) and Ekaterina Artemova

National Research University Higher School of Economics, Moscow, Russia
{abirshert,elartemova}@hse.ru

https://cs.hse.ru/en/ai/computational-pragmatics/

Abstract. Practical needs of developing task-oriented dialogue assistants require
the ability to understand many languages. Novel benchmarks for multilingual
natural language understanding (NLU) include monolingual sentences in several
languages, annotated with intents and slots. In such setup models for cross-lingual
transfer show remarkable performance in joint intent recognition and slot filling.
However, existing benchmarks lack of code-switched utterances, which are diffi-
cult to gather and label due to complexity in the grammatical structure. The eval-
uation of NLU models seems biased and limited, since code-switching is being
left out of scope.

Our work adopts recognized methods to generate plausible and naturally-
sounding code-switched utterances and uses them to create a synthetic code-
switched test set. Based on experiments, we report that the state-of-the-art NLU
models are unable to handle code-switching. At worst, the performance, eval-
uated by semantic accuracy, drops as low as 15% from 80% across languages.
Further we show, that pre-training on synthetic code-mixed data helps to main-
tain performance on the proposed test set at a comparable level with monolingual
data. Finally, we analyze different language pairs and show that the closer the
languages are, the better the NLU model handles their alternation. This is in line
with the common understanding of how multilingual models conduct transferring
between languages.

Keywords: Intent recognition · Slot filling · Code-mixing · Code-switching ·
Multilingual models

1 Introduction

The usability of task-oriented dialog (ToD) assistants depends crucially on their ability
to process users’ utterances in many languages. At the core of a task-oriented dialog
assistant is a natural language understanding (NLU) component, which parses an input
utterances into a semantic frame by means of intent recognition and slot filling [40].
Intent recognition tools identify user needs (such as buy a flight ticket). Slot
filling extracts the intent’s arguments (such as departure city and time).

Common approaches to training multilingual task-oriented dialogue systems rely
on (i) the abilities of pre-trained language models to transfer learning across languages
and [5,25] and (ii) translate-and-align pipelines [18].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
E. Burnaev et al. (Eds.): AIST 2021, CCIS 1573, pp. 3–16, 2022.
https://doi.org/10.1007/978-3-031-15168-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15168-2_1&domain=pdf
https://doi.org/10.1007/978-3-031-15168-2_1
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The latter group of methods leverages upon pre-training on large amounts of raw
textual data for many languages. Different learning objectives are used to train repre-
sentations aligned across languages. The alignment can be further improved by means
of task-specific label projection [27] and representation alignment [14] methods.

The former group of methods utilizes off-the-shelf machine translation engines to
translate (i) the training data from resource-rich languages (almost exclusively English)
to target languages or (ii) the evaluation data from target languages into English [18].
Further word alignment techniques help to match slot-level annotations [9,30]. Finally,
a monolingual model is trained to make desired predictions.

A number of datasets for cross-lingual NLU have been developed. To name a few,
MultiAtis++ [44], covering seven languages across four language families, contains
dialogues related to a single domain – air travels. MTOP [23] comprises six languages
and 11 domains. xSID [13] is an evaluation-only small-scale dataset, collected for 12
languages and six domains.

Recent research has adopted a new experimental direction aimed at develop-
ing cross-lingual augmentation techniques, which learn the inter-lingual semantics
across languages [9,15,21,26,31]. These work seek to simulate code-switching, a phe-
nomenon where speakers use multiple languages mixed up [35]. Experimental results
consistently show that augmentation with synthetic code-switched data leads to signif-
icantly improved performance for cross-lingual NLU tasks. What is more, leveraging
upon these datasets in practice meets the needs of multicultural and multilingual com-
munities. To the best of our knowledge, large-scale code-switching ToD corpora do not
exist.

This paper extends the ongoing research on exploring benefits from synthetic code-
switching to cross-lingual NLU. Our approach to generating code-switched utterances
relies on grey-box adversarial attacks on the NLU model. We perturb the source utter-
ances by replacing words or phrases with their translations to another language. Next,
perturbed utterances are fed to the NLU model. Increases in the loss function indi-
cate difficulties in making predictions for the utterance. This way, we can (i) generate
code-switched adversarial utterances, (ii) discover insights on how code-switching with
different languages impacts the performance of the target language, (iii) gather aug-
mentation data for further fine-tuning of the language model. To sum, our contributions
are1:

1. We implement several simple heuristics to generate code-switched utterances based
on monolingual data from an NLU benchmark;

2. We show-case that monolingual models fail to process code-switched utterances. At
the same time, cross-lingual models cope much better with such texts;

3. We show that fine-tuning of the language model on code-switched utterances
improves the overall semantic parsing performance by up to a 2-fold increase.

1 Our code can be found at https://github.com/PragmaticsLab/CodeSwitchingAdversarial.

https://github.com/PragmaticsLab/CodeSwitchingAdversarial
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2 Related Work

Generation of Code-Switched Text has been explored as a standalone task [17,22,33,
34,39,42] and as a way to augment training data for cross-lingual applications, includ-
ing task-oriented dialog systems [9,15,21,26,31], machine translation [1,12,16], natu-
ral language inference and question answering [37], speech recognition [46].

Methods for generating code-switched text range from simplistic re-writing of some
words in the target script [12] to adversarial attacks on cross-lingual pre-trained lan-
guage models [39] and building complex hierarchical VAE-based (Variational AutoEn-
coders) models [34]. The vast majority of methods utilize machine translation engines
[37], parallel datasets [1,12,16,42] or bilingual lexicons [39] to replace the segment of
the input text with its translations. Bilingual lexicons may be induced from the paral-
lel corpus with the help of soft alignment, produced by attention mechanisms [22,26].
Pointer networks can be used to select segments for further replacement [17,42]. If nat-
ural code-switched data is available, such segments can be identified with a sequence
labeling model [16]. Other methods rely on linguistic theories of code-switching. To
this end, GCM toolkit [33] leverages two linguistic theories, which help to identify seg-
ments where code-switching may occur by aligning words and mapping parse trees of
parallel sentences.

The quality of generated code-switched texts is evaluated by (i) intrinsic text prop-
erties, such as code-switching ratio, length distribution, and (ii) extrinsic measures,
ranging from the perplexity of external languages model to the downstream task perfor-
mance, in which code-switched data was used for augmentation [34].

Natural Language Understanding in the ToD domain has two main goals, namely
intent recognition, and slot filling [32]. Intent recognition assigns a user utterance with
one of the pre-defined intent labels. Thus, intent recognition is usually tackled with
classification methods. Slot filling seeks to find arguments of the assigned intent and
is modeled as a sequence modeling problem. For example, the utterance I need a flight
from Moscow to Tel Aviv on 2nd of December should be assigned with the intent label
find flight; three slots may be filled: departure city, arrival city,
date. These two interdependent NLU tasks are frequently approached via multitask
learning, in which a joint model is trained to recognize intents and fill in slots simulta-
neously [3,20,43].

Adversarial Attacks on natural language models has been categorized with respect to
(i) what kind of information is provided from the model and (ii) what kind of pertur-
bation is applied to the input text [29]. White-box attacks [8] have access to the whole
model’s inner workings. On the opposite side, black-box attacks [11] do not have any
knowledge about the model. Grey-box attacks [45] access predicted probabilities and
loss function values. Perturbations can be applied at char-, token-, and sentence-levels
[4,11,24].

Other Related Research Directions include code-switching detection [28,38], eval-
uation of pre-trained language models’ robustness to code-switching [41], analysis of
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language model’s inner workings with respect to code-switched inputs [36], bench-
marking downstream tasks in code-switched data [2,19].

3 Our Approach

In our work we train multilingual language models for the joint intent recognition and
slot-filling task.

3.1 Dataset

We chose MultiAtis++ dataset [44] as the main source of data. This dataset contains
seven languages from three language families - Indo-European (English, German, Por-
tuguese, Spanish, and French), Japanese, and Sino-Tibetan (Chinese). The dataset is a
parallel corpus for classifying intents and slot labeling - in 2020 it was translated from
English to the other six languages. The training set contains 4978 samples for each
language; the test set contains 893 samples per language. Each object in the dataset
consists of a sentence, slot labels in BIO format, and the intent label.

3.2 Joint Intent Recognition and Slot-Filling

We train a single model for the joint intent recognition and slot-filling task. The model
has two heads; the first one predicts intents, and the second one predicts slots. We had
trained two different models as a backbone - m-BERT and XLM-RoBERTa.

We aim at comparing two setups: (i) training on the whole dataset and (ii) only on its
English subset followed by zero-shot inference for other languages. For convenience,
we propose short names for the four models trained during the research - xlm-r, xlm-r-
en, m-bert, m-bert-en.

We measure our models’ quality with three metrics: intent accuracy, F1 score for
slots (we used micro-averaging by classes) and the proportion of sentences where we
correctly classified everything - both intent and all slots - semantic accuracy.

3.3 Code-switching Generation

We propose two variants of gray-box adversarial attacks. During the attack, we have
access to the model’s loss of input data. We strive to create an attack so that the resulting
adversarial perturbation of the source sentence is as close as possible to the realistic
code-switching. Quality evaluation at such adversarial attacks can act as a lower bound
for corresponding models’ quality in similar problems in the presence of real code-
switching in input data.

We focus mainly on the lexical aspect of code-switching when some words are
replaced with their substitutes from other languages. We replace some tokens in the
source sentence with their equivalents from the attacking languages during the attack.
The method to determine the replacement depends on which exactly attack is used.
Since most people who can use code-switching are bilinguals, in our work, we propose
to analyze attacks consisting in embedding one language into another.
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Algorithm 1. General view of the attack
Require: Sentence and label x, y; source model M; embedded target language L
Ensure: Adversarial sample x’

Lx = GetLoss(M, x, y)
for i in permutation(len(x)) do

Candidates = GetCandidates(M, x, y, token id = i)
Losses = GetLoss(M, Candidates)
if Candidates and max(Losses) ≥ Lx then

Lx = max(Losses)
x, y = Candidates[argmax(Losses)]

end if
end for

return x

Overview of the Attacks. The general attack scheme (Algorithm 1) is the same for
both proposed attacks. We offer the following attack pattern in our work: a source
model, a pair of sample sentences and labels, and embedded target language. Then
we iterate over the tokens in the sample sentence and strive to replace them with their
equivalent from the embedded target language. If changing the token to its equivalent
increases the source model’s loss, we replace the token with the proposed candidate.
The difference between the two methods consists in the way they generate replacement
candidates.

Word-level Adversaries. The first attack (Algorithm 2) generates target embedded
language substitutions by translating single tokens into the corresponding language.
Attacking this way, we make a rough lower bound since we do not consider the con-
text of the sentences and the ambiguity of words during the attack. To translate words
into other languages, we use the large-scale many-to-many machine translation model
M2M-100 from Facebook [10]. You can see an example of this attack in table 1.

Algorithm 2. Word-level attack
Require: Machine translation model T

function GETCANDIDATES(M, x, y, token id)
if x[token id] in T [L] then

tokens = T [L][x[token id]]
x[token id] = tokens
y[token id] = ExtendSlotLabels(y[token id], len(tokens))

end if
return x, y

end function
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Table 1. Example of attacking XLM-RoBERTa (xlm-r) with word-level attack.

Utterance en What are the flights from las vegas to Ontario

Utterance adv What sind die flights from las vegas to Ontario

Phrase-level Adversaries. The second attack (Algorithm 3) generates equivalents
from other languages by building alignments between sentences in different languages.
One sentence is a translation of another; we utilize the fact that we have a parallel
dataset. Candidates for each token are defined as tokens from the embedded sentence
into which the token was aligned. For aligning sentences, we use the awesome-align
model based on m-BERT [7]. You can see an example of this attack in table 2.

Algorithm 3. Phrase-level attack
Require: Sentences alignment A

function GETCANDIDATES(M, x, y, token id)
if x[token id] in A[L] then

tokens = A[L][x[token id]]
x[token id] = tokens
y[token id] = ExtendSlotLabels(y[token id], len(tokens))

end if
return x, y

end function

Table 2. Example of attacking XLM-RoBERTa (xlm-r) with phrase-level attack.

Utterance en Please find flights available from kansas city to newark

Utterance adv Encontre find flights disponı́veis from kansas city para newark

3.4 Adversarial Pre-training Method Protects from Adversarial Attacks

Adversarial pre-training protects the model against the proposed adversarial attacks. It
most likely allows the model to increase the performance not only at adversarial per-
turbations but also on real data with code-switching. However, this is only a hypothesis
since there is no real-life code-switched ToD data.

The adversarial pre-training method relies on domain adaptation techniques and has
several steps:

1. Generating adversarial training set for masked language modeling task.
2. Fine-tuning language model’s body on the new generated set in masked language

modeling task.
3. Loading fine-tuned model’s body before training for joint intent classification and

slot labeling task.
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Generating Adversarial Training Set. To generate an adversarial training set, we use
an adaptation of the phrase-level algorithm of the adversarial attack (Algorithm 4). The
difference is that tokens are replaced with their equivalents with the probability of 0.5.
Thus, a trained model is not required to generate the sample. The adversarial training
set is a concatenation of generated sets for all languages in the dataset except English.
Each subset is generated by embedding the target language into the training set of the
MultiAtis++ dataset in English. After generation, we get six subsets of 4884 sentences
each. The final adversarial training set consists of 29304 sentences; we divide it into
training and test sets in a ratio of 9 to 1.

Algorithm 4. Generating adversarial training set
Require: Training dataset X , set of embedded languages L1, . . . Ln

Ensure: Adversarial training set X ′

X’ = [ ]
for L in L1, . . . Ln do

for x in X do
for i in permutation(len(x)) do

Candidates = GetCandidates(M, x, y, token id = i)
if Candidates and U(0, 1) ¿ 0.5 then

x, = random.choice(Candidates)
end if

end for
X‘.append(x)

end for
end for
return X’

Fine-tuning Model’s Body. After generating the adversarial training set, we fine-tune
the pre-trained multilingual model. The model is trained with the masked language
modeling objective [6]. We select 15% of tokens and predict them using the model to
train a model for such a task. 80% of the selected tokens are replaced with the mask
token, 10% are replaced with random words from the model’s dictionary, the remaining
10% remain unchanged. After fine-tuning, we dump the body of the model for future
use.

Loading Fine-Tuned Model’s Body. Before training the multilingual model for the
task of join intent classification and slot labeling, we load the fine-tuned body of the
model. For models that have been pre-trained using the adversarial pre-training method,
we will add the suffix adv to the name.

4 Experimental Results

We will compare models trained only on the English training set (zero-shot models)
and the whole training set (full models). We will evaluate the quality by three metrics -
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accuracy for intents, f1-score for slots and semantic accuracy. We found that zero-shot
models have significantly worse quality than full ones, not only in languages other than
English but even in English.

Joint Intent Classification and Slot Labelling. We have achieved strong performance
for the problem of classifying intents and filling in slots. On the test sample, full models
showed an average of 97% correct answers for intents, and zero-shot ones, on average,
85%. Full models showed 0.93 f1-score for slots, zero-shot 0.68. Full models showed
79% of completely correctly classified sentences and zero-shot ones - about 26%. This
shows that zero-shot learning is not capable of competing with full learning in this
particular task. In the Fig 1, you can see the comparison between models and languages
by Intent accuracy metric. The additional results are provided in the project’s repository.

Fig. 1. Model comparison by Intent accuracy metric.

Attacking Models. We attacked all the models using our two algorithms.We found that
the word-level attack turned out to be more advanced, leading to lower performance.
For full models, the quality of intents fell from 98% to 88%, for zero-shot models from
92% to 77%. For full models, the quality by slots fell from 0.95 to 0.6, for zero-shot
models from 0.88 to 0.48. For full models, the proportion of entirely correctly classified
sentences fell from 83% to 14%, for zero-shot ones from 60% to 5%. Figure 2 compares
results before and after the word-level attack with the Intent accuracy metric.

We also got that the phrase-level attack turned out to be softer and gave a higher
quality compared to the word-level attack. For full models, the quality of intents fell
from 98% to 95%, for zero-shot models from 92% to 80%. For full models, the quality
by slots fell from 0.95 to 0.7, for zero-shot models from 0.88 to 0.55. For full models,
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the proportion of entirely correctly classified sentences fell from 83% to 35%, for zero-
shot ones from 60% to 10%. In the Fig 3, you can see the quality comparison after the
phrase-level attack for the Intent accuracy metric.

Fig. 2. Model comparison after word-level attack by Intent accuracy metric.

Adversarial Pre-training. To protect the models from attacks, we fine-tuned the bod-
ies for both models and loaded them before training for the task of joint intent clas-
sification and slot filling. We found that the defense had almost no effect on the full
models in terms of quality on the test set. For zero-shot models, the effect on the test
set is ambiguous - the quality by intents fell for Asian languages but increased slightly
for all others. As for the slots, we observe a negative effect for the m-BERT model and
a positive effect for the XLM-RoBERTa model.

For the word-level attack, a slight deterioration in the quality of intents for Asian
languages is noticeable, and a positive effect for other languages. After the adversarial
pre-training, the quality of slots increased for all models, which ultimately results in an
almost two-fold increase in the proportion of entirely correctly classified sentences for
zero-shot models and about 15% relative improvement for full models.
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Fig. 3. Model comparison after phrase-level attack by Intent accuracy metric.

Fig. 4. Model comparison with protection after phrase-level attack by Semantic accuracy
metric.
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Again, for the phrase-level attack, a slight deterioration in the quality of intents
for Asian languages is noticeable, and a positive effect for other languages. After the
defense, the quality of slots dropped slightly for Asian languages and increased sig-
nificantly for the rest. This results in a two-fold increase in the proportion of entirely
correctly classified sentences for zero-shot models and about 15% relative improvement
for full models (Fig 4).

5 Discussion

We approached the problem of recognizing intents and filling in slots for a multi-lingual
ToD system. We study the effect of switching codes on two multi-lingual language
models, XLM-RoBERTa and m-BERT. We showed that switching codes could become
a noticeable problem when applying language models in practice using two gray-box
attacks. However, the defense method shows promising results and helps to improve the
quality after the model is attacked.

6 Conclusion

This paper presents an adversarial attack on multilingual task-oriented dialog (ToD)
systems that simulates code-switching. This work is motivated by research and practi-
cal needs. First, the proposed attack reveals that pre-trained language models are vul-
nerable to synthetic code-switching. To this end, we develop a simplistic defense tech-
nique against code-switched adversaries. Second, our work is motivated by the practical
needs of multilingual ToDs to cope with code-switching, which is seen as an essential
phenomenon in multicultural societies. Future work directions include evaluating how
plausible and naturally-sounding code-switched adversaries are and adopting similar
approaches to model-independent black-box scenarios.

Acknowledgements. The article was prepared within the framework of the HSE University
Basic Research Program.
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Abstract. Requirements identification in textual documents or extrac-
tion is a tedious and error prone task that many researchers suggest
automating. We manually annotated the PURE dataset and thus created
a new one containing both requirements and non-requirements. Using
this dataset, we fine-tuned the BERT model and compare the results
with several baselines such as fastText and ELMo. In order to evalu-
ate the model on semantically more complex documents we compare
the PURE dataset results with experiments on Request For Information
(RFI) documents. The RFIs often include software requirements, but in
a less standardized way. The fine-tuned BERT showed promising results
on PURE dataset on the binary sentence classification task. Compar-
ing with previous and recent studies dealing with constrained inputs,
our approach demonstrates high performance in terms of precision and
recall metrics, while being agnostic to the unstructured textual input.

Keywords: Software requirements · Requirements elicitation ·
BERT · FastText · ELMo · Sentence classification

1 Introduction

Identifying and understanding technical requirements is a challenging task for
many reasons. Requirements come from various sources and in various forms.
These different forms may serve different purposes and levels, from initial project
proposals down to detailed contracts of individual methods. The forms that
appear earlier in the software process are consumed by more business-oriented
stakeholders. Technical people, such as testers, require detailed specifications
produced later in the software process to convert them into tests. The evolv-
ing form of describing the initial problem is natural and reflects the process of
understanding the problem better with time. The available requirement datasets
reflect those variations.

One of such is the PURE dataset [1] presented by A. Ferrari et al., which
includes 79 Software Requirements Specification (SRS) documents. Mainly this
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set is based on the Web search and includes documents with different pecu-
liarities as well as a lexicon with the widespread writing style of requirements.
Authors argue that this dataset fairly fits for various Natural Language Pro-
cessing (NLP) tasks such as requirements categorisation, ambiguity detection,
and equivalent requirements identification, etc. But at the same time, additional
expertise, as well as an annotation process, are primarily required. However,
some other datasets might be challenging. The Request for Information (RFI)
documents in itself specify an initial set of “best wishes” for a required solution
as well as a variety of constraints in terms of deployment, compatibility or guar-
antees for maintenance and support. Those documents are meant for engineers
though the language used, format, styles and structure are far from being stan-
dard. Those parameters largely depend on the organization that issued those
documents, personnel involved in designing specifications and traditional prac-
tices of the domain the organization belongs to. On the other side, the provider of
the solution must quickly qualify the RFI and prepare a well-thought offer that
would maximize the value for the customer at minimum costs for the provider.
Such analysis is mostly done manually that is costly, time-consuming and error-
prone.

In this paper, we present an approach for extraction of requirements coming
from unstructured text sources. We fine-tuned the Bidirectional Encoder Rep-
resentations from Transformers (BERT) [2] model with PURE-based manually
annotated dataset of 7,745 sentences to identify technical requirements in natural
text. The ReqExp showed 92% precision and 80% recall on the PURE dataset.
In order to evaluate BERT, we compared the results with previous state-or-
art methods such as fastText and Embeddings from Language Model (ELMo)
with an SVM classifier on the same PURE-based dataset, where BERT showed
superior results in the precision, but worse results in the recall. Afterwards we
carried-out additional experiments with more semantically difficult texts from
RFIs. We applied all the candidate models trained on PURE-based dataset to a
private dataset of 380 sentences extracted from RFI documents in order to eval-
uate the possibility to transfer the result to a new domain. BERT again showed
superior results in precision (90%), but inferior in recall (71%). With a superior
recall metrics fastText (82%) and ELMo (72%) baseline methods showed less
false negatives in detecting requirements, i.e. passed through less of undetected
requirements. The results obtained in the limited set of experiments showed
optimistic outcomes. We ran an additional experiment with a larger training
set, consisted of all the text samples from the PURE and obtained precision of
86% and recall of 84% that suggests further fine-tuning of ReqExp on a larger
dataset. Moreover, the analysis of related work indicated that the ReqExp app-
roach has certain advantages, since, for example, it is agnostic to the type and
the structure of input documents.

Unfortunately, the datasets of comparable studies are not available for a
thorough analysis. In order to avoid the same problem with our study, we provide
our dataset with manually annotated sentences from the PURE corpus to the
community for comparison studies. The initial intention for this study came
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from to Softeam company from France. They kindly provided the dataset of
RFI documents and endorsed our work. Softeam colleagues confirmed that the
results are promising for the industry with a high potential to be used in the
company’s products and processes.

To summarize this paper, the contributions of this work are: (1) adapted
PURE-based dataset for classification tasks with manually annotated sentences
containing both requirements and non-requirements; (2) the description of
BERT-based tool chain applying NLP for requirements extraction; (3) the results
of evaluation on SRS sentences from the PURE dataset in comparison with base-
line methods – fastText and ELMo; (4) the results of evaluation on a provide
dataset of RFI documents; (5) analysis of comparable studies. Therefore, the cur-
rent paper starts with the outline of the ReqExp approach in Sect. 2 describing
the conceptual method and the dataset construction for profiling BERT neural
network, followed by classifier models details in Sect. 3 , continued by validation
of the prototype on PURE-based dataset and real RFI documents in Sect. 4, to
be concluded by a comparison with the related work in Sect. 5.

2 Methods and Datasets

In this section we describe the process of building a binary sentence classifier.
This process has several steps presented in Fig. 1. The ultimate goal was to effi-
ciently build a training dataset that can be used to fine-tune the BERT model
and compare it with other advanced NLP methods. Bidirectional Encoder Rep-
resentations from Transformers (BERT) is a model by Google pre-trained on
a huge text corpus [2]. BERT was tested on multiple NLP tasks and achieved
state-of-the-art performance. A common way to use BERT for a domain-specific
task, such as software requirements extraction, is to fine-tune the model i.e., to
optimize model’s weights on a domain-specific dataset. To solve a binary classifi-
cation problem, such dataset should contain two subsets of sentences: (i) a subset
of sentences that contain requirements, and (ii) a subset of sentences that does
not contain requirements. However, there were no such dataset readily available
for requirements extraction.

Thus, the first step of our approach is creating the domain-specific training
dataset for fine-tuning. To speed up the process of corpus creation, we decided
to process an existing corpus of software specification documents. In [1], Ferrari
et al. presented a text corpus of public requirements documents (PURE)1 The
dataset contains 79 publicly available natural language requirements documents.
We applied PURE corpus as our main source of both requirements and non-
requirements for designing our own dataset. Initially, documents were presented
in the form of raw text with different format, structure and writing style.

At the beginning we made an attempt to extract sentences with requirements
using some parsing and extraction engines. Unfortunately, this idea was rejected
due to unsatisfactory quality of extracted text samples. Despite that authors
did provide a set of text requirements in the form of .json files to simplify the
1 Data of the corpus can be found here: https://zenodo.org/record/1414117.

https://zenodo.org/record/1414117
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extraction process, this was not enough to design a representative subset for each
class. It was decided to process documents manually preserving initial syntax and
semantics in the extracted text samples. Still this process was associated with
some challenges, which required us to apply the following conventions:

– Due to different length and structure of requirements, it was decided to
assume one sentence as one data unit. It means that a requirement, which
consists of several sentences, was divided into several units.

– Sometimes requirements were written in the form of a list with many elements.
In such case, this list was transformed into one sentence separating parts by
commas. In some rare cases, where elements were individual sentences, such
requirement was divided into several sentences accordingly.

Overall, we extracted 7,745 sentences, where 4,145 were requirements and
3,600 were non-requirements from 30 documents. The extraction was done from
the appropriate sections of the documents. Usually each document provides
structural elements like table of elements, requirements-focused sections with
appropriate names or contextual footnotes. The latter one might have some
specific numbering used in a document and initially explained by the authors,
or lexical elements that are usually inherent for requirements such as modal
verbs like ’must’, ’shall’, ’should’, etc. When identifying requirements and non-
requirements we followed principle described in [3].

Sentences with requirements were manually extracted by one specialist in
Software Engineering area and then independently validated by another expert
from our research group. Some special cases were separately discussed in the
group to make annotation more consistent. In the case when there was no agree-
ment concerning which label should be utilized to those text samples, they were
removed to maintain consistency of the set.

Fig. 1. The training process to obtain a model for binary sentence classification for
requirements extraction.
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3 Models for Sentence Classification

For this study we chose two baseline approaches, which preceded the BERT
architecture, for binary sentence classification. Specifically we considered fast-
Text model and ELMo embeddings with a classical machine learning classifier.
The latter one was chosen through an experiment stage to choose the most
promising model based on the most explicit and informative metrics during
comparison.

3.1 FastText Baseline Model

fastText is a method for constructing word embeddings based on the Word2Vec
principle, but with some extension. An embedding for each word is learnt from
embedding vectors for character n-grams that constitute the word. Thus, each
word vector is represented as the sum of the n-gram vectors. This extends the
Word2Vec type models with subword information. Once a word is represented
using character n-grams, a skipgram model is trained to learn the embeddings.
This approach provides a fast and scalable solution, allowing to train models on
large corpora [4]. For the down-stream task (binary classification of sentences)
we use a linear classifier that is default (a multinomial logistic regression) in the
fastText library.

An important part in designing predictive models is associated with find-
ing the best hyper-parameters. Usually, it is a cumbersome and time-consuming
task, especially when doing it manually. For this purpose, we applied an auto-
tune feature located inside the fastText functionality by using the validation set
presented earlier2.

3.2 ELMo with SVM Classifier

Embeddings from Language Models, or ELMo is an advanced method for con-
structing a contextualized word representation. The core ability is to model dif-
ferent characteristics of word use together with linguistic context. Specifically,
these representations are internal states of a deep bidirectional language model
that is pre-trained on a large corpus. ELMo maximizes the log-likelihood of the
forward and backward directions in a sequence of words [5]. These produced
vectors can be applied as features for various NLP purposes.

To make a decision for distinguishing among sentences with requirement and
without, one needs to use a classifier on top of the features extracted from
text. To find the best classifier, we compared several popular machine learning
models such as Logistic Regression, Random Forest classifier, Support Vector
Machines and Multi-Layer Perceptron. To this end the Grid Search was applied
with specific set of initially predefined hyperparameters for each model. The
process of assessment was based entirely on the training set. As a result we
chose with Support Vector Machines with polynomial kernel that showed the

2 https://fasttext.cc/docs/en/autotune.html.

https://fasttext.cc/docs/en/autotune.html


22 V. Ivanov et al.

highest result in terms of F1-score. The results related to this baseline will be
marked as “ELMo+SVM” in the following sections.

3.3 BERT-Based Approach

Recently using a large pre-trained language model has shown a breakthrough
in many tasks of natural language processing including text classification. The
baseline approach to transfer learning typically implies pre-training a neural
network on a large corpus of texts with further fine-tuning the model on a
specific task. In this study, we use pre-trained BERT [2] model3 as a baseline.
In all experiments with BERT, we adopted the implementation of fine-tuning
process for binary text classification presented in [6]. Hyper-parameters used
in fine-tuning are the following: batch size is 64, learning rate is 2 · 10−5, max
sequence length is 100, number of epochs is 2. Overall schema is presented in
Fig. 1.

4 Experimental Setup and Validation

4.1 Experimental Setup

Empirical evaluation of model performance was carried out in two phases. First,
we used a classical approach with splitting dataset into disjoint sets of sentences
(namely, ‘train’, ‘test’ and ‘validation’ sets). All models were trained on the same
‘train’ subset and tested on the same ‘test’ part from the PURE dataset. We
did not apply cross-validation due to the special rule of splitting collection into
train and test sets, i.e. sentences from some document should appear in either
the train set or in the test set. The dataset as well as the split is available for
the sake of reproducibility and comparison of results.

Second, we used an out-of-sample data for evaluation of the classifiers. To this
end we tested the performance on sentences manually extracted from the RFI
documents. All models were trained on the same ‘train’ part and tested on the
same group of sentences extracted from RFI. We argue that such experimental
conditions are more relevant in practice. Indeed, we expected decreasing of the
performance on the RFI documents. This shows that fine-tuning of large pre-
trained language models is not a panacea in practice, however it gives a viable
alternative to rule-based tools. Finally, we show that adding more data on the
fine-tuning phase leads to better performance on the out-of-sample data.

4.2 Train, Test and Validation Sets

As for the data split, we had 7,745 sentences extracted from the PURE dataset
to split them up into train, test and validation subsets by the parts of approx-
imately 70%, 20 % and 10% accordingly. In order to consistently separate our
3 Specifically, we use the BERT-base uncased model from https://github.com/google-
research/bert.

https://github.com/google-research/bert
https://github.com/google-research/bert
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dataset, sentences from every document were fully added only to one specific
subset. We found a particular combination of documents for each subset that
preserve the stated separation and at the same time preserves the balance of class
labels. Statistics of the split is in sentences is the following: train set (5306); test
set (1534); validation set (905). The dataset is available at https://zenodo.org/
record/4630687.

4.3 Experiments with PURE Documents

The main purpose of this study was about assessing three major classification
metrics: Precision, Recall, and F1-score. Those metrics are perceived as the
golden standard in Machine Learning and Deep Learning areas.

Result of the first phase of evaluation is presented in Table 1. As it was
expected, more advanced model (BERT) showed better results in terms of F1-
score. BERT-based model showed high precision (0.92) and lower recall (0.8).
Results of the BERT model is available at https://bit.ly/3oPElMm. However,
the values of precision and recall metrics behave differently for the fastText
and ELMo-based baselines. fastText-based classifier showed better Recall (0.93)
comparing with other architectures. This property might be useful in some cases
when it is necessary to extract more relevant sentences and text patterns asso-
ciated with requirements.

Table 1. Results of experiments with PURE

Model F1 P R TP TN FP FN

fastText .81 .72 .93 763 419 295 57

ELMo+SVM .83 .78 .88 827 364 231 112

BERT .86 .92 .80 841 407 69 217

4.4 Experiments with RFI Documents

In order to further evaluate our approach on less standardized requirements doc-
uments, we applied our prototypes to five anonymized documents provided by
Softeam, France, as issued by their customers. We parsed the obtained docu-
ments to extract the paragraphs and then triggered the automatic requirements
extraction from those paragraphs. After that we manually annotated all the
sentences and thus assessed the four major metrics - the number of the true
positives, the true negatives, the false positives and the false negatives. Then
the other metrics such as precision, recall and F1-score were derived. The results
can be found in Table 2.

To the validity of the results, it should be noted that the annotation was
done by one single specialist who was aware of the context of the Request for
Information (RFI) documents. This choice is justified to ensure the uniformity

https://zenodo.org/record/4630687
https://zenodo.org/record/4630687
https://bit.ly/3oPElMm
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of the manual annotation, since we noticed that the understanding of whether a
sentence is a requirement depends on context very much. In addition, it should
be mentioned that our attempts of manual annotation by junior researchers were
unfruitful since the results were completely unsatisfactory.

Table 2. Results of experiments with RFI

Model F1 P R TP TN FP FN

fastText .65 .54 .82 146 83 120 31

ELMo+SVM .69 .66 .73 177 48 89 66

BERT .80 .90 .71 190 93 21 76

We also faced several challenges when were manually annotating the sen-
tences from RFIs. First, RFI documents often specify technical requirements
in the form of a question: “Will your solution provide a particular feature?”
These questions are difficult to qualify as technical requirements in traditional
sense. Second, a large part of RFI documents concern the constraints for the
submission of the response such as delay, length, and language of the response.
Should that be qualified as a requirement to documentation? All these issues are
postponed to the follow up studies where we intend to refine the results. In par-
ticular, the study triggered more reflection about the nature of the requirements,
since the specification practice is far from the form specified in the traditional
requirements engineering standards.

Finally, we ran an additional experiment when we fine-tuned the best model
on the sentences from train, validation and test sets altogether with further eval-
uation on the sentences from RFI documents. All parameters of fine-tuning were
the same as in the first set of experiments. The performance has grown signifi-
cantly (P = 0.86, R = 0.84, F1 = 0.85) compared to the initial setup with the
fine-tuning on the train set only (Table 2). Thus, this indicates a possibility that
the quality of the result can be improved further by improving and augmenting
train dataset.

5 Related Work

The related work analysis in the present section relies on a recent mapping study
of natural language processing (NLP) techniques in requirements engineering [7].
The research group analyzed 404 primary studies relevant to the NLP for require-
ments engineering (NLP4RE) domain. They mapped these studies into several
dimensions and identified the key categories along each dimension. Here, we focus
on the Research Facet that enumerates categories of research and of evaluation
methods. Our contribution falls into the solution proposal category: we develop
a new solution (a tool) for identifying likely requirements in software-related
texts. We used the following methods for evaluating our proposed solution:
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– Experience Report : “the result has been used on real examples, but not in
the form of case studies or controlled experiments, the evidence of its use is
collected informally or formally.”

– Laboratory Experiment with Software Subjects (LESS): “a laboratory experi-
ment to compare the performance of newly proposed system with other exist-
ing systems.”

Below we list studies from [7] that fall into the same categories as the ReqExp
approach does. Some of the studies make strong assumptions about the respec-
tive input and/or output artifacts. We do not compare ReqExp with these studies
because we do not make such assumptions: ReqExp takes as input arbitrary tech-
nical documents and identifies in them statements that look like potential system
requirements. The approaches that work with documents from later stages of the
requirements process are:

– ARSENAL [8] deals with detailed behavior specifications taking the form of
“shall” statements and automatically converts them into formal models.

– AutoAnnotator [9] assumes to receive requirement documents as input and
assigns semantic tags to these documents.

– CHOReOS [10] works with well-formed requirements specified by domain
experts.

– Doc2Spec [11] works with JavaDoc and other in-code documentation.
– ELICA [12] extracts and classifies requirements-relevant information based on

domain repositories and either existing requirement documents or elicitation
transcripts.

– FENL [13] extracts software features from online software reviews.
– GUEST [14] works with well-formed requirement documents to extract goal

and use case models.
– GaiusT [15] applies to regulatory documents and extracts statements of spe-

cific types with predefined structures.
– NLP-KAOS [16] analyzes research abstracts and produces KAOS goal dia-

grams from them.
– SAFE [17] analyzes descriptions and user reviews of mobile apps in applica-

tion stores and extracts features from them.
– SNACC [18] automatically checks design information for compliance with

regulatory documents.
– Text2Policy [19] processes requirements in natural language to search state-

ments of a predefined type (access control policies).
– UCTD [20] takes use cases as input and produces use cases enriched with

transaction trees.
– Guidance Tool [21] works with texts that already look much like use cases

and transforms them into properly structured use cases.
– Text2UseCase [22] works with texts that already describe scenarios and trans-

forms them into well-formed use cases.

The recent study [3] has explored the very related topic of demarcating
requirements in textual specifications with ML-based approaches. The authors
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applied similar methods on a private dataset of 30 specification from industrial
companies with presumably 2,145 sentences containing 663 requirements and
1,482 non-requirements candidates. They obtained comparable average precision
of 81.2% and an average recall of 95.7%. Unfortunately, it impossible to com-
pare our results on the same dataset. However, we should underline the major
differences such as (1) our publicly available dataset is much larger and more
balanced; (2) we trained and validated the model on completely different doc-
uments; (3) we applied much simpler end-to-end training method without any
costly feature engineering; (4) that way our method is arguably more suitable
for documents with complex semantics such as RFIs.

Another similar study [23] has presented an application of BERT for multi-
class classification of requirements. Authors were focused on the following sub-
tasks:

– Binary classification of functional (F) and non-functional (NFR) requirements
on the original dataset.

– Binary and multiclass classification of the four most frequent NFR subclasses
on all NFR in the original dataset.

– Multiclass classification of all NFR subclasses on NFR in the original NFR
dataset.

– Binary classification of requirements based on functional and quality aspects
using the relabeled NFR dataset by another study.

For each subtask they provided classification results in terms of precision,
recall and F1-score. As it was expected, BERT showed the most promising results
comparing with other baseline approaches.

6 Conclusions

Addressing the customers’ needs involves a huge number of documents expressing
requirements in various forms. In the initial steps of those interactions with
customer the requirements are provided in RFI documents. Those documents
often combine technical and commercial requirements as well as provide other
constraints. The formats and styles of RFI vary a lot, which makes it difficult
to technically qualify the needs and timely prepare an offer.

In this paper we propose a requirements extraction approach based on
Machine Learning. We used BERT as the basis of the ML model, which we fine-
tuned with a manually annotated dataset constructed from an existing require-
ments specification repository. We have compared the model to two competitive
baselines (fastText-based and ELMo-based). Indeed, the study is preliminary as
we just compare baselines models and do not propose any specific improvements
for the architectures. However, the results of the baselines are quite promising
and can be used in industry.
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We validated our approach on five documents coming from Softeam company.
The approach and validation results were compared to our previous studies. The
five documents were annotated automatically at the sentence level (in total, 380
sentences with 6,676 tokens were extracted) and then evaluated by an expert
to calculate the performance scores. This analysis showed that our approach
superior, since it supports unconstrained textual specifications - it is agnostic to
the format of the input textual document. The performance characteristics of our
approach are on the comparable level even without costly feature engineering
though a progress can be made. We may further evolve the prototype if, for
example, we continue the fine-tuning. In addition, by combining train, test and
validation sets into one training set has shown a dramatic increase of BERT
performance on more semantically complex RFI documents (P = 0.86, R =
0.84, F1 = 0.85). This suggests usefulness of further work on manual annotation
of the remaining documents from the PURE dataset and augmenting the train
set.

The collaboration with Softeam made us realize the industrial usefulness of
the approach in real cases as it can improve current tools and service by that
company. Overall, the obtained results motivate us to continue further evolve our
approach. In fact, the improvement will include (i) using a corpus of software-
related texts for further pre-training, (ii) fine-tuning models on a multi-task
datasets and (iii) annotating more data with requirements.
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Abstract. Adaptation to downstream tasks is a crucial part of the pre-
trained language model (PLM) life cycle. Fine-tuning, traditionally used
for this purpose, is an expensive procedure in terms of computation and
memory. Dramatic growth of PLM capacities has led to the emergence
of zero- and few-shot methods, which use natural language to describe
tasks. Although these methods do not modify the parameters of the
model, they rely on manual prompt design, which may be suboptimal.
To address this issue, a range of techniques for automatic prompt search
have been proposed recently.

In this paper, we present a framework for continuous prompt tuning
(CPT) in Russian. We evaluated our framework by adapting RuGPT3 to
tasks in the Russian benchmark SuperGLUE. We obtained metrics better
or comparable to fine-tuning, while training only an auxiliary model that
provides prompt embeddings, so the total number of trained parameters
accounts for less than 0.4% of that of RuGPT3. In addition, we con-
ducted experiments comparing different configurations of the framework
and explored the lower bound to which we can reduce the number of
parameters. Our source code is publicly available at
https://github.com/sberbank-ai/ru-prompts.

Keywords: Natural language processing · Language models · Model
training · Transformer models · Language model adaptation

1 Introduction

Language models, in particular, Generative Pre-trained Transformers, have
shown prominent abilities for many Natural Language Processing (NLP) tasks.
The pre-training fine-tuning paradigm for solving downstream tasks [1], which
has been the dominant approach, especially for transformer models, will be lim-
ited as long as it requires large labelled training corpora. Moreover, fine-tuning
large language models can be computationally expensive and time-consuming.

In [2] the authors present GPT3, an autoregressive language model, which
can be applied without any gradient updates or fine-tuning, with tasks and
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few-shot demonstrations specified purely via text interaction with the model.
The methodology in [3] introduces the concept of few-shot: the model receives
several training examples and a test prompt in a text format as an input and
makes predictions based on them. The setting when the model receives no train-
ing examples and makes a prediction based only on the text prompt constructed
from a test sample is called zero-shot. To illustrate the idea of a text prompt we
present an example for the DaNetQA task1 (a question answering task for ques-
tions with binary answers yes or no from the Russian benchmark SuperGLUE)
in Fig. 1. After the format of the text prompt is defined, we sequentially unite it
with each of the answer options (that is, each of the possible labels) and measure
the perplexity of the resulting text fragment. The answer options are then sorted
by the perplexity scores, and the one with the lowest score is considered to be
a prediction. Thus, such an approach does not require any additional training
and the answer can be obtained with the use of the original pre-trained model.

Fig. 1. A text prompt constructed for a DaNetQA test sample.

These few-shot and zero-shot methods have shown promising results on a
wide range on Natural Language Processing (NLP) tasks, especially with large
generative models. However, such an approach obviously has disadvantages, one
of the most important of which is that even a slight change in the prompt format
may significantly influence the result. Since manual selection of prompt tem-
plates is not optimal, the idea naturally arises: to automatically search prompts.
Since recently methods which tune prompt-embedding in discrete and continu-
ous spaces have been actively developing.

Several attempts made in this direction focused on discrete prompt search [4–
6] and demonstrated the effectiveness of an automated approach. However, as
long as neural language models are inherently continuous, discrete search for the
prompts is likely to be sub-optimal. Thus, the next step is to search pseudo-
prompts in continuous embedding space. This idea has been explored in several
recent works [7–10] and has proved to be quite fruitful.

1 https://russiansuperglue.com/tasks/task info/DaNetQA.

https://russiansuperglue.com/tasks/task_info/DaNetQA
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In this work we follow the idea of the P-tuning method introduced in [11],
where the authors use a bidirectional LSTM to learn continuous prompt embed-
dings. Namely, we present a framework for Continuous Prompt Tuning (or
simply CPT) for the Russian language. In addition, we carry out a series of
experiments on the Russian SuperGLUE benchmark [12]2 comparing CPT with
zero-shot and standard fine-tuning. We explore the influence of the number of
trainable parameters on the result. The code is publicly available in our GitHub
repository.3

Thus, the contribution of this work is three-fold: (i) we release the framework
for CPT for Russian, which can be easily adapted to various models; (ii) we
evaluate CPT for the RuGPT3 model on Russian SuperGLUE and show that
it can be regarded as a strong competitor to fine-tuning and zero-shot; (iii) we
show that the number of trainable LSTM parameters can be reduced without
significant losses in total quality.

This paper is structured as follows: Sect. 2 describes the method implemented
in the CPT framework; Sect. 3 presents the evaluation setup and the analysis
of the conducted experiments; Sect. 4 is devoted to the analysis of the model
behavior and discusses the results; and, finally, Sect. 5 concludes the paper.

2 Method

In this section we introduce CPT, deriving it from few-shot and zero-shot settings
as they are introduced in [2]. We consider a classification task and follow the
generative classification paradigm, where prediction for a prompt is inferred from
the first token generated by a model after processing the prompt.

A natural language prompt is the core element of all prompt-based methods.
It combines a description of a downstream task with optional examples that
should also be given in the format, which should be clearly understood by the
model. Manual prompt search is always a matter of trial and error and therefore
is substantially hard to formalize. Nevertheless, in the vast majority of cases,
the prompt consists of the same set of semantic blocks.

To illustrate this idea, let us consider the following example of a few-shot
prompt for a machine translation task:

Translate English to French
sea otter => loutre de mer
plush giraffe => girafe peluche
cheese => 〈MASK〉

In this case the prompt takes the following formal format:

2 https://russiansuperglue.com/.
3 https://github.com/sberbank-ai/ru-prompts.

https://russiansuperglue.com/
https://github.com/sberbank-ai/ru-prompts
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Translate English to French
{word in english} => {word in french}
{word in english} => {word in french}
{word in english} => 〈MASK〉

In the example above we have pairs of instance queries (or objects) and
targets , where the answer for the last instance is masked, as well as special service

elements which we further refer to as task instructions (or simply TI), which help
the model understand what is required in the task. In fact, in other applications
we also encounter such elements as task context and instance context . They are
necessary in such tasks as summarization, i.e. in those where the query depends
on additional context.

Thus, the generic few-shot prompt format can be formalized as follows:

〈TI〉 〈task context〉 〈TI〉
〈TI〉 〈instance context〉 〈TI〉 〈instance query〉 〈TI〉 〈instance target〉
〈TI〉 〈instance context〉 〈TI〉 〈instance query〉 〈TI〉 〈instance target〉
〈TI〉 〈instance context〉 〈TI〉 〈instance query〉 〈TI〉 〈MASK〉

Since the zero-shot approach differs from the few-shot only in terms of the num-
ber of provided examples, the zero-shot prompt format in essence is just a trunca-
tion of the few-shot prompt format:

〈TI〉 〈instance context〉 〈TI〉 〈instance query〉 〈TI〉 〈MASK〉

For example:

Izvestno, qto Moskva byla osnovana v 1147 godu na Moskve-reke.
Vopros: Byla li Moskva osnovana v 12 veke? Otvet: 〈MASK〉

Note that everything except the task instruction is usually derived from the
dataset fields and thus is not subject to change. Task instructions, on the con-
trary, are defined by the task itself and even minor changes lead to significant per-
formance deviations. Moreover, for different models different TI may be optimal.
Although hard to discover manually, they can be trained by gradient descent, as
proposed in [8,9,11] in different variations.

We train task instructions by gradient descent, so the prompt takes the
following form:

〈learned instructions〉 Moskva byla osnovana v 1147 godu na Moskve-reke.
〈learned instructions〉 Byla li Moskva osnovana v 12 veke?
〈learned instructions〉 〈MASK〉

We follow the original methodology proposed in [11] and produce trainable
embeddings with an auxiliary BiLSTM-based model, which we also refer to as
prompt provider. Its architecture is as follows: a sequence of trainable vectors is
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passed through BiLSTM and then through two-layer MLP with ReLU activa-
tion. The dimension of the output sequence of vectors is equal to the embedding
dimension of backbone model, and their number is equal to the total number
of 〈SP〉 tokens in prompt format. These embeddings are inserted to the corre-
sponding positions in the input of backbone and trained via backpropagation.

3 Experiments

In this section, we describe experiments conducted on the Russian SuperGLUE
benchmark. First, we give a brief description of the tasks on which we evaluated
CPT, then we describe the model used in the experiments, after that we specify
details about the baseline methods and, finally, present the results and their
analysis. We conclude the section with an additional series of experiments with
a different number of trainable parameters.

3.1 Data

All the experiments were conducted using the Russian general language under-
standing evaluation benchmark – RussianGLUE. It was collected and organized
analogically to the SuperGLUE methodology [13]. Russian SuperGLUE com-
prises 9 tasks divided into 5 groups:

– Textual Entailment & Natural Language Inference (NLI): TERRa,
RCB, LiDiRus;

– Common Sense: RUSSE, PARus;
– World Knowledge: DaNetQA;
– Machine Reading: MuSeRC, RuCoS;
– Reasoning: RWSD.

Below a brief description of each task is given, and aggregated information
is presented in Table 1.

TERRA Textual Entailment Recognition for Russian is aimed at captur-
ing textual entailment in a binary classification form. Given two text fragments
(premise and hypothesis), the task is to determine whether the meaning of the
hypothesis is entailed from the premise. The dataset was sampled from the Taiga
corpus [14].

RCB The Russian Commitment Bank is a 3-way classification task aimed
at recognizing textual entailment (NLI). Analogically to TERRA, each example
in RCB consists of premise and hypothesis. However, in this task a premise can
be a short paragraph, not necessarily one phrase.

LiDiRus (also referred to as a diagnostic dataset) is an expert-
constructed evaluation dataset for recognizing textual entailment tasks on paired
sentences. It is a direct translation from the English SuperGLUE diagnostic
dataset, originally introduced in [15]. It consists of 1104 sentence pairs which
are used as a test set for testing models’ capacity to solve NLI task. In addition,
the diagnostic dataset has a rich annotation of various linguistic phenomena,
partly inserted artificially to explore the possible biases and errors on a task that
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can be considered truly universal for all languages. The annotation includes 33
features which can be devided into 4 categories: Predicate-Argument Structure,
Logic, Lexical-Semantics, and Knowledge. Such annotation makes it possible to
analyze the model behaviour with respect to linguistic features.

RUSSE is a binary classification task that involves word sense disambigua-
tion. Given a pair of sentences containing the same ambiguous word, the goal of
the model is to recognize if the word is used in the same meaning. The dataset
was constructed from RUSSE4.

PARus is a binary classification task aimed at identifying the most plausible
alternative out of two for a given premise. The correct alternatives is the dataset
are randomized so that the expected performance of random guessing yields 50%
accuracy score.

DaNetQA is a Russian question-answering dataset for questions with binary
answers (yes or no) which follows the BoolQ design. Each example consists of a
triplet of question, passage, and answer.

MuSeRC is a machine reading comprehension (MRC) task. Each sample
consists of a text paragraph, multi-hop questions based on the paragraph, and
possible answers for each question. The goal of the task is to choose all correct
answers for each question.

Table 1. Russian SuperGLUE task description. Train/Val/Test stand for example
amount (sentence pairs or texts); MCC stands for Matthews Correlation Coefficient;
EM - Exact Match.

Task Task type Task metric Train Val Test

TERRa NLI Accuracy 2616 307 3198
RCB NLI Avg. F1/Accuracy 438 220 438
LiDiRus NLI & Diagnostics MCC 0 0 1104
RUSSE Common sense Accuracy 19845 8508 18892
PARus Common sense Accuracy 400 100 500
DaNetQA World knowledge Accuracy 1749 821 805
MuSeRC Machine reading F1/EM 500 100 322
RuCoS Machine reading F1/EM 72193 7577 7257
RWSD Reasoning Accuracy 606 204 154

RuCoS is an MRC task that involves commonsense reasoning and world
knowledge. The dataset is a counterpart of ReCoRD5 for English.

RWSD The Russian Winograd Schema task is devoted to coreference res-
olution in a binary classification form. The corpus was created as a manually
validated translation of the Winograd Schema Challenge6.
4 https://russe.nlpub.org/downloads/.
5 https://sheng-z.github.io/ReCoRD-explorer/.
6 https://cs.nyu.edu/faculty/davise/papers/WinogradSchemas/WS.html.

https://russe.nlpub.org/downloads/
https://sheng-z.github.io/ReCoRD-explorer/
https://cs.nyu.edu/faculty/davise/papers/WinogradSchemas/WS.html
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3.2 Model

We investigate the effectiveness of CPT and conduct all the experiments using
a RuGPT37 model, a Russian adaptation of the autoregressive language model
GPT3 [2], which the authors claimed as having strong in-context learning abil-
ities and which has shown impressive results in zero- and few-shot settings in
many NLP tasks. Namely, we run the experiments on RuGPT3-Large which is
publicly available in the Hugging Face Python library8.

For a prompt provider we used an LSTM with a hidden dimension of 256 and
input dimension of 16. Thus, given that the number of parameters of RuGPT3-
Large equals 760M and the number of trainable parameters of the prompt
provider was 3M, the fraction of total trainable parameters accounts only for
0.4% of model size. Additionally, in Sect. 3.5 we experiment with different num-
bers of parameters in the prompt provider.

We cast each of the tasks described in Sect. 3.1 to a binary or ternary classi-
fication problem. Training CPT on a task involves formatting its samples in line
with the corresponding prompt format from Table 2, where 〈target〉 takes the val-
ues of “da” and “net” (which are also called label verbalizers), and additionally
“vozmo�no” in the case of ternary classification. The symbol 〈SP〉 represents a
trainable token (soft prompt). Following the original methodology from [11] we
used sequences of 3 soft prompt tokens. However, it should be noted that the
number of soft prompt tokens can be varied and the optimal choice of the num-
ber of 〈SP〉 in each sequence for each task is another area for the research. The
embeddings of trainable tokens are provided by the prompt provider. We train
the prompt provider to output such embeddings, which maximize the probability
of the right label verbalizer for each sample. As a criterion we use cross entropy
among the logits corresponding to the label verbalizers.

Table 2. Prompt formats used for training on Russian SuperGLUE tasks. The symbol
〈SP〉 represents a trainable token (soft prompt).

Task Prompt Format

DaNetQA 〈SP〉〈SP〉〈SP〉 〈passage〉 〈SP〉〈SP〉〈SP〉 〈question〉 〈SP〉〈SP〉〈SP〉 〈target〉

TERRa 〈SP〉〈SP〉〈SP〉 〈premise〉 〈SP〉〈SP〉〈SP〉 〈hypothesis〉 〈SP〉〈SP〉〈SP〉 〈target〉

LiDiRus 〈SP〉〈SP〉〈SP〉 〈sentence1〉 〈SP〉〈SP〉〈SP〉 〈sentence2〉 〈SP〉〈SP〉〈SP〉 〈target〉

MuSeRC 〈SP〉〈SP〉〈SP〉 〈paragraph〉 〈SP〉〈SP〉〈SP〉 〈question〉 〈SP〉〈SP〉〈SP〉 〈answer〉 〈SP〉〈SP〉〈SP〉 〈target〉

PARus 〈SP〉〈SP〉〈SP〉 〈premise〉 〈SP〉〈SP〉〈SP〉 〈choice2〉 〈SP〉〈SP〉〈SP〉 〈choice1〉 〈SP〉〈SP〉〈SP〉 〈target〉

RCB 〈SP〉〈SP〉〈SP〉 〈premise〉 〈SP〉〈SP〉〈SP〉 〈hypothesis〉 〈SP〉〈SP〉〈SP〉 〈target〉

RUSSE 〈SP〉〈SP〉〈SP〉 〈word〉 〈SP〉〈SP〉〈SP〉 〈sentence1〉 〈SP〉〈SP〉〈SP〉 〈sentence2〉 〈SP〉〈SP〉〈SP〉 〈target〉

RWSD 〈SP〉〈SP〉〈SP〉 〈text〉 〈SP〉〈SP〉〈SP〉 〈span1 text〉 〈SP〉〈SP〉〈SP〉 〈span2 text〉 〈SP〉〈SP〉〈SP〉 〈target〉

RuCoS 〈SP〉〈SP〉〈SP〉 〈passage〉 〈SP〉〈SP〉〈SP〉 〈statement〉 〈SP〉〈SP〉〈SP〉 〈target〉

7 https://github.com/sberbank-ai/ru-gpts.
8 https://huggingface.co/sberbank-ai/rugpt3large based on gpt2.

https://github.com/sberbank-ai/ru-gpts
https://huggingface.co/sberbank-ai/rugpt3large_based_on_gpt2
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3.3 Baselines

In order to evaluate the proposed framework we conducted a series of exper-
iments with our RuGPT3-Large model, comparing CPT with standard fine-
tuning and zero-shot approaches.

We fine-tuned RuGPT3-Large for every task using jiant-russian (version 2.0)
library9 (a library released by the creators of the benchmark, which is aimed at
fine-tuning various models on Russian SuperGLUE) with standard parameter
configuration.

For the zero-shot method we used its modification based on the model per-
plexity. Namely, for each test sample we calculate the perplexity of the corre-
sponding prompts united with one of the possible targets using formula 1. We
then choose the best target, as the one with the lowest perplexity score.

PPL(t) = exp

⎛
⎝− 1

|t|
|t|∑
i=0

logpθ
(xi|x<i)

⎞
⎠ (1)

where t is an input text (in our case, a text prompt concatenated with one of
possible targets), |t| is the length of the text in tokens, and logpθ

(xi|x<i) is the
log-likelihood of the i-th token in t conditioned on the preceding ones.

3.4 Results

The results of the experiments are presented in Table 3. It gives an exact
representation of CPT performance compared with zero-shot and fine-tuning
approaches. It can be seen that CPT outperforms each of zero-shot and fine-
tuning on most of the tasks. Namely, it outperforms zero-shot on LiDiRus,
MuSeRC, TERRa, RUSSE, RWSD, and DaNetQA; and it shows better results
than fine-tuning on MuSeRC, TERRa, RWSD, DaNetQA and RuCoS. Thus,
CPT allows to achieve reasonable model performance without either human
assistance in prompt search or computational resources sufficient for fine-tuning.

The poor performance of CPT on RCB can be explained by the small size
of the training corpora (only 438 training samples), which is insufficient for
learning good prompts. As for RuCoS, the most plausible explanation is that
the chosen generative approach is not optimal for such a complicated type of
task. In the future we plan to use CPT with contrastive classification for this
task (see Sect. 4 for a more in-depth description of the approach), which will
hopefully yield better results.

3.5 Experiments with Different Number of Trainable Parameters

In addition, we explored how the number of trainable parameters in an LSTM
influence the model quality. Our goal was to minimize the number of trainable

9 https://github.com/RussianNLP/RussianSuperGLUE/tree/master/jiant-russian-
v2.

https://github.com/RussianNLP/RussianSuperGLUE/tree/master/jiant-russian-v2
https://github.com/RussianNLP/RussianSuperGLUE/tree/master/jiant-russian-v2
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Table 3. Results of RuGPT3-Large evaluation on Russian SuperGLUE in different
settings. We score the tasks in line with the metrics specified in Table 1. The scores for
all tasks are then averaged to get the total score. For the tasks with multiple metrics,
the metrics are averaged.

Approach Total score LiDiRus RCB PARus MuSeRC TERRa RUSSE RWSD DaNetQA RuCoS

Zero-shot 51.4 12.8 30.4/42.2 63.0 72.7/52.2 52.5 57.1 62.3 57.0 64.0/63.5
Fine-tuning 50.5 23.1 41.7/48.4 58.4 72.9/33.3 65.4 64.7 63.6 60.4 21.0/20.2
CPT 48.2 14.0 17.6/35.8 47.2 74.2/38.3 67.9 62.8 66.9 60.7 32.0/31.4

parameters and, therefore, to optimize and speed up CPT training. For this
purpose we conducted a series of experiments on 4 Russian SuperGLUE tasks
(DaNetQA, PARus, RCB, and TERRa). These tasks were chosen as long as they
are considered to be most popular among all the benchmark tasks and due to
the size of their training corpora.

In the experiments we trained CPT clones, each with a different dimension of
LSTM hidden states varying from 1 to 1536. Results are presented in Table 4 and
a general picture is given in Fig. 2. It can be seen that the number of the hidden
dimensions and, therefore, the number of the trainable parameters can be signif-
icantly reduced without noticeable decrease in total quality. Moreover, an exces-
sive number of trainable parameters may seemingly lead to overfitting and a non-
optimal score. For instance, while for TERRa and DaNetQA the accuracy keeps
increasing, on PARus it reaches the optimal value on hidden dim=16 and then
decreases. We connect this behaviour with the number of training samples, which
is significantly greater for DaNetQA and TERRa, than for PARus and RCB.

If we calculate the average of the scores for the 4 tasks considered, we see that
the result for hidden dim=64 is only 7,5% worse than for the maximal size of
hidden dim=1536 while it requires 368 times fewer trainable parameters. Thus,
it can be concluded that the number of trainable parameters can be significantly
reduced without much loss in quality.

Table 4. CPT results with different LSTM hidden dimensions. “Hidden dim” stands
for the number of LSTM hidden dimensions and “Params” for the number of trainable
parameters. The average score is calculated as the mean score of 4 tasks. For RCB the
two metrics are first averaged.

hidden dim Params DaNetQA PARus RCB TERRa Average

1 3.2K 50.3 48.8 17.6/35.6 50.3 44.0
4 8.5K 53.4 47.0 20.7/32.9 50.3 44.4

16 37.5K 52.0 53.0 17.6/35.8 53.8 46.4
64 274K 54.7 51.2 17.5/35.6 54.8 46.8

256 3.2M 56.9 47.4 17.6/35.8 53.2 46.1
1024 45.7M 58.0 48.4 17.6/35.8 60.4 48.4
1536 101M 60.7 47.2 17.6/35.8 67.9 50.6
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Fig. 2. Accuracy score for CPT with different LSTM hidden dimensions.

4 Discussion

Despite the fact that the overall RuGPT3 performance with CPT is comparable
with fine-tuning and zero-shot approaches, it shows quite a poor score on several
tasks (namely, RCB, PARus, and RuCoS). This may be explained in several
ways. For example, we suppose that the low score on RCB and PARus can be
accounted for by the small size of the training corpora (438 and 400 training
samples respectively). Such a modest dataset size is probably not enough for
learning good continuous prompts.

As for RuCoS, its low score can be explained by the fact that a generative
approach is not optimal for such a complicated task. Thus, in order to over-
come this limitation we are planning to use CPT for contrastive classification.
Compared with generative classification, this approach will utilize the relation-
ships of multiple versions of each text, for example multiple answers or multiple
prompts, thus being able to handle multiple-choice tasks in a more natural man-
ner. Another use case of contrastive classification will probably be multiclass
classification where it is hard to choose suitable label verbalizers.

Another area for future research could become imposing additional restric-
tions on prompt provider to increase interpretability of the output prompt.
Although they are practically efficient, they currently remain non-interpretable.

5 Conclusion

In this paper we propose a framework for continuous prompt tuning for the
Russian language. We use an RuGPT3 model and evaluate it on the Russian
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SuperGLUE benchmark. In the experiments our method shows results compet-
itive with zero-shot and fine-tuning and even outperforms them on most of the
tasks. In addition, we explore the influence of the number of trainable LSTM
parameters and find out that it can be significantly reduced without any losses
in quality.

In the future we are planning to implement a contrastive classification app-
roach for CPT and apply the framework to other models, such as the RuT5 and
RuBERT models.

Acknowledgements. We would like to thank Sarah Caitlin Bennett for her help with
editing the paper and advice on the text structure.
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Abstract. Automatic generation of concept maps from texts is yet another
research challenge at the intersection of Natural Language Processing (NLP)
and Knowledge Engineering, that has not been fully resolved. Concept maps are
knowledge visualization tools representing texts at the conceptual level. They are
intended to show systemic relations between key concepts of a given text and
contribute to its deeper understanding and appreciation. In this work, we present a
web service for automatic generation of concept maps. The service provides both
a simple web interface and API access. It takes an input text in Kazakh, Russian or
English languages and generates a concept map, using one of two existing algo-
rithms at the user’s choice. Our service in a sense eliminates the need for human
effort in creating conceptmaps, and can be useful in teaching, developing research,
and exploring texts. In addition to the proposed web service, the contribution of
our paper consists in the adaptation of the used algorithms originally developed
for texts in English, to Kazakh, which is recognized as low resource language in
NLP.

Keywords: Concept map mining · Automatic generation of concept maps ·
Knowledge graph · Relation extraction · Web-service

1 Introduction

Concept maps play important role in education and conceptualization [1]. They serve as
cognitive visualization tools along with mind maps, causal diagrams, Petri nets, knowl-
edge graphs etc. The latter (knowledge graphs) are structurally indistinguishable from
concept maps and represented in the same manner – through nodes (entities) and edges
(semantic relations). Compared to concept maps, knowledge graphs can express more
extensive knowledge and provide more comprehensive functions; for this reason, they
are more automated and contribute to many applications such as search engines, recom-
mender systems, AI assistants etc. [2, 3].Well-known examples of knowledge graphs are
DBpedia, Freebase and YAGO [4]. Nowadays, the “great migration” from old-school
Freebase to Google Knowledge Graph and WikiData is complete [5, 6].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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In this work, we explore the process of construction of concept maps, but consider
methods developed for knowledge graphs. We have two reasons for this. Firstly, there
a lot in common between these two processes. Both processes involve the stage of
knowledge extraction, while the stages of knowledge storing and sharing, are specific
only to construction of knowledge graphs.At second, knowledge graphs are currently one
of the most popular formats for representing knowledge in the subject areas of Industry
4.0 [7], due to which methods for their construction are more developed. There are two
main paradigms for constructing knowledge graphs:manual construction by experts, and
automatic extraction from trusted sources, including the textual content of web pages
[8]. Recently with the surge of deep learning models [9], many approaches have been
developed for automatic generation of knowledge graphs from texts. For example, in
[10], the BERT Transformer model is fine-tuned on COVID-19 texts and then applied
to generate the COVID-19 knowledge graph. Transformer-based models such as BERT,
RoBERTa, and XLNet are widely used for relation extraction and knowledge graph
generation in many domain areas, e.g. medicine [11], agriculture [12], chemistry [13].

2 Methodology

In this Section, we propose a web service for automatically generating concept maps
from textual documents. The service allows to easily access and consume two knowledge
graph generation algorithms through Web API. Both algorithms utilize recent advances
in pre-trained language models, and provide Kazakh, Russian and English languages.
The first algorithm extends ReVerb method [14] by introducing pretrained language
models from the SpaCy library. The second algorithm exploits ideas from [15] and uses
the BERT language model.

2.1 ReVerb Algorithm for Automatic Concept Map Generation

ReVerb first identifies relation phrases that satisfy the syntactic and lexical constraints,
and then finds a pair of entities (noun-phrase arguments) for each identified relation
phrase [14]. This method only extracts verbal relation sequences between two entities
tokens, e.g., relation sequences such as “We trust in God”, while relation sequencies
such as in “In God we trust” are ignored. The summary of relation extraction procedure
is as follows. For each verb v in a sentence s, find the longest sequence of words rv such
that: (1) rv starts at the verb v; (2) rv satisfies the syntactic constraint (matches POS-tag
patterns); (3) rv satisfies the lexical constraint (database is used). If any pair of verbal
sequencies rv1 and rv2 are adjacent or overlap in the sentence s, they are merged into a
single sequence.

The summary of entity extraction procedure is as follows. For each identified relation
phrase r: (1) find the nearest noun phrase x to the left of r in a sentence s such that x
is not a relative pronoun, WHO-adverb, or existential “there”; (2) find the nearest noun
phrase y to the right of r in a sentence s. If such an (x, y) pair could be found, return
(x, r, y) as an extraction.
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We realize ReVerb method with the help of SpaCy, a Python NLP library. SpaCy
provides pre-trained language models (built-in and third-party) for various languages.
Pretraining means that we do not need to construct a relation database, we can use
patterns and form queries to the pretrained language model.

2.2 “Matching the Blanks” (MTB) Algorithm for Automatic Concept Map
Generation

This method is focused on mapping relation statements to relation representations using
BERT model [15]. Let x = [x0 . . . xn] be a sequence of tokens, where x0 = [CLS] and
xn = [SEP] are tags for start and end of a sequence. Let s1 = (i, j) and s2 = (k, l) – are
pairs of integers, where i < j < k ≤ l ≤ n.A relation statement is a triple r = (x, s1, s2),
where the indices s1 and s2 separate entity mentions in x, i.e., the sequence

[
xi . . . xj−1

]

mentions the head entity, and the sequence
[
xk . . . xl−1

]
mentions the tail entity. The

goal is to learn a map function fθ (r) that reflects the relation statement r to a fixed-length
vector hr ∈ Rd that represents the relation expressed in x between the entities marked
by s1 and s2.

There are several ways to represent entities in the input and a relation in the output
of the model. We use the Entity Markers input representation and Entity Start output
representation. We create pre-training data automatically using a predefined set of target
entities for “Rivers” domain and then extract sentences from Wikipedia, which contain
target entities. Then we annotate a small training dataset manually, and fine-tune BERT
with this dataset for 10 epochs.

2.3 Web Service

The constructedweb service for automatic conceptmap generation is available following
URL: https://sorge.ektu.kz/api/?url=/api/maps.json#/. The service has three parameters:
(1) a language (Kazakh, Russian or English), (2) amethod for relation extraction (ReVerb
referred to as “Rule-based”, MTB referred to as “Deep Learning”) and (3) an input text.
The web service provides a simple user interface (UI) for interactive generation of
concept map (see Fig. 1).

Fig. 1. Screenshot of the client interface connected to the web service through a browser

https://sorge.ektu.kz/api/?url=/api/maps.json#/
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3 Conclusion and Future Work

In this paper, we presented the web service for automatic generation of concept maps,
realizing two principal different algorithms: rule-based and deep-learning. Furthermore,
a lightweight API was presented which allows to consume these algorithms online. We
hope that our work eases the usage of concept maps in educational applications. In our
future work, we plan to evaluate both used algorithms.
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Abstract. In this paper, we address the problem of robust multilin-
gual references section extraction not only from scientific papers, but a
broader range of scientific documents. Although several publishers pro-
vide document’s metadata including references separately, there are still
many cases when it is extracted by hand. All existing methods of automa-
tion of this task work only with English language. It is motivated by the
fact that international scientific literature is often written in English.
However, there are many sources of scientific documents in national lan-
guages that are to be processed, for example, master or PhD theses. At
the current time it is done mostly manually. We describe a simple yet
efficient regular expression based method, which (1) takes as an input
neither layout nor formatting features, but only plain text; (2) does not
require any annotated multilingual data and performs in transfer learning
manner; (3) achieves quality comparable to state-of-the-art multilingual
BERT-based models with a substantial gain in terms of inference time.

Keywords: References extraction · Logical structure recovery ·
Multi-lingual metadata extraction

1 Introduction

The domain of intelligent document processing is currently growing, inspired by
recent advances in the NLP community. The aim is to deeply understand doc-
uments to accelerate business processes by automatizing document workflow.
Recognition of a document’s logical structure is a crucial part of pipeline for
many other downstream tasks such as language modeling, topic modeling and
effective information retrieval. In this paper, we focus on a broad range of sci-
entific documents and one special element of logical structure – the references
section. There are many organizations such as online and offline libraries, scien-
tific search engines and information aggregators that need to process document’s
metadata and references. Also, there are initiatives of cataloging references like
MARC1 and its national variants. Although in several cases publishers provide
document’s references and other metadata2 separately, there are still many cases
1 https://www.loc.gov/marc/unimarctomarc21.html.
2 This research has done within the project of Russian governmental support of leading

companies no. 1\549\2020 dated 19.06.2020.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
E. Burnaev et al. (Eds.): AIST 2021, CCIS 1573, pp. 45–54, 2022.
https://doi.org/10.1007/978-3-031-15168-2_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15168-2_5&domain=pdf
https://www.loc.gov/marc/unimarctomarc21.html
https://doi.org/10.1007/978-3-031-15168-2_5


46 A. Ogaltsov

when it is extracted by hand, therefore automation of the process is needed. The
second challenge is the multilingual perspective. The challenge arises because we
consider not only papers that are massively written in English, but a broad range
of a scientific documents like master or PhD thesis where national languages are
dominating. Additional difficulty is a lack of consistency of bibliographic style
across national scientific corpora. One of the frequent cases is when English is
the main language but the bibliography can still contain references to national
sources. Therefore we consider a multilingual setting for the task.

2 Related Work

References extraction task is not new. Much effort was dedicated to the problem
in the early 2010s. Researchers used SVM [7], HMM [10], CRF-like [3] models,
per line classification using Random Forest [2]. There are stable frameworks and
tools for the problem [3,9,11] many of those are supported for now. There are
two main drawbacks in this family of tools: (1) support of English language only,
(2) many of those methods rely on layout or formatting features harvested from
raw PDF [1]. Modern methods [8,12] can overcome the first drawback due to
recent advances of multilingual text vectorization [4], [5], but still suffer from
the second drawback; moreover, often modern methods consider document as
an image [13,14]. There are several practical problems with layout or image
consideration. First, some collections of documents initially do not have raw
formatted versions but only plain text. Second, models trained with one format-
ting/layout extraction engine can hardly be portable to a new engine because
the model is biased to the engine that was used as a feature extractor at train-
ing time. Such substitution naturally occurs when the engine updates, stops
support, etc. Finally, formatting extraction and especially image conversion can
take substantial time and make framework architecture more complex. On the
other hand, plain-text extraction is fast and less affected by engine type. More-
over, small changes of plain-text should not affect bibliography extraction since
it has a special text structure that can be recognized even in plain text. We
propose a method for bibliography section detection that takes annotated plain
text dataset in English and performs robustly in French, Russian, Chinese and
Japanese without any tuning. The proposed method is based on simple regular
expression search and described in Sect. 3, data and experiments are described
in Sects. 4, 5 correspondingly.

3 Method

As we mentioned before, the bibliographic text has a special structure. Even if
we have a plain text document in a foreign language on hands, we will rapidly
distinguish the main body text from the bibliographic text. It often contains
repeated initials, dates, page ranges etc. But how to cover all variants in all
languages? Another question is what the minimal classification object: text line,
sentence, token, etc.? Answers to these questions led us to the proposed method.
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We developed eight regular expressions that do not rely on a particular language.
We use \ p{L} for any letter in any language and preprocess text such that all
international variants of a dot, comma and quotation marks (for example, 。、
『』 ) are mapped into single variant [.,"]. Actual used regular expressions
are listed below:

1. [\s;\.]\d{1,3}\.?\d?\s?\(?
(\d{0,3}\-?\d{0,3}\)?)\s?[,:] \s?(\d{1,4}\s?\-\s?\d{0,4})
detects issue and volume, for example, 123 (45–67): 89

2. [\s\-\.]\s?\p{L}{1,2}\s?\.\s? \d{1,4}[\s\.,]
detects page ranges, for example, p. 123

3. [\s\-\.]\s?\p{L}{1,2}\s?\.\s? \d{1,4}\s?\-\s?\d{1,4}[\s;\.,]
detects page ranges, for example, pp. 123 - 456

4. [\s\(\-](\p{L}{1,6}\.)\s?\.?
\s?[,\.]?\s?(\d{1,4}\s? \(?\d{0,2}\)?[ivx])[;:,\.\s\)]
detects volume-like, for example, vol. 123

5. \s(\d{1,3})\s?\(\s?(\d{1,3}\s? \-?\s?\d{0,3})\s?\)\s?[^\d ]
detects issue and volume, for example, 123 (45–67)

6. \p{L}{1,14}[,\.]?\s\p{L}[,\.]? \p{L}?[,\.]
detects author abbreviation, for example, Ivanov A. B.

7. \p{L}[,\.]\s?\p{L}?[,\.]?\s? \p{L}{1,14}
detects author abbreviation, for example, A. Ivanov

8. \p{L}{1,14}[,]\s\p{L}\.
detects author abbreviation, for example, Ivanov, A.

The first five regular expressions are dedicated to finding different page
ranges/volumes/journal numbers variants, and three others are used in order to
find authors’ initials. Note, that regular expressions are not designed to match all
reference styles. They should match something in arbitrary place of bibliography.
We hope that the concentration of matches is higher in references section than
in other sections of the document. But since regular expressions are designed to
be very common, they generate many false-positive detections in the main body
text. The second step is to obtain the context of every detection and get simple
language-independent features from it. In our case, there are eleven counters of
different punctuation and digits in the detection context of 50 symbols from the
left and from the right. If we have a dataset that is annotated with a position of
bibliography in the text then each detection can be assigned with class label 1 if
detection is located inside the bibliography and 0 otherwise. After that, we train
logistic regression on obtained data. As a result, we have an algorithm to filter
regular expression matches. We need high precision and some reasonable recall
for positive class at this step to suppress most false-positive detections. The next
step is to find the start and the end of the references section. We achieve this
goal by analyzing the density of remaining matches after filtering. We search the
position of bibliography beginning by keywords or by matches density – ranges
with density above the mean are considered as bibliographic ranges. Figure 1
summarizes workflow of proposed method. Example of how suppression algo-
rithm performs is presented in Figs. 2 and 3. The horizontal axis is the text
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symbol number, the vertical axis is the density of matches which is obtained by
a pass of a sliding window of size 500 with a step size equals 1. Dashed hori-
zontal line is mean density. Figure 2 shows matches density before suppression
algorithm, Fig. 3 shows matches density after filtering by suppression algorithm
with classification threshold equals to 0.6.

Fig. 1. Workflow of proposed method

Fig. 2. Matches density before suppression algorithm. Many false-positive detections
occur in the middle of the text
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Fig. 3. Matches density after suppression algorithm. Density concentrates only around
bibliography section

4 Data

We used synthetic data for the experiments. We considered five languages:
English for train, development and test proposed method, French, Russian, Chi-
nese and Japanese for test only without any tuning. We got 20K texts without
bibliography section in English from Wikipedia3. The Bibliography section was
generated with a random number of reference strings from a huge base of GIANT
dataset [6] and pasted into every document with generated bibliographic key-
word like “References” or without one. Each document contains 0 bibliographies
in 10% cases, 1 bibliography in 80% cases and 2 bibliographies in 10% cases.
If a document contains two reference sections, they are inserted in the middle
of the document and the end of the document. In case of one bibliography, it
is appended in the end of the document. The ground truth for each document
are start-of-bibliography and end-of-bibliography symbols relative to the docu-
ment text. Datasets for other languages generated by the same routine except
bibliographies are sampled not from GIANT, but real documents downloaded
from full-text access libraries like OATD4 or institution sites. We downloaded
documents by hand using language filter only. There was a small amount of doc-
uments to train on, so we kept a little part of real documents for test (see the
end of Sect. 5). The other part was used as following. We copied bibliographies of
those documents by hand and pasted them into the bibliographic base to sample
from. We obtained approximately 500 annotated documents for each of French,
Chinese, Japanese and 1000 for Russian5.

5 Experiment

Quality measure We decided to choose the most common precision and recall
scores relative to ground truth and predicted intervals with the format of
3 https://en.wikipedia.org/.
4 https://oatd.org.
5 Generated data is available at https://bit.ly/bib extraction.

https://en.wikipedia.org/
https://oatd.org
https://bit.ly/bib_extraction
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<number of start symbol, number of end symbol>. Ground truth, as well as
prediction, can consist of many or zero of such intervals. So, let Pred be the
union of all predicted intervals and Truth be the union of all ground truth
intervals, then

P =
|Pred ∩ Truth|

|Pred|

R =
|Pred ∩ Truth|

|Truth|

F1 =
2PR

(P + R)

Proposed Method. First, we divided the dataset in English into train/dev/test
sets in a proportion of 80/10/10 resulting in 16 K documents in train and 2
K in dev and test. Then we obtained 11 features for each regular expression
match that was extracted from its context. Class label of the match is 1 if it
was detected between start-of-bibliography and end-of-bibliography symbols and
0 otherwise. This leads to a training sample of approximately 8M objects. We
trained logistic regression on this sample with the following quality in terms of
binary precision and recall Table 1.

Table 1. Binary precision and recall for suppression algorithm

Label Precision Recall Support

0 0.88 0.98 6.4M

1 0.87 0.49 1.7M

As we mentioned before, the positive class recall is enough to effectively sup-
press almost all matches in the body text, while leaving almost half of true
matches. Next, we saved the start of every remaining match and calculate
matches density by sliding window. After that, we tried to find bibliographic
keywords for each language and consider them as section start. If we could not
find keywords we considered as references section all ranges with match density
above mean. Desired quality criteria are precision and recall relative to ground
truth intervals and predicted intervals, where intervals are in the format (start,
end) relative to text symbol number. Classification threshold and sliding window
size were tuned on the development set by maximizing this quality criterion. A
tuned algorithm was tested on the English test set and used for other languages
without modifications.

LaBSE. To our knowledge there is no strong BERT-based baseline for the task,
therefore we proposed one. We picked powerful BERT-based LaBSE architecture
[5] that outputs multilingual vector representation of the sentence. For this part
of the experiment, we slightly reformulated the task from interval prediction to
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text line classification. We split documents into lines and assigned each line with
label 1 if it falls in bibliography interval and 0 otherwise. Then we obtained
a 768-dimensional vector representation of each line as a features and trained
logistic regression on top of it. For this experiment, we picked 5K documents from
the original training set of 16K documents due to the very slow vectorization
process. However, later on, it turned out that this fact didn’t affect test quality.
Results are listed in Table 2. One can see that fine-tuning of LaBSE with logistic
regression gives almost perfect results for English.

Table 2. Binary precision and recall for logistic regression on top of LaBSE vector
representation of each text line

Label Precision Recall Support

0 1.00 1.00 260 K

1 0.99 1.00 37 K

In the test step, we converted algorithm predictions for each line into intervals
relative to text for comparison in the same terms with the proposed method. We
trained and developed this solution on the English dataset and tested if on the
test part of the English dataset and other languages without modifications. Note,
that LaBSE performance for English is almost perfect, however generalization
to other languages is worse than proposed method.

ParsCit. We picked the off-the-shelf solution ParsCit [3], which solves the same
problem of references section detection and can work with plain text. This is a
pattern and CRF-based solution that was trained on English datasets. It outputs
XML-markup of the initial document, so we converted it into text intervals and
tested it by the proposed scheme, i.e. in a transfer-learning manner.

Results. See Table 5 for results of compared methods. Each cell indicates the F1
score defined in 5. Numbers in brackets for the proposed method correspond to
the case when we completely turned off the bibliography start search by key-
words. This is done in order to show that the proposed method does not com-
pletely rely on keyword search, however, keyword search is a good reinforcement
that can gain 10–20 points of F1-score. Table 4 shows inference performances of
the considered algorithms which were measured on the English test set. Perfor-
mance of LaBSE algorithm was measured on Nvidia GeForce RTX 2080 Ti GPU,
other algorithms on Intel Core i5 CPU. The proposed algorithm can process 30
documents per second, which is better than baselines by order of magnitude
(Table 3).

We also tested proposed approach on small dataset of real documents. We
obtained 39 documents in English, 36 in French, 27 in Russian, 15 in Chinese and
14 in Japanese. The document’s type is mostly master, PhD and doctoral disser-
tations. These documents are different from the real documents that were used
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Table 3. F1-scores for proposed method compared with LaBSE and ParsCit

Lang Proposed LaBSE ParsCit

en (test) 0.86 (0.80) 0.99 0.95

fr 0.86 (0.77) 0.82 0.82

ru 0.87 (0.80) 0.73 0.86

zh 0.82 (0.62) 0.74 0.45

ja 0.84 (0.71) 0.70 0.29

Table 4. Inference performance of compared methods on the English test set

Proposed (CPU) LaBSE (GPU) ParsCit (CPU)

docs/sec 30 1 2

Table 5. F1-scores for proposed method compared with LaBSE and ParsCit for real
documents

Lang Proposed LaBSE ParsCit

en 0.9 0.66 0.54

fr 0.71 0.55 0.18

ru 0.85 0.58 0.63

zh 0.68 0.51 0.59

ja 0.64 0.51 0.32

for synthetic dataset generation. Proposed model was trained fully on synthetic
data in English.

One can see that the proposed method is shown to be quite robust across lan-
guages that were not presented in the training set at all. The combination of sim-
plicity, interpretability and inference performance makes the proposed method
a promising research direction.

Error Analysis. Here we present a brief error analysis of the proposed method.
We divided errors into false positives (a text which is marked as a bibliography
while it is not a bibliography) and false negatives (a text which is not marked as
a bibliography, but should be marked). False negative detections occurred mostly
in the bibliographies consisted fully of short references like “book name, year”.
False positive examples are mostly bibliographical footnotes and text around
them. These parts of text were not labeled as a bibliographical blocks in ground
truth, but still had high density of a regular expression matches.
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6 Future Work

The main part of future work is to generalize the proposed method to the frame-
work that would work in the proposed paradigm, but in a fully automated
manner: given an annotated dataset, it should automatically generate regular
expressions that will be common in terms of language and good in terms of
discriminative power. After that, it will automatically construct a suppress algo-
rithm and resulting interval search by density.
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Abstract. Themain approaches to sentiment analysis are rule-basedmethods and
machine learning, in particular, deep neural network models with the Transformer
architecture, including BERT. The performance of neural network models in the
tasks of sentiment analysis is superior to the performance of rule-based methods.
The reasons for this situation remain unclear due to the poor interpretability of deep
neural network models. One of the main keys to understanding the fundamental
differences between the two approaches is the analysis of how sentiment lexicon
is taken into account in neural network models. To this end, we study the attention
weights matrices of the Russian-language RuBERTmodel.We fine-tune RuBERT
on sentiment text corpora and compare the distributions of attention weights for
sentiment and neutral lexicons. It turns out that, on average, 3/4 of the heads of
various model variants statistically pay more attention to the sentiment lexicon
compared to the neutral one.

Keywords: Sentiment analysis · Sentiment lexicons · BERT · Interpretable
models · Attention

1 Introduction

There are two main approaches to sentiment analysis of texts [3]: lexicon-based (or rule-
based) and machine learning, in particular, using deep neural network models based
on the Transformer architecture [31], including BERT [9]. The lexicon-based methods
are high speed, easy to implement, they require no training data and a long learning
process, and their results are easy to interpret [29]. However, neural network models
achieve higher classification performance, for example, all state-of-the-art results for
well-known sentiment analysis tasks (for example, SST, Yelp reviews, IMDB reviews,
Amazon reviews) are achieved by neural network models.1

Despite much work on the study of deep neural network mechanisms [2, 32], the
reasons for this success still remain incomprehensible. This is due to the high complexity
of interpreting the neural networkmodels containing hundreds ofmillions of parameters.

Taking the sentiment lexicon into consideration is one of the key aspects for under-
standing the differences between the lexicon-based approach and deep learning in sen-
timent analysis tasks. This paper explores the extent to which the BERT neural network

1 https://paperswithcode.com/task/sentiment-analysis.
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model pays attention to sentiment words. For this purpose, we construct the distribution
of attention weights for the Russian-language neural network model RuBERT [18] for
various subsets of words – a sentiment lexicon in general, positive and negative lexicons,
aswell as neutral one. Distributions are constructed for three variants of RuBERTmodels
trained on three sentiment corpora (ROMIP 2012 News, SentiRuEval-2015 Banks and
RuSentiment). We calculate and analyze distances between the constructed distributions
based on Kullback-Leibler divergence. The Wilcoxon signed-rank test is used to test the
significance of the distance discrepancy. The analysis made it possible to conclude that,
on average, 3/4 of the heads of various variants of the RuBERT model statistically pay
more attention to the sentiment lexicon compared to the neutral one.

The contribution of this article is as follows:

– we propose a method that analyzes how neural network models take into account
various lexical subsets based on the distribution of attention weights and calculating
the Kullback-Leibler distance between them;

– we analyze the accounting of sentiment and neutral words in the RuBERT model in
the sentiment analysis task for three sentiment corpora;

– we conclude that on average RuBERT heads pay attention to sentiment words to a
greater extent than to neutral ones, and this difference is statistically significant.

2 Previous Work

Interpretation of neural network models is carried out using three main approaches [2]:
structural analysis, behavioral analysis and visualization.

Structural analysis examines various components of the neural network, such asword
embeddings, sentence embeddings, attention weights, hidden layers, etc. [5, 36, 37]. The
result of the analysis is to determine the role of the components in the neural network
and to specify the type of information that these components can take into consideration.

Behavioral analysis consists in studying a neural network model on a set of test cor-
pora, each of them reflects specific linguistic phenomena [1, 19]. Usually, most reference
datasets are taken from text collections reflecting the natural frequency distribution of
linguistic phenomena. Such sets are useful for assessing the average accuracy of amodel,
but may not reflect a wide range of linguistic phenomena. An alternative approach to
assessing performance is to use different sets of tests, which can be created to investigate
models for different tasks, natural languages, corpus sizes, etc.

Visualization is a complementary approach preceding structural and behavioral anal-
ysis [5, 8, 10]. Visualization helps to generate hypotheses about the behavior of a model
or a dataset and to understand complex concepts.

Our research is carried out within the framework of structural analysis and the closest
works are [5, 36].

Cao et al. [5] developed a differentiable masking method that allowed us to find out
what different layers of the model “know” about the input data and where the prediction
information is stored in different layers. The BERTBASE model was investigated for
sentiment classification on the Stanford Sentiment Treebank (SST) [27]. Most layers
have been found to rely on very positive or very negative words. In contrast to our work,
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the authors consider layers as a whole, without going down to the level of individual
attention heads and specific weight distributions. They use annotated words in the SST
as sentiment words, rather than a universal sentiment dictionary, as in our study.

Wu et al. [36] investigated the self-attention mechanism in the Transformer using the
Layer-wise Attention Tracing method. SST and Stanford Emotional Narratives Dataset
were used as corpora [24]. The authors have shown that attention weights have the
highest values for very positive and very negative words. For this purpose, the dictionary
byWarriner et al. was used, containing about 14,000 words with emotional valence [33].
The paper has also analyzed the proportion of attention given by individual heads to the
sentiment words. In contrast to our work, [36] does not use BERT, but other Transformer-
based models. They also use a sentiment dictionary, but to get the weight of the token,
they sum up all the attention weights without considering the distribution of the weights.
In our work, we build such distributions, which allows us to compare the weights for
sentiment and neutral lexicons in more detail.

3 Interpretation Method

Our work aims to investigate the extent to which BERT-type models [9] pay attention to
sentiment words. The research is based on the following hypothesis: BERT-type models
pay different attention to sentiment and neutral lexicons. To test this hypothesis, the
significance of the difference between the distributions of attention weights of senti-
ment (positive and negative) words and neutral words has been evaluated. The distances
between the distributions are calculated based on the Kullback-Leibler divergence.

The interpretation method involves four steps.
Step 1. Building an average attention matrix.
BERT uses WordPiece tokenization [35], whereby part of words is split into several

tokens (subwords).2 A word-level analysis of attention heads is required to calculate
the attention that BERT assigns to sentiment words. Therefore, we convert the attention
matrices of individual heads “token-token” into attention matrices “word-word”. For
this purpose, we implement the following procedure (see Fig. 1).

1. We summarize the attention weights directed to a tokenized word, by its tokens.
2. We take the average value of the attention weights over its tokens, directed from the

split word to other tokens. This transformation preserves the property of the attention
matrix, which means that the sum of the attention weights for each word is equal to
one.

3. For each attention head and word, we find the average attention weight given to the
word in the text.

4. We combine the separated words and lemmatize3 all words of the text.

2 RuBERT model for Russian uses BPE (Byte Pair Encoding) tokenization [26].
3 The pymorphy2 [12] library was used for lemmatization.
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0.1861 0.2234 0.1899 0.2476 0.1530
0.1997 0.3113 0.1725 0.1914 0.1251
0.2507 0.1793 0.1717 0.2505 0.1478
0.2725 0.2489 0.1340 0.2138 0.1309
0.2666 0.2268 0.1659 0.2092 0.1316

0.1861 0.2234 0.4375 0.1530
0.1997 0.3113 0.3639 0.1251
0.2507 0.1793 0.4222 0.1478
0.2725 0.2489 0.3478 0.1309
0.2666 0.2268 0.3751 0.1316

0.1861 0.2234 0.4375 0.1530
0.1997 0.3113 0.3639 0.1251
0.2616 0.2141 0.3850 0.1394
0.2666 0.2268 0.3751 0.1316
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'[SEP]'
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Fig. 1. Building an average attention matrix.

Thus, the first step results in finding the average attention weight given to this word
in the text for each attention head and each word.

Step 2. Calculation of the distribution of attention weights for sentiment (Ws) and
non-sentiment (neutral) words (Wns) of the corpus. By non-sentiment words, we mean
words that are not included in the sentiment dictionary. Sentiment words of the corpus
are defined using the sentiment dictionary (see Subsect. 4.2).

To confirm the hypothesis that BERTpays different attention to sentiment and neutral
lexicons, it is necessary to establish the difference in the distribution of attention weights
of these types of lexicon. However, this difference can be accidental. To reduce the
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likelihood of a false conclusion, we ran 10 tests: on each test, we generated a random
subset of neutral words for each attention head. The size of each random subset coincided
with the number of sentiment words in the corpus.

We introduce the following notation:

– Wp – set of positive corpus words;
– Wn – set of negative corpus words;
– Ws = Wp ∪ Wn – set of sentiment corpus words;
– Wns – set of non-sentiment (neutral) corpus words;
– We,i – i-th random subset of neutral words of the setWns:We,i ⊂ Wns,

∣
∣We,i

∣
∣ = |Ws|,

i = [1, 10];
– Wo,i = Wns

/

We,i – set of neutral words after eliminating the i-th random subset.

At each of the ten tests, we determined the distribution of attention weights for words
of five sets: sentiment (Wp,Wn,Ws) and neutral (We,i,Wo,i) words. The distributions of
weights for all sets were calculated over one hundred value intervals (from 0 to 1 with
a step of 0.01).

At the next step, the distances between the distributions of attention weights for
sentiment (Wp, Wn, Ws) and neutral (Wo,i) words will be calculated, as well as the
distances between the distributions of attention weights for subsets of neutral words
We,i and Wo,i. Comparing such distances enables to make a statistically significant
conclusion about the difference in the distribution of attention between sentiment and
neutral lexicons.

Step 3. Calculation of the Kullback-Leibler divergence between the distributions of
attention weights of different word sets.

The distance between the distributions of attention weights was calculated based on
the Kullback-Leibler divergence. The Kullback-Leibler divergence of theQ distribution
relative to the P distribution (or “distance” from P toQ) is defined as follows [22, p. 34]:

D(P||Q) =
n

∑

i=1

pilog
pi
qi
. (1)

For each set of neutral words Wo,i and each h-th attention head, the following
Kullback-Leibler distances are found:
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, Ph
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– distribution of attention weights, respectively, of the

sets of words Wo,i, Ws,Wp,Wn, We for the head h.
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Next, for each attention head, the average Kullback-Leibler distances are found:

Dh
o,s =

∑10
i=1 D

h
o,s,i

10 ,

Dh
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h
o,p,i

10 ,
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∑10
i=1 D

h
o,n,i

10 ,

Dh
o,e =

∑10
i=1 D

h
o,e,i

10 .

(3)

Step 4. Testing the significance of differences between Kullback-Leibler distances
for sentiment and neutral words.

To test the significance of the differences, we formulated two hypotheses:

– H0 – the discrepancies between the Kullback-Leibler distances of sentiment and
neutral words are random.

– H1 – the discrepancies between the Kullback-Leibler distances of sentiment and
neutral words are non-random.

To test these hypotheses, the Wilcoxon signed-rank test was used, which is designed
to test the differences between two samples of independent measurements [34].

The Wilcoxon signed-rank test was applied at a significance level of p = 0.05 to
evaluate hypotheses for the following pairs of Kullback-Leibler distances obtained in
the previous step: 〈Dh

o,s,D
h
o,e〉, 〈Dh

o,p,D
h
o,e〉, 〈Dh

o,n,D
h
o,e〉.

Wilcoxon’s test makes it possible to draw a conclusion only about the statistical
significance of differences between samples of distances, but not about which distances
prevail on average. For this purpose,we calculated the expected value of sets of distances.

Thus, the proposed interpretation method allows us to test and statistically substanti-
ate the hypothesis that the BERTmodel pays different attention to sentiment and neutral
lexicons, as well as to determine which lexicon is given more attention to.

4 Resources and Models

4.1 Text Corpora

In our experiments, we used three Russian-language corpora, annotated by sentiment:
ROMIP 2012 News, SentiRuEval-2015 Banks and RuSentiment. We had two criteria
when choosing corpora for analysis: 1) corpora should differ in the type of texts; 2)
lexicon-based methods should show significantly lower performance for these corpora
than neural network models.

The news corpus was prepared for the ROMIP 2012 sentiment analysis competition
[7]. The corpus includes fragments of direct and indirect speech from news. The cor-
pus of tweets about banks was prepared for the SentiRuEval-2015 sentiment analysis
competition [21]. RuSentiment corpus includes posts on VKontakte [25]. We only used
training parts of the corpora. The characteristics of the corpora are presented in Table 1.
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Table 1. Characteristics of corpora, annotated by sentiment. The length of the texts is specified
in tokens (mean ± std).a

Corpora Total Positive Negative Neutral Length

ROMIP 4,260 1,115 (26%) 1,864 (44%) 1,281 (30%) 35 ± 28

SentiRuEval 4,883 354 (7%) 1,059 (22%) 3,470 (71%) 10 ± 5

RuSentiment 24,124 9,170 (38%) 3,654 (15%) 11,300 (47%) 13 ± 17
a Tokenization was carried out using NLTK (https://www.nltk.org).

Our experiments showed that for these corpora the difference between the results
of the lexicon-based method (we used the version of the SO-CAL method [28] adapted
for the Russian language) and the RuBERT model is the largest in comparison to other
corpora. In particular, for ROMIP 2012 News, the difference in the macro F1-score for
a three-class problem was 21% points (p.p.), for SentiRuEval-2015 Banks – 20 p.p., for
RuSentiment – 27 p.p. [16].

4.2 Sentiment Dictionary

The sentiment dictionary must be highly accurate and complete. To create such a dictio-
nary, we combined 9 publicly available Russian sentiment dictionaries [14, 16]: RuSen-
tiLex [20], WordMap [17], SentiRusColl [15], EmoLex [23], LinisCrowd [11], Blinov’s
lexicon [4], Kotelnikov’s lexicon [13], Chen-Skiena’s lexicon [6], Tutubalina’s lexicon
[30]. The characteristics of the lexicons are shown in Table 2.

Table 2. The characteristics of sentiment lexicons.

Lexicon Total Positive elements Negative elements

# % # %

RuSentiLex 12,560 3,258 25.9% 9,302 74.1%

Word Map 11,237 4,491 40.0% 6,746 60.0%

SentiRusColl 6,538 3,981 60.9% 2,557 39.1%

EmoLex 4,600 1,982 43.1% 2,618 56.9%

LinisCrowd 3,986 1,126 28.2% 2,860 71.8%

Blinov’s lexicon 3,524 1,611 45.7% 1,913 54.3%

Kotelnikov’s lexicon 3,206 1,028 32.1% 2,178 67.9%

Chen-Skiena’s lexicon 2,604 1,139 43.7% 1,465 56.3%

Tutubalina’s lexicon 2,442 1,032 42.3% 1,410 57.7%

The final dictionary included only those words that are included in at least N source
dictionaries. In accordance with our preliminary experiments, the optimal value for
sentiment analysis based on the SO-CAL lexicon-based method is demonstrated by a
dictionary with N = 4.

https://www.nltk.org
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The final dictionary contains 2,313 words, including 823 positive (35.6%) and 1,490
negative (64.4%) words.

4.3 RuBERT Model

In our study the Russian-language neural network pre-trained model RuBERT [18] is
used. The model was initialized on the basis of the multilingual version of BERTBASE
and trained on the Russian part of Wikipedia and news articles.

The RuBERT model was fine-tuned (separately) on ROMIP 2012 News,
SentiRuEval-2015 Banks and RuSentiment with the following parameters: number of
epochs 5, batch size 8, learning rate 10–6.

5 Results and Discussion

In the experimental part of the study, we applied the interpretation method proposed in
Sect. 3 for three versions of the RuBERT model trained on three corpora: ROMIP 2012
News, SentiRuEval-2015 Banks and RuSentiment. All attention heads were examined
only on the last (12th) layer.

Step 1. At the first step, we built the average attention matrices for each RuBERT
variant.

Step 2. We calculated the distributions of attention weights of the sentiment (Ws)
and neutral words (Wns) of the corpus over one hundred value intervals (from 0 to 1 with
a step of 0.01). An example of the distribution of attention weights for the seventh head
of the last layer for the ROMIP 2012 News corpus is shown in Fig. 2.

Fig. 2. Distribution of attention weights of sentiment and neutral words for the ROMIP 2012
News corpus for head #7 of the last layer.
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Step 3. We calculated the Kullback-Leibler distances between the distributions of
the attention weights of words.

Step 4. We tested the significance of the differences between Kullback-Leibler
distances for sentiment and neutral words.

Table 3 shows the test results. Each cell contains two signs. The first sign is respon-
sible for the result of checking the significance of the difference between the attention
weights distributions of the corresponding sets of sentiment words (sent – Dh

o,s, pos
– Dh

o,p, neg – Dh
o,n) and a set of neutral words Dh

o,e: “plus” indicates that the difference
is significant, “minus” – not significant. The second sign is responsible for the ratio of
the expected value of the corresponding distributions: “plus” means that the expected
value of the attention weights distribution of the set of sentiment words is greater than
the expected value of the distribution of the weights of the set of neutral words Dh

o,e;
“minus” – less. At the bottom of the table, the number of “plus-plus” situations is given –
the discrepancies are significant (non-random) and the expected value of the attention
weights of the sentiment words is greater than the expected value of the attention weights
of neutral words.

Table 3 shows that the difference of the attention weights distributions of sentiment
words from the distributions of neutral words in 76.85% of cases is not random (the
first sign in a pair is “plus”), and in 75% of cases, apart from the non-randomness of
differences, the expected value of sentiment words is greater than the expected value of
neutral words (“plus-plus” situation).

Table 3. Results of testing the significance of differences between Kullback-Leibler distances for
sentiment and neutral words.

head ROMIP 2012 News SentiRuEval-2015 Banks RuSentiment
sent pos neg sent pos neg sent pos neg

0 + + + + – + + – + – – – + + + + + +
1 + + – + + + + + – + + + + + + + – +
2 – + + + + + – + + + + + + + + + + +
3 + + + + + + + + + + + + + + + + – +
4 + + + + + + + + + + + + – + + + – +
5 + + + + + + + + + + + + + + – + + +
6 – + + + + + – + + + + + + + + + + +
7 + + + + + + + + + + + + + + + + + +
8 – + + + + + – + + + + + + + + + – +
9 + + – + + + + + – + + + + + + + + +
10 + + + + + + + + + + + + + + + + – +
11 + + – + – + + + – + – + + + – + – +
+ + 9 9 10 8 8 10 11 10 6

The extent of attention for positive and negative lexicons, as well as for sentiment
lexicon in general, does not differ notably. Table 3 shows that the picture is approximately
the same for all three corpora (only forRuSentiment fewer heads pay attention to negative
words than on average).
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Interestingly, head #7 for all the corpora highlights sentiment words, both in general
and positive/negative individually.

We have also noticed an interesting effect that is observed for all the three corpora:
the expected value of the attention weights to neutral words decreases monotonically
from the first head to the last.

We also looked at some examples of how attention weights to sentiment words affect
the final decision of the model (Fig. 3).

Example 1: «шикарный отдых на природе»

0.1147 0.6406 0.0984 0.0456 0.0412 0.0595

[CLS] шикарный отдых на природа [SEP]

[CLS] шик ##арн ##ы ##и отдых на природе [SEP]

RuBERT tokenization

Detokenization
and lemmatization

Average attention weights

True label = positive RuBERT label = positive

Example 2: «прикольный дем откопал)»

0.0472 0.4221 0.2402 0.1228 0.0880 0.0797

[CLS] прикольный дем откопать ) [SEP]

[CLS] прик ##оль ##ны ##и дем отк ##опал [SEP]

RuBERT tokenization

Detokenization
and lemmatization

Average attention weights

True label = positive RuBERT label = neutral

)

Fig. 3. Examples of texts and RuBERT attention weights.
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In the first example (the RuSentiment corpus) RuBERT pays maximum attention to
the sentiment positive word “xikapny�” and the classification result coincides with the
true label. However, in the second example (also from theRuSentiment corpus) RuBERT
also pays maximum attention to the positive word “ppikol�ny�”, but nevertheless
decides on the neutrality of the text (with true label = “positive”).

Thus, despite the high attention weights in relation to sentiment words, RuBERT
does not necessarilymake the final decision based only on them.Obviously, the decision-
making process is more complex and requires further study.

6 Conclusion

Thus, we can conclude that 3/4 of heads, on average, pay more attention to sentiment
words than neutral ones. The obtained results are consistent with studies [5, 36], but it is
for the first time that we have obtained quantitative estimates of the degree of attention
to sentiment words, verified on the basis of the statistical criterion.

In the future, we plan:

– to expand the sentiment dictionary – some sentiment words were not found due to
insufficient size of the dictionary;

– to conduct a similar study on other corpora, annotated by sentiment;
– to improve the procedure for detokenization – some words after detokenization lost
the letter “�” due to the peculiarities of the RuBERT tokenizer;

– to increase the number of tests from 10 to 100;
– to conduct an in-depth study of the attention weights, without averaging attention for
words;

– examine attention on different layers.
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Abstract. Word Sense Induction (WSI) is the process of automatically
discovering multiple senses or meanings of a word. WSI task can be
described as grouping contexts of a given word by its senses which are
not provided beforehand. Modern WSI systems are given small text frag-
ments only and should cluster them into some unidentified number of
clusters. In the present work contextualized word embeddings, calcu-
lated by BERT, are applied in conjunction with clustering techniques
to the WSI task for the Russian language. We hypothesize that novel
language model embeddings, already viable for sense induction, may be
enhanced by graph-based post-processing. We evaluate that proposition
on 3 datasets from the Russian language WSI competition task. Fusion
of graph algorithms and vector representations allowed us to beat one of
the tasks’ baseline (wiki-wiki, ARI = 0.7513) and demonstrate viability
of further research. This work provides insight into how vector sentence
representations can be organized for more efficient sense extraction.

Keywords: NLP · Word Sense Induction · BERT · Graph clustering

1 Introduction

In Natural Language Processing (NLP), the ambiguity of words in sentences has
long been one of the most compelling challenges. Two tasks were formulated
to address this problem: Word Sense Disambiguation (WSD) and Word Sense
Induction (WSI).

Word Sense Disambiguation task is concerned with selecting the correct sense
of the word out of some given group. Consider the following sentences: Mary went
to the bank for a loan and The bank of the river was covered with snails. We would
be solving the WSD task, if, presented with these sentences, we were asked to
tell, where the word bank is describing financial institution, and where the bank
describes land patch by the water body. The set of these senses would be called
sense inventory, and be available beforehand. In the WSI setting, on the other
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
E. Burnaev et al. (Eds.): AIST 2021, CCIS 1573, pp. 68–81, 2022.
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hand, we are only asked to distinguish one sense from the other. WSI tasks are
also commonly called unsupervised WSD, as no target labeling is given. Thus,
WSD usually requires massive structured databases of definitions and senses,
while WSI enables knowledge-free approaches to sense discovery.

The reason for the complexity of these tasks lies in the inherent ambivalence
of natural text; something obvious for a human reader may be tricky to formalize
automatically, and the sense definitions are usually fuzzy. Meanwhile, advances
in solving the task would be fruitful for many user-facing applications, such as
machine translation and chatbots.

Recent achievements in context-based language modeling, such as the cre-
ation of ELMo [25] and Transformer [32], extend the reach of adjacent tasks.
Vector representations of text, created by models of that kind, are often enough
by themselves for solving a wide variety of tasks.

In this work we will attempt to solve the WSI task, utilizing contemporary
language models and applying dimensionality reduction techniques to optimize
for potential product performance. We will assess several parameters of prepro-
cessing text embeddings and test several classical graph clustering approaches.

We will evaluate our approaches on tasks of RUSSE’2018 - competition for
NLP on Russian language data.

2 Related Work

In the following section, we will review the first approaches to these questions
and introduce contemporary research on the topic.

Knowledge-Based Approaches. The development of automated sense disam-
biguation and induction has been made possible by formulating distributional
hypothesis [10]; it posits that word, used in a specific sense, tends to be in the
same context, leading to the assumption that context word set may be enough
for sense encoding.

Early approaches to the WSI problems featured manually composed frames,
describing fine-grained senses of the word [27], having discovery of sense being
done by dictionary lookup. [13] enhanced this approach by comparing dictionary
definitions of senses and sentence and considering word overlap as a measure of
similarity and confidence; this technique works, as long as the sense definition and
wording in the original sentence are comprehensive, which is rarely true. Another
way to improve on the approach is to create more encompassing system for
senses storage, which incorporates semantic structure of language, conveyed by
characteristics, such as grammatical and morphosyntactic features of words, as
well as their rich semantic neighborhood; most notable attempts include Wordnet
[21] and BabelNet [22].

Graph-Based Approaches. The introduction of lexical graph databases greatly
empowered graph-based approaches to WSI tasks. For instance, classical graph
algorithms like PageRank and HITS were shown to be successful and sufficiently
fast for the task [2]. A more ubiquitous approach, though, is to discover senses
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through graph clustering, which also performs well [11]. [31] introduced meta-
clustering algorithm, which follows hard-clustering of context by fuzzy sense
clustering. We have also successfully applied graph [16–18] and text [15,19,26,29,
30] based embeddings in our previous studies for downstream machine learning
problems.

Representing a corpus as a graph enables researching more complicated data
structures. [3] induces sense for tags in internet communities and points out
that, rather than working with tags and text as separate entities, triplets of
tag-resource-user performs much better. [8] suggests the applicability of social
network analysis methods in conjunction with clustering and knowledge trees to
effectively induce senses in internet corpora.

Further developments of graph-based approaches, such as enrichment of
graph information with additional features, e.g. syntactic characteristics of the
sentence [9], don’t solve its core issues with the particularity of the sense def-
initions and immutability of semantic connections, which doesn’t go well with
inherently fuzzy senses of words. This problem calls for new semantic represen-
tation models.

Distributional Context Embedding Models. [20] introduced word2vec models -
feed-forward neural network algorithms, which may be trained to either predict
a word given its context (Skip-Gram) or vice versa (CBoW). Resulting embed-
ding into vector space tends to be effective in capturing semantic content of a
word, and its addition to already present processing pipelines gives a substantial
quality boost, i.e. [5]. Additionally, CBoW-like models allow for knowledge-free
approaches to emerge: processing a large corpus of text enables unsupervised
word sense discovery through calculation and clustering of distributional repre-
sentation of the words, i.e. [24].

The key issue of the word2vec approach - independence of words in the
context - is first solved with ELMo [25] by introducing deeper inter-dependence
of the target word and its context through means of bi-directional LSTM model,
encoding a word’s meaning, rather than a word itself.

[32] introduces the Transformer - an encoder-decoder language model, which
performs better than ELMo on various tasks, but fails to capture both the left
and right context of the word. BERT [7] resolves this problem by introducing
word masking during the training. The unsupervised nature of BERT’s training
loop makes possible its training on a large corpus of raw text and enables transfer
learning.

[12] introduces several pre-trained BERT models, trained on Russian
resources:

– RuBERT is trained Wikipedia and literature corpora, and has 180M param-
eters - that’s 1.5 times the size of the BERT-base model, the most ubiquitous
iteration of BERT. It is considered to be a state-of-the-art BERT-like Russian
language model available at the time of writing this work.

– Conversational RuBERT was trained on corpora, compiled from Russian
entertainment social networks, as well as subtitles database. It was initialized
by RuBERT and roughly equal to it in terms of the number of parameters.



Context-Based Text-Graph Embeddings in Word-Sense Induction Tasks 71

WSI in Russian. The first big collection of evaluation datasets on the Russian
language has been released during the RUSSE competition in 2018 [23]. Orga-
nizers provided 3 datasets with sense labels. No sense inventory was provided,
so participants were free to extract senses’ content for any resource they want.

Pre-trained CBoW turned out to be the most successful model of the com-
petition: test data was embedded and followed by the calculation: most frequent
word(s) - 1st sense, frequent but distant (in the embedding space) word - second
sense, etc.Other models include:

– Affinity propagation on CBoW embeddings, discovering weighted average of
the words in the context

– Ward clustering on normalized sums of fastText embeddings (pretrained on
lib.rus.ec).

– Agglomerative clustering on a weighted average of word2vec vectors for con-
text.

– Neural network with self-attention to encode sentences, trained on wiki,
librusec, and train dataset, followed by k-means.

Later works applied BERT architecture for solving Russian WSI tasks. [28]
implements and trains Transformer models, variating number of layers (1 to 2),
heads (1 to 4), addition of attention and tf-idf weighting; they get comparable
results and beat some of the best ones.

In this work we will use a similar model - RuBERT, pre-trained on a large
corpus of texts and described in the previous section. What we will explore is
how graph clustering methods are performing, when being used in conjunction
with semantically rich BERT embeddings.

3 Methods and Data

3.1 Data

RUSSE competition provides three main datasets, split into train and test sub-
samples. Instead of sense inventory, gold-standard labels are provided, which are
different for different senses. Frequency characteristics of datasets are present in
Table 1. In the following sections, we will briefly review these datasets.

Table 1. Dataset statistics in the shared task.

Dataset Inventory Corpus Split # of words # of senses Avg. # of senses # of contexts

wiki-wiki Wikipedia Wikipedia Train 4 8 2.0 439

wiki-wiki Wikipedia Wikipedia Test 5 12 2.4 539

bts-rnc BTS RNC Train 30 96 3.2 3491

bts-rnc BTS RNC Test 51 153 3.0 6556

active-dict Active Dict Active Dict Train 85 312 3.7 2073

active-dict Active Dict Active Dict Test 168 555 3.3 3729

active-rnc Active Dict RNC Train 20 71 3.6 1829

active-rutenten Active Dict ruTenTen Train 21 71 3.4 3671

bts-rutenten BTS ruTenTen Train 11 25 2.3 956
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Wiki-wiki dataset was constructed from homonyms, which have separate arti-
cles for each sense in the Russian Wikipedia. The assumption was that, given a
Wikipedia article containing an ambiguous word in its title, all its occurrences
throughout the article will share the same sense. Parsed contexts were checked
for sufficiency in word count and reviewed by organizers; 9 homonyms were left.

Word set of the BTS-RNC dataset is based on the Russian Large Explana-
tory Dictionary [1] (Bolshoy Tolkovyj Slovar’, BTS), and contexts were samples
from the Russian National Corpora (RNC). Two kinds of polysemy were used:
polysemy with metaphorical senses and homonymy. Out of 30 train words, 21
are homonyms; out of 51 test words, 40 are homonyms. Senses were described
by linguistics specialists and labeled through crowdsourcing.

Active-dict dataset [14] was constructed from the Active Dictionary of Rus-
sian - an explanatory dictionary, based on modern language. Word senses are
constructed manually and are considered distinct if their semantic and syntactic
characteristics differ. Train and test have 85 and 168 words respectively, each
containing only one homonymous word.

Evaluation. We will use Adjusted Rand Index, which was also used during
the competition, which solves many problems, specific to clustering evaluation
(no clear worst-case scenario, corner cases like “one big cluster” or “one iterm
- one cluster”, etc.). The Rand Index computes a similarity measure between
two clusterings by considering all pairs of samples and counting pairs that are
assigned in the same or different clusters in the predicted and true clusterings.
The raw RI score is then “adjusted for chance” into the ARI score using the
following formula: ARI = (RI−E[RI])

(max(RI)−E[RI])

3.2 Methods

As we have described above, the goal of this work is to explore the applicability
and efficacy of graph clustering algorithms, when used in conjunction with BERT
embeddings. Broadly, our WSI pipeline has the following steps:

1. Computation of BERT embedding for the target contexts
2. Selection and preprocessing of the embeddings
3. Construction of context similarity matrix, construction, and clustering of the

graph

We will describe each step of our pipeline in the sections below.

Language Models. We use RuBERT and Conversational RuBERT to create
word and context embeddings. Pre-trained BERT-like models are sufficiently
parameterized to practically eliminate the need for additional fine-tuning.

Conversational RuBERT embeddings are expected to perform better on the
active-dict dataset, as it is comprised overwhelmingly of metaphorical polysemy
words, which is more characteristic of the speech, than of literature-like writing.

Throughout this work we use notion of “embeddings” to refer to the content
of the last hidden layer of the BERT model.
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Embedding Preprocessing. In this section, we will review parameters, which
were studied during the embedding preprocessing. Their list is the following:

– Selection of embeddings
– Similarity metric
– Vector normalization
– Reduction of the number of connections
– Binarizing of similarities

The first parameter to survey is the selection of embeddings. One strong
benefit of using BERT embeddings is that it returns vectors for each word, but
each vector is highly enriched with semantic context information from the rest of
the sentence. For the next step, we will require to construct a similarity matrix
between contexts. The following configurations were considered:

1. similarity between embeddings of the target words;
2. similarity between pooled embedding of the context;
3. minimal similarity between any pair of word embeddings for any two contexts;
4. minimal similarity between any pair of word embeddings for any two contexts

shifted towards the target word of context;

Set of word embeddings becomes a cluster itself, and its proximity to other
target word’s senses representation may not always be best expressed with the
target word embedding. We denote the closest neighbor distance of these clusters
as minimal distance, used to find minimal similarity.

(1) takes embedding of the target word. (2) uses embedding of the first tech-
nical token - it is said to capture the context of the whole sentence. (3) takes
embeddings of every word in sentence and performs minimal linkage between
contexts. (4) is similar to the previous mode, but every embedding is averaged
with target word’s embedding; that way, we assume, connections between con-
texts would be more likely conditioned by the target word semantics.

As a similarity measure we employed three distances, which are later trans-
formed into similarities: Cosine, Manhattan and Euclidean distances.

We had an option to apply the L2 vector normalization to the embeddings
vectors before similarity calculation.

We also experiment with the reduction of the number of connections. By
performing the aforementioned preprocessing, we get a pairwise similarity matrix
of contexts. For graph methods to be more effective, we need to downgrade weak
ties, leaving only the strong ones. We did that by filtering out all edges, leaving
only top-K row-wise values, setting all the rest to zero.

The last option the binarization of the similarity matrix, setting to 1 all
non-zero values. We hypothesise that truncating information on the degree of
similarity to the boolean “connected-disconnected” ties would be beneficial to
the inference.
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Graph Construction and Clustering. The resulting similarity matrix is
used as an adjacency matrix to construct a contexts graph. We used three graph
clustering algorithms, which were shown to be effective in the literature:

– Chinese Whispers (CW)
– MaxMax (MM)
– Label Propagation (LP)

MM and LP are parameter-free algorithms, which makes them much more
favorable for training and inference settings. CW [4] has only one parameter.

4 Results

In this section, we will review the impact of every individual parameter, and
assess the overall performance of the algorithms.

4.1 Parameter-Wise Performance

Each following subsection reviews performance for each parameter group. All
parameter-wise results may be found in Table 2. Each section was compiled with
the following procedure: we selected the best ARI score for each dataset, where
the parameter in question takes the value, provided in a row label. That way
we can ascertain the upper boundary of the performance with each parameter
value. Table 3 provides best parametrization for every dataset.

Language Model. Our experiments included two language models: RuBERT,
trained on Wikipedia and literature corpus, and Conversational RuBERT,
trained on social media and entertainment social networks datasets. Conversa-
tional RuBERT’s top performance is better or on par with the RuBERT. That is
surprising, as RuBERT performed worse even on the Wiki-wiki dataset, though
Wikipedia was a big part of its training sample.

Embedding Selection. Our experiments covered 4 modes of embedding selection
and adjacency table construction. Two of the approaches - Target word and
Pooled context just passed embeddings, produced by BERT, further down the
pipeline. Minimal context approach calculated minimum neighboring pairwise
distance between words of every context. Minimal context with target shift cal-
culated the same distance, but every vector was transformed into its average
with the corresponding target word’s embedding.

Pooled context performed the worst on every dataset, which is not surprising
- whole semantic information of the sentence was condensed into one vector,
while other approaches didn’t reduce dimensionality and task relatedness as
dramatically. Target word is ranked second for BTS-RNC and Wiki-wiki datasets
and third for Active-dict. This is surprising, as it could be thought of as the
most straightforward way to approach our task. Minimal context shown the
best performance on Active-dict but practically failed on the other two datasets.
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Table 2. Best results for each parameter group; best results in parameter group per
dataset in bold

Variable Value Dataset

Active-dict BTS-RNC Wiki-wiki

BERT model Conversational BERT 0.140 0.195 0.751

Classic BERT 0.140 0.186 0.678

Embedding
selection and
processing

Minimal context 0.140 0.139 0.521

Minimal context
w/ target shift

0.136 0.195 0.751

Pooled context 0.035 0.013 0.444

Target word 0.124 0.186 0.657

Distance Cosine 0.129 0.195 0.751

Euclidean 0.140 0.178 0.659

Manhattan 0.137 0.172 0.678

Vector
normalization

No normalization 0.129 0.195 0.751

L2 0.140 0.186 0.665

Number of
connections

2 0.140 0.154 0.341

5 0.140 0.174 0.455

7 0.140 0.193 0.634

10 0.140 0.195 0.751

Binarization of
similarities

Raw 0.140 0.188 0.665

Binarized 0.136 0.195 0.751

Clustering
algorithm

ChineseWhispers 0.140 0.193 0.751

LabelProp 0.140 0.195 0.659

MaxMax 0.140 0.118 0.593

Table 3. Best model parametrization for each dataset; “–” denotes same results for
each parameter value

Active-dict dataset BTS-RNC dataset Wiki-Wiki dataset

Kind of BERT – ConvBERT ConvBERT

Embedding selection

and processing

Minimal context Minimal context

with target shift

Minimal context

with target shift

Distance Euclidean Cosine Cosine

Vector normalization L2 No normalization No normalization

Number of connections – 10 10

Binarization of similarities Raw Binarized Binarized

Clustering algorithm MaxMax LabelProp ChineseWhispers

Minimal context with target shift shows the best performance on Wiki-wiki
and BTS-RNC, slightly underperforming on Active-dict. We can interpret it
that our intuition was correct: the set of word embeddings is more useful in
connecting with other contexts than one word, context vector, and target shift
merely emphasizes our interest in the sense of the exact target word.



76 L. Sherstyuk and I. Makarov

Similarity metrics didn’t amount to marginal performance improvement on any
dataset, but cosine distance was the best for the two datasets. Euclidean dis-
tance performed worst on Wiki-wiki and best on Active-dict, while Manhattan
distance’s performance was average. It makes sense to rely on Cosine metrics
most of the time, and have Euclidean distance as a backup distance function.

Vector normalization didn’t increase performance too much - except for Active-
dict, but it didn’t hinder the scores either. To evaluate reduction of the number
of connections we select the top-K closest contexts for each context; 4 values of
K were tested.

Connection number did not affect the Active-dict dataset, while other datasets
were clustered the better the higher value of K came. It is possible we have not
reached an optimal value of K, which is why the highest value of the parameter
has the highest score.

Binarization of similarity matrices was performed to test whether the actual
degrees of similarity contain useful information in terms of clustering, or just
having boolean logic (edge or no edge) is enough. Binarization seems to be
beneficial on the BTS-RNC and Wiki-wiki datasets.

Clustering algorithms - three clustering algorithms were considered. Two of them
- ChineseWhispers and LabelProp have been long used for solving WSI tasks,
and MaxMax was proposed by its authors as the soft-clustering algorithm to be
used in WSI tasks. Performance on Active-dict isn’t impacted by the choice of
clustering. CW and LP both performed well on BTS-RNC, while MM produced
substantially worse results. The clear leader on the Wiki-wiki dataset is CW.
CW performed best on all three datasets, while LP produced comparable or
worse results. MM displayed the least successful performance.

4.2 Overall Performance

As was shown above, the usefulness of particular parameters is very sensitive to
the evaluation dataset. The Table 4 summarizes the importance of the factors
for each dataset in the following way: out of the best models for each value of
a parameter, we compute the difference between the highest and lowest values.
That way we can evaluate sensitivity for each parameter-dataset pair.

Embedding selection displays the biggest discrepancy for all three datasets,
followed by the choice of the clustering algorithm. Another notable difference in
metrics is present in neighbours count for wiki-wiki dataset.

5 Discussion

In this section, we will attempt to interpret the highlights of the experiments,
and put our final scores into the perspective of prior work.
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Table 4. Maximum difference between best models, which are different in the pipeline
parameter; most notable discrepancies in bold

Hyper-parameter Active-dict BTS-RNC Wiki-Wiki

Type of BERT 0 0.008 0.072

Clustering algorithm 8.9E-05 0.077 0.157

Distance function 0.010 0.022 0.091

Embedding selection 0.104 0.181 0.306

Similarities binarization 0.003 0.006 0.085

Embed normalization 0.010 0.009 0.085

K in KNN reduction 0 0.041 0.409

Embedding selection is by far the most important factor of the algorithm. Our
initial idea was that target word embedding was sufficient for determining a
sense of the word: it is the most relevant to the actual word, sense of which
we’re trying to induce, and it should contain sufficient information about the
rest of the sentence for it to be connected to the same-sense words. Our research
suggests that individual words from the context play a key role in successful
sense inducing. We used minimal-context idea, and, when in conjunction with the
target word, it greatly outperforms other approaches. That idea is reminiscent of
the classical approach in WSI - co-occurrence graphs. It could be improved even
further by identifying all of the words in the sentence, relevant to the target and
its sense (we identified only the target word itself) and using them to calculate
the similarity between contexts.

Clustering algorithm is the next biggest impact factor. We consciously selected
parameter-free algorithms to speed up the inference time, which may be sub-
optimal. The most unfortunate result is the underperformance of the MaxMax
algorithm, which may be due to our preprocessing being too aggressive in reduc-
ing information about the senses, so the algorithm is struggling to provide good
results.

Similarity graph reduction, performed by selection of K nearest neighbors, has
provided the biggest discrepancy value of all. it is clear that, rather than per-
forming too good with optimal values, it is the case that algorithm performance
is too weak due to bad results being too bad. Aggressive edge pruning seems
to be reducing score dramatically in every setting, so it is to be avoided. Com-
putation over a fully connected graph, while being expensive resource-wise, is
absolutely is up for exploring. Another avenue for improvement is to set K as
a fraction of all neighbors, rather than imposing absolute value. That way, its
performance would be more stable for the corpora, where the number of contexts
varies too much.

BERT model we’re using is on the lower end of influencing the results. In retro-
spect it is easy to explain the superior performance of Conversational RuBERT:
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it was initialized by a base RuBERT, and, consequently, exposed to more of
the training samples. Though their parameter count is roughly the same, Con-
vRuBERT was exposed to more training, and therefore, tends to have a richer
language model.

Other parameters, such as embedding normalization, similarity binarization, and
distance function are hard to discuss, as the discrepancy they produced wasn’t
too great, and their effectiveness is unclear, as the dataset itself had much more
impact than the parameters did. We will discuss questions, raised by the data
consistency, in the following section.

Table 5. Best scores comparison, best per dataset in bold

Active-dict BTS-RNC Wiki-wiki

RUSSE best 0.247 0.338 0.962

RUSSE baseline 0.153 0.213 0.527

Davydova best 0.196 0.303 0.789

Struyanskiy & Arefyev best 0.306 0.316 0.651

Out best models 0.140 0.195 0.751

Benchmarking. Finally, we shall compare our results with the analogous work
in the field. We chose best and baseline results from the competition, as well as
two papers on WSI, which were evaluated on the same dataset:

– [28] considered various configurations of Word2Vec models, TF-IDF, as well
as self-trained BERT-like architecture.

– [6] explored pre-trained BERT and ELMo models with UMAP clustering on
the embeddings of the target word.

Results of the models are presented in the Table 5. In two cases out of three,
we came very close to the competition baseline, exceeding it on one dataset.

Fig. 1. Distribution of max ARI scores per word per dataset
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Datasets. Both Active-dict and BTS-RNC datasets are problematic for every
researcher - max ARI score doesn’t exceed 0.35. On the other hand, Wiki-Wiki
is almost completely solvable back at the competition. As both problematic
datasets were constructed manually by linguistics experts, it may be suggested
that dataset compilation methodology may be the culprit. Conversely, the wiki-
wiki dataset was parsed from a very ubiquitous resource, which is even part
of the many training samples for many contextual models. It is unclear if the
problematic datasets are too hard, or the wiki dataset is too easy, but the dis-
crepancy in their max scores indicates the need for a thorough assessment, as
robust datasets are an important part of pushing the research field further.

To further explore this, we can look at the distribution of the max scores per
word (see Fig. 1). Most of the easiest words to induce are coming from active-dict
dataset, but the rest of the scores are skewed to the left. The dataset is highly
imbalanced - senses are either too easy to predict or too hard. In contrast, BTS-
RNC ’s scores are distributed uniformly.

6 Conclusion

In this work we explored solving word sense induction in Russian language task
with a mix of contemporary language modeling via BERT and more classic graph
clustering methods. Our experiments were focused on exploring the impact of
preprocessing parameters and algorithm selection. We evaluated the impact of
seven parameters, two language models, and three clustering techniques. Our
results are on par with the competition baselines, exceeding them on one out
of three cases. We discovered an effective heuristic for embedding selection and
processing, which is based on an idea of using co-occurrence graphs but applies to
vector embeddings of BERT models, demonstrating the relevance of the classic
graph approaches when used in conjunction with contemporary language models.

Our empirical results delineate the ways for the work to be advanced. Our dis-
covery of minimalization of context similarity may be extended, borrowing more
ideas from the practice of the use of co-occurrence graphs. Also, parametrized
clustering techniques may be explored for performance improvement. Auto-
mated data-dependent hyperparameter extraction - for instance, nearest neigh-
bors number - may greatly enhance final results.
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Abstract. In this paper, the problem of segmentation of the vascular
network is solved based on the results of rotational angiography. This
task is considered as one of the stages of data pre-processing in the con-
struction of a computer-aided diagnostic system for the recognition of
cerebral aneurysms. A statistical analysis of the effectiveness of using
threshold segmentation methods to solve the problem under considera-
tion was carried out and the choice of one of them was justified. The
following methods are considered in this study: Otsu’s method, Yen’s
thresholding method, triangle method, and Sauvola method. As a result
of the experiments, it was determined that, among the considered meth-
ods, the triangle method, followed by the selection of the largest con-
nected area, is the most suitable for solving the problem of vascular seg-
mentation because this method proved to be the most sensitive to the
isolation of low-contrast vessels of small size, allowing to get a complete
picture of the vascular network structure.

Keywords: Medical image processing · Vessel Segmentation · Image
thresholding

1 Introduction

An aneurysm is an abnormal bulge or bubble in the wall of a blood vessel.
Studies show that cerebral vascular aneurysms occur in approximately 3–5%
of healthy adults [4]. They often remain undiagnosed until clinical symptoms
appear. Symptoms occur due to compression of the anatomical brain structures
located next to the aneurysm, as well as due to the rupture of the aneurysm,
leading to subarachnoid hemorrhage. Non-traumatic subarachnoid hemorrhage
(NSAH) is one of the most severe and frequent forms of cerebral circulatory dis-
orders. In the Russian Federation, the frequency of occurrence of NSAH is about
13:100,000 of the population per year [1]. The rupture of a cerebral aneurysm is
associated with a high mortality rate (20–30% during the first 2–3 weeks after
the rupture, 46% within 1 month [1]), and, therefore, a lot of research is currently
being conducted to study the risk factors for aneurysm rupture, aneurysm devel-
opment and growth. The risk of aneurysm rupture is affected by its location, size
and shape [4].
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Timely diagnosis of aneurysms is possible with the methods of medical imag-
ing: computed tomography and magnetic resonance imaging, rotational angiog-
raphy. Early detection of the disease is based on the use of angiography. Accord-
ing to the data obtained, the doctor should not only detect the presence or
absence of an aneurysm, but also assess its size and the risk of rupture. This
is a rather time-consuming task, which can be partially automated due to the
development and implementation in clinical practice of computer-aided diagnos-
tics systems for recognizing aneurysms. When developing such a system, it is
necessary to solve three tasks: to determine the presence of an aneurysm, to
identify its boundaries (to perform segmentation) for the purpose of subsequent
morphometric analysis, as well as to calculate the risk of rupture.

One of the stages of pre-processing of images of angiography results for subse-
quent recognition of cerebral aneurysms is the selection of an area corresponding
to the vascular network. During angiography, a contrast agent is injected into
the vessels, which allows them to be distinguished against the background of
nearby tissues. The possibility to delineate blood vessels is provided by contrast
enhancement of the image, which consists in increasing the intensity difference
between the voxels corresponding to the blood vessels and the voxels correspond-
ing to other tissues.

The task of segmentation of the vascular network is standard, and quite a
lot of methods have already been proposed to solve it for various anatomical
areas [11]. In particular, recent studies have proposed neural network algorithms
for solving this problem [5,6,10], which have a sufficiently high accuracy. In
earlier works, algorithms based on classical segmentation methods were pro-
posed [2,13].

The complexity of building neural network algorithms lies in the fact that
their training requires large-volume labeled data, and not all researchers have
the opportunity to organize the process of data collection and markup. Classical
segmentation algorithms do not require data for training, but many of them
require interaction with the user (e.g., setting the starting points in the region
growing method), which makes them inapplicable for automatic data processing.

In this paper, the segmentation of the vascular network is considered not as
an independent task, but as one of the stages of data pre-processing for con-
structing a neural network algorithm for recognizing cerebral aneurysms. As a
data preprocessing method, the vascular segmentation algorithm should meet
the following criteria: it should not require user interaction (since data process-
ing is required to be done automatically), and it should be as computationally
simple as possible, as long as it produces acceptable segmentation results. Since
we seek to reduce the overhead of processing each image while processing huge
datasets, computational simplicity is crucial. Furthermore, the algorithm’s com-
putational complexity should be considered in the context of a hypothetical
future deployment in clinical practice, as the algorithm’s execution time will
directly influence the efficiency of workflow automation. Furthermore, not all
medical organizations have the resources to provide sophisticated computers to
doctors’ offices.
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As the research results show, threshold segmentation methods may be uti-
lized to successfully solve the problem of cerebral vessels segmentation [15]. Bina-
rization as a preprocessing data approach can improve the accuracy of neural
networks while tackling particular issues [7], and it is also frequently employed as
the initial stage in image processing in more sophisticated data preparation tech-
niques [9]. The speed of work and acceptable accuracy of the results acquired are
two advantages of threshold segmentation methods in connection to the problem
solution under consideration [15]. The lack of consideration for the properties
of a selected region (for example, connectivity), in addition to the intensity val-
ues of the voxels, is one of the downsides, as is the difficulty in determining
the threshold value for a specific image. The reason for the latter may be, for
example, the inhomogeneous contrast of vessels in the image.

Based on the preceding considerations, we decided to investigate the efficacy
of threshold segmentation methods concerning the problem of segmenting cere-
bral vessels based on rotational angiography results to select the best method
for data pre-processing for use in developing an automated system for detecting
cerebral aneurysms.

2 Related Work

The majority of recent studies devoted to tackling the challenge of cerebral vas-
cular segmentation have used neural network techniques. Three-dimensional con-
volutional neural networks (3D CNNs), which are based on the U-Net architec-
ture, are commonly applied. This design has shown to be effective in overcoming
biomedical image recognition difficulties. The Dice coefficient (DSC) is the most
commonly used metric for evaluating the precision with which a segmentation
task is solved.

M. Livne et al. [10] created an artificial neural network model for recognizing
brain arteries based on MRI scans, which had a DSC = 0.88. The model was
trained on fragments of the original images. The authors discovered that the
greater the context (i.e., the fragment) used in the studies, the higher the recog-
nition accuracy. Based on the results of MR angiography, A. Hilbert et al. [6]
introduced the BRAVE-NET neural network model for detecting arterial brain
vessels, which obtained recognition accuracy of DSC = 0.93. One of the distin-
guishing aspects of the suggested technique is the simultaneous assessment of
the spatial organization of data at many scales. The design of a neural network
for detecting the head and neck vasculature based on CT findings was proposed
by F. Fu et al. [5], and the validation set achieved DSC = 0.94.

Neural networks now prove beneficial in solving the problem at hand; how-
ever, as previously noted, working with them necessitates substantial comput-
ing resources and labeled data. Due to legal restrictions regarding protecting
patients’ personal data, the data utilized in the works mentioned above were
not made publicly available. Furthermore, we could not identify a single dataset
with a cerebrovascular network marker in the public domain that may be used to
solve this challenge. This restricts a wide range of researchers from using these
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technologies. As a result, we can conclude that methods that do not require pre-
liminary data markup are still relevant. Threshold segmentation methods, which
are the subject of this research, are an example of such methods.

Threshold methods, despite their simplicity, can produce reasonably satisfac-
tory results. The threshold algorithm described by R. Wang et al. [15] for segmen-
tation of cerebral vessels, for example, has a recognition accuracy of DSC = 0.84.
This shows that threshold approaches can be used as a preprocessing strategy
for isolating the vasculature to detect cerebral aneurysms later on. The further
processing of the received images can smooth out the lack of precision in the
selection of the vascular network as compared to neural network techniques.

3 Methods

This paper uses the data published within the framework of the Cerebral
Aneurysm Detection (CADA) Challenge [3]. It is devoted to the development
of an algorithm for the recognition of cerebral aneurysms. The dataset includes
110 images. For each image, there is a segmentation mask of regions of interest
made by an experienced neurosurgeon. During the reconstruction of the area
of interest, 220 slices were generated with a matrix of 256 × 256 voxels. The
voxel size was approximately 0.5 mm. The data were obtained with AXIOM
Artis angiographic system of the C-arm type. The data were standartized before
binarization.

Binarization methods based on adaptive threshold determination can be
divided into global and local ones. Global methods determine the threshold value
that is optimal in a certain sense for the entire image as a whole. Local methods
consider different regions of the image separately, selecting an optimal threshold
value for each of them. Local methods are significantly more computationally
expensive compared to global ones. The global methods considered in this paper
include the Otsu’s method [12], Yen’s thresholding method [16], the triangle
method [17]. Among the local methods, the Sauvola method [14] is considered.

In this paper, the problem of segmentation of brain vessels is considered as
one of the stages of data pre-processing for solving the problem of aneurysm
recognition. We have segmentation masks for cerebral vascular aneurysms, so
one of the criteria for evaluating the quality of solving the problem under con-
sideration was the value of the intersection of the selected region with the region
of interest (aneurysm). To switch from absolute values (the number of inter-
secting voxels) to a dimensionless metric, the volume of the intersection was
calculated relative to the volume of the region of interest:

MI =
|VT ∩ VROI |

|VROI | , (1)

where VROI is the set of voxels belonging to the region of interest, VT is the set
of voxels of the selected region.

The metric introduced above will not be sufficient for a comprehensive assess-
ment of the quality of the problem solution, since in addition to maximizing the
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intersection of the selected region with the region of interest, we are interested
in ensuring that the selected area covers the minimum possible number of voxels
unrelated to vessels (i.e., there must not be false positives). We have no way to
directly calculate the number of false positive voxels, since we do not have a seg-
mentation mask of the vascular network. However, we can estimate the volume
of the selected area compared to the area of interest. Let’s introduce a metric
MO, which is the fraction of the selected area that does not belong to the region
of interest:

MO =
|VT /VROI |

|VT | , (2)

where VROI is the set of voxels belonging to the region of interest, VT is the set
of voxels of the selected region.

Since the area corresponding to the vascular network must be connected, it
is proposed to use the selection of the largest connected area after binarization.
In order to assess the statistical significance of the influence of the allocation of
the largest connected region on the values of the target metrics, the Wilcoxon
test was used. This is a nonparametric criterion used to assess the differences
in the level of a certain quantitative indicator between two related (paired)
samples. This case concerns dependent samples due to the fact that the analyzed
binarization methods are applied to the same set of images.

In the Wilcoxon test, a set of values is calculated

D = { di = xi − yi | i = 1, ..., n }, (3)

where n is the number of objects in the sample, xi is the value of the analyzed
metric calculated for i-th object of the first sample, yi is the value of the analyzed
metric calculated for the i-th object of the second sample. The samples are
sorted in such a way that the i-th object in the first and second samples is the
same object (in this case, an image). The null hypothesis of the test is that the
distribution of the analyzed metric in the considered samples is the same. In
other words, the distribution of differences D is symmetric with respect to zero,
i.e., the median of the resulting distribution is zero.

To analyze the results obtained for various thresholding methods, it is pro-
posed to use the Friedman test. It is a generalization of the Wilcoxon criterion
for the case when it is necessary to compare more than two related samples. The
null hypothesis of the test is that there are only random differences between the
measurements obtained under different conditions. An alternative hypothesis is
that there are statistically significant differences between at least one pair of
samples among the considered samples. To determine which samples have sta-
tistically significant differences between them, it is necessary to conduct pairwise
comparisons using the Wilcoxon criterion. At the same time, it is necessary to
take into account the effect of multiple comparisons, according to which, when
checking a certain family of hypotheses, the probability of a type I error (false
rejection of the null hypothesis) increases with an increase in the number of
hypotheses being tested according to the formula 1 − (1 − α)m, where m is the
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number of hypotheses being tested, and α is the selected significance level. In
this paper, the classical correction for multiple comparisons by the Bonferroni
method is used to preserve the probability of a type I error at level α.

4 Results and Discussion

The studies were conducted on a computer with an Intel Core i3-6100 CPU
3.70 GHz × 4 and 16 GB of RAM. Python 3.7 and Jupyter Notebook were used to
implement the proposed computational experiments. We use the following addi-
tional software libraries: TorchIO (for loading and preprocessing data), SciPy
(statistical tests), NumPy, scikit-image (binarization methods), and Matplotlib.
3D Slicer [8] was used to visualize the results obtained.

Table 1 shows the results of applying various binarization methods to the
analyzed data. The column “Wilcoxon Test” contains the values of test statistic
(W ) and their corresponding p-values calculated for each method according to
the metric MI . The samples to be compared are the samples obtained with and
without the use of the selection of the largest connected region.

Table 1. The results of the application of various binarization methods.

Method Selection of the largest

connected region

MI MO Wilcoxon test

Otsu’s method Yes 0.72 0.94 W = 80,

No 0.73 0.95 P-value = 0.35

Yen’s method Yes 0.53 0.92 W = 46,

No 0.57 0.93 P-value = 0.009

Triangle method Yes 0.93 0.98 W = 58

No 0.93 0.99 P-value = 0.08

Sauvola method Yes 0.85 0.999 W = 24

No 0.86 0.999 P-value = 0.02

The analysis of the results obtained shows that satisfactory results for the
intersection metric (MI > 0.8) were obtained only when using the triangle
method and the Sauvola method.

To analyze the statistical significance of the influence of the selection of
the largest connected region, we set the significance level α = 0.05. Analyzing
the p-values obtained for the MI metric, we can conclude that for the results
obtained using the Otsu’s method and the triangle method, we have insufficient
grounds for rejecting the null hypothesis. This means that for these methods,
the selection of the largest connected region does not significantly affect the
value of the intersection of the selected region with the region of interest. For
the Yen’s method and the Sauvola’s method, on the contrary, we have sufficient
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grounds for rejecting the null hypothesis, which means that for these methods,
the determination of the maximal connected region has a significant impact on
the value of the target metric, and this influence is negative, i.e., the target metric
decreases. Statistically significant results were obtained for the metric MO in all
experiments: the selection of a connected region contributes to a statistically
significant decrease in the MO value.

For further comparison of thresholding methods in order to select the best,
we will use the values of the target metrics obtained using the selection of the
largest connected region. For a visual interpretation of the results obtained, we
will depict the metric distributions calculated for different methods using a box
plot (Fig. 1).

Fig. 1. Box plot of the intersection metric.

The diagram shows that the largest median value and the smallest spread of
values relative to it are obtained for the triangle method, and the largest number
of outliers is obtained for the Sauvola method.

To assess the statistical significance of the differences between the metrics MI

obtained using 4 different methods, the Friedman test was used. For the analyzed
data, the following test statistic and p-value were obtained: S = 223.32, p-value
= 3.85e−48. At the level of significance of α = 0.05, there are sufficient grounds
for rejecting the null hypothesis. In order to find out which methods produce
statistically significant differences between their results, pairwise comparisons
were performed (Table 2).

Based on the results obtained, we can say that statistically significant differ-
ences are present between all pairs of the considered methods. Since the triangle
method showed the best results, and according to the results of pairwise com-
parisons, the differences between this method and all the others are statistically
significant, we can conclude that the use of this method for the solution of the
problem is the most preferable.
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Table 2. Results of pairwise comparisons.

Otsu’s method Yen’s method Triangle method

Yen’s
method

W = 173
P-value = 1.7e−16
P-value (adj) =
1.02e−15

Triangle
method

W = 57
P-value = 9.1e−19
P-value (adj) = 5.4e−18

W = 0
P-value = 1.3e−19
P-value (adj) = 7.7e−19

Sauvola
method

W = 999
P-value = 1.5e−09
P-value (adj) = 9.1e−09

W = 384
P-value = 2.8e−15
P-value (adj) = 1.7e−14

W = 777
P-value = 1.1e−07
P-value (adj) = 6.8e−07

In the analysis given earlier, we relied exclusively on the values of metrics.
However, it should be borne in mind that the values of metrics are not always
an objective indicator of the quality of solving a problem. Therefore, to confirm
the results obtained, an analysis of the operation of the above algorithms was
carried out on a specific example (Fig. 2). For the analysis, a slice of the original
image was taken, which included a region of interest.

Fig. 2. Test image (on the left: the original image, on the right: the mask).

Figure 3 shows examples of the operation of the analyzed algorithms on a
test image. The first line shows the results before the selection of the largest
connected area, and the second line shows the results after that.

From the examples given, it can be seen that the Otsu’s and Yen’s methods
identified only large vessels with high contrast. The triangle method turned out
to be more sensitive to the selection of less contrasting small vessels, but when
using it, some noise components are also highlighted, which are removed after the
selection of the largest connected area. The Sauvolamethod showed a large number
of false positives, so it was decided to exclude it from further consideration.

The images shown in Fig. 3 allow us to evaluate the work of the algorithms
on the example of a single slice; however, they do not give an idea of the overall
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Fig. 3. The result of applying various binarization methods to the analyzed image
(from left to right: the Otsu’s method, the Yen’s method, the triangle method; from
top to bottom: without selection of the largest connected area and with its selection).

structure of the selected area. To evaluate the structure of the selected region in
the volume, 3D reconstructions of the regions obtained based on various algo-
rithms were constructed using the 3D Slicer program [8] (Fig. 4). In general,
we can say that they confirm the previously made observations that the Otsu’s

Fig. 4. 3D reconstructions of regions obtained with different binarization methods
(from left to right: the Otsu’s method, the Yen’s method, the triangle method; from
top to bottom: without selection of the largest connected area and with its selection).
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and Yen’s methods mainly delineate large vessels with high contrast, and the
triangle method makes it possible to select a wider vascular network, including
low-contrast vessels of small size.

5 Conclusion

The article analyzed threshold methods of image segmentation (binarization)
in order to determine the method that best solves the problem of vasculature
segmentation based on the results of rotational angiography. Based on the results
of the analysis, it was concluded that, among the considered methods, the most
suitable is the triangle method with the subsequent allocation of the largest
connected area. This method turned out to be the most sensitive to the isolation
of low-contrast vessels of small size, and, therefore, it allows for obtaining a more
complete picture of the vascular network structure.
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Abstract. Transformers is a novel neural network architecture that is
successfully used in natural language processing tasks and is starting
to be used in other areas such as video processing and image process-
ing. However, transformers are yet to be studied in different aspects of
reinforcement learning scenarios. In this work we combine transformer
architectures with reinforcement learning and train them in the VizDoom
game environment, producing agents that play better in comparison to
traditional neural network architectures.
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1 Introduction

Imitating human behavior is challenging tasks related to Turing test for AI in
Games [27,28,30–32]. Considering first-person 3D shooters, it is even more dif-
ficult to build believable agent achieving human-level performance: reactions
to the correct behavior are usually extremely rare and are very delayed. This
means that the agent can receive a reward signal for an action that he performed
hundreds of frames back. The information received by the agent from the envi-
ronment is limited by a first-person view. This is opposite to the settings of team
games [29] or casual games [17].

Reinforcement learning (RL) is an area of machine learning which studies how
intelligent agents operate in different environments to maximize their cumulative
reward. The reward is a scalar which usually correlates with the intuitively
successful agent’s actions such as surviving as long and killing as many enemies
as possible in shooter games or beat-them-ups, or driving through the track
faster in racing games, or running farther in runners, or even using the robot
manipulator in a real-world as fast and precisely as possible, etc.

Many modern RL algorithms must store the data concerning game states and
their possible transitions between each other. However, in most possible tabletop
and computer games, this is impossible: for example, in a game of “Go” there
are about 2.08 · 10170 legal positions, which is unfeasible for modern computers.
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When emulating human players in computer games, RL algorithms have access
only to the images of the game screen, and even for small 64 × 64 images their
whole set cannot be stored and processed. The modern solution for this problem
is to process and approximate game states using deep neural networks, thus
creating the so-called Deep Reinforcement Learning.

Nowadays most neural networks used in reinforcement learning are based on
traditional architectures, such as convolutional neural networks or recurrent neu-
ral networks. However, recently a new novel neural network architecture called
transformers emerged. It became widely used in natural language processing
and other tasks involving the processing of sequences, outperforming recurrent
networks, the architecture which had previously dominated in sequence process-
ing tasks. Since in reinforcement learning we can work with short sequences of
most recent game frames, this is a promising domain to use transformers in. In
this work we combine parts of transformer architecture with traditional neural
network models for reinforcement learning, trying to improve the usage of the
A2C algorithm [48] via the special properties and strengths of transformers while
keeping the opportunity to generalize to other deep RL algorithms.

The contributions of this work are a novel transformer-based architecture for
reinforcement learning in VizDoom game environment; the review of existing
modifications useful for stabilization of transformers in reinforcement learning;
proposed novel modifications comparison in several well-known VizDoom sce-
narios, showing improvements in performance.

The structure of the work is as follows. Firstly we describe the formal prob-
lem statement in reinforcement learning, then make a literature review of related
works both in reinforcement learning and transformer models. Then, we propose
our transformer-based model architecture and its modifications comparing them
with traditional convolutional and recurrent architectures on well-known Viz-
Doom scenarios and concluding the results.

2 Preliminaries

In this section, we make a brief overview of the formalization of the task we solve.
Markov decision process (MDP) is a mathematical model which formalizes the
decision-making process of an agent and its consequences in environments in
which the outcomes are not fully controlled by the agent. At each time step, the
process is in some state s, and the agent is free to choose any action a from the
list of actions available in this state. The process is then moved to another state
s′, and the agent receives reward r. More formally, Markov decision process is
defined by a tuple (S,A, Pa, Ra), where S is a set of all states, A is a set of all
possible actions, Pa(s, s′) := Pr(st+1 = s′|st = s, at = a) is the probability of
the next state being st when taking action a at state s, Ra(s, s′) is the reward
received by transitioning from s to s′ by taking action a. Agent’s policy is usually
defined as a stochastic function π which returns the probability distribution of
the next action at a given state.
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The quality of action performed at the specific state depends on the cumu-
lative reward which agent gets by continuing the process from the given state-
action pair. Its value is named Q (also called Q-value or action value) and is
formalized by the following equation:

Q(s, a) = Ra(s, s′) + E[
+∞∑

t=1

γtRat
(st, st+1)],

where at, st are mean actions and states at t-th step after the initial transition,
and γ ∈ [0; 1] is the discount factor meaning that events in the far future are
usually less important to the agent than nearer ones.

This equation can be reformulated in a recursive way which is called the
Bellman equation:

Q(s, a) = Ra(s, s′) +
∑

a′
γ · π(a′|s′) · Q(s′, a′).

State value defines the quality of the given state, and its function is named
V (or V -value) and is defined as

V (s) = E[
+∞∑

t=1

γtRat
(st, st+1)|s0 = s]

The Bellman equation for V is defined in this way:

V (s) =
∑

a

π(a|s) · E[Ra(s, s′) + γV (s′)]

Many popular reinforcement learning algorithms (mainly Q-learning [46],
Deep Q-learning [36] and its derivatives [35,48] operate in terms of Q- and V-
functions and estimate them to construct their policies.

Markov Decision Process implies that full information about the current
state is available. In many environments though, such as for example most
3D games, the agent does not have access to all the information about the
state, only having observations (such as a game screen). Partially observable
Markov decision process (POMDP) introduces Ω, which is a set observations,
and Oa(s′, o) = P (ot+1 = o|st+1 = s′, at = a) is the probability of the next
observation being o′ when taking action a and moving to state s′. The agent
operates over this mapping, and a POMDP can be formulated as an MDP with
observations viewed as process states [16].

3 Related Work

In this section, we make an overview of the key reinforcement learning publica-
tions, list works related to transformers architecture, and describe several articles
that combine reinforcement learning and transformers in other environments.
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Originally the first work to combine modern convolutional neural networks
and reinforcement learning (particularly Q-learning) was written by Mnih et al.
and proposed the approach called deep Q-learning [36]. It used neural networks
to approximate states in high-dimensional spaces and allowed the usage of rein-
forcement learning in large state sets which was previously impossible due to
limitations in storage and computational power. Many more recent papers are
based on this work, directly or indirectly.

A popular approach in deep reinforcement learning is to decouple estimation
of the state’s value and computation of the action which the agent should take. It
created a family of actor-critic algorithms which train separate neural networks
or a single network with multiple heads to implement this idea [10]. Another
paper by Mnih et al. [35] proposed an approach called Asynchronous Advantage
Actor Critic, or A3C. It took previously known Advantage Actor Critic and
parallelized it, running multiple agents in parallel and updating the model’s
weights asynchronously by each agent.

Synchronous Advantage Actor Critic [48] is a modification of A3C that gath-
ered losses over all agents and updated the model’s weights synchronously, which
was both more simple than the original A3C and also resulted in more stable
training and faster convergence, also improved in several applications of deep RL
[3,26]. We use A2C as the underlying algorithm of choice because, while more
modern and sometimes more efficient algorithms exist, it is simple, has relatively
good performance, and is well-known in comparison to more recent works.

3.1 VizDoom

This work uses VizDoom as the RL environment of choice. VizDoom [20] is an
open-source implementation of 3D shooter Doom which is focused on allowing
researchers to programmatically control the game and the agent and simultane-
ously receive both visual information such as game screen and also internal met-
rics such as player statistics, coordinates of player and enemies, depth buffer and
other parameters. The novelty of this game in comparison to other environments
is that the agent operates in 3D space, while most other popular environments
are platformers operating in 2D space, such as most games on Atari [5].

The game provides a set of scenarios that define different tasks for agents to
solve: crossing the corridor full of enemies, finding the way through the maze,
collecting health kits, defending the point against waves of enemies, or battling
on the arena full of different enemies, weapons and boosts. Custom scenarios
can also be made. This allows researchers to test different scenarios and train
different skills, such as 3D mapping and navigation [1,13,51], exploration of new
behaviors [38], curriculum learning [49], or generalization to other yet unseen
problems [47].

3.2 Transformers

Transformers [44] is a novel neural network architecture that utilizes the mech-
anism of attention to apply different degrees of importance to different parts



100 V. Sopov and I. Makarov

of input data. Such networks are designed to handle sequential data and use
various ways of positional encoding to capture the context of the individual
parts of the input. This architecture was primarily used to handle textual data
and corresponding tasks such as text translation, summarization, named entity
recognition and others. One of the most known applications of this architecture
is the BERT model [11], which is a transformer trained on huge amounts of text
data. This specifically trained model gives state-of-the-art performance in neural
translation and other natural language processing tasks, greatly outperforming
other models, although for the price of its large size and huge computational
costs both for training and inference.

Later it was adopted to other fields such as processing of video sequences
for segmentation, summarization, and other video-related tasks [6,45]. There
were successful attempts to apply transformers to non-sequential input data
such as images, such as a Vision Transformer model [12]. The images, in that
case, were split into square patches which were then considered sequence tokens
and processed as in regular transformer architectures, and the model showed
considerable improvements on an ImageNet dataset in comparison to traditional
convolutional networks.

Many recent works make comparisons of transformer-based models with tra-
ditional architectures in various tasks, usually with transformers outperforming
convolutional [39,42] and recurrent [8,22,34] models in image and sequence pro-
cessing, respectively. To the best of our knowledge, there have not been any
attempts to use transformers in deep reinforcement learning tasks in VizDoom
environment, despite certain attempts to apply transformers in deep RL settings
for text-based games, simple environments or modelling state-action sequences
[7,43,50]. Among the notable ones, a multi-agent reinforcement learning model
proposed by S. Hu et al. [14] used self-attention mechanism to tune action
importance of agents’ actions when solving various tasks in StarCraft Multi-
Agent Challenge [40]. Another single-agent reinforcement learning model by E.
Parisotto et al. [37] proposed several stabilizing modifications of transformers
and successfully compared them with traditional recurrent neural networks in
various tasks from DMLab-30 benchmark suite [4].

4 Model Architecture

In this section, we describe the structure of our transformer-based model and its
traditional alternatives with which we will later compare our model, list existing
modifications to the original architecture proposed in other publications and
describe our own techniques.

Our agent is based on the previously mentioned A2C model [48] and on its
implementation by Pratyush Kar [19]. The model consists of several consecutive
convolutional layers, a transformer block consisting of 2 layers, a common dense
layer, and then separate dense heads for actor and critic submodels required for
the A2C algorithm.

The transformer block implements the original transformer architecture only
for the encoder part since we do not need a sequence decoder. The input to the
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transformer is provided as a series of N last consecutive frames concatenated
vertically into a single picture. It is then split into N separate frames, which
are passed through the convolutional layers and then flattened and combined
into a single tensor. This tensor is presented by a special learnable “CLS” token.
The resulting tensor is then passed to all encoder layers consecutively, and the
transformed output of the last token in the sequence corresponding to the most
recent frame is then fed into the next model’s layers.

We compare our transformer model with two other architectures: a classical
convolutional network and a recurrent neural network utilizing LSTM layers [9].
Both these models contain the same dense heads for Actor and Critic submodels.
In the LSTM model, transformer blocks are replaced with LSTM layers, the con-
volutional model consists of a larger number of differently shaped convolutional
layers. The exact configuration and parameters of layers were tuned manually,
both for better performance and to maintain the comparable model size. The
exact configurations of layers and their parameters are described in Table 1.

Table 1. Transformer (left), LSTM (middle), and Convolutional (right) encoders.

Layer Parameters

Conv2D 3@7x7, stride = 4

ReLU –

Conv2D 8@5x5, stride = 3

ReLU –

Flattening + –

PosEncoding

TransformerLayer attention heads = 2,

output size = 288

TransformerLayer attention heads = 2,

output size = 288

Dense 512

ReLU –

Dense, 1 Dense,

ACTIONS NUM

Softmax

Layer Parameters

Conv2D 3@7x7, stride = 4

ReLU –

Conv2D 8@5x5, stride = 3

ReLU –

LSTMLayer output size = 288

LSTMLayer output size = 288

Dense 512

ReLU –

Dense, 1 Dense,

ACTIONS NUM

Softmax

Layer Parameters

Conv2D 32@8x8, stride = 4

ReLU –

Conv2D 64@4x4, stride = 2

ReLU –

Conv2D 32@3x3, stride = 1

ReLU –

Flattening

Dense 512

ReLU –

Dense 512

ReLU –

Dense, 1 Dense,

ACTIONS NUM

Softmax

4.1 Applicability of Transformers to Deep RL

In addition to the original transformer architecture, several modifications were
applied to the model and compared between each other. Most of these modifi-
cations were taken from other works and propose either an adaptation of trans-
formers for working with image data or a way to stabilize transformers for the
domain of reinforcement learning.

The first modification “Reordered LayerNorm” (see Fig. 1) was the reordering
of LayerNorm blocks in the encoder layer. This modification was proposed [37],
and the main motivation is that it allows an identity map from the input of
the first encoder layer to the output of the last layer. Coupled with the fact
that layers are initialized with near-zero values, encoder layers pass the input
reservations to the Actor and Critic heads more or less unchanged, allowing
them to learn Markovian policy at the beginning, learning some simple reactive
behaviors much more quickly. Also, the reordering of LayerNorm blocks is also
used in Vision Transformers, [12] and thus when training ViT-based models, we
also imply the usage of this modification.
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The second modification “Gated Transformer” (see Fig. 1) was the usage of
so-called Gated Transformers [37] which reportedly should have stabilized the
model and improved its total performance by the usage of the gating technique
from GRUs (Gated Recurrent Units). This gating mechanism replaces original
residual connections and reportedly increases the stability of the model.

The third modifications “ViT, 4 20 × 20 patches” and “ViT, 16 10 × 10
patches” (see Fig. 1) was to replace traditional transformers with Vision Trans-
former proposed in [12]. In the base model, the input images are fed into a
sequence of convolutional layers and then flattened, producing a single flat vector
corresponding to the whole frame. This encoded frame would then be considered
a single transformer token, thus the whole input sequence for the transformer
would be defined using the temporal dimension. Vision Transformers split the
input images into a square grid of image patches (for example, for an image that
is 256 × 256 px it would produce 64 patches which are 32 px both in height and
width). A single patch then would be considered a separate token, thus provid-
ing the spatial dimension. Since we consider not a single frame, but a sequence
of last N frames, we should use both spatial and temporal information when
applying positional encoding. In this work, we just concatenate the sequences of
patches from consecutive frames, although separate positional embeddings could
possibly be computed and combined (via a simple element-wise summation or
other means).

The last simple modification “Without CLS-token, LayerNorm” (see Fig. 1)
is proposed by us and is focused on removing the CLS token which is prepended
to the input sequence that is fed into the transformer. Prepending this token is
the originally intended way to solve classification tasks using transformers. The
encoded representation of this token is fed into a feed-forward head or heads
which are then trained for classification or regression tasks. This approach is
used in BERT [11], mentioned in Vision Transformers article [12] and used in
at least one of its implementations [15]. However, this token increases the total
sequence length and thus makes the model size larger, and, in our case, its usage
is arguably not necessary. While for text classification tasks applied to sequences
of words or characters or image classification tasks in Vision Transformers we
should not focus on individual words or image patches, thus introducing a sep-
arate CLS token that is detached from all other tokens in the input sequence
can be useful. However, in our task, the last element of the sequence (the most
recent frame) most likely contains the most useful information for the agent.

4.2 Ablation Study on Transformer-Based Modifications

For comparison of modifications, only a select few scenarios were used, mainly
“Health Gathering” and “My Way Home”. This choice was made mainly because
of computational limitations. However, in most cases, it was clear if a modifica-
tion has brought any improvements or not. The results are shown in Fig. 1.

The reordering of LayerNormalization blocks in encoder proposed in [37]
showed significant improvements over the unmodified transformer model, with
a huge gap in performance. As this modification is used in Visual Transformers
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Fig. 1. Mean reward for modifications, health gathering

and is also coupled with the Gated Transformer modification in its paper [37], we
consider this the default modification and combine all other modifications with
it when it is not stated otherwise. This mainly concerns the CLS-token modifi-
cation, since other modifications already use LayerNormalization reordering.

Vision Transformers were discovered to be rather tricky to train, and their
usage is heavily limited by GPU memory constraints. Smaller patch sizes (such
as 4× 4, 5× 5, etc.) result in worse training efficiency significantly. Larger patch
sizes improve the performance, but at the same time increasing patch sizes and
decreasing the number of patches defeats the idea of Vision Transformers and
extrapolates to using one single patch size, thus falling back to the original
transformer architecture. Besides, although transformers with larger sizes trained
far better, the training itself was slower since each image patch was large in size.

Gated Transformers did not bring the supposed stabilizing effect as was
described in [37]. Although the model was trainable and showed improvement
over its freshly initialized state, the progress was significantly slower than for
other modifications, the training was interrupted at 20 million game steps.

The removal of CLS-token proposed in this work actually brought improve-
ments, although they were not huge. Even if the model did not show any signif-
icant leaps in the resulting agent’s performance, it sped up the training process
and decreased the model size (by 25%, if we train on 3-frame tuples), freeing
GPU memory which would allow us to increase the number of workers, for exam-
ple, if it were our intention.

5 Training and Experiments

In this section, we describe the training process, its most important parameters,
and the scenarios in which we will train our model.

In this work, we use a mostly unmodified A2C algorithm as described in [48]
and implemented in [19]. For training we start 240 simultaneous worker pro-
cesses, each of them runs a single independent VizDoom environment, sends the
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game data (in particular, the game state and the agent’s rewards) to the mas-
ter process, and implements actions sent by the master process. For each game
episode, we store the last 3 game states and use them in tandem to capture game
dynamics and deal with partial observability, in particular with the limited field
of view of the agent. Each agent is trained for 20 million frames for all scenarios
except the “Deathmatch” where we train the agents for 40 million frames. That
is because of the fact that this scenario is considered much more difficult and
complex and therefore requires additional training to get any meaningful results.
Both this and the number of workers is defined by the computational limitations,
such as larger number of simultaneously run agents does not fit into the GPU
memory, and training on a larger number of frames is both too computationally
expensive and is also not critical for the capture of general trends in experiments.

The experiments were conducted on several default VizDoom scenarios. In
“Health Gathering”, the agent is placed in a rectangular room filled with ran-
domly spawning health kits. The room’s floor is toxic and decreases the player’s
health every second, thus the agent is motivated to collect health kits to survive
as long as possible, for which it is rewarded. In “My Way Home”, the agent
is placed in a random room of a simple maze consisting of several differently
looking rooms. The goal is to find an armor item that gives the agent a huge
reward and ends the episode. The agent is motivated to find the armor as fast as
possible because it gets a small penalty every second until it finds the armor. In
“Defend the Center”, the agent is spawned in the center of a circular room and
can only fire its pistol, turn left and right. Monsters spawn at random locations
in the room, and the goal of the agent is to kill as many foes as possible until it
is either killed or spends all its ammunition. In “Deadly Corridor”, the agent is
required to pass a long corridor and reach the armor item. The task is compli-
cated by monsters spending at the sides of the corridor, and the agent must kill
them first or it will die itself. “Deathmatch” is the most complex scenario and
it incorporates many elements from other scenarios. Its map consists of a large
square arena and four rooms on each side of it. The arena is mostly empty, and
each room contains various weapons, ammunition, and useful items. The agent
appears at a random point of the arena, after that in random time intervals
monsters of various types spawn at random locations. The goal of the agent is
to kill as many monsters as possible using the items it collects.

6 Results

In this section, we select the best set of modifications and then describe its
performance against traditional architectures in several well-known VizDoom
scenarios, both quantitatively and qualitatively.

For each scenario, we draw two plots: one with mean reward and one with
maximal reward. Points on both plots indicate means and maximums over pre-
vious 76800 game frames over all 240 workers. Exponential smoothing with
a smoothing coefficient 0.8 was applied. On each plot only three models are
displayed: a convolutional model, a recurrent model, and a transformer-based
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model. Among all proposed modifications, the removal of CLS-token was used.
Figure 2 presents results for “Health Gathering”, “My Way Home”, “Defend the
Center”, “Deadly Corridor” and “Deathmatch” scenarios, respectively.

From the results it can be seen that the transformer-based model significantly
outperforms the convolutional network in all the scenarios (Fig. 2(a, b, e, f, g, h))
except for “My Way Home” and is usually better than the LSTM-based model,
loosing only in “My Way Home” and “Deathmatch” scenarios.

In “Health Gathering” (Fig. 2(a, b)), the agents show similar behaviors,
although the transformer model behaves less clumsily than others, while the
convolutional model sometimes shows signs of non-optimal behavior, missing
nearest health kits, even when they are on the way to other, larger clusters.
LSTM-based model is less susceptible to this behavior. In “Defend the Cen-
ter” (Fig. 2(e, f)) and “Deadly Corridor” (Fig. 2(g, h)), transformer-based agent
expresses more economy in ammunition management than other models, while
other behavior patterns seem similar.

In the case of “My Way Home” (Fig. 2(c, d)), the agent does not improve its
performance at all during the first 20 million game steps (it slowly starts improv-
ing after that, but this is now shown on charts, and even at 30 million steps its
performance is significantly worse than that of other models). What is interest-
ing, only for this scenario our convolutional model outperforms both recurrent
and transformer networks. Qualitatively, the convolutional model almost always
successfully reaches the finish, although it does it rather clumsily, sometimes
ignoring the goal when it is in the agent’s direct view, however, the agent always
reaches the goal in the end. The LSTM-based model mostly behaves less clum-
sily than the convolutional model and usually reaches the finish more quickly,
but it gets stuck rather often, not finishing the level at all. Most likely addi-
tional training can fix this problem. On the other hand, a transformer-based
agent behaves erratically, rarely showing signs of useful behavior, although see-
ing the goal in the direct view of the agent almost always leads to success. The
hypothesis is that this is connected with the randomness of this scenario: the
agent is randomly spawned at a random point inside of a maze, and its optimal
strategy highly depends on this point, thus making the environment too unsta-
ble. This peculiarity significantly hinders the LSTM-based model and prevents
the transformer-based model from being trained at all. However, this hypothesis
should be checked on a series of additional experiments on specifically created
scenarios in further works

In “Deathmatch” (Fig. 2(i, j)), the transformer-based model shows a higher
speed of training at the beginning, but then quickly loses to the LSTM-based
model, when the latter quickly leaps in terms of performance, drastically outper-
forming the transformer model. At the same time, the transformer still signifi-
cantly outperforms the convolutional model. In terms of qualitative behaviors,
all agents do not show policies that are close to optimal ones, although recur-
rent and transformer models try searching for weapons and power-ups and using
them in combat, although they do not always do it successfully or smartly. It is
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(a) “Health Gathering”, max rewards (b) “Health Gathering”, mean rewards

(c) “My Way Home”, max rewards (d) “My Way Home”, mean rewards

(e) “Defend the Center”, max rewards (f) “Defend the Center”,mean rewards

(g) “Deadly Corridor”, max rewards (h) “Deadly Corridor”, mean rewards

(i) “Deathmatch”, max rewards (j) “Deathmatch”, mean rewards

Fig. 2. Comparison of models in different scenarios
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assumed that the agents must have additional training at a larger scale if even
40 million episodes are not enough for good results.

7 Conclusion and Further Work

Transformers turned out to be capable of providing improvements for reinforce-
ment learning agents, in most cases outperforming traditional convolutional and
recurrent architectures. However, not in all scenarios, the transformer-based
agent was capable of outperforming other models or training at all, suffering in
unstable and heavily randomized environments, and not all proposed modifica-
tions were helpful in improving performance. Thus, other stabilization techniques
and modifications of transformers should be considered and applied. Other, less
straightforward training techniques can be explored, such as unsupervised or
semi-supervised pretraining, which are widely used when training transformers
for image processing or natural language tasks [11,12].

More thorough experiments on the same scenarios and other tests on other
scenarios can be conducted since in some scenarios (as, for example, “Death-
match”) agents can be trained for days to converge to best-possible policies,
which was unfeasible in our work.

Besides, other deep RL algorithms should be used in conjunction with trans-
former architectures. In particular, most state-of-the-art models in reinforce-
ment learning nowadays utilize distributed learning, such as MuZero, R2D2,
and Agent57 agents from DeepMind [2,18,41]. This can be coupled with the
supposed ability of transformer architectures to easily scale to huge numbers of
parameters (similar to BERT trained on clusters of GPUs [11]), and usage of
distributed learning can greatly contribute to the improvements in the perfor-
mance of transformer-based architectures. In addition, our previous experiments
on depth reconstruction [21,23–25,33] may substitute available information on
depth from VizDoom environment and agent can be trained with globally con-
sistent state representation with respect to dense depth maps.
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Abstract. While most of the existing works have investigated the recog-
nition of a fixed-length CAPTCHA, the authors of the article propose to
apply knowledge distillation to approximate the predictions of recurrent
convolutional neural networks. Such models have proven themselves well
in predicting the dynamic length of characters in images. The paper stud-
ies the influence of the size and complexity of the training sample on the
quality of recognition. The authors studied the effect of individual color
channels and their linear combination on the final quality of models. An
estimate of the importance of each color channel was acquired using the
trainable scalar coefficients in a linear combination. The results obtained
made it possible to reduce the size of the input data for recognition with-
out loss in quality of recognition, as well as speed up the training of the
model. The analysis of model errors allowed us to offer suggestions for
improving ways of countering automatic recognition.

Keywords: Text CAPTCHA recognition · Convolutional neural
network · Deep learning · Knowledge distillation

1 Introduction

Nowadays, the number of automatic Internet programs or bots that allow per-
forming diverse actions without human participation is growing everywhere: from
data collection to communication in social networks [10]. An excessive number
of bots running on the site can slow down its work or lead to failure due to too
many requests in a short period of time. To avoid such a scenario, various means
of protection and detection of abnormal users of a Web resource were created.
One of the very first methods of protection is Completely Automated Public
Turing test to tell Computers and Humans Apart (CAPTCHA) [18]. Initially
looking like a distorted text on an image, the CAPTCHA has undergone many
changes and today can be provided in many forms. With the increase in the
number of various protective mechanisms against bots, there has also been an
increase in ways to bypass such protection. The result of this confrontation is
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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an increasingly sophisticated and stable CAPTCHA and increasingly complex
methods of its recognition. However, the original text form is still the most com-
mon and is used by many widespread sites, e.g. Yandex, VKontakte, Steam,
WebMoney, Wikipedia, etc. In the paper of 2018 [21] to bypass the CAPTCHA
of well-known Internet companies the authors used various solutions, in particu-
lar, paid automatic recognition services. Such services distribute requests among
labeling experts. This approach has obvious advantages such as: adaptability to
changing forms and recognition of characters that are not fixed in length and
alphabet. There are also disadvantages, namely, a long response and not perfect
recognition due to the presence of a human factor.

As an alternative to paid services, deep learning methods can be used in order
to bypass the protection automatically [19,23]. However, with the growth of the
quality of CAPTCHA recognition, the requirement for the size of the training
sample and the complexity of models increases.

Many solutions have been proposed to address the first problem. The most
promising direction is the generation of synthetic CAPTCHA [12,20] from the
initial set, which does not exceed about a thousand images. Along with this, it
was shown that it is possible to apply transfer learning from a similar domain [11]
and active learning [16].

The problem of recognizing a dynamic number of characters is solved either
by preliminary segmentation of the image [9] or by sequential recognition using
attached labels [17]. Such approaches require recognizing an image several times,
so they are not optimal. It’s important to note that in some cases the segmen-
tation approach appears to be the most feasible one, e.g. in the case of spatial
determining of tree crowns [3].

The problem of the size of models was practically not touched upon earlier
in the field of CAPTCHA recognition. It is proposed to solve this problem using
Knowledge distillation [8] - which is not so much a technique for compressing
neural networks, as using large trained models to train smaller models.

The problem of a poor variety of colors in CAPTCHA images may lead
to a reduction of training examples required to achieve the desired recognition
quality. Insufficient diversity of colors explained by only one color channel can
result in faster training of deep learning models on this certain subset of image
features. Thus the ability to estimate the influence of each channel can identify
the need for reconsidering the CAPTCHA color scheme.

The paper proposes a method for training lightweight convolutional neural
networks without recurrent layers for recognizing text CAPTCHA of various
lengths using knowledge distillation. The importance of channels was acquired
via implementing the custom neural network layer which learns the linear com-
bination of color channels. This can give an understanding which is necessary
to build more robust CAPTCHA designs against automatic recognition meth-
ods. For experiments, CAPTCHA images from the VKontakte social network
are used. Recommendations were formulated based on the acquired results.
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2 Methodology

2.1 Problem Formulation and Proposed Method Description

Let there be a test set S′ that does not intersect with the training set S, which
consists of pairs (x, y), where x is the input tensor of an image with a text
CAPTCHA, and y is its character labels. In this paper, we are interested in the
Label Error Rate (LER) of the classifier h as the normalized Levenshtein distance
between its predictions and the true values on the set S′ as an expression (1):

LER(h, S′) =
1
H

∑

(x,y)∈S′
ED(h(x), y) (1)

where H is the total number of target labels in S′, ED(p, q) is the Levenshtein
distance between two sequences p and q, i.e. the minimum number of inserts,
substitutions and deletions required to change p to q. Unfortunately, this metric
is not differentiable and cannot be used as a loss function. The loss function pro-
posed in [5] called connectionist temporal classification (CTC) is derived from
the maximum likelihood principle. The goal of maximum likelihood training is
to simultaneously maximize the logarithmic probabilities p of all correct classi-
fications z in S. Which means minimizing the following objective function (2):

LCTC = −
∑

(x,z)∈S

ln(p(z | x)) (2)

With the help of “dynamic programming”, the problem of finding all possible
paths of z can be represented as a recursive convergent sum. Thus, the derivative [5]
can be taken from the expression (2), which allows using it as a loss function.

To train lightweight models, the authors of the article propose to apply the
knowledge distillation. It transfers knowledge from one deep learning model
(teacher) to another (student). The additional term in the loss function, origi-
nally proposed in the article [8], minimizes the Kullback-Leibler divergence KL
between the predictions of the teacher and the student. The full loss function is
as follows:

LKD = (1 − λ) × LCTC + λ × ρ2 × KL(σ(
zT
ρ

) | σ(
zS
ρ

)) (3)

where ρ is the temperature, λ is the weighting factor controlling the trade-off
between the two losses, σ is the softmax function, zT and zS are predictions of
the output layer before applying the activation of the teacher and student, respec-
tively.

When knowledge distillation is used on a labeled dataset, true labels are used
for calculating LCTC . When it is used on an unlabelled dataset, the teacher’s
predictions are used. There may be errors in it, that’s why in the following
sections we will call such inaccurate labeling noisy.

The Kullback-Leibler divergence is an asymmetric function of the arguments,
which leads to confusion in the implementation. To avoid this, the authors of
the article will use the Jenson-Shannon divergence instead in their experiments.
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2.2 Data Gathering and Analysis

The dataset for training models is a set of collected text CAPTCHA of the
social network VKontakte. This CAPTCHA is presented in two types, “normal”
and “hard”, while the unique number of characters used in both is limited to
21 (see Fig. 1). The characters include English letters, as well as Arabic digits.
Both variants have a resolution of 130 by 50 pixels, distorted elongated charac-
ters and several overlapping lines. The “normal” set has from 4 to 5 characters
with 2 overlapping lines. The “hard” one contains from 6 to 7 characters and 4
overlapping lines.

Two methods were utilized in order to acquire the data. Initially, the unla-
belled sets for “normal” and “hard” type of CAPTCHA were parsed using a pro-
gram written by the authors. Thus, sets of 1.5 and 2.0 million training examples
were collected. The resolution of the sides of each obtained image was reduced to
the nearest multiples of the power of two, namely 64 and 128, respectively. The
resulting examples were partially labeled manually to obtain the first iteration
models.

After obtaining recognition models of acceptable quality, they were used for
automatic labeling by means of the Selenium WebDriver library. Human partic-
ipation in this process is not necessary due to the presence of feedback from the
validator resource (the social network VKontakte) after sending the expected
result. If the characters are correctly recognized from the image, the on-screen
verification form disappears. Otherwise, the screen form remains, and the text
CAPTCHA is replaced.

Fig. 1. Distribution of characters in the collected “hard” dataset containing from 6 to
7 characters in the image.
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After expanding the training sample in this way, the authors of the article
propose to retrain the model on new data. It is worth noting that there is a daily
limit on the same type of actions for user profiles. Thus, the permissible number
of text CAPTCHA from one account per day, according to rough estimates,
cannot exceed 3 thousand images.

2.3 Training of the Classifier Model

The training of the classifier model is proposed to be carried out in an itera-
tive fashion. In this case, one iteration means collecting an additional dataset,
combining it with the original one and training new model on the expanded
dataset. The weights of the model are randomly initialized, and the previous
values obtained in the last iteration are not used. This allows us to explore other
local minima. Training images are augmented by various distortions, color cor-
rection, lossy compression, blurring and adding noise. During training, dropout
layers [15] are used, which act as regularization. On small sets, a more aggressive
regularization is required. At the beginning of the training, the warm up tech-
nique of the learning rate up to 5e−4 is used [4]. The gradient descent algorithm
uses RMSProp [7] without momentum, the size of the minibatch during training
is 128. The dataset is divided into training and test splits, where the latter is
10% of the original set. The quality of the model is evaluated using the previ-
ously described metric LER (1) on the test set. If there is no improvement in
this metric for 10 epochs, the training step is reduced by an order of magnitude.

To train a large model or teacher, the CRNN architecture is used (see Fig. 2).
The CNN backbone uses architecture similar to GoogLeNet, which is often used
for OCR tasks [22]. It contains 5.5 million parameters for training. The recur-
rent part consists of two blocks of bidirectional LSTM layers [6]. This type of
recurrent layer is widely used for various sequential data, e.g. in epidemiological
forecasting [2]. The last layer is fully connected, with the softmax activation
function.

Fig. 2. Structure of the teacher model.

To train a student model, MobileNetV2 [14] is used for the “hard” and Shuf-
fleNetV2 [13] for the “normal” datasets. The student contains 260 thousand
trained parameters. Instead of a recurrent part, one-dimensional convolutional
layers with kernel sizes of 3 and 5 with subsequent concatenation are used, 128
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filters in total. Otherwise, the architecture of the student does not differ from
the teacher.

The CTC loss function is used as the teacher’s loss function. It is proposed to
use two different loss functions for teaching the student: CTC is used to obtain
the baseline model before knowledge distillation, while a weighted sum with a
coefficient λ = 20% and a temperature ρ = 2 is used for distillation (3). A
student is trained after achieving the necessary quality of a teacher. Then it
labels the millions of images collected earlier, and the resulting noisy predictions
are used for training. The use of an extended noisy dataset is due to the fact
that a small set may not be enough to distill knowledge [1]. After training on
the extended set, the model is further fine-tuned on the original dataset with
the CTC loss function (2). All parameters, except for the parameters of the last
fully connected layer, are fixed and are not updated.

2.4 Estimating the Contribution of Color Channels

In order to grasp the importance of RGB channels on the accuracy of the stu-
dent model, we can train it 5 times on the “normal” dataset with CTC loss
function (2) on each of the color channels and evaluate the quality on the hold-
out set. Each run has a limited 3 h of GPU budget. For averaging the results,
we use the harmonic mean of the recognition error. Harmonic mean has a strong
bias toward smaller values in the sample, meaning that the effect of large out-
liers on the resulting value will be much smaller than the effect of small outliers.
This method can answer which one of the color channels has the greatest impact
on the model generalization ability but can’t answer how they relate with each
other. To do so we can also train models on pair of channels, e.g. red and blue.
To compare obtained results we can investigate other color projection meth-
ods, like training on value channel from HSV color representation or training
on grayscale images. There are several color-to-grayscale conversions, like taking
the arithmetic mean of color pixels or averaging maximum and minimum values
of a pixel. However, in our experiments we will use the most common algorithm
for conversion proposed in the NTSC standard (4):

H(R,G,B) = 0.299 × R + 0.587 × G + 0.114 × B (4)

where R, G, and B are corresponding to red, green, and blue color channels of a
CAPTCHA image respectively and H is a mapping function to grayscale space.

This formula closely represents the average person’s relative perception of the
brightness of red, green, and blue light but for the case of the certain dataset
may not be the best linear combination of colors. In order to find the optimal
linear combination, the authors of the paper implemented the custom neural
network layer with 3 learnable parameters which receive RGB image as input
and outputs image with one color channel. This operation is equivalent to apply-
ing one convolutional two-dimensional filter with a kernel size of 1 without bias
parameter. Produced channel from such custom layer is in fact the linear combi-
nation of color channels. Parameters are initialized with NTSC coefficients and



CAPTCHA Traversal via KD and Color Channels Selection 117

are updated like all other neural network weights during training and would con-
verge to the optimal values. Thus, by taking the magnitude of learned parameters
we can estimate the importance of each color channel on a specific dataset.

It’s worth mentioning that training a model on one channel instead of three
is faster and requires less GPU memory for the same batch. The inference time
will expected to be faster. However, we spend some computational time to merge
channels, so in an ideal case scenario, we would like to train our model on one
of the initial RGB channels due to the fact that indexing an array is usually a
less costly operation.

3 Experiments

To get an estimate of the quality of the model based on real data, we used feed-
back from the VKontakte social network as was discussed earlier. Each instance
contained a timestamp, recognized text, and a success flag. With the help of
bootstrapping, the expectation of quality was estimated by time intervals. When
measuring, NVIDIA Tesla P100 PCIe 16 GB was used as a graphics comput-
ing device (GPU), and a single-core Intel Xeon processor (CPU) with a clock
frequency of 2.3 GHz was used.

The analysis of the results of the experiment allows us to conclude that on
the “normal” dataset of 40 thousand images, a teacher model reaches a quality
of about 99% (see Fig. 3). Quality refers to the fraction of correctly recognized
CAPTCHA. On the “hard” set of 70 thousand images, the same model with the
same number of parameters reaches about 98% accuracy. Student models lose
to the teacher by 10 and 20%, respectively. The “+” sign next to the name of
the dataset indicates that the model is being trained on an extended noisy set.

Fig. 3. Achieved recognition quality by different models: A) the result on a “normal”
dataset; B) the result on a “hard” dataset.

Based on the obtained results, it can be concluded that CAPTCHA pro-
tection measures, such as an increase in the number of characters and a more
diverse background, have a negligible effect on the recognition quality if there
are sufficient examples for training and a large capacity of the model complexity
itself. At the same time, for models with an insufficient number of parameters,
increasing the number of characters makes the recognition task less feasible. The
size of the training sample affects the final quality of the model, which is not
surprising. The authors of the paper investigated this dependency. A hypothesis
about the form of this dependence was formulated in (5):



118 V. Terekhov et al.

f(x) =
a

1 − e−k×ln( x
x0

)
+ b (5)

where a is the scaling factor, b is the bias, k is the growth rate of the function
in the linearity zone, x0 is the offset along the x-axis. This function belongs to
the family of the sigmoid class functions and contains two saturation zones and
one linear zone.

The choice of such function is confirmed by the fact that if there is not enough
data, the model can’t generalize at all. Its quality then monotonically increases as
more data is given. This process continues until the moment when the complexity
of the model does not allow achieving better generalization ability. The function
proposed above fully corresponds to this phenomenon. To obtain the required
values, the teacher was trained on subsamples of data sets three times, after
which the best model was selected to estimate the quality of recognition with
bootstrap. Then, using the obtained values, the coefficients of the function were
found using the least-squares method (OLS). The final form of the dependence
of the teacher’s quality on the number of examples in the training sample can
be seen in Fig. 4. The results allow us to make sure that the “hard” dataset
requires more training examples - the saturation zone occurs in the region of
100 thousand images against 20 thousand for the “normal” dataset. From the
data obtained, we can also conclude that the model begins to generalize to
unseen images after training on 200–400 examples. Thus, in order to get a first
CAPTCHA recognition model, it is enough to manually label several hundred
images which can take only a few hours.

The impact of color channels on the model accuracy trained on the “normal”
dataset can be seen in Fig. 5. We can conclude from the obtained results that
training on red channel compared green and blue gives on average better results.
Training on blue channel is unstable as it has greater spread of recognition qual-
ity. Training on grayscale NTSC images results in similar accuracy as training
on red channel. Model trained on value channel from HSV color representation
has decent generalization ability. Models trained on pair of channels on average
are better than models trained on all three channels. This can be explained by
the fact that training on all channels requires more than three hours of GPU
budget to converge. Among all results training with a learnable weighted sum
of color channels (MIX) is better than models trained on raw RGB images. The
authors of the paper conducted Mann-Whitney U test and obtained statistically
significant results with a p-value of 0.00786. The acquired parameters which
are summarized in Table 1 can lead us to the conclusion that the red channel
indeed has the greatest impact on the given CAPTCHA dataset. The cause for
that may be the fact that all images presented in datasets are in cool colors
with a predominance of blue shades. In that case, the best strategy is to give
more attention to colors of the opposite spectrum. We train the student model
on the noisy “normal” dataset on the red channel and obtained an increase in
the recognition accuracy by 1% compared to training on full channels. We also
investigated the ways to eliminate this improvement by introducing more color
diversity by randomly changing the hue of each image before feeding it to the
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Fig. 4. The dependence of the recognition quality of the teacher model on the size of
the training sample: A) the result on the “normal” dataset; B) the result on the “hard”
dataset.

neural network. We obtained somewhat uniform values for parameters with a
small bias towards the blue channel as can be seen in Table 1. Thus, by training
on one of the channels on modified images we can expect to acquire at best the
similar quality to training on the green channel on original images.

Fig. 5. The dependence of the recognition quality of the student model on the color
channels used for training. Error bars indicate 95% confidence intervals. H corresponds
to NTSC grayscale, MAX corresponds to the value channel in HSV color representation
and MIX corresponds to a learnable linear combination of color channels.

During the study, the errors of the teacher model were analyzed and divided
into two global categories of errors: an incorrectly recognized character and an
incorrectly recognized length. The error analysis showed that 60% of the teacher’s
errors are due to the incorrect CAPTCHA length. When identical characters are
arranged sequentially, the model recognizes them as a single character. If we talk
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Table 1. Estimated learnable coefficients in the linear combination of color channels.

Variable R G B

Mean, original 0.5739 0.3596 0.0664

Std, original 0.0179 0.0090 0.0102

Mean, random hue changed 0.3170 0.3171 0.3658

Std, random hue changed 0.0044 0.0071 0.0030

about errors in replacing characters, the model confuses similar characters. This
can be explained by the invariant nature of convolutional filters used in the
architecture. Here are the most popular pairs of characters that confuse the
classifier: “c” and “e”, “v” and “y”, “h” and “n”, “c” and “q”, “n” and “u”.

4 Conclusion

The authors of the work proposed a method for training models for recognizing
text CAPTCHA of variable length with a volume of several megabytes. The pro-
posed iterative semi-automatic training with feedback from a validator resource
is able to obtain a recognition model in a short time. In this case, you need to
label only a small number of examples manually before the first iteration. The
small size of the model and the absence of recurrent layers allowed us to achieve
acceptable results in the speed of the neural network, without losing the high
quality of recognition. The improvement of the quality of the student model was
carried out using the knowledge distillation technique. The resulting increase
after distillation of 5% indicates the competitiveness of the proposed method.
The authors showed the importance of color diversity in CAPTCHA design.
Otherwise, there is a vulnerability by training on the most informative color
channel. This lowers the GPU memory consumption without loss in quality of
recognition, as well as speeds up the training of the model. The performed anal-
ysis of classifier errors is intended to improve the ways of countering automatic
recognition.
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Abstract. Uncertainty estimation for machine learning models is of high
importance in many scenarios such as constructing the confidence inter-
vals for model predictions and detection of out-of-distribution or adver-
sarially generated points. In this work, we show that modifying the sam-
pling distributions for dropout layers in neural networks improves the qual-
ity of uncertainty estimation. Our main idea consists of two main steps:
computing data-driven correlations between neurons and generating sam-
ples, which include maximally diverse neurons. In a series of experiments
on simulated and real-world data, we demonstrate that the diversification
via determinantal point processes-based sampling achieves state-of-the-art
results in uncertainty estimation for regression and classification tasks. An
important feature of our approach is that it does not require any modifica-
tion to the models or training procedures, allowing straightforward appli-
cation to any deep learning model with dropout layers.

Keywords: Uncertainty estimation · Neural networks · Dropout ·
Determinantal point processes

1 Introduction

Uncertainty estimation (UE) recently became a very active area of research in
deep learning. Neural networks usually are treated as black boxes, and in gen-
eral, they are prone to overconfidence [9,15]. Uncertainty estimation methods
aim to help overcome this drawback by identifying potentially erroneous predic-
tions. This can be especially important for error-critical applications like medical
diagnostics [4] or autonomous car driving [8]. Another important application for
uncertainty estimation is active learning [34]. The majority of sampling criteria
in active learning are based on estimates of uncertainty, which makes it impor-
tant to obtain high-quality uncertainty estimates.

There are several main approaches for uncertainty estimation for deep neural
networks. Bayesian neural networks (BNN) and variational inference in partic-
ular represent a natural way for uncertainty estimation due to availability of
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well-defined posteriors, but they can be prohibitively slow for large-scale appli-
cations. The usage of dropout at the inference stage was shown to be good and
efficient approximation to BNNs [9,10]. The ensembles of independently trained
models [25] have state-of-the-art performance in many tasks requiring uncer-
tainty estimation [37]. Recently, forcing models in ensembles to be more diverse
was shown to improve results even further [22]. The drawback of ensembles is
that we need to train and use multiple models that require additional resources,
i.e. more memory to store models and more computing power for training.

In this work, we aim to develop a new approach for dropout-based uncertainty
estimation. Usually there are many highly correlated neurons in neural networks,
which results in a slow convergence of estimates based on the standard uniform
sampling in dropout layers. We propose to estimate correlations between neurons
based on the data and sample the most diverse neurons in order to improve
the convergence of the estimates and, as a result, the quality of uncertainty
estimates. As a particular realization of the general idea, we suggest sampling
dropout masks using the machinery of determinantal point processes (DPP) [24]
which are known to give diverse samples.

We summarize the main contributions of the paper as follows:

– We propose two DPP-based sampling methods for neural networks with
dropout. Our approach requires to train only a single model and adds only
small overhead on the inference stage compared to plain MC dropout.

– We compare different dropout-based approaches for uncertainty estimation
in an extensive series of experiments for real-world regression and classifica-
tion datasets. The results show superior performance of proposed DPP-based
approaches.

– Importantly, the proposed methods show high quality of uncertainty estima-
tion even for very small number of stochastic passes through the network,
thus opening the possibility to significantly speed up the inference stage.

The rest of the paper is organized as follows. Section 2 introduces the pro-
posed method for DPP-based sampling from neural networks with dropout. In
Sect. 3, we show the efficiency of the proposed approach in the problem of uncer-
tainty estimation. Section 4 gives an overview of the related work on uncertainty
estimation for neural networks. Section 5 concludes the study and highlights
some directions for future work.

2 Methods

2.1 Neural Networks with Dropout as Implicit Ensembles

We start by considering a standard fully connected layer in a neural network

Sh
i =

∑Nh−1
j=1 wh

ijO
h−1
j , i = 1, . . . , Nh, (1)

where Oh
i = σ

(
Sh

i

)
is an output of the h-th layer of the neural network given

by a non-linear transformation σ(·) of the corresponding pre-activation Sh
i .
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An application of dropout to neurons results in the following formula for the
pre-activations:

Sh
i =

∑Nh−1
j=1

1
1−pmh

j wh
ijO

h−1
j , i = 1, . . . , Nh, (2)

where mh
j are Bernoulli random variables with a probability of 0 equal to p. The

outputs Oh
i of the h-th layer remain to be computed by Oh

i = σ
(
Sh

i

)
. Note that

if an input variable of neural network is denoted by x, then output of every layer
is a function of x, i.e., Oh

i = Oh
i (x).

Let us denote the vector of dropout weights mh
j for the h-th layer by mh =

(mh
1 , . . . ,mh

Nh
)T and the full set of dropout weights by M = (m1, . . . ,mK).

Thus, any neural network f̂(x) with dropout layers essentially has two sets of
parameters: the full set of learnable weights W and the set of dropout weights
M:

f̂(x) = f̂(x | W,M).

Let us have a neural network with dropout, which was trained on some
dataset giving weight estimates Ŵ. Then dropout weights M can be considered
as free parameters and require selection at the time of inference

f̂(x | M) = f̂(x | Ŵ,M).

The originally proposed [18] and currently the standard choice is to take
M̂ = (1 − p) · E, where E is the matrix of all ones of the corresponding shape.
Such an approach gives the fixed function f̂(x | M̂), which is known to give
reasonably good performance in practice. The main intuition behind such choice
is the replacement of the stochastic pre-activations Sh

i given by (2) with their
expectations, which are exactly equal to (1).

Recently, it was proposed to consider dropout as a variational approxima-
tion in a specially chosen Bayesian model, see [10]. Within this approach, one
can sample T i.i.d. realizations M1, . . . ,MT ∼ Bernoulli(1 − p) and compute
approximate posterior mean and variance

f̄T (x) =
1
T

T∑

i=1

f̂(x | Mi), σ̄2
T (x) =

1
T

T∑

i=1

(
f̂(x | Mi) − f̄T (x)

)2
.

The approximate posterior variance σ̄2
T (x) is a natural choice for the uncer-

tainty estimate and was successfully used in the variety of applications such as
out-of-distribution detection [40] and active learning [11].

In this paper, we suggest a different approach, namely we treat f̂(x | M)
as an ensemble of models indexed by dropout masks M. Such a view allows us
to decouple inference from training and pose an intuitive question: what set of
masks M1, . . . ,MT should one choose in order to obtain the best uncertainty
estimate σ̄2

T (x)?
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Importantly, here we do not limit the selection of masks to be samples from
standard dropout distribution, which, in principle, should allow us to obtain
better estimates. However, the design of mask selection procedure is a non-trivial
problem, which we discuss below in detail.

Remark 1. The standard approach in the literature is to consider an ensemble
of models trained on different subsets of the data set or just from different
random initializations giving the set of parameter estimates Ŵ1, . . . ,ŴT and
corresponding approximations f̂(x | Ŵi, M̂), i = 1, . . . , T . Similarly, one can
compute the variance σ̄2

T (x), which was shown to be a reasonable uncertainty
estimate in practice [5,36]. The main drawback of this approach is the need to
train and store T different models, which might be very costly both in terms of
computation and storage needed.

2.2 Data-Driven Mask Generation Under General Sampling
Distributions

In practice, many neurons in the network are highly correlated. For example,
consider a correlation matrix of neurons in a hidden layer of a fully-connected
neural network, trained on the regression dataset (see Fig. 1a). The correlation
matrix was computed on the test set and clearly shows groups of highly corre-
lated neurons. Sampling masks for this layer uniformly at random might result
in a high variance of pre-activations (2). As a result, the estimates for the whole
network may require a significant number of samples (stochastic passes through
the NN) T to converge. We illustrate this behaviour on Fig. 1b, where several
hundreds of simple MC dropout estimates are required for the convergence of the
log-likelihood values. It is clearly seen that a larger number of samples improves
the values of log-likelihood, yet may impose computational cost too large to
be used in real-world applications. However, one may expect that the knowledge
about the correlations between neurons can help to sample more diverse neurons
and improve the estimates.

In what follows, we consider the probabilistic generation of masks mh from
some distribution P (h) with possibly non-i.i.d. distributions of components. Sim-
ilarly to the case of dropout, we suggest using an unbiased estimate of the layer-
wise mean. Our main motivation is to approximately preserve the average per-
formance of the trained network. The construction of the unbiased estimator is
non-trivial and is given by celebrated Horvitz-Thompson (HT) estimator [19]:

Sh
i =

∑Nh−1
j=1

1
πh
j

mh
j wh

ijO
h−1
j , i = 1, . . . , Nh, (3)

where πh
j is the marginal probability of value 1 for the random variable mh

j .
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(a) Correlation matrix. (b) Log-likelihood for MC dropout as a
function of T .

Fig. 1. (a) Correlation matrix C between the outputs of the neurons in a hidden layer of
the NN trained on the naval propulsion dataset. (b) For the same dataset log-likelihood
computed via MC dropout increases with increase of the number of stochastic passes
T . More than 100 samples are needed to reach convergence.

2.3 Diversity Sampling Approaches

Let us consider h-th hidden layer of the neural network with dropout. Assume
that we have access to the correlations

C
(h)
ij = corrx

{
Oh

i (x), Oh
j (x)

}
, i, j = 1, . . . , Nh.

In practice, we compute an empirical correlation based on some set of points,
which represents the data distribution well enough. As a result, we obtain the
correlation matrix C(h) ∈ R

Nh×Nh between the neurons of the h-th hidden layer.
Below we discuss several approaches to sampling neurons in a way that the cor-
relation between sampled neurons is as small as possible. We note that instead of
the correlation matrix C(h) one may consider the covariance matrix K(h) in any
of the approaches described below. The properties of the methods significantly
depend on the choice of the matrix, and we will perform the empirical evaluation
of the methods based on each of them in the experiments.

Leverage Score Sampling. A basic approach for non-uniform sampling of
rows and columns in kernel matrices is the so-called leverage score sampling [1].
In this approach, the neurons are sampled independently with different proba-
bilities πh

j :

πh
j ∼ �

(h)
λ (j) =

[
C(h)

(
C(h) + λI

)−1
]

jj
, j = 1, . . . , Nh,

where the quantities �
(h)
λ (j) are called leverage scores. This approach makes

neurons from large and highly correlated clusters to be sampled less frequently.
In Sect. 3, we show that leverage score sampling indeed allows obtaining better
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uncertainty estimates for out-of-distribution data in regression tasks compared
to MC dropout. However, its performance for in-domain data is even inferior to
uniform sampling. In the next section, we propose a more complex approach,
which allows to significantly improve the quality of uncertainty estimation.

Sampling with Determinantal Point Processes. Determinantal Point Pro-
cesses (DPPs) [24] are specific probability distributions over configurations of
points that encode diversity through a kernel function. They were introduced
in [28] for the needs of statistical physics and were used for a number of ML
applications, see [24] for an overview. DPP can be seen as a probabilistic MaxVol
algorithm [14] of finding a maximal-volume submatrix.

We use correlation matrix C(h) as the likelihood kernel for DPP. Then, given
a set S of selected points for a mask distribution mh ∼ DPP

(
C(h)

)
, we obtain

P[mh = S] =
det

[
C

(h)
S

]

det
[
C(h) + I

] , h = 1, . . . ,K,

where C
(h)
S =

[
C

(h)
ij , i, j ∈ S

]
, i.e., a square submatrix of C(h) obtained by

keeping only rows and columns indexed by S.
To better understand the DPP, let us come back to the correlation matrix

depicted in Fig. 1a. The probability for DPP to take highly correlated neurons
into the sample S is low as, in this case, the corresponding determinant detC

(h)
S

will have a small value. Thus, DPP tends to sample neurons from different
clusters, increasing an overall diversity.

From computational point of view, DPP-sampling requires O(N3
h) operations

for generating each sample. It is quite expensive but completely viable even for
modern large networks which usually have up to 1024 neurons in fully-connected
layers. Importantly, masks can be precomputed once, and then the same masks
are used on the inference stage for every test sample with no additional overhead.
Also, computations in last fully-connected layers with dropout usually require
only few percents of the total computational budget in ImageNet-size networks.
Therefore, a computational overhead caused by the DPP-sampling does not have
a significant impact on the inference time.

K-DPP. The k-DPP [24] is a variation of the DPP, conditioned to produce
samples of fixed size |S| = k. With the cost of introducing an additional param-
eter, it allows us to tune the sampling procedure as the choice of k apparently
has a significant influence on the result. In this work, we use for the h-th layer
k(h) = (1 − p)Nh, so that the number of neurons in the sample is equal to the
mean number of neurons in the sample of MC-Dropout. In the case of k-DPP, the
computation of the marginal probabilities πh

j for HT-estimator (3) is non-trivial
and requires the separate optimization procedure, see the details in [2].
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2.4 Diversification for Uncertainty Estimation in Classification

For regression, the variance of prediction is a standard uncertainty measure.
However, uncertainty estimation for classification is, in some sense, more chal-
lenging than for regression as there is no obvious candidate for uncertainty mea-
sure.

Let us define the average probability for the class prediction by ensemble
members p̄T (y = c | x) = 1

T

∑T
i=1 p(y = c | x,Mi). The standard uncertainty

measure usually considered in the literature is

s(x) = 1 − max
c

p̄T (y = c | x),

which is based solely on the mean probabilities predicted by the ensemble. While
providing good results in practice [3,37] it doesn’t use the information about the
variation of predictions between ensemble members.

In our work, we consider BALD [20] uncertainty measure and combine it
with different sampling schemes considered above. BALD is equal to the mutual
information between outputs and model parameters:

I(x) = H(x) − 1
T

∑C
c=1

∑T
i=1 −p(y = c | x,Mi) log

(
p(y = c | x,Mi)

)
,

where H(x) = −∑C
c=1 p̄T (y = c | x) log

(
p̄T (y = c | x)

)
is an entropy of the

ensemble mean. Importantly, BALD values are directly linked with the diversity
of the ensemble members, and therefore are well suited for combination with our
approach.

3 Experiments

3.1 Uncertainty Estimation for Regression

Models and Metrics. For the experiments, we consider MC dropout as a base-
line and all the proposed UE methods discussed in the Sect. 2.3: leverage score
sampling, DPP and k-DPP. We present the results for leverage score sampling
and DPP based on correlation matrix and k-DPP based on covariance matrix as
such a choices give consistently better results compared to an alternative. For
leverage score sampling we deliberately choose λ = 1 to make it working with
de-facto the same matrix as DPP-based methods. All the regression models were
trained with RMSE as a loss function. We used feed-forward NNs with 3 hid-
den layers (128-128-64 neurons) and leaky ReLU activation function [27]. For
DPP-based methods, we use the DPPy implementation provided in [13].

We should note that we do not compare with fully Bayesian approaches as we
are focusing on the solutions applicable to the standard dropout-based models
without changing model architecture and training procedure. Following [17,22],
we use log-likelihood of Gaussian distribution with mean and variance computed
by different methods as a quality measure.

On top of single models, we also consider a straightforward ensemble app-
roach with NNs trained exactly the same way as single models but from different



132 K. Fedyanin et al.

Table 1. Summary of the UCI datasets used in experiments, see [7].

Dataset name Naval propulsion Concrete Boston housing Kin8nm Ccpp Red wine

Samples 11934 1030 506 8192 9568 1599

Features 16 8 13 8 4 11

Fig. 2. Log-likelihood metric across various UCI datasets for NN UE models with
different number of stochastic passes T = 10, 30, 100. DPP and k-DPP give better
results compared to other methods with DPP working well already for T = 10 and
consistently showing lower variance.

random initializations. Our experiments show that uncertainty estimates based
on ensembling of networks without sampling in individual networks doesn’t work
for well for the considered regression datasets.

Experiments on Regression Datasets. Similarly to [22], we run a series of
experiments on various regression datasets, see Table 1 for the full list of datasets.
We start with in-domain uncertainty estimation: for each dataset, random 50%
of points were used for training and other 50% for testing. The log-likelihood
values are averaged over testing set. Multiple experiments are done via 5 random
train-test splits, 2-fold cross-validation and 5 runs of the training procedures for
every model (resulting in 50 average log-likelihood values contributing to each
boxplot). Uncertainty estimates were computed for different number of stochastic
passes T = 10, 30 and 100 for every model.

We show the resulting distributions of log-likelihood values for each dataset
on Fig. 2. We observe that either DPP or k-DPP always show the best results.
Most importantly, DPP works very well already for small number of stochastic
passes T = 10 and consistently has low variance which is extremely important
for practical usage.

We also performed an experiment with out-of-distribution (OOD) data. To
generate OOD data we pick a random feature and split the data into the train
set and OOD set by the median value on this feature. The experiments were run
for 5 different splits. For OOD data good uncertainty estimates should have on
average higher values compared to in-domain data. Table 2 provides for concrete
dataset the percentages of OOD points with UE values higher than α percentile
of UE distribution for training data (α = 80%, 90%, 95%). The resulting numbers
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Table 2. Percentages of OOD points with UE values higher than specified percentile
of UE distribution for training data for concrete dataset. DPP and k-DPP show the
best results based on average values (top-2 average values are put in bold). For all the
methods T = 100.

Percentile MC dropout Leverage DPP k-DPP

80 55.0 ± 27.6 61.3 ± 27.7 70.4± 26.0 71.9± 28.0

90 46.0 ± 30.7 52.9 ± 30.8 59.6± 30.1 60.8± 33.7

95 40.6 ± 32.1 46.5 ± 33.1 52.1± 32.9 51.8± 36.3

should be considered with a significant grain of salt due to their high variance
but still DPP and k-DPP show the best results based on average values.

3.2 Uncertainty Estimation for Classification

Data, Models and Metrics. In this section, we aim to show the applicability
of the proposed methods to the classification tasks. We take BALD [20] as an
uncertainty estimate. We consider three datasets: MNIST, which is a toy dataset
of handwritten digits [26], CIFAR-10, which is a 10-class image dataset with
simple objects [23], and ImageNet [6], the large scale image classification dataset.
Importantly, for MNIST we use only 500 train samples, otherwise the models
would have too good accuracy and uncertainty estimation for in-domain data
would not be relevant. For CIFAR-10 we use 50’000 samples for training and
10’000 for testing. For the MNIST dataset, we use a simple convolutional neural
network with two convolutional layers, max-pooling and two fully connected
layers. For the CIFAR-10 we use a more powerful network with 6 convolutional
layers and batch normalization. Finally, for ImageNet we use the pre-trained
ResNet-18 neural network [16] from PyTorch [33]. Dropout with rate p = 0.5
is used before the last fully-connected layer in all the cases. T = 100 stochastic
passes were made for every model. The experiments are repeated three times
with different seeds for the models.

Experimental Results. For in-domain uncertainty estimation the results are
presented via UE-accuracy curve, see Fig. 3. It assumes that samples with lower
uncertainty will be classified with a higher average accuracy. It can be clearly
seen that DPP significantly outperforms all the competitors on every dataset. We
should emphasize that the superiority of DPP is especially strong for ImageNet,
where the usage of DPP required only 2% computational overhead compared to
MC dropout according to our experiments.

We also consider detection of out-of-distribution samples which is one of the
important problems for the uncertainty estimation. As OOD samples we use
fashion-MNIST [41] and SVHN images [32] for MNIST and CIFAR-10 corre-
spondingly. We use count-vs-uncertainty curve and expect there should be few
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(a) MNIST (b) CIFAR (c) ImageNet

Fig. 3. UE-accuracy curve (the higher curve – the better). We select the samples with
low uncertainty to assure that the accuracy is higher for them.

(a) MNIST (b) CIFAR

Fig. 4. Count-vs-uncertainty curve for out-of-distribution data (the lower curve – the
better).

points with the low uncertainty for good uncertainty estimation methods. The
results are presented in Fig. 4. We see that DPP-based approach allows to detect
the OOD samples better for the both considered datasets.

4 Related Work

Dropout [18,38] has emerged in recent years as a technique to prevent the over-
fitting in deep and overparametrized neural networks. Over the years, it obtained
theoretical explanations as an averaged ensembling technique [38], a Bernoulli
realization of the corresponding Bayesian neural network [10] and a latent vari-
able model [30]. It was shown in [9,31] that using dropout at the prediction
stage (i.e., stochastic forward passes of the test samples through the network,
also referred to as MC dropout) leads to unbiased Monte-Carlo estimates of the
mean and variance for the corresponding Bayesian neural network trained using
variational inference. These uncertainty estimates were shown to be efficient in
different scenarios [9,39].
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Training an ensemble of models and uncertainty estimation by their dis-
agreement is another common approach [25]. It is shown that with few models
in an ensemble, you can get robust and useful calibrated results [5], outper-
forming MC dropout in active learning and error detection. The main disadvan-
tage of ensembles is the necessity to train multiple model instances. However,
it was addressed in recent works [12,21,29] which consider different strategies
for speeding up ensemble construction. Recently, it was shown that improving
diversity of ensemble members improves the quality of the resulting uncertainty
estimates [22]. We also mention recent works which thoroughly investigate in-
domain [3] and out-of-domain [37] uncertainty estimation in classification for the
case of maximum probability uncertainty estimate.

5 Conclusions

We have proposed a new approach that strengthens the dropout-based uncer-
tainty estimation for neural networks. Instead of randomly sampling the dropout
masks on the inference stage, we sample special sets of diverse neurons via deter-
minantal point processes that utilize the information about the correlations of
neurons in the inner layers. Numerical experiments on a wide range of regression
and classification tasks show that uncertainty estimates based our approach out-
perform the MC dropout and other baselines with a significant margin. A com-
bination of dropout-based inference with ensembling of several models allows to
further improve the quality of the proposed uncertainty estimates and achieve
state-of-the-art performance. From the practical perspective, our method is sim-
ple to implement as it does not require any modifications to the neural network
architecture and the training process. Importantly, the proposed uncertainty esti-
mates have high quality even for a small number of stochastic passes through
the network making the inference stage even faster in practice.

We expect that the proposed methods of dropout mask sampling may also be
used on the training stage, leading to more robust and efficient models. Another
compelling direction of further research is approximate DPP sampling, which
may increase the sampling speed of the proposed approaches, making them more
production-friendly, as in [35].

The code reproducing the experiments is available at Github1.
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Abstract. Using huge training datasets can be costly and inconvenient.
This article explores various data distillation techniques that can reduce
the amount of data required to successfully train deep networks. Inspired
by recent ideas, we suggest new data distillation techniques based on gen-
erative teaching networks, gradient matching, and the Implicit Function
Theorem. Experiments with the MNIST image classification problem
show that the new methods are computationally more efficient than pre-
vious ones and allow to increase the performance of models trained on
distilled data.

Keywords: Data distillation · Gradient matching · Implicit
differentiation · Generative teaching network

1 Introduction

In machine learning, the purpose of data distillation [1] is to compress the origi-
nal dataset while maintaining the performance of the models trained on it. The
generalizability of the dataset is also needed. By this we mean the ability to
train models of architectures that were not involved in the distillation process.
Since training with less data is usually faster, distillation can be useful in prac-
tice. For example, it can be used to speed up a neural architecture search (NAS)
task. Acceleration is achieved through the faster training of candidates. In many
recent works [1,3,5–7], distillation is formulated as an optimization problem
with the objects of a new dataset as parameters for optimization. Therefore, to
distill the dataset for an image classification task, pixels of images have to be
optimized. First, all new objects are initialized with random noise, then these
objects are used to train a student (i.e., a randomly selected network). Then
the student misclassification loss is calculated on real data. Finally, a gradient
descent step is used to update the synthetic objects. Gradients can be calculated
by backpropagating the error through the entire student’s learning process. The
step of this procedure can be very time-consuming and memory-intensive, so
there is a need for an alternative. In [2], the authors use the Implicit Function
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E. Burnaev et al. (Eds.): AIST 2021, CCIS 1573, pp. 138–150, 2022.
https://doi.org/10.1007/978-3-031-15168-2_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15168-2_12&domain=pdf
https://doi.org/10.1007/978-3-031-15168-2_12


Learning to Generate Synthetic Training Data 139

Theorem to solve the memory consumption problem. In [3], the data distilla-
tion problem has been reformulated to use gradient matching loss and speed
up the optimization of synthetic objects and reduce memory usage. There is an
alternative to optimizing the pixels of synthetic data. In [4], the authors suggest
to optimize parameters of the generator model (a generative teaching network
or GTN) to produce synthetic data from noise and labels. The disadvantage is
that the authors used backpropagation through the learning process for opti-
mization. Inspired by recent ideas in the field of data distillation, we propose
replacing it with gradient matching or with implicit differentiation to make the
procedure less computationally expensive. We have found that this allows not
only to reduce memory costs but also to create more efficient and generalizable
datasets. In addition, we investigate the use of augmentation in the distillation
procedure and in models’ learning on distilled data.

The paper is divided into 7 sections. We first analyse the first data distilla-
tion algorithm [1] and discuss its problems in Sect. 2. A brief description of the
algorithms for implicit differentiation [2] and gradient matching [3] can be found
in Sects. 3 and 4. Section 5 presents the generative teaching network architecture
that we use in our work. Section 6 contains the results of experiments with the
MNIST image classification benchmark. In Sect. 6.1 we compare the results of all
the described distillation methods, limiting the distillation time to a constant.
In Sects. 6.2 and 6.3 we show results of new distillation techniques when training
a generator with gradient matching and implicit differentiation, respectively. In
Sect. 6.4 we study the use of augmentation by distillation, and in Sect. 6.5 we
check the generalization of the data obtained with the new methods. Finally, we
present our findings in Sect. 7. The code can be found on our GitHub page.1

2 Backpropagation Through the Student’s Learning
Process

Let λ be teacher parameters. These can be either GTN network’s parameters,
or synthetic objects’ parameters (e.g. pixels of synthetic images). To update λ,
we must first train the student network θ on synthetic data, minimizing the task
specific loss LS (e.g. cross-entropy), and then get the loss on real data LT . To
take care of generalizability, student’s initialization goes from preset distribution
p(θ0). Afterall, the optimization problem for λ can be formulated as follows:

λ∗ := argmin
λ

Eθ0∼p(θ0)L∗
T , where (1)

L∗
T :=LT (θ∗(λ)), θ∗(λ) := argmin

θ
LS(λ, θ).

To resolve the first problem (1) we can calculate gradient of LT with respect
to λ to do the gradient descent step. In this work, we use cross-entropy loss as

1 https://github.com/dm-medvedev/EfficientDistillation.
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LT and there is an explicit dependence only on θ and parameters of real data,
so ∂LT

∂λ = 0 and ∂L∗
T

∂λ = ∂LT
∂θ

∂θ∗

∂λ . Thus, the main part is the calculation of ∂θ∗

∂λ .
Where the dependence of θ∗ on λ comes from a student’s training procedure. The
first distillation algorithm was suggested in [1] and it is based on the assumption
that the student’s learning procedure is differentiable. This means that we can
backpropogate gradient through it. We will denote it as unroll. This algorithm
can be implemented using the Higher library [10]. It allows to backpropogate
through many optimizers, in our paper we use SGD with momentum [8]. This
distillation method is both time and space consuming. To perform a single step
of updating λ it is necessary to perform N student optimization steps, while all
intermediate results (copies of the student weights) must be stored in memory.
There is also a problem with the generalization of resulting synthetic dataset, the
performance of models whose architectures were not involved in the distillation
process is much lower. This negative effect can be mitigated by sampling the
initialization and student architecture.

Note that the procedure of student’s training on the resulting synthetic
dataset can be carried out in different ways. New data, parameterized with
λ, can be used as a single large batch or it can be split into several smaller
ones. This split can be useful to reduce memory consumption per training step.
Instead of random sampling of distilled objects, the authors of the original work
propose to attach each of them to a specific batch. These batches would have the
same order in each epoch. In our paper, we use the same schemes. Let ic (input
count) be the number of batches of the synthetic dataset, note that it must be
divisor of N . In our experiments we try limit values ic = 1 and ic = 10.

3 Implicit Differentiation

This method suggested in [2] is based on the Implicit Function Theorem:

Theorem 1 (Cauchy, Implicit Function Theorem). Let ∂LS
∂θ (λ, θ) : Λ ×

Θ → Θ, be a continuously differentiable function. Fix a point (λ
′
, θ

′
) with

∂LS
∂θ (λ

′
, θ

′
) = 0. If the Jacobian matrix ∂2LS

∂θ2 is invertible, then there exists
an open set U ⊆ Λ containing λ

′
such that there exists a unique continu-

ously differentiable function θ∗ : U → Θ, such that θ∗(λ
′
) = θ

′
and ∀λ ∈

U, ∂LS
∂θ (λ, θ∗(λ)) = 0. Moreover, the partial derivatives of θ∗ in U are given by

the matrix product:

∂θ∗

∂λ
(λ) = −

[
∂2LS
∂θ2

(λ, θ∗(λ))

]−1
∂2LS
∂θ∂λ

(λ, θ∗(λ)). (2)

So, if there was an efficient way to invert the matrix, we would simply
have used (2), after the student θ has reached a local minimum, assuming
∂LS
∂θ (λ, θ∗(λ)) ≈ 0. But the inversion operation is time costly, so the authors

used the approximation by the Neumann series taking the first few elements and
controlling convergence with a hyperparameter α (see (3)).
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The resulting algorithm (see Algorithm 1) has no problems with memory
consumption since there is no need to store copies of the student θ. And, despite
the several subsequent approximations, the experimental results show that the
method has a competitive performance (see Table 4). Note that grad in Algo-
rithm 1 denotes the dot product between the Jacobian of the given function
(func) at the given point (wrt) and a vector (vec). Another interesting detail
of this method is that there is no dependence on which optimizer is used to
train the student, and on the order (curriculum) of batches of synthetic data.
So, in our paper we only use a single large batch of synthetic data. The original
work [2] lacks a detailed description of the experimental results, so it can be
found in our paper (see Sect. 6.3). We used the open-source code2 as the basis
for the implementing the method.

[
∂2LS
∂θ2

(λ, θ∗(λ))

]−1

≈ α

N∑
j=0

[
I − α

∂2LS
∂θ2

(λ, θ∗(λ))

]j

. (3)

Algorithm 1. Distillation with implicit differentiation.
1: Input: teacher’s parameters λ, student’s initialization distribution p(θ0), the num-

ber of distillation epochs K, the number of student’s learning steps ζθ, real data
T , learning rate η.

2: for k = 1, ..., K do
3: BT ∼ T , θ ∼ p(θ0)
4: for n = 1, ..., ζθ do
5: θ −= η ∂LS(λ,θ)

∂θ

6: LT = ClassificationLoss(BT , θ)
7: v = ∂LT

∂θ
; p = v

8: for j = 1, ..., N do � N — number of elements in (3)
9: v −= α · grad

(
func = ∂LS

∂θ
,wrt = θ,vec = v

)

10: p += v

11: ∇λLT = −α · grad
(
func = ∂LS

∂θ
,wrt = λ,vec = p

)

12: Update(λ, ∇λLT ) � update with any optimizer
return λ

4 Gradient Matching

The gradient matching method (GM) was proposed in [3], and it solves a dif-
ferent problem than the general one (1). The main difference is that we want
not only to train the student θ to achieve a good performance on real data but
also to get such a solution as if it was trained on real data. To formulate this let
D(∇θLS ,∇θLT ) be the function of how close one tensor is to another.

2 https://github.com/AvivNavon/AuxiLearn.

https://github.com/AvivNavon/AuxiLearn
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The distance function D is just the sum (in our paper for GTN experiments
we used the mean) of the cosine distance functions for each student layer θl. Let
A and B be gradient tensors with respect to layer parameters. Let i be the index
of the output axis (e.g. for a convolutional layer this is the index of the output
channel). Ai and Bi are flat gradient vectors corresponding to each output ele-
ment indexed by i. The most interesting detail here is that the authors [3] suggest
to update λ after each step of student optimization, so now we don’t need to
wait until it reaches a local minimum, as it was before. The authors also propose
not to store student copies and to minimize D

(∇θLS(λ, θt−1),∇θLT (θt−1)
)

for
each step separately. So there is no backpropagation through optθ. Both of these
proposals make the gradient matching method very computational effective.

λ∗ = argmin
λ

Eθ0∼Pθ0

[ N−1∑
n=1

D
(∇θLS(λ, θn),∇θLT (θn)

)]
, where: (4)

D(∇θLS ,∇θLT ) =
L∑

l=1

d(∇θlLS ,∇θlLT ), d(A,B) =
dim(A)∑

i=1

(
1 − Ai · Bi

‖Ai‖‖Bi‖

)

Algorithm 2. Gradient matching.
1: Input: teacher’s parameters λ and synthetic objects S(λ), student’s initialization

distribution p(θ0), the number of distillation epochs K, the number of student’s
learning steps ζθ, real data T , learning rate ηθ, the number of inner loop steps N .

2: for k = 0, ..., K − 1 do
3: θ0 ∼ pθ0

4: for n = 0, ..., N − 1 do
5: BT ∼ T , BS ∼ S(λ)
6: LT = ClassificationLoss(BT , θn), LS = ClassificationLoss(BS , θn)
7: L(λ) = D(∇θLS(λ, θn), ∇θLT (θn))
8: Update(λ, ∇λL(λ))
9: θn+1 ← optθ(LS(λ, θn), ζθ, ηθ)

10: Output: λ

The peculiarity of this loss function is that the gradient of one synthetic
object depends on other objects from the same batch, because of a normalization
operation in the d equation (4). It makes the optimization problem harder and
can cause negative effects (see Table 2). So authors decided to distill objects
separately for each class. Note that the gradient matching is independent of the
student training optimization algorithm. There is only one assumption that the
direction should be based on the gradient. Another aspect is that the curriculum
(the order of the synthetic batches in the student’s learning procedure) can be
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learned with this distillation method. We used an open-source code3 as the
implementation of this method.

5 Generative Teaching Network

The idea first appeared in [4], where the authors suggested to use the generator
as the teacher λ. The input of the generator is a concatenation of noise and one
hot encoded label (for conditional generation). In the original paper, the authors
use backpropagation through the student’s learning process to train the genera-
tor, which is inconvenient for practical use due to high memory consumption, so
in our paper, we show that the same or even better results can be achieved more
efficiently by using gradient matching or implicit differentiation. Experimental
results in [4] show that using a generator can help to improve students’ perfor-
mance. In our paper, we check if we can improve distillation performance using
larger generators. Note that the size of the generator in our experiments is con-
trolled by the k hyperparameter (see Fig. 1). The generator consists of two linear
layers and two convolutional layers. The output size of the first layer is k. And
	k/2
 × width × height of picture is the output size of the second layer. 	k/4

is the number of output channels of the first convolution. Hereinafter, unless
otherwise indicated, we use the following notation: DD (Data Distillation) is a
distillation, when the parameters of the teacher λ are pixels of synthetic images,
and GTN is a distillation using a generator. Note that the generator has two
modes: GTN-rnd is a generator with random noise as input, (GTN-lrn) is a
generator with a learned input.
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Fig. 1. Generator’s architecture; k is a hyperparameter to control network’s size, d = 64
is a generator’s input.

6 Experiments

6.1 Distillation with Time Limit

The neural architecture search (NAS) is one of the most promising areas for
distillation and it is important to note that the time spent on distillation should
3 https://github.com/VICO-UoE/DatasetCondensation.

https://github.com/VICO-UoE/DatasetCondensation
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be added to the time spent on the NAS, this idea was also mentioned in the
review4 of [4]. So, in this section, we check the performance of all known dis-
tillation methods. We think that it is fair to distill the data by all methods for
the same limited time. We have chosen a time limit of ≈15 min, and it is based
on common sense and the time spent on the NAS in similar experiments [3].
Note that this limit may not be accurate, as the distillation takes an integer
number of steps, where each step takes a non-deterministic time. To check the
performance we use the following scheme. First we train teacher λ with three
restarts. The number of steps is determined by the time limit indicated above.
Then, to get the final results we train five randomly initialized students θ for
each of the three teachers. Each student’s training takes 1000 optimization steps.
In our work we use the MNIST [9] benchmark and make the same preparations
as in [4]. We extract part of the training data for validation (10 thousand images)
and use it to get the best teacher hyperparameters. We use |BT | = 256 batch
size of training data. For the most of our experiments we use ConvNet [12] as
a student. As student’s optimizer we use SGD with momentum with the same
parameters as suggested in [3]. We use the same teacher optimizers as in the orig-
inal papers [1,3,4]. The volume of synthetic data can be controlled by the ipc
(images per class) parameter. For each table in this paper, the largest numbers
in the column are shown in bold.

Table 1. The mean and standard deviation of test accuracy for different distillation
algorithms.

Method + Teacher Accuracy Params GPU (MiB)

GM + DD (K = 60, ζθ = 50) 94.9 ± 0.1 78.4 K ≈2390

Unroll + DD (ic = 1) 88.4 ± 0.3 78.4 K ≈4432

Unroll + DD (ic = 10) 79.2 ± 0.7 784 K ≈4426

Unroll + GTN-lrn (ic = 1) 92.0 ± 0.3 1.646 M ≈4480

Unroll + GTN-lrn 91.6 ± 0.5 (ic = 10) 1.704 M ≈4480

Unroll + GTN-rnd 91.7 ± 0.3 1.640 M ≈4480

Table 1 shows the mean and standard deviation of test accuracy, reached by
students trained on distilled data. Note that there is only one difference from
previous works: we use time limit for each distillation procedure, so there is a
degradation in performance. For this experiment, we use K = 1000, N = 10 as
default hyperparameters values. To check the memory consumption we use a
special tool,5 which can measure the GPU memory usage. Note that using of
the unroll distillation procedure consumes memory the most. The third column
shows the number of teacher parameters, and although GTN (k = 64) is twice
as large as DD, there is not much difference in memory usage.
4 https://openreview.net/forum?id=HJg ECEKDr.
5 https://pytorch.org/docs/stable/cuda.html#torch.cuda.max memory reserved.

https://openreview.net/forum?id=HJg_ECEKDr
https://pytorch.org/docs/stable/cuda.html#torch.cuda.max_memory_reserved
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6.2 Training Generator with Gradient Matching

In this section we explore the use of the gradient matching to train the teacher
generator. We first check the hyperparameters for this distillation method. N
controls the frequency of the student’s reinitialization, ζθ controls the speed
at which the teacher’s parameters are updated. Figure 2 (a–d) shows the non-
trivial relationship between performance and the hyperparameter choice. We
assume that such a dependence can be caused by the time limit and the fact that
increasing the values of these hyperparameters may cause longer convergence.
Note that in previous works [1,3,4] where no time limit was used, increasing ipc
always resulted in better performance.

Fig. 2. Dependence of student’s performance and hyperparameters of distillation pro-
cedure. Next parameters used as default: ipc = 10, ic = 1, N = 10, ζθ = 10, k = 64.

Table 2. Mean and standard deviation of test accuracy for different distillation algo-
rithms.

Method + Teacher Accuracy Params GPU (MiB)

GM + DD 95.6 ± 0.1 78.4 K ≈2390

GM + DD (not per class) 86.9 ± 1.5 78.4 K ≈2370

GM + GTN-lrn 95.2 ± 0.1 1.646 M ≈2454

GM + GTN-lrn (not per class) 93.4 ± 0.3 1.646 M ≈2434

Figure 2 (e) shows that the fixation of the generator input is really important
for gradient matching distillation because teacher training (optimization of λ)
diverges when using random input. Another important aspect mentioned above



146 D. Medvedev and A. D’yakonov

Table 3. Mean and standard deviation of test accuracy for different distillation algo-
rithms.

Method + Teacher Accuracy Params GPU (MiB)

GM + GTN-lrn (k = 16, ipc = 100) 94.2 ± 0.4 172.2 K ≈4192

GM + GTN-lrn (k = 32, K = 50) 95.9 ± 0.2 449.7 K ≈3610

GM + GTN-lrn (K = 50) 96.4 ± 0.1 1.672 M ≈3640

GM + GTN-lrn (k = 128, K = 50) 96.8 ± 0.1 6.533 M ≈3770

GM + GTN-rnd (ipc = 10, K = 110) 29.0 ± 6.1 1.640 M ≈2454

is that the gradient must be calculated per class. Table 2 shows the results for
per class case and not. It seems that per class distillation gives significantly
better results. Figure 2 (f) shows the accuracy achieved with data distilled with
generators of different sizes (marked with different k), and without a generator
(DD). This plot depicts the dependency between the number of synthetic images
per class (ipc) and student’s performance on a test set. It seems that the correct
size selection for the generator allows to get a better performance. More detailed
results can be found in Tables 2 and 3. For experiment in Table 2, we use ipc =
10, ic = 1, N = 10, K = 110, ζθ = 10 and k = 64 for GTN as default
hyperparameters values. For experiment in Table 3, we use k = 64, ipc = 50,K =
35, N = 10, and ζθ = 10. Tables 2 and 3 show the GPU memory usage. It seems
that ipc has a greater impact on memory usage than k, which is another benefit
of using GTN. Note that the memory usage can be reduced by changing the ic
value to optimize more synthetic images using smaller batches. Note that such
a change can slow down the convergence.

6.3 Distillation with Implicit Differentiation

Fig. 3. The relation of the distillation method’s hyperparameters and test performance.
We use as default: ipc = 10, N = 10, ζθ = 10, and k = 64.

The method was proposed in [2], and we will abbreviate it as IFT (Implicit Func-
tion Theorem). As mentioned above (see Sect. 3), there is no detailed description
of the results in the original paper, so they can be found in this section. Figure 3
(a–c) shows the relationship between the hyperparameters of the distillation
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method and the student’s performance on the test. We assume that these results
can be explained by the fact that increasing the values of these hyperparameters
decreases the frequency of λ update, which negatively affects the performance.
The only exception is ζθ.

Figure 3 (d) shows results for distillation using a generator with the random
input (GTN-rnd). Such a generator can produce as much data as we need, but
it can not converge when trained with gradient matching. It seems that such
distillation becomes possible using implicit differentiation.

Table 4 shows the best results for each method. For this experiment, we use
K = 1080, ζθ = 50, ipc = 10, and N = 10 as default hyperparameters values.
The performance seems to be the same or even better compared to backpropa-
gation through the training procedure unroll (see Table 1). Note the difference
in memory usage in both tables. Also note that the implicit differentiation dis-
tillation is inferior to the gradient matching distillation.

We think this may be connected with the difference in the frequency of λ
update. To do one update using IFT, we first have to train the student, which is
not needed in case of GM. It is also important to note that this method is very
sensitive to α and ζθ, and in some DD cases it starts to diverge after several
iterations. Meanwhile the use of GTN makes the procedure more stable and
allows for a more generalizable dataset (see Table 6).

Fig. 4. Synthetic images for MNIST classification task obtained with different dis-
tillation methods: a) GM+DD, b) IFT+DD, c) GM+GTN-lrn, d) IFT+GTN-lrn, e)
GM+GTN-rnd, f) IFT+GTN-rnd. We use the same hyperparameters as mentioned in
Table 5. Hyperparameters for GM+GTN-rnd are described in caption of Table 4.
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Table 4. Mean and standard deviation of test accuracy for different distillation algo-
rithms.

Method + Teacher Accuracy Params GPU (MiB)

IFT + DD (K = 500) 93.5 ± 0.5 78.4 K ≈2726

IFT + GTN-lrn (ζθ = 10) 92.4 ± 0.2 1.646 M ≈2726

IFT + GTN-rnd (ζθ = 10) 90.9 ± 0.3 1.640 M ≈2726

Figure 4 shows part of the final synthetic dataset for GM (see a, c and e)
and IFT (see b, d and f). The greatest difference is obtained when data distilled
without a generator (see a, b). Synthetic data obtained using implicit differen-
tiation looks less realistic and therefore can be used for federative learning [13].
Also note that the images distilled using a generator are more contrast.

6.4 Distillation with Augmentation

In previous works, augmentation has been used in different ways. In [4] it takes
place during distillation (let’s call it train augmentation) by applying transfor-
mations to real images BT . In [1,3] it is used when teaching student on syn-
thetic data (let’s call it test augmentation). In our study, we decided to compare
augmentation techniques. Table 5 shows the test performance for various distil-
lation and augmentation techniques. It seems that for the MNIST classification
problem only test augmentation gives improvements (see Tables 2, 3, 4). To
augment images we use random crop and rotation. For this experiment, we use
K = 1080, ipc = 10, ζθ = 10, and N = 10 as default hyperparameters values.

Table 5. The mean and standard deviation of test accuracy for different distillation
algorithms and different augmentations.

Method + Teacher Test Aug. Train Aug. Test + Train Aug.

GM+DD (ic = 1, K = 110) 96.1± 0.4 94.8± 0.1 93.9± 0.5

GM+GTN-lrn (k = 128, ipc = 50, K = 50) 97.4 ± 0.1 96.2 ± 0.2 95.5 ± 0.4

IFT+DD (ζθ = 50, K = 500) 92.3± 0.9 91.4± 0.5 89.2± 1.5

IFT+GTN-lrn 93.0± 0.2 91.4± 0.3 91.4± 0.4

IFT+GTN-rnd 92.2± 0.3 89.7± 0.3 90.9± 0.6

6.5 Generalizability

The generalization problem of distilled data was first mentioned in [1] and then
studied in [4] and [7].
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Table 6. The mean and standard deviation of test accuracy for different distillation
algorithms and student’s architectures.

Method + Teacher LeNet AlexNet VGG11 MLP

GM+DD 94.1 ± 0.6 95.0 ± 0.2 95.8 ± 0.3 88.6 ± 0.4

GM+GTN-lrn 95.5 ± 0.3 96.7 ± 0.2 97.4 ± 0.1 86.8 ± 0.3

IFT+DD 74.0 ± 7.8 68.6 ± 8.9 86.5 ± 1.6 50.9 ± 8.3

IFT+GTN-lrn 91.5 ± 1.0 82.5 ± 14.9 93.0 ± 0.4 79.9 ± 0.6

IFT+GTN-rnd 88.3 ± 2.3 85.3 ± 3.9 92.1 ± 0.4 74.4 ± 1.1

The problem is that such data can’t guarantee convergence for students which
didn’t participate in the distillation procedure. And this problem is of great
importance, since the main practical use of synthetic data is the NAS. For this
experiment, we use K = 1080, ipc = 10, ζθ = 10, and N = 10 as default hyper-
parameters values. Table 6 shows the results of students with different architec-
tures trained on data distilled with different methods. For distillation we used
ConvNet student’s architecture, all results were obtained with test augmenta-
tion. It seems that the best generalizability can be obtained using GTN and
GM. For a comparison with ConvNet see the second column of Table 5.

7 Conclusion

This work explores all the latest ideas in dataset distillation field suggested in [1–
4]. We honestly compared the performance of all known methods, limiting their
running time. We also proposed new methods based on the joint use of gener-
ators and memory efficient methods. Experiments with the MNIST benchmark
show that selecting the correct size for the generator allows to achieve better
performance for gradient matching distillation, and improves the generalizabil-
ity of implicit differentiation distillation. This paper also presents the results of
augmentation impact on distillation. We also provide a detailed description of
the experimental results for implicit differentiation distillation, as we could not
find them in the original work [2]. As future work, we would like to experiment
with much more diverse datasets and architectures. We also want to improve the
distilled data generalizing ability using stochastic depth networks [11]. We are
also interested in experiments with bringing the distribution of synthetic objects
closer to the original one.
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Abstract. Emotion spreading in online communities has drawn the attention of
social sciences for decades; an actual problem in this area is estimating collective
emotions in social networks (Twitter, Facebook, Weibo). People chat on commu-
nity walls exchanging messages transmitting and receiving emotions; we describe
these emotions in terms of Ekman’s six-emotion model: Joy, Sadness, Surprise,
Anger, Fear, and Disgust. The sum of all the messages makes an emotion field
or collective emotions, which we aim to measure. We propose an agent-based
model: we generate a number of agents that simulate human perception of emo-
tions. The agents monitor the community, “read” the posts and comments on the
wall, estimate the emotions of each read text, taking into account not only the
words but the emojis end emoticons as well. Then every agent makes a prediction
for collective emotions of the community in the moment of time. Since the agents
differ by their parameters, the average value of their estimations represents an
“objective” measure of the emotion field as it is perceived by users. For the emo-
tion estimation in a particular text agents use a simple sentiment analysis based
on emotional dictionary. However, this approach is sufficient for our purposes,
we discuss the possibility to further improve the prediction quality via Bayesian
network approach. A naive Bayesian network has already been implemented and
demonstrated a better prediction; this approach provides tools to extract signifi-
cantly more information about emotions from the natural language text then the
sentiment analysis. The results of social experiment with actual users demon-
strate a good agreement of the agent-model prediction and the human evaluation
of collective emotions. The results obtained may find application in social and
political sciences, marketing, and target commercial.

Keywords: Agent model · Emotional field · Emotion recognition

1 Introduction

Information spreading in social networks is one of the actual topics in modern com-
puter and social sciences. Providing fast communication of large groups of people,
social networks intensively affect the spread of opinions, rumors, consumer preferences,
etc. [1,2]. Especially, the dynamics of emotion transition between the users attracts the
attention of scientist all around the world; the results of such studies may be applied in
marketing [3–6], political [7,8] and social sciences [9,11].
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One special form of communication in social networks is chatting on communities’
walls. When many users post messages publicly, it is impossible for a person to read
all of them. In this case, when users responds some post, no one can tell (even the
user themself), which messages have affected his opinion and mood. For a researcher
studying the emotion dynamics in a social network this situation evokes difficulties. A
possible solution is to consider an emotion field, or collective emotions, in a community,
somehow averaging all of the users’ emotions. However, direct averaging is not the best
option. As known, the emotion perception is subjective [10], and this must be taken
into account. Moreover, as pointed before, a rare user reads all of the posts on the wall,
which contradicts the idea of direct averaging.

In this work we propose an agent-based model for emotion field estimation in a
social network community. Small digital entities, which we call agents, simulate the
users, who read posts and comments on a community wall, measure the emotions of
these messages, and make an estimation of the emotion field in the moment of time and
average emotion field of the community. Then, averaging the estimations of a number of
agents with different parameters allows to obtain a measure of emotions (in the form of
time series), which one can call objective. Thus, our approach combines the subjectivity
of estimations of the particular agents (users) and the objectivity of estimation made
by the whole community, providing the “inside view” on the collective emotions of
the community. Notice, the agent-based models are popular for describing the emotion
dynamics in networks [12,14,15]. However, the agent-based approach to the emotion
estimation itself seems to be of rare usage, which makes the scientific novelty of the
paper.

The paper is arranged as follows. In Sect. 2 we provide a short overview on the state
of the art of the emotion field estimation. Section 3 is devoted to the methods we use
for the emotion estimation in the text; the proposed agent-based model is described in
detail in Sect. 3 as well. In Sect. 4 we describe the social experiment on emotion field
estimation, which we have performed to validate the agent-based prediction. Section 5
contains the main results of the emotional field estimation in two online social commu-
nities under consideration; we discuss these results and their possible implementation
in Sect. 6. A short summary is presented in Conclusion.

2 Literature Overview

As mentioned, the agent-based models are quite popular for describing the emotion
dynamics in social communities. For example, in [12] the authors propose such a model
to explain the emergence of collective opinions in social communities. They use a
simple 2D model describing human emotions in terms of Valence and Arousal [13].
The authors also use the concept of emotional field generated by the agents with high
arousal; it affects the valence and arousal of all other agents. In this model the emotion
field is just a sum of all positive- and negative-valence emotions of all the actors; it
changes in time according to agents’ activities. This model does not account the differ-
ence between such emotions as Joy and Surprise or Sadness and Disgust, and therefor
it is not capable to describe agents’ different responses on different emotions of the
similar valance. However, the authors derive the critical conditions for emotional inter-
actions to obtain either consensus or polarization of opinions.
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In [14] the agent-based approach is established to formalize and simulate emotion
contagion processes within groups, which may involve absorption or amplification of
emotions. As the authors claim, the type of emotion is not specified, in principle it can
be any emotion, for example six Ekman’s emotions that we consider. Similarly, in [15]
the agent-based model is proposed for emotion contagion and competition in online
social media. The agents of the model simulate the behaviour of people communicating
in Weibo, Twitter or similar social networks. Based on 11 million tweets from Weibo,
the model effectively reproduces the empirical patterns of transmission such emotions
as Anger, Joy, Disgust and Sadness. But again this model does not include any emotion
field. On the other hand, the authors of [23] introduce a framework to link collective
emotions, which can be described as emotional field, with emotions of individual users.
This model can be used for agent-based modeling of collective emotions for social
communities. In [24] the authors show the influence of collective emotions on the inter-
action between users in Internet communities and on trajectories of the communities’
existence.

In [22] the authors suggest using the agent-based approach to model the emotions
of every node of Collaborative Network (CN), which includes information about com-
panies, to better understand the behavioral dynamics of the CN in virtual environment.
The authors describe the model as a set of agents that individually interact with the
environment in different ways, depending on their parameters.

Many papers focus on collective emotions describing the evolution of the emo-
tions of every particular user and then simply averaging them [17–19]. The approach
to collective emotions as average values is simple, obvious, and good enough for many
purposes, for example for collective decision-making tasks [20,21]. However, such an
approach does not account for the subjectivity of the emotion perception and also is not
applicable, when the amount of information is too large for a person to fully perceive.
Our global research (beyond the current paper) is devoted to the emotional dynamics in
online social communities, so the subjectivity of the emotion perception and the selec-
tivity of user’s posts reading are in the core of it. Thus in this paper we develop an
agent-based approach focusing on these issues.

Talking about the emotion field estimation we should mention the approaches of the
emotion detection in a given text. There are several popular approaches for that, namely
the convolutions network [26], rule-based [28], natural language preprocessing [29],
and sentiment analysis [30] approaches. We use the approach similar to the one in [30], a
sentiment analysis based on emotional dictionary, as it is simple to perform and provide
a decent quality of emotion estimation.

3 Methods

3.1 Estimation the Emotions in One Text

For the text sentiment analysis, we use an emotional dictionary of the Russian lan-
guage [31]. In the dictionary every word is linked to the six-dimensional vector denoting
the emotions, carried by the word, according to Ekman’s model. Thus, when analyzing
the text for each word the vector is determined as

aj = {e(i)}, i = 1..6, (1)
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where e indicate the presence or absence of i emotion in the word, could be “1” and “0”
respectively.

To estimate the emotions of the text, first, all the text words are lemmatized, the
emoticons and emojis are turned into their text equivalents from the dictionary. Then
all vectors (1), corresponding to the preprocessed text, are summed, and the result is a
vector of the text dominant emotions

a =
D∑

j=1

aj , (2)

where D is the number of words in the text.
Finally, vector (2) is converted to five-point scalars for each emotion i according to

the following rule:

– 0 if there is no emotion i in the text
– 1 if emotion i are less than 15% of D
– 2 if emotion i are less than 30% of D
– 3 if emotion i are less than 45% of D
– 4 if emotion i are more than 45% of D

As a result, for each text a six-dimensional five-point vector of emotions is obtained.
The database for the model approbation is based on communities “CS Tyumeni” (“Exi-
dents of Tymen city”) and “Tonkiy yumor” (“Inside jokes”) in Facebook-like Russian
social network “VK”. We have collected 180 posts (120 for the first community and 60
for the second one), with all the comments, for year 2019. Notice, the study of “Tonkiy
yumor” is in progress now, so only data for a half of year 2019 is processed. In total
9938 texts were used for the model calibration and validation.

3.2 Agent-Based Model for Collective Emotions Estimation

We present an agent-based model for estimation of collective emotions in social net-
work communities. For our modeling we use Mesa – an Apache2 licensed agent-based
modeling (or ABM) framework in Python.

The agents are small digital entities “reading” the communities’ walls and estimat-
ing the collective emotions. The agents differ in several parameters:

– N and n – The maximum number of posts and comments that an agent reads being
activated.

– α – Inertia – The degree agent’s memory; it reflects how the previous activation
results influences the current assessment.

– β – Susceptibility – The agent’s focus when determining the collective emotions of
the community: on particular bright emotional texts or on the average mood of the
community.

– γ – Attentiveness – The factor of randomness indicating whether the agent skips
some posts and comments.
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The algorithm of the collective emotions estimation is described in Fig. 1. The
model activates all the agents simultaneously at regular intervals of time. When acti-
vated, the agent estimates the instantaneous value of the collective emotions G =
{G(i)}, i = 1..6 after reading all posts and comments as

G(i) = β · max
k=1..P

[
a
(i)
k

]
+ (1− β) ·

P∑

k=1

a
(i)
k

P
, (3)

where P is the number of posts and comments read, ak
(i), k = 1..P are five-point

scalars for i-th emotion of all read texts. All agents’ estimations G are stored in the
model memory for the further analysis.

Fig. 1. Algorithm of collective emotions estimation by agent when activated.

The agent updates the collective emotion score Gcur based on the score at the pre-
vious point in timeGrec as

Gcur = α ·Grec + (1− α)G. (4)
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Then the agents fall asleep until the next activation after a period of timeΔt. To estimate
the collective emotions we average all the agents’ estimations as

Gav(t) =
1
M

·
M∑

k=1

Gk(t), (5)

which represents an emotional field of the community in the moment of time.

4 Online Psychological Experiment

To test the above model, a cyber psychological experiment has been performed. During
the experiment, the experts assessed the emotional fields of the chosen communities.
Once per day the experts were asked to read a selection of 10 consecutive posts (with
all the comments to them) taken from one of the communities for a specific month of
2019. Then, the experts determined the degree of expression of specific emotions in the
posts and comments (according to the model of Paul Ekman) and the general emotion
field of the community. An important aspect of the experiment was that the experts were
asked to evaluate their sensory, emotional, perception of the viewed public posts, and
record their impression.

Such an experiment was necessary to form a complex emotional perception of the
content presented in cyberspace by a real person, and then to correlate this “live” per-
ception with the automated estimations

Thus, the experiment assumed the simultaneous study of the same cyberspace
semantic content by a real living user and an agent, after which the results of the agent
and expert estimations were to be correlated. The results obtained were used to validate
the model proposed.

The experimental work involved 13 experts - ten men and three women aged 22
to 39 years, with higher education and significant long-term experience in using social
networks.

All the experts evaluated the public posts according to the degree of expression
of the following emotions traditionally considered in this kind of research: joy, sur-
prise, sadness, anger, disgust, fear. The subjects were asked to determine the severity of
these emotions on the following scale: “very intense”, “intense”, “moderately intense”,
“weakly intense”, “absent”. For that they needed to carefully study the posts and com-
ments to make a complete emotional portrait of the community and then to fill in an
assessment form.

In addition, the experts were also asked to fill in a form reflecting their impression of
the community’s general emotion field according to the following scale: “very positive”,
“mostly positive”, “neutral”, “mostly negative”, “extremely negative”.

5 Results

Using the markup, provided by 13 experts, we have validated our model with ROC-
AUC and Precision-Recall-Curve-AUC scores. All curves for each emotion are shown
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in Figs. 2 and 3. The curves and AUC-scores demonstrate how well our model estimates
the collective emotions based on experts’ markup. The area under the curve of the ideal
model is 1. Due to the fact that the emotion estimations are five-pointed vectors, a
threshold of “2” was applied for the experts’a marking, returning “1” if the expert’s
emotion value is greater or equal, and “0” otherwise. The normalized agent-based esti-
mations, depending on the agents parameters, were evenly distributed from “0” to “1”.

Fig. 2. Validation ROC (left) and PRC (right) for every emotion with AUC values for “CS Tyu-
meni”

Thereby, the curves were constructed; For the community “Tonkiy yumor” cu.
AUC-scores demonstrate a good agreement with the expert assessment. We have also
calculated precision, recall, accuracy, f1-score for each emotion, these metrics are pre-
sented in Table 1.

Table 1. Validation evaluated metrics

Group Metric Joy Sad Fear Anger Disgust Surprise Mean

CS Tyumeni Precision 0.564 0.24 1.0 0.891 0.44 0.75 0.648

Recall 0.657 1.0 0.068 0.395 0.183 0.194 0.416

Accuracy 0.661 0.452 0.756 0.518 0.625 0.679 0.615

f1-score 0.607 0.387 0.128 0.547 0.259 0.308 0.373

Tonkiy yumor Precision 1.0 0.24 0.872 1.0 1.0 0.761 0.812

Recall 0.242 0.261 1.0 0.2 0.245 1.0 0.491

Accuracy 0.372 0.8 0.872 0.711 0.794 0.761 0.718

f1-score 0.389 0.25 0.932 0.333 0.393 0.864 0.527
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Fig. 3. Validation ROC (left) and PRC (right) for every emotion with AUC values for “Tonkiy
yumor”

The results of the collective emotions estimation in “CS Tyumeni” calculated as 5
are shown in Figs. 4(b). As seen, the agents come to some sort of decision about what
collective emotions the community expresses for each emotion. Based on these results,
it is possible to distinguish which emotions are more intense and which emotions prevail
in the community. Notice, the most intensive emotion is sadness, as well as the other
negative emotions are more intensive than the positive ones. The emotion of joy is man-
ifested in most of the posts and comments, this is the reason of its vivid predominance
in the group.

The model validation on community “Tonkiy yumor” data is in progress. However,
current data already shows good validation results for all the emotions.

6 Discussion

6.1 Psychological Patterns of the Communities

In this section we briefly analyse the results of emotion estimation in two online com-
munities from the position of psychology. The results of emotional fields estimation are
shown in Figs. 4.

As seen from Figs. 4 the emotional field estimations made by agents after some
period of growing saturate and stabilize. The expert markups obtained during the social
experiment confirm this result demonstrating the saturation as well. This saturation may
be explained by memory effect, when the social network users following the community
become biased towards it. On large time scales the estimations of the emotional field
depend more on the previous experience and less on the new data; this is valid both for
the human respondents and digital agents, as the social experiment demonstrate.
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(a) Difference in emotion inten-
sity for last timestamp

(b) Mean estimation of all agents in the model for every emo-
tion for “CS Tyumeni”

(c) Mean estimation of all agents in the model for every emo-
tion for “Tonkiy yumor”

Fig. 4.Mean estimation for both groups

Another hypothesis here is that the emotional field of the community behave peri-
odically within some time intervals, for example during one year as the most of life pro-
cesses (and person traits) depend on season. Thus when the observation of the emotional
fields is continued, we expect some periodic functions instead of saturation. Testing this
hypothesis may be the basis for a separate study.

Analyzing Figs. 4, especially Fig. 4(a), one can see the differences in the communi-
ties’ emotions are not significant but evident. The community “CS Tyumeni” demon-
strates more pronounced fear, surprise, and sad, while joy, anger, and disgust are more
relevant to “Tonkiy yumor”. The community “CS Tyumeni” is socially significant accu-
mulating important information related to the life quality in a certain area including the
accident reports. On the other hand, the community “Tonkiy yumor” is more entertain-
ing, containing recreational content. Thus the emotional reaction of the users on the
unpleasant content in these communities is different: it more often causes sadness in
“CS Tyumeni” but disgust in “Tonkiy yumor”. The emotion anger is produced mostly by
the users’ comments, not content itself. As the content analysis demonstrated, aggres-
sive, provocative comments arise more often in the entertainment community “Tonkiy
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yumor”, where they more likely case long aggressive discussions. We assume that the
community “CS Tyumeni” is more restrained in terms of anger precisely because of its
serious socially-oriented content.

Thus, the model proposed allows to estimate collective emotions in online social
communities as time-series and as average metrics to discriminate the communities by
the dominant emotions.

6.2 Bayes Network Based Model Improvement

Although the emotional dictionary based sentiment analysis provide a quite well emo-
tion estimation in text, we must discuss a better method familiar in literature. Namely
the Bayes network approach is worth mention. A Bayes network for text processing
in terms of emotion recognition represents a directed graph with nodes of text features
connected with six nodes of Ekkman’s basic emotions. The simplest feature of the text
is the presence of words associated with some emotions, which makes this approach
similar to the sentiment analysis we use. However bigramms and trigramms may (and
should) be taken into account as well, providing more possibilities for agent to recog-
nize and estimate emotions in text.

We train our Bayes network on the set of texts marked by experts as containing one
or several emotions (or no emotions at all), such as joy, sadness, surprise, anger, disgust,
and fear. When the model faces a new token (word, bigramm or trigramm) in the text
used for training, it creates a new token node and connect the nodes of emotion classes,
marked in the text by experts, with the new token node by the link of weight “1”. If
the faced token is familiar for the model, and the correspondent node already exists,
then the model creates new emotion-token links and re-count the link weights as ni/n,
where ni is the number of times, when the token was found in the texts with the i-th
emotion, and n is the total number of the token appearance in texts, including the ones
with no emotions.

At the output we have a directed weighted graph capable for agents to exploit in
emotion recognition. When the agent analyzes some text, the feature (token) nodes
activate and then they activate the emotion nodes, providing the possibility of the basic
emotions present in the text. This approach is similar to the Naive Bayes Classifier
(NBC) [32] widely used for information retrieval and data analysis, including the emo-
tion detection [33,34]. It is called naive because it is assumed that the text features,
such as the appearance of words, bigramms, and trigramms, are independent (which
is naive). The further improvement here is directed on accounting more complicated
features including cross-dependence of them. We expect the improvement of our agent-
based model for collective emotions estimation in turns of emotion sensitivity and pre-
diction accuracy.

6.3 Model Implementation

The agent-based model were developed for the emotion dynamics problem in social
network communities, which is to be solved further. Strictly speaking it requires us to
improve our agents, make them capable not just precept the emotions but also react on
them. We describe the emotion dynamics of the social network users with the simple
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independent cascade model. We assume that the user reading the community wall pre-
cept its emotional field and the emotions it contains leads to the users’ emotional state
changing. Moreover, we assume that all the six field emotions are connected and each
of the emotion can more or less create all them. The ratios of this correlations make the
emotion correlation matrix, which we assume is unique for different persons and stable
at the times of observation. Thus, observing the user’s digital footprints and estimating
the collective emotions in the community we wish to analyse the user’s personality.
This can be applied for the recognition of bots and fake accounts, as well as for distant
diagnostics of psychological states of users.

7 Conclusion

To summarize, we propose the agent-based model for the collective emotions (emo-
tional field) estimation in online social communities. The ROC and AUC curves, pre-
sented in Figs. 2 and 3, demonstrate good results. The curves show how well the real
data is modeled, the area under the curve shows the modeling quality. The values greater
than 0.7 are good for simulating emotions. For almost all emotions, the area is greater
than 0.7, which indicates good validation results. Also, the average validation accuracy
for all emotions is 61.5 for the first community 1 and 76.3 for the second one. This value
indicates the correctness of the collective emotions assessment by the agent. Thus, the
model demonstrates its validity and suitability for implementation. The strong point of
the approach proposed is the equipment the agents with subjectivity combined with the
objectivity provided with their amount. Simulating the users behaviour the agents pro-
vide an inside collective emotions estimation, allowing to see the community from the
users’ point of view.

In this paper we have proposed a novel model of the agent-based collective emotion
estimation. The main feature of the proposed model is the subjective side of emotion
recognition. The model allows to simulate the features of real people, making the emo-
tion assessment more accurate and more human-like.

The model developed is to be used in the future to predict and simulate the spread
of emotions in social networks, which is the topic of our further research. We also plan
to further improve the model quality of estimation.
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Abstract. The current level of development of online social networks has trans-
formed social media from a way of communication between people into a tool for
influencing people’s behaviour in their daily lives. This influence is often aimed at
inciting protest movements in society and mobilising citizens for protest actions,
and has a targeted impact on social network users. The sponsors andmain actors of
disruptive influences are often forces located in other countries. In the context of
counteraction to targeted destructive influences, the task of identifying the network
structure of destructive influence is very relevant. One element of this structure is
the users connecting individual communities to the core of the protest network.
These users are the bridges between the clusters and the core network. Their main
task is to contribute to the rapid growth of the protest audience. Identifying the
most influential bridges and blocking them could decrease the protest potential
or make the protest actions ineffective. In this paper, we propose a methodology
for identifying bridge users based on the original centrality measure of weighted
contribution. Moreover, a method for identifying the most influential bridges is
proposed. Unlike most probabilistic methods, weighted contribution centrality
allows for clear determination of whether a user is a bridge or not. A descrip-
tion of the measure, a mathematical model and an algorithm for calculating it are
presented.

Keywords: Online social networks · Social network analysis · Structure of
protest network · Core of protest network · Clusters · Community · Bridges ·
Weighted contribution centrality

1 Introduction

Today’s social networks are no longer just a means of communication between people
and have evolved into an effective tool for targeting users. The aim of influence can be
to engage users in specific thematic communities or to disseminate information that can
influence people’s behaviour in everyday life.
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Examples of these influences are the political events of the Arab Spring in 2010–
2011, the #Occupay movement in the US in 2011, the protests in Turkey, Brazil and
Hong Kong (2013–2014), the recent presidential elections in Belarus (2020) and the
political actions around the arrest of Navalny and “Putin’s palace” in 2021, where social
media were used to coordinate people into actual political actions.

The study of the mechanisms and degree of influence of social networks on people’s
behaviour has generated a great deal of scientific interest. According to [1–3], all protest
movements are inextricably linked to the creation of autonomous communication net-
works supported by the Internet. The significant impact of social networks on the level
of people’s mobilization for action has been described in [4–6]. When studying social
networks in the context of protest sentiments, one often observes their pronounced clus-
ter structure. Figure 1 shows examples of graphs of such networks, where the vertices of
the graph are users and the edges are connections between them. The colours indicates
the level of publication activity of users in the social network, i.e. the number of any
type of material on the target topic published by the user. Red indicates the maximum
level of publication activity and grey indicates no activity.

Fig. 1. Examples of the cluster structure of social network graphs.

As can be seen from Fig. 1, most of the graphs have a pronounced cluster structure
in the form of a core with many cross-links between users and isolated clusters that are
connected to the core through a single user acting as a “bridge” between the cluster and
the core.

Since the publication activity of users in clusters is similar to core users, it is logical
to assume that the sum of the activity levels of each node in a cluster can be higher
than that of any node in the core, and the node connecting the cluster to the core will
contribute more to the overall network activity level than any node in the social network
core. An analysis of the profiles of users acting as bridges in the protest activity theme
showed the following results:
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– users in clusters often only partially share the views of core users on the objects of
discussion;

– users in clusters are often united by the same topic;
– the preferences, interests, andpolitical views (for protest networks) of users in different
clusters may differ (they may belong to different political parties or movements), but
these users share opposition to the current authorities;

– as a rule, users connecting the cluster to the core act as community moderators;
– such users have connections with each other and form a substructure in the graph of
social relations, due to which they can coordinate their actions, involving in the social
phenomenon under study different categories of users, possibly disagreeing with the
common point of view of the network core on some issues.

Thus, identifying users who act as social media bridges is crucial to counteracting
protest movements and managing the parameters of the spread of viral and destructive
information on social media.

Using the software “SEUS search engine” [7], actively used by law enforcement
agencies of the Russian Federation [8], we searched for publications in the social net-
work VKontakte related to the organization of protest events in January–August 2019 in
Moscow. For each user the level of publication activity was calculated, which took into
account the number of posts, reposts, comments, likes, etc. As a result of ranking by the
level of publication activity, a ranking of user activity was compiled. For each user the
graphs of the social connections of the users’ friends and friends of their friends were
constructed. The following conditions were taken into account:

– a user is included in the graph if he is a friend of a member of the activity rating or is
a friend of any of his friends (the maximum distance to the target user in the graph is
two);

– a user whose activity level is zero is included in the graph only if he is a friend of at
least two users from the activity rating.

A social network node that satisfies the following requirements was considered a
bridge:

– a node that connects the cluster to the core of the network;
– cluster nodes are only connected to the bridge and are not connected to each other;
– bridge is connected to cluster nodes and core nodes.

Figure 2 shows a fragment of a typical node acting as a bridge.
In graph theory these nodes are usually called articulation node, cut-node or broker,

but we will use “bridge” for ease of reference. Thus, the challenge was to select or
develop a methodology that unambiguously identifies bridges in cluster networks and
also determines the extent towhich bridges influence the overall level of network activity.
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Fig. 2. Fragment of the user-bridge graph.

2 Materials

Various centrality metrics are used to identify the characteristics of nodes in networks, as
described in the review paper [9]. The best known centrality measure that characterizes
the communicative ability of nodes is the centrality on betweenness, first introduced
independently [10] and [11] and finally formulated in [12]. Betweenness corresponds
to the sum of all the shortest paths that pass through a given node in the graph. Since
each node in the networks we studied had a certain level of activity, it was necessary
to consider the weight of each node in the network. To calculate intervening centrality
for weighted networks, the techniques proposed in [13–17] could be used. However,
betweenness centrality, with or without weight, can reveal the level of communication
capability of a node in the network, but cannot accurately determine whether a given
node is truly a bridge, since nodeswith a high betweenness centrality value can be located
both at the core of the network and at the periphery of the network, being bridges.

Influential nodes, according to [18], always act as a “bridge” between communities
and existwithin an overlapping community. The authors suggest using the local centrality
method to identify such influential nodes, which assumes that the more communities
a node belongs to, the more influence it has. In [19, 20], “transmission centrality” and
“modular centrality”measures are proposed to define bridges, but transmission centrality
can be high in both core nodes and bridges, so its meaning is not very different from
intermediate centrality, and in modular centrality, nodes connecting communities are
the bridge, whereas we investigated nodes between communities and the network core,
meaning that the concept of bridge had a different meaning in this context.

A method that successfully identifies bridges is presented in [21], in which the
authors introduced the concept of Bridging Centrality. This measure identifies bridges
more accurately, but it works only in sparse networks with a large number of bends,
because it is based on the idea that to identify bridges it is necessary to discard the value
of links with nodes that are in close proximity to a node, that is, links of the first knee
of the graph. Since, in our case cluster users are connected only with a bridge, they
cannot be taken into account in the calculation of this measure, which did not suit us.
The closest measure for our problem is “Contribution centrality” proposed by [22], the
essence of which is that the centrality of a node is proportional to the sum of centrality of
nodes in its neighborhood, weighted by their contributions. The contribution centrality
is indeed the most applicable for our problem, since it can determine the contribution of
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each bridge for the kernel users, but it does not guarantee an unambiguous definition of
the bridge, which in our case was a necessary condition.

As we can see, all the measures presented above could, to a greater or lesser extent,
determine the level of communication capability of a node, but cannot exactly determine
whether a given node is a bridge as we understand it.

3 Method

We will say that all users with publication activity on the topic of a given social phe-
nomenon and their social connections constitute the “temporary social network” gener-
ated by this social phenomenon, and the sum of the activity levels of all users constitutes
the total activity level of the temporary social network.

Since the number of users in different clusters and their level of activity are different,
bridges can have different levels of influence. Let the degree of influence of the bridge
on the overall level of publication activity of the temporary social network be defined as
the total level of activity of the cluster that is connected to the core through the bridge.
According to the above definition of bridge, cluster nodes should only be connected to
the bridge and should not be connected to each other. Consider the graph shown in Fig. 3
and calculate which of the nodes in the graph is a bridge in the context of the proposed
definition and calculate its cluster weight.

Fig. 3. Node network diagram including weights.

For the red node, links with the green and grey nodes will not be taken into account
as they have links with other nodes in the network, so the value of the red node’s total
rating, as well as for the grey nodes, will be 0.

For blue nodes which only have links with the green node, the value will also be 0
as the green node also has other links,

For the green node the link with the red node will also give 0, and the links with the
blue nodes will give the value of the weights of those nodes,

The weight of the green node will be equal to the sum of the weights of the blue
nodes E = A + B + C + D.
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As we can see, we obtained a single non-zero value for the green node in the whole
network, which exactly determines the presence of the sought bridge and its contribution
to the overall level of activity of the temporal social network, equal to the value of E.

Given that theweight of each node in the graph plays a significant role in the proposed
method, the term “Weighted Contribution Centrality” was proposed to determine the
degree of influence of the bridge on the overall level of activity.

We will say that weighted contribution centrality is the contribution of a social
network node to the total level of publication activity, equal to the sum of the activity
of each cluster node connected by the node to the core network, divided by the total
activity level of the network. In other words, bridge weighted contribution centrality is
the weight of the cluster connected by the bridge to the core, divided by the total weight
of the network.

The weighted contribution centrality value = 0 if the node is not a bridge, and >

0 if the node is a bridge. The most influential node in the bridge role has the highest
weighted contribution centrality value for this network. Let us introduce notations to
formally describe the proposed methodology.

Let G = (U, F) be a graph consisting of a set U of users and a set F of disordered
pairs of different elements of the setU, reflecting friendly relations between users (graph
edges).

If users u and υ are friends, i.e. form a relation f ∈ F, we write f = (uυ) = (υu).
Denote the set of friends of user u ∈ U by F(u) = {υ ∈ U: (uυ) ∈ F}. Then the degree
of a node, i.e. the number of friends of user u ∈ U, is naturally denoted by |F(u)|. The
set of users associated only with a given user u is called the neighbours of user u ∈ U
and denoted by S(u). Then:

S(u) = {υ ∈ U : (uυ) ∈ F, |F(υ)| = 1} = {υ ∈ U : |F(υ)| = 1} ∩ F(υ) (1)

If user activity level (i.e. the number of publications on the target topic) u ∈ U is
denoted by r(u), then the total activity level of some subset of users V ⊂ U will be
calculated by the formula:

R(V ) =
∑

u∈V r(u) (2)

Using formula (2), we get a formula for_calculating theweight of a bridge-connected
cluster of an arbitrary graph user:

CWC(u) = R(S(u)) =
∑

w∈S(u)
r(w) (3)

Weighted contribution centrality is defined as the ratio of the weight of the cluster
connected by the bridge to the network core to the total activity level of all clusters in
the network. The total activity level of all clusters in the network can be calculated as

R =
∑

u∈V W (u) (4)

Thus, weighted contribution centrality can be expressed as

CWC(u) = W (u)

R
(5)
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The code for the Python3 function used to calculate bridges as part of the Python
program [23] is shown below:

def calculate_weighted_contribution_centrality(graph, rating): 
 centrality = {} 
 R = 0 # R = 0 # accumulated weight value of all clusters 
 for user, friends in graph.items(): 
  c = 0 # accumulative value of cluster weight to be connected by user 
  # accumulate rating by user's friends 
  for friend in friends: 

# if a user's friend is linked in the column only, add their 
rating 

   if len(graph[friend]) == 1: 
    c = c + rating[friend] 
  centrality[user] = c 

R = R + c 
 for user in centrality.keys(): 
  centrality[user] = centrality[user] / R 
 return centrality 

3.1 Evaluating the Effectiveness of the Bridge Detection Method

To determine the level of influence of bridges from 10 random graphs, the 10 most
influential bridges and their associated vertices were removed, as well as those vertices
that were isolated after the bridges were removed. Table 1 shows how much the weight
of the graphs as a whole and the total weight of the vertices included in the clusters
decreased.

As Table 1 indicates, when the 10 most influential bridges are removed from the
graphs, the total weight of the graph or the total level of user activity in the graph
decreases by an average of 57.8%, indicating a high level of influence of the bridges.
At the same time, the total cluster weight decreases by 80.9%, which corresponds to the
role played by the 10 most influential bridges in network expansion. From this we can
conclude that the network nodes we identified as bridges do contribute significantly to
the overall level of network activity. A comparison of the results obtained using centrality
by intermediacy and centrality by contribution is presented in (Table 2).

As shown in Table 2, when the 10 most influential bridges along with all their nodes
are removed from the graphs, the total weight of the graph decreases approximately
equally. This suggests that all three measures are equally effective in revealing the
communication abilities of the influential nodes in the network. At the same time, the
change in clusterweight is noticeably largerwhen usingweighted contribution centrality.
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Table 1. Change in graph weight as a result of removing 10 bridges with their vertices from the
graph.

Graph number Changing graph weight Changing cluster weights

1 −32,7% −67,5%

2 −53,0% −88,6%

3 −44,1% −65,9%

4 −92,0% −94,5%

5 −97,3% −99,7%

6 −72,1% −92,6%

7 −21,9% −61,0%

8 −27,2% −68,3%

9 −48,5% −72,3%

10 −83,4% −98,9%

Average value Average value

−57,2% −80,9%

Table 2. Change in various centrality measures as a result of removing 10 bridges with their
vertices from the graph.

Measure Changing graph weight Changing cluster weights

Betweenness centrality −54,4% −76,0%

Contribution centrality −52,7% −66,4%

Weighted contribution centrality −57,2% −80,9%

This is because betweenness centrality and contribution centrality identify the most
communicative nodes in the network, including bridges, as opposed to weighted contri-
bution centrality, which only identifies bridges. And since the removal of bridges gives
the largest contribution to the reduction in the overall level of network activity, the impact
of bridges is greater than that of any other nodes in the network.

Thus, it can be argued that centrality on weighted contribution solves the bridging
problem most effectively compared to the other metrics presented.

4 Conclusion

A feature of the weighted contribution centrality measure is that it unambiguously
determines whether a node is a bridge in the network configurations described earlier.

Bridges contribute to expanding the size of the network, increasing the number of
users involved in the social phenomenon and increasing the overall level of activity
of the social network. Blocking the most influential bridges can significantly change
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the characteristics of the entire network and reduce the overall level of social network
activity in a given social phenomenon. Therefore, targeting the most influential bridges
is an effective way to reduce social network activity.

The level of informational influence is assessed by ranking the bridges in order of
centrality by weighted contribution.

This method of identifying bridges and assessing their informational impact was
used as part of an analytical study “political protest propaganda structures in Russia and
Belarus”, conducted by the SEUSLAB analytical centre LLC. The research included an
assessment of the operational significance of the findings and it was presented on the
site of the CIS Antiterrorist Centre and the CIS Research Institute for Security Problems
in March 2021. Based on the results of the piloting, the Scientific Advisory Board of the
CIS Antiterrorist Center drafted an expert opinion on the feasibility of using this method
in the information and analytical systems used in the operational and service activities
of the Russian Interior Ministry.
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Abstract. The paper considers the application of multi-objective opti-
mization methods in the problem of multimodal clustering. An overview
of the algorithms that deliver Pareto-optimal solutions is made. The use
of multi-objective optimization makes it possible to interpret clusters
in terms of several criteria. An evolutionary multi-objective algorithm
for multimodal clustering is proposed. The algorithm was tested on two
and three-dimensional formal contexts that simulate data on myocardial
infarction complications in patients of various ages and medical records.
Clustering is used to extract facts as specific combinations of data from
three sets. The simulation results were compared with the known meth-
ods of Formal Concept Analysis.

Keywords: Multi-objective optimization · Multimodal clustering ·
Pareto optimization · Fact extraction

1 Introduction

Classical cluster analysis is based on dividing a single set of objects into disjoint
subsets being clusters. At the same time, despite the wide variety of proximity
measures of objects used here, the problem of interpreting the obtained clusters
remains urgent in cluster analysis. The clusters interpretation is always per-
formed in the context of the applied proximity measure, and for heterogeneous
data from different domains, such an interpretation based on a single proximity
measure may not be correct.

Multimodal clustering involves not one, but several sets of objects to be
clustered simultaneously. Such sets can be formed by heterogeneous data. A
multimodal cluster is a subset in the form of combinations of objects from dif-
ferent sets. The very fact of the combination of certain objects in a multimodal
cluster can carry important information and serve as the basis for clusters inter-
pretation.

Formal Concept Analysis (FCA) [3] offers its own approach to multimodal
clustering. In FCA, clustering is used not on one, but on two, three and, in
general, on an arbitrary number of sets, this is biclustering, triclustering and
multimodal clustering.
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When clustering is performed on multiple sets, there may be multiple mea-
sures of the proximity of objects from those sets. This is especially true for het-
erogeneous data presented in such sets, which makes the use of multi-objective
optimization in demand.

In this paper, we propose two innovations to FCA technology of multimodal
clustering. The first innovation is the use of cluster parameters applied in FCA
as independent contradictory optimization criteria. The second innovation is an
evolutionary algorithm of multi-criteria optimization.

The rest of the paper is organized as follows.
In Sect. 2, there is the detailed motivation of this work with the analysis of

related works. In Sect. 3, the proposed algorithm for multimodal clustering is
presented. The results of the experimental study of the proposed approach are
presented in Sect. 4. They are illustrated on the task of phenotyping of disease
of myocardial infarction. Results of the experimental study are discussed for
further implementations in Sect. 5.

2 Motivation and Related Work

We note a few, in our opinion, important provisions that determine the motiva-
tion of this work.

2.1 Multimodal Clustering Problem

Multimodal clustering is the clustering of multimodal objects. Under modality, it
is often assumed one of more attributes which describe a specific characteristic
of an object. When an object has multiple modalities describing it, it can be
called a multimodal object [1].

Multimodal clustering involves not one, but several sets of data to be clus-
tered simultaneously. Such sets can be formed by heterogeneous data which have
high variability of data types and formats [2]. Therefore, the terms multimodal
and heterogeneous can characterize the same data.

Clustering algorithms for a single set of objects use various measures of the
proximity of data instances, which are usually determined on pairs of elements of
the clustered set. In multimodal clustering, in addition to traditional proximity
measures, characteristics describing the relationships between multimodal sets
can be used.

If such characteristic is formal relation R ⊆ D1 × D2 × . . . × Dn on data
domains D1,D2, . . . , Dn then we have so called formal context as an n + 1 set:

K =< K1,K2, . . . ,Kn, R > (1)

where Ki ⊆ Di. Multimodal clusters on the context (1) are n - sets

C =< X1,X2, . . . , Xn > (2)
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which have the closure property [4]:

∀u = (x1, x2, . . . , xn) ∈ X1,X2, . . . , Xn, u ∈ R, (3)

∀j = 1, 2, . . . , n,∀xj ∈ Dj\Xj < X1, . . . , Xj ∪ {xj}, . . . , Xn > does not satisfy
(3).
A multimodal cluster is a subset in the form of combinations of elements from
different sets Ki. It is also defined as a closed n-set [4] since the closure property
(3) provides its “self-sufficiency”: it cannot be enlarged without violating (2).

The definition of a multimodal cluster (2)–(3) does not use a proximity mea-
sure. Domain elements are linked to each other by means of the relation R and these
links define combinations of domain elements in the form of multimodal clusters.

Multimodal clustering on the contexts constructed by using relations is stud-
ied in the Formal Concept Analysis (FCA). Classical FCA uses formal contexts
with binary relation R and biclustering in the form of formal concepts, which
make up a conceptual lattice [3].

In the FCA, triclustering is a generalization of biclustering [5]. However,
the appearance of the third set in the data presentation fundamentally changes
the situation, and triclustering algorithms are not built by simple scaling of
biclustering ones. An overview of triclustering algorithms can be found in [6].
The generalization of the approach based on the construction of concept lattices
to the n-dimensional case of multimodal clustering is presented in [7].

Formal concepts on multimodal formal context are those multimodal clusters
where for all u = (x1, x2, . . . , xk) ∈ X1,X2, . . . , Xk, u ∈ R and k is maximally
possible. In other words, they are the largest possible k -dimensional hypercubes
completely filled with units. The concept of the density of a multimodal cluster
is introduced in the FCA and formal concepts are interpreted as absolutely dense
clusters.

There are some practical arguments in favor of studying multimodal clusters
as none dense concepts. In this case, in addition to the density of clusters, their
other characteristics are introduced: volume, modality, diversity, as well as cov-
erage of the context [8]. These characteristics illustrate the quality of multimodal
clustering and in some cases help to interpret the contents of clusters.

Having a set of clustering quality parameters, the multimodal clustering prob-
lem is formulated as an optimization problem in which the extremum of the
criterion based on these parameters is searched for [8,9]. In fact, some of the
mentioned parameters, for example, the volume of clusters and their density,
form conflicting criteria.

One motivation of our work is that multimodal clustering may be formulated
as a multi-objective optimization problem. Therefore, our task is to propose a
solution to the problem of multimodal clustering as a multi-objective optimiza-
tion problem.

2.2 Evolutionary Approach in Multi-objective Optimization

The evolutionary approach to multi-objective optimization is based on Evolu-
tionary computation [11]. Evolutionary computation is a collection of algorithms
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for solving global optimization problems that use the evolution of solutions. The
first known evolutionary algorithm is the genetic algorithm [11], which realizes
a probabilistic optimization method based on the biological principles of evo-
lution. Now there are more than 40 different types of bio-inspired optimization
algorithms [12].

The typical evolutionary algorithm uses the terminology of genetic algorithms
and includes the following steps.

1 t := 0;
2 Compute initial population P0;
3 while stopping condition not fulfilled do
4 select individuals for reproduction;
5 create offsprings by crossing individuals;
6 mutate some individuals;
7 compute new generation;
8 t := t + 1;

Evolutionary algorithms manipulate encoded versions of the problem solu-
tions instead of the solutions themselves. Every solution to a problem is repre-
sented as a chromosome. The chromosome is the string of certain length con-
taining genes being 0/1 values (binary encoding) or natural numbers. The use of
encoding with chromosomes is intended by the desire to reproduce the biological
mechanism of heredity in genetic algorithms. In general, the gene may be a sym-
bol from an encoding alphabet. In clustering, there are various encodings [10,13],
which differ in how the clusters are encoded. For example, whether a cluster is
encoded by one chromosome or one chromosome encodes multiple clusters.

Computing Initial Population. The initial population is a randomly generated set
of N chromosomes. At every step t of the evolution, several problem solutions are
forming a population Pt. A population consists of individuals also named chro-
mosomes. Evolutionary algorithms use populations with a constant and variable
number of chromosomes.

Selection of Individuals for Reproduction. Some individuals from the set of chro-
mosomes are selected for creating a new population. Selection works using values
of the so-called fitness function which characterize the quality of the solution.
Therefore, the higher fitness chromosomes have more opportunity to be selected
than the lower ones and a good solution is always alive in the next generation.
There are several variants of selection such as proportional selection, roulette
wheel selection, tournament selection, etc. [17].

Computing New Generation. The best individuals selected at each step of evo-
lution become parents of new elements of the population for the next step.
Descendant solutions are obtained from parent solutions using mutation and
recombination operators, which are random in nature. Crossing individuals is
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made by crossover, the genetic operator that mixes two chromosomes to form a
new offspring. It does mixing by replacing fragments of chromosome code divided
in certain one or several randomly selected points. Mutation in some individuals
involves the modification of gene values by randomly selecting a new value from
the gene alphabet at a random point in the strings of genes.

Evolution of Solutions. Evolution starts by applying evolutionary operators A
to population P0 and further iteratively so that for every Pk+1 = A(Pk) exists
at least one

f [ϕ(pk+1)] ≥ f [ϕ(pk)], (4)
where pk ∈ Pk and pk+1 ∈ Pk+1, ϕ is a mapping ϕ : Pi → S, where S = {Si}
is the set of solutions, f is the fitness function defined on solutions. Evolution
finishes in accordance with the stopping criterion. Most often, the criterion for
stopping is the immutability of the fitness function values over several steps of
evolution.

The evolution of solutions organized in this way leads the population of
chromosomes to a state corresponding to the local or global extremum of the
fitness function. The fitness function is calculated for each chromosome and, as a
rule, generalized to the whole population. Several optimal solutions may remain
at the final step of evolution.

These features of Evolutionary computation characterize them as a very suit-
able tool for solving multi-objective optimization problems with conflicting crite-
ria, where no single solution exists that simultaneously optimizes each objective.
Therefore, the evolutionary approach is known in clustering [10].

Pareto-optimal Solutions. The concept of Pareto optimality belongs to the
main stream in the domain of multi-objective optimization. There is a significant
number of multi-objective evolutionary algorithms (MOEAs) proposed mainly
in two decades from the 1990s until the 2010s. Detailed comparisons of differ-
ent MOEAs for clustering can be found in [10,14,15]. Among them there are
MOEAs focused on obtaining Pareto optimal solutions: Niched Pareto Genetic
Algorithm (NPGA), Strength Pareto Evolutionary Algorithm (SPEA), Non-
dominated Sorting Genetic Algorithm (NSGA), and others reviewed in [15].

Pareto optimality from the viewpoint of maximization optimization problem
may be given as follows. Let S = {Si} is the set of solutions of multi-objective
optimization problem, i = 1, 2, . . . ,n,F = {fi}, j = 1, 2, . . . ,m is the set of
objective functions. Every solution is characterized by vector fi = {fi(Si)}. One
feasible solution fı is said to dominate another feasible solution fi if and only
if fj(Si) ≥ fj(Sk) for all j = 1, 2, . . . ,m and fj(Si) ≥ fj(Sk) for least one
objective function fd, d ∈ {1, 2, . . . ,m}. A solution is said to be Pareto optimal
if it is not dominated by any other solution. A Pareto optimal solution cannot
be improved with respect to any objective function without worsening value at
least one other objective function. The set of all feasible non-dominated solutions
is referred to as the Pareto optimal set, and for a given Pareto optimal set, the
corresponding objective function values in the objective space are called the
Pareto front [16].
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Evolutionary algorithms have certain advantages in implementing Pareto-
optimal solutions to multi-objective optimization problems. Among them, there
is one important which consists in the fact that the presence of a population
of solutions supported by the algorithm allows you to naturally organize the
formation of the Pareto front.

The considered features of evolutionary algorithms determine our motivation
for their application in multimodal clustering.

3 Evolutionary Multi-objective Algorithm for Multimodal
Clustering

The problem of multimodal clustering on formal contexts has the features dis-
cussed above. We consider these features in the evolutionary multimodal clus-
tering algorithm.

As a proximity measure in the clustering problem, we do not consider the
distances between the objects being clustered, but compare the clusters by their
characteristics. We study these characteristics in pairs and solve the multi-
objective optimization problem for two contradictory criteria. The following
characteristics of multimodal clusters are used in the clustering algorithm.

Cluster Density and Volume. For a cluster (2) its density is defined as

d(C) =
|R ∩ (X1 × X2 × . . . × Xn)|

|X1| × |X2| × . . . × |Xn| (5)

and volume of a cluster has the following form

v(C) = |X1| × |X2| × . . . × |Xn| (6)

Cluster density and volume are contradictory criteria for cluster quality. A
large and dense cluster is interesting because combinations of elements of its
subsets set a property that manifests itself on a large number of elements and,
possibly, means a regularity. However, often the clustered data is sparse and
the existence of large and dense clusters on them is unlikely. Therefore, when
selecting clusters, a trade-off between density and volume is necessary.

Coverage and Diversity. These two cluster characteristics were discussed and
defined for the triclustering problem in [8]. They may be generalized for multi-
modal clustering. Coverage is defined as a fraction of the tuples of the context
included in at least one of the multimodal clusters. This can be defined by anal-
ogy with the definition in [8]:

σ(Ω) =
∑

(x1,x2,...,xn)∈R

[(x1, x2, . . . , xn) ∈
⋃

(x1,x2,...,xn)∈Ω

(x1 × x2 × . . . × xn)]/|R|,

(7)
where Ω is a set of multimodal clusters.

The data of the sets that make up the cluster modalities have different mean-
ings. Sometimes it is important to control the coverage of the context by some
subset of the cluster, for example, as will be shown below, by a subset of patients.
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In this case, in the expression (7), instead of a whole tuple (x1, x2, . . . , xn) it is
used one of its elements.

The definition of cluster diversity given in [8] is valid for multimodal clusters:

τ(Ω) = 1 −

∑
j

∑
i<j

γ(Ωi, Ωj)

|Ω|(|Ω| − 1)
2

, (8)

where γ(Ωi, Ωj) is an intersection function which is equal to 1 if clusters Ωi, Ωj

intersect at least one of their subsets and 0 otherwise.

Encoding Scheme. After analyzing the several variants of chromosome encod-
ing [14,15], we settled on the binary scheme organized according to the principle
of “one chromosome - one cluster”. If the formal context has modality n then a
chromosome has n sections. In the sections, a number of a gene is the number
of an element of a corresponding set in a multimodal context. The units in the
chromosome correspond to the numbers of elements of subsets of the context
that fall into this cluster. This scheme is illustrated in Fig. 1.

Fig. 1. The chromosome encoding scheme “one chromosome - one cluster”.

On the top of Fig. 1 there is a chromosome having N positions corresponding
to N objects to be clustered. This chromosome represents a cluster containing
those objects that have units in their positions in the chromosome.

The picture in the middle of Fig. 1 illustrates three-section chromosomes
that we used in clustering three-dimensional formal contexts below. Crossover
and mutation may operate in all sections separately to maximize search space
coverage.

Also there is encoding with one-section chromosome for formal context with
modality n which is shown at the bottom of Fig. 1. With this encoding, the
algorithm works not only on chromosomes, but also in a formal context, providing
synchronous processing of data from all n sets.
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This binary encoding scheme is not compact because for large contexts with
high modality the chromosomes will be very long. Nevertheless, in the task of clus-
tering, it is much more convenient to work with such chromosomes than with chro-
mosomes with a more compact length. Explicit representation of clusters in the
form of separate chromosomes does not require additional computations, which
are necessary for other encodings. In addition, handling large binary strings is not
a problem.

However, among the new chromosomes generated in this way, there may be
incorrect chromosomes, which do not correspond to the data in the original
context. A special function is needed to filter out the wrong chromosomes.

3.1 Elitist Nondominated Sorting

A Pareto front is a subset of a population of chromosomes corresponding to non-
dominated solutions. When forming Pareto fronts by evolutionary algorithm,
they are being assembled sequentially as new chromosomes are generated during
the evolution of solutions. Evolution is performed by applying genetic operators
of selection, mutation and crossover. If the probability of mutation and crossover
is high enough and the crossover is not tied to the peculiarities of chromosome
encoding, then the algorithm performs random uncontrolled walks in the search
space. This guarantees that the algorithm will explore most of the search space
to find the global extremum of the fitness function. However, such walks reduce
the convergence of the algorithm and, in principle, do not exclude its cycling
in the regions of local extrema. Moreover, when calculating the Pareto front,
random walks can lead to a “loss of the front”, when the constructed Pareto
front is destroyed at the next step of evolution.

A well-known solution that contributes to the construction of controlled evo-
lution is elitism [15,18]. Elitism may be considered as an operator which pre-
serves the better of parent and child solutions (or populations or Pareto fronts)
so that a previously found better solution is never deleted. At each step of evo-
lution, the better solutions in the population are those chromosomes that have
maximum or minimum values of the fitness function, depending on whether its
maximum or minimum is being searched for. For the selection of such chromo-
somes, a threshold of the difference in the values of the fitness function is intro-
duced: ∀i, j : |f(c(k)i ) − f(c(k)j )| ≤ h, where c

(k)
i , c

(k)
j are chromosomes created at

the k-th step of evolution.
In the case of Pareto optimization, elitism is associated with dominance, and

it is necessary to preserve not individual solutions, but, if possible, the entire
front. In the MOEAs, elitism is realized as nondominated sorting [18].

3.2 Algorithm and Its Functions

Our algorithm is based on the NSGA-II algorithm [18] which is one of the pop-
ularly known MOEAs. It produces non-dominated solutions of multi-objective
optimization, the diversity is maintained in the solution, and the elitist principle
has been used in the algorithm.
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We have made several changes to the NSGA-II. It was adapted for clustering.
We also added functions to the algorithm for visualizing Pareto fronts.

The algorithm is shown below. The purpose of most of the functions used in
it is obvious from their names and from the comments in the algorithm. Some
of the functions used in the algorithm have several variants.

doSelection function realizes selection chromosomes according to the selection
method. There are proportional, random universal, tournament and truncation
selection methods [14] realized in the algorithm. The specific selection method
is picked through the user interface.

Algorithm 1: Evolutionary multi-objective clustering algorithm
Input: tensor is multidimensional context as the set of n samples on the axes of

measurements
Parameters:
sizePop is the size of population of chromosomes;
numpoints is the number of points of crossover;
mutationRate is the probability of mutation;
crossoverRate is the probability of crossover;
limitPop is the maximal number of populations;
countPop is the number of steps of evolution;
popFitness is the value of the fitness function for the entire population.
historyPop is stores all the populations
Output: clusters is the set of clusters in the form of a set of subsets.

1 population ← createPopulation[tensor, sizePop] creating a population of
chromosomes chrom

2 while countPop ≤ limitPop do
3 for all chrom do
4 clusterDensity[chrom, tensor]
5 clusterV olume[chrom, tensor]
6 fitnessFunction[chrom, tensor, coefDensity, coefSize]

7 doSelection[chrom, popF itness]
8 doMultipleCrossover[chrom1, chrom2, numpoints, tensor]
9 doMutation[chrom,mutationRate, tensor]

10 popF itness[population] calculating the value of the fitness function for the
entire population.

11 combPop ← historyPop ∪ population provides the elitism of the best
chromosomes

12 {front, rest} ← survivorSelection[combPop, popSize] obtaining front and
rear chromosomes

13 historyPop ← historyPop ∪ front replenishment with front-end
chromosomes

14 visualizePop[front, rest] visualization on the Pareto front
15 for all chrom do
16 chrom ← getSubTensorChrom[chrom, tensor] forming clusters from

tensor
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The doMultipleCrossover function, in addition to performing a crossover,
accesses the original tensor in order to filter out the wrong chromosomes. We
have also provided the crossover mode which is performed only in certain sections
of chromosomes.

4 Experiments

An experimental study of the proposed approach was carried out on the two
data sets. The first set is the Myocardial Infarction Complications Data Set
(MICDS) [19]. It contains information about 1700 patients having the disease of
myocardial infarction and its complications. The whole formal context has 1700
objects and 123 attributes. Among attributes, there are ones about patients
(ID only), their anamnesis, their treatment methods, and complications after
treatment. An attribute may be binary or has a value as a natural number.

The second data set is a triadic formal context containing data about offenses
committed by juveniles [20]. Its objects are the offense names, the attributes are
the age group which had the most amount of certain sort offense, the conditions
are the years the offenses take place.

Our first goal was to test the performance of the algorithm in the building
sets of non-dominated clustering solutions with acceptable performance. This
refers to the processing of long chromosomes of about 2000 genes per line.

The second goal was to study the results of clustering as sources of facts. We
were primarily interested not in the number of clusters of different densities and
volumes, but in their content, which could be interpreted as facts. To do this,
we selected certain formal contexts from the whole MICDS, which relate to the
problem of phenotyping diseases. Disease phenotyping refers to the determina-
tion of the form of the disease based on the clinical profile. A clinical profile is a
cluster that can include various data describing both the disease itself and the
methods of its treatment, as well as the conditions of patients and sometimes
the treatment results.

4.1 Testing the Algorithm

At first, we investigated the convergence of the algorithm and the construction
of Pareto fronts. Even on the small population of 10 chromosomes, the algorithm
quickly builds a Pareto front as it is shown in Fig. 2.
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Fig. 2. The initial and final Pareto front in the two-objective clustering.

In the experiment illustrated in Fig. 2, the Pareto front on a formal context of
1700 objects and 43 attributes was constructed in 4 steps. The final population,
forming the Pareto front, contains 7 different chromosomes being clusters. Fast
convergence is a known feature of genetic algorithms when they find solutions
corresponding to the local extrema of the fitness function. It usually takes place
when mutation probability has small values. In the experiment on Fig. 2 mutation
probability was 0.01, there was a two-point crossover with probability = 0.8 and
proportional selection. Therefore, the Pareto front in Fig. 2 can be called local.
It contains large and not dense clusters which are not informative.

Coverage as Characteristic of Globality. We need to expand the search
space to find clusters being as dense as possible. A possible but not guaranteed
to be successful way to achieve this is to increase the probability of mutations
and increase the size of the population [17]. For Pareto-optimal optimization,
this problem is formulated as the problem of searching the global Pareto front.
We apply calculations of cluster coverage (7) as a characteristic of the coverage
of the search space. There are general and individual coverages being calculated
for the whole population and for particular clusters. In Fig. 3 the dependence of
the coverage value on the population size is illustrated.

Fig. 3. Dependence of the coverage on the population size.
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For each specific context, there is a minimum number of chromosomes (pop-
ulation size) that provides a given coverage of the formal context. We consider
Pareto-optimal clusters as ones having maximal volume, density and coverage.
Such clusters form a front, which in this case serves as a global Pareto front.

4.2 Fact Extraction by Clustering

As already noted, in the problem of disease phenotyping, dense clusters of a
small volume are informative. In Fig. 4 an example of Pareto front and a dense
small cluster is illustrated.

Fig. 4. An example of a Pareto front and a dense small cluster (at the bottom right
of the front) that has attributes related to the treatment of a heart attack and further
complications.

The cluster in Fig. 4 includes patients who are characterized by a combina-
tion of attributes related to the applied therapy and the results of treatment.
All patients received variants of fibrinolytic therapy and treatment with conven-
tional drugs for a heart attack. Among complications, there are atrial fibrillation,
ventricular tachycardia, pulmonary edema, myocardial rupture, and recurrence
of myocardial infarction.

Therefore, this cluster contains the fact of the presence of serious complica-
tions of myocardial infarction, possibly (density 
= 1) in some of the 76 patients
who received standard therapy and treatment with drugs.

Figure 5 illustrates results of multimodal clustering of the triadic data set
containing data about offenses committed by juveniles.
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Fig. 5. An example of a Pareto front and two clusters illustrate the involvement of
adolescents in offenses.

The Pareto front is shown in Fig. 5 a). It was built on the 5 th generation
with mutation probability 0.01, two-point crossover with probability = 0.8, and
proportional selection. The Pareto front has 16 clusters, two of which are shown
in Fig. 5 b) and Fig. 5 c). Cluster on Fig. 5 b) informs about offenses typical for
17-year-old boys. Cluster on Fig. 5 c) shows such offenses in which 13- and 14-
year-old girls were involved together with older teenagers. The analysis of these
facts of involvement in offenses of adolescents of different ages in these two and
other clusters allows us to determine the nature of offenses, their prevalence by
year, and by age groups.
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4.3 Comparison of Results

The NSGA-II algorithm is known as the most successful algorithm for finding
Pareto-optimal solutions to multi-objective optimization problems. Comparisons
of the operation of this algorithm with the well-known evolutionary algorithms
of multi-objective optimization are contained in [15,18]. The data and fitness
functions that we use are not fundamentally different from the data and fitness
functions used when comparing NSGA-II with other algorithms. Therefore, we
did not use other evolutionary algorithms of multi-criteria optimization in our
study.

We performed Pareto-optimal clustering on two-dimensional formal contexts
in order to be able to compare our results with the results of biclustering per-
formed by standard FCA algorithms [3]. Biclustering with FCA allows one to
build association rules and implications. We have constructed conceptual lattices
for our contexts and association rules on them. Conceptual lattice constructed
on the context presented in the experiments contains 66910 formal concepts.

Next, we checked whether there are semantic coincidences between associa-
tion rules and cluster interpretations.

For all found informative clusters - facts, we have found the corresponding
association rules on the attributes in the conceptual lattice.

5 Discussion and Conclusion

This paper proposes an approach to multimodal clustering on multidimensional
formal contexts using evolutionary computation. Here we present the results of
clustering on two-dimensional formal contexts, but the algorithm also works on
multimodal contexts of any dimension.

The presented experimental results reflect the initial stage of research in this
area.

Only one encoding scheme, which is most convenient for controlling the algo-
rithm, is studied in detail. In this scheme, the maximum number of clusters is set,
which coincides with the size of the population. Other known schemes [10,13] do
not limit the initial number of clusters, but, according to our estimates, reduce
the performance of the algorithm due to many additional computations.

In the future, it is planned to do the following.

1. Create a tool for a detailed study of clusters belonging to the same Pareto
front.

2. Evaluate the informativeness of the obtained clusters not manually, but using
a user interface focused on end-user.

3. To make a comparison with other coding schemes of evolutionary algorithms.

We hope that the proposed approach to multimodal clustering complements the
existing FCA methods.
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Abstract. In this work we consider the m-d-UMST problem. The m-
d-UMST is to find m edge-disjoint spanning trees with the given diam-
eter d of a minimal weight in given n-vertex weighted Undirected graph
G = (V,E). We give an O(n2)-time approximation algorithm solving this
problem. Then we prove its asymptotic optimality in the case of com-
plete undirected graphs. We also assume that weights of graph edges are
independent random variables identically distributed from the class of
biased exponential distribution.

Keywords: Given-diameter minimal spanning tree · Probabilistic
analysis · Asymptotic optimality · Biased exponential distribution

1 Introduction

Let us consider the following problem: you have n hubs that can accept and send
information. You know the distance between each pair of hubs and want to lay a
communication channel such that any 2 hubs could transfer information to each
other. Your goal is to use the channel of the minimum total length.

Mathematically this problem is described as the Minimum Spanning Tree
(MST) problem. It is an one of the classic discrete optimization problems. Given
undirected weighted graph G = (V,E), MST is to find a spanning tree of a
minimal weight. This problem was well explored in the middle of the last century.
There are several polynomial algorithms solving this problem. The most famous
of them were proposed by Boruvka (1926), Kruskal (1956) and Prim (1957).
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These algorithms have complexities O(m log n), O(m log m) and O(n2), where
m = |E| and n = |V |.

Let us complicate the initial problem a little bit. What if you want to build
a channel such that the signal coming from the hub A to the hub B don’t visit a
big numbers of other hubs. It could be vital if the signal changes slightly going
through each channel. It’s an example of generalization MST problem that is
called diameter-bounded MST problem. The diameter of a tree is the number
of edges in the longest simple path within the tree connecting a pair of vertices.
For this problem, given a graph and a number d = dn, the goal is to find in the
graph a spanning tree Tn of minimal total weight having its diameter bounded
above to given number d, or from below to given number d. Both problems are
NP -hard in general.

The bounded above MST problem is polynomially solvable for diameters two
or three, and NP -hard for any diameter between 4 and (n−1), even for the edge
weights equal to 1 or 2 [4, p. 206]. The MST problem bounded from below is
NP -hard, because its particular case for d = n − 1 is the problem “Hamiltonian
Path” [4].

Recently, we decided to modify this problem. We started to consider the diam-
eter of the desired spanning tree as a given number. In the work [6] we gave a proba-
bilistic analysis of an effective algorithm for solving a given-diameter MST problem
in the case of directed complete graph. Unfortunately, the algorithm analysis, pre-
sented in this work becomes unacceptable for a problem on undirected graphs. The
appearance of the difficulty of probabilistic analysis in the case of the undirected
graph arises from the need to take into account the possible dependence between
different objects (random variables) in the course of the algorithm.

Now we are interested in the generalization of the problem. Let us return to
the example with the information channel. Sometimes you need to build several
disjoint channels to improve reliability of the system or to be able to transfer
several signals at once. Mathematically it means that you need to construct
m edge-disjoint spanning trees with the diameter equaled d of minimum total
weight.

In our previous work [7] we introduced an asymptotically optimal approach to
solve a given-diameter several edge-disjoint MST problem in the Undirected com-
plete graph (m-d-UMST) under conditions that weights of graph edges are inde-
pendent and identically distributed random variables with uniform distribution.

In current paper we prove that the same algorithm solves a m-d-UMST prob-
lem in case of weights of graph edges are independent and identically distributed
random variables from the class of biased exponential distribution. We also pro-
vide conditions for this algorithm to be asymptotically optimal.

2 Finding Several Edge-Disjoined MSTs with a Given
Diameter

Given a complete weighted n-vertex graph G = (V,E) and positive digits m, d
such that m(d + 1) ≤ n, the problem is to find m edge-disjoint spanning trees
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T1, . . . , Tm with a given diameter d = dn ≤ n/m, such that minimize their total
weight.

Description of the Algorithm A
Preliminary Step 0. Choose in the graph G an arbitrary (n−m(d+1))-vertex
subset V ′, and remaining m(d + 1) vertices split arbitrary on (d + 1)-vertex
subsets {V1, ..., Vm}.

Step 1. For each i = 1, ...,m, starting at arbitrary vertex in the subgraph G(Vi),
construct in it a Hamiltonian path Pi of a length d = dn, using the approach
“Go to the nearest unvisited vertex”.

Step 2. For each pair of paths Pi and Pj , 1 ≤ i < j,≤ m, we connect them in
a special way by the set Eij of 2(d + 1) disjoint edges, so that the constructed
subgraph was composed of two 2(d + 1)-vertex edge-disjoint subtrees with a
diameter equals d. We represent each path as two halves (first and second). We
construct the set of connecting edges as follows.

We assume without loss of generality that d is odd.
2.1. Connect each inner vertex of the first half of the path Pi by the
shortest edge to the inner vertex of the first half of the path Pj .
2.2. Connect each inner vertex of the second half of the path Pi by the
shortest edge to the inner vertex of the second half of the path Pj .
2.3. Connect each inner vertex of the first half of the path Pj by the
shortest edge to the inner vertex of the second half of the path Pi.
2.4. Connect each inner vertex of the second half of the path Pj by the
shortest edge to the inner vertex of the first half of the path Pi.
2.5. Connect each end vertex of the path Pi by the shortest edge to the
inner vertex of the path Pj .
2.6. Connect each end vertex of the path Pj by the shortest edge to the
inner vertex of the path Pi.

Step 3. For i = 1, ...,m each vertex of the subgraph G(V ′) connect to the
nearest inner vertex of the path Pi.

The construction of all m edge-disjoint spanning trees T1, ..., Tm is completed.
We denote by WA a total weight of all trees T1, ..., Tm constructed by Algo-

rithm A. Denoting summary weights of edges, obtained on Steps 1, 2 and 3 by
W1, W2 and W3, we have WA = W1 + W2 + W3.

Statement 1. Running time of Algorithm A is O(n2).
Indeed, Preliminary Step 0 takes O(n) time.
On Step 1 each path is built in O(d2) time, and all paths are taken O(md2),

or O(nd)-running time.
On Steps 2.1–2.4 each pair (Pi, Pj), 1 ≤ i < j ≤ m, of paths is connected

with the edge set Eij in O(d2) time, and for all m(m−1)
2 pairs of paths it is

required O(m2d2), or (since m(d + 1) ≤ n) O(n2)-running time.
Steps 2.5–2.6 are carried out in O(1) time.
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Step 3 takes O(n2) comparison operations.
So, the total time complexity of the Algorithm A is O(n2) (Figs. 1, 2, and 3).

Fig. 1. Initial vertices of the graph and Step 0 of the work of the Algorithm A on
16-vertex complete graph, d = 5.

Fig. 2. Step 1 and Step 2 of the work of the Algorithm A on 16-vertex complete graph,
d = 5.

Fig. 3. Step 3 of the work of the Algorithm A on 16-vertex complete graph, d = 5.
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3 A Probabilistic Analysis of Algorithm A
We perform the probabilistic analysis under conditions that weights of graph
edges are independent and identically distributed random variables η from the
class of biased exponential distribution Exp′(λn, αn), with density:

f(x) = eαn,λn
(x) =

{
1

λn
e− x−αn

λn , if x ≥ αn,

0, otherwise.

where λn > 0, αn > 0
By FA(I) and OPT (I) we denote respectively the approximate (obtained

by some approximation algorithm A) and the optimum value of the objective
function of the problem on the input I. An algorithm A is said to have estimates
(performance guarantees)

(
εn, δn

)
on the set of random inputs of the n-sized

problem, if
P

{
FA(I) >

(
1 + εn

)
OPT (I)

}
≤ δn, (1)

where εn = εA(n) is an estimation of the relative error of the solution obtained
by algorithm A, δn = δA(n) is an estimation of the failure probability of the
algorithm, which is equal to the proportion of cases when the algorithm does
not hold the relative error εn or does not produce any answer at all.

Following [5], we say that an approximation algorithm A is called asymptot-
ically optimal on the class of input data of the problem, if there are exist such
performance guarantees that for all input I of size n

εn → 0 and δn → 0 as n → ∞.

Let’s introduce the following random variable ζ = η−αn

λn
. Note that ζ is a

random variable from the class of distribution Exp(1).
We denote random variable equal to minimum over k variables from the class

Exp′(λn;αn) (from Exp(1)) by ηk (ζk, correspondingly).
We have already mentioned that according to the description of Algorithm

A the weight WA of the constructed spanning tree TA is a random value equaled
of the sum WA = W1 +W2 +W3. Let us consider random variables W1,W2,W3:

W1 = m
∑d

k=1 ηk = m
∑d

k=1(λnζk + αn) ≤ m(n − 1)αn + λnm
∑d

k=1 ζk

= m(n − 1)αn + λnW ′
1;

W2 = C2
m

(
4d−1

2 η(d−1)/2 + 4η(d−1)

)
= C2

m

(
4d−1

2 (λnζ(d−1)/2 + αn) + 4(λnζ(d−1) + αn)
)

≤ m(n − 1)αn + λnC2
m

(
4d−1

2 ζ(d−1)/2 + 4ζ(d−1)

)
= m(n − 1)αn + λnW ′

2;

W3 = m(n − m(d + 1))η(d−1) = m(n − m(d + 1))(λnζ(d−1) + αn)

≤ m(n − 1)αn + λnm(n − m(d + 1))ζ(d−1) = m(n − 1)αn + λnW ′
3.
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Hence we can denote the following restriction on the WA:

WA ≤ m(n − 1)αn + λnW ′
A,

where
W ′

A = W ′
1 + W ′

2 + W ′
3.

W ′
1, W ′

2, W ′
3 are normalized random variables for values W1, W2, W3, respec-

tively.
Consider separately expectations of random variables for values W1, W2 and

W3.

EW ′
1 =

m∑
i=1

d∑
k=1

Eζk = m
d∑

k=1

1
k ≤ m(1 + ln d);

EW ′
2 = m(m−1)

2

(
4d−1

2 Eζ(d−1)/2 + 4Eζ(d−1)

)
= m(m−1)

2

(
4d−1

2
2

d−1 + 4
d−1

)
≤ 2m(m − 1) d

d−1 ≤ 2mn
d−1 − 2m;

EW ′
3 = m(n − m(d + 1))Eζ(d−1) = m(n−m(d+1))

d−1 ≤ mn
d−1 − m2.

Lemma 1.
E(W ′

A) ≤ m ln d +
3mn

d − 1
.

Proof.

E(W ′
A) = E

(
W ′

1 + W ′
2 + W ′

3

)
≤ m(1 + ln d) +

2mn

d − 1
− 2m +

mn

d − 1
− m2 ≤ m ln d +

3mn

d − 1
.

Lemma 2. Algorithm A for solving the m-d-UMST in n-vertex complete undi-
rected graphs with weights of edges from Exp′(λn;αn) has the following estimates
of the relative error εn and the failure probability δn:

εn = (1 + ωn)
λn

m(n − 1)αn

̂EW ′A, (2)

δn = P(W̃ ′A > ωn
̂EW ′A), (3)

where W̃ ′A = W ′
A − EW ′

A, ωn > 0, ̂EW ′A is some upper bound for expectation
EW ′

A.
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Proof.

P
{

WA > (1 + εn)OPT

}
≤ P

{
WA > (1 + εn)m(n − 1)αn

}

≤ P
{

m(n − 1)αn + λnW ′
A > (1 + εn)m(n − 1)αn

}

= P
{

W ′
A − EW ′

A > εnm(n−1)αn

λn
− EW ′

A

}

= P
{

W̃ ′A > εnm(n−1)αn

λn
− EW ′

A

}

≤ P
{

W̃ ′A > εnm(n−1)αn

λn
− ̂EW ′A

}
= P

{
W̃ ′A > ωn

̂EW ′A

}
= δn.

Further for the probabilistic analysis of Algorithm A we use the following
probabilistic statement

Petrov’s Theorem [8]. Consider independent random variables X1, . . . , Xn.
Let there be positive constants T and h1, . . . , hn such that for all k = 1, . . . , n
and 0 ≤ t ≤ T the following inequalities hold:

EetXk ≤ exp
{hkt2

2

}
. (4)

Set S =
∑n

k=1 Xk and H =
∑n

k=1 hk. Then

P{S > x} ≤
{

exp
{− x2

2H

}
, if 0 ≤ x ≤ HT,

exp
{−Tx

2

}
, if x ≥ HT.

Lemma 3. Let t ≥ 0. Then:

Eetζk =
1

1 − t/k
. (5)

Proof. Note that the random variable ζk is from the class Exp(k). Then consider
a distribution function G(x) of etζk :

G(x) = P(etζk ≤ x) = P(tζk ≤ lnx) = P
(
ζk ≤ ln x

t

)
=

{
1 − exp

{−k ln x
t

}
, if x ≥ 1,

0, if x < 1.

=

{
1 − x− k

t , if x ≥ 1,
0, if x < 1.

Distribution function above is correct for every k ≥ 1.
Now let’s calculate density g(x):

g(x) = G′(x) =
{

k
t x−( k

t +1), if x ≥ 1,
0, if x < 1.
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Denote q = k
t . Then:

Eetζk =
∫ +∞

1

xqx−(q+1)dx =
∫ +∞

1

qx−qdx =
q

q − 1
=

1
1 − t/k

.

Lemma 4. Let ζk be a random variable, which is equal to minimum over k
variables from the class Exp(1). We also define T = 3/4 and hk = 7

k2 . Therefore
random variables ζ̃k = ζk − Eζk satisfy requirement (4) of Petrov’s theorem for
every 0 ≤ t ≤ T and 1 ≤ k ≤ n.

Proof. Note that Eζk = 1
k . Let’s consider an above bound of expectation Eetζk

taking into account that t
k ≤ 3

4 :

Eetζk = 1
1−t/k =

∞∑
m=0

(
t
k

)m

≤ 1 + t
k +

(
t
k

)2
1

1−t/k ≤ 1 + t
k + 4

(
t
k

)2

= 1 + t
k + 1

2

(
t
k

)2

+ 7
2

(
t
k

)2

≤
(
1 + t

k + 1
2

(
t
k

)2)(
1 + 7

2

(
t
k

)2)

≤ e
t
k e

7t2

2k2 = etEζke
hkt2

2 .

Lemma 5. Let ln n ≤ d < n
m , m ≥ 2 and n such as n > 10. Then following

upper bound is correct for sum of constants hk = 7
k2 , corresponding to edges of

trees Ts, s ∈ 1, ...,m

H ≤ 7mn

d − 1
.

Proof. Let H be the sum of H1,H2 and H3 according to the steps of Algorithm
A number 1, 2, 3 respectively. From this and from estimate of above we get:

H1 = m

d∑
k=1

hk = m

d∑
k=1

7
k2

≤ 7ψm,

where ψ = 1.645. Here we use a well known estimate reached by Euler 1 + 1
22 +

1
32 + 1

42 + ... = π2

6 < 1.645.

H2 = C2
m

(
4d−1

2 h(d−1)/2 + 4h(d−1)

)
= 7m(m−1)

2 4
(

d−1
2

4
(d−1)2 + 1

(d−1)2

)
≤ 7 · 2m2

(
2

d−1 + 1
(d−1)2

)
≤ 7 4m2d

(d−1)2 ;

H3 = m(n − m(d + 1))h(d−1) = m(n − m(d + 1)) 7
(d−1)2 ≤ 7 mn

(d−1)2 − 7m2 d+1
(d−1)2 .

Therefore:

H = H1 + H2 + H3 = 7ψm + 7 4m2d
(d−1)2 + 7 mn

(d−1)2 − 7m2 d+1
(d−1)2

≤ 7
(
ψm + 3m2d

(d−1)2 + mn
(d−1)2

)
≤ 7

(
ψm + 4mn

(d−1)2

)
= 7mn

d−1

(
ψ(d−1)

n + 4
d−1

)
.
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Notice following bound for the diameter d ≤ n
m ≤ n

2 . Then we can estimate the
parameter H as follows:

H ≤ 7mn

d − 1

(ψn/2
n

+
4

n/2 − 1

)
≤ 7mn

d − 1

(ψ

2
+

8
n − 2

)
≤ 7mn

d − 1
.

Lemma 6.
̂EW ′A =

7mn

d − 1
.

Proof. Knowing that ln d ≤ ln n < n
d , we have:

EW ′
A ≤ m ln d +

3mn

d − 1
< m

n

d
+

3mn

d − 1
<

4mn

d − 1
<

7mn

d − 1
.

Lemma 6 is proved.

Lemma 7.
̂EW ′A = 12m ln n.

Proof. Knowing that ln d ≤ ln n, n ≤ d ln n, we have:

EW ′
A ≤ m ln d +

3mn

d − 1
≤ m ln n + 3m ln n

d

d − 1
.

Since d ≥ 2 we have d
d−1 ≤ 2.

Therefore:
EW ′

A ≤ 7m ln n < 12m ln n.

Lemma 7 is proved.

Theorem 1. Let the parameter d = dn be defined so that

ln n ≤ d <
n

m
, (6)

Then Algorithm A solves the problem m-d-UMST in n-vertex complete graphs
with weights of edges from Exp′(λn;αn) with the failure probability

δn = n−m → 0, as n → ∞, (7)

and the following conditions of asymptotical optimaity

λn

αn
=

{
o(d), if ln n ≤ d < n

lnn ,
o( n

lnn ), if n
lnn ≤ d < n

m and m < ln n.
(8)

Proof. Firstly, let us note that during the work of the Algorithm A we have a deal
with random variables like ζk, 1 ≤ k ≤ d. This variables satisfy the conditions of
Petrov’s Theorem with constants T = 3

4 and hk = 7
k2 .
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We will carry out a proof for two cases of possible values of the parameter
d: lnn ≤ d < n

lnn and n
lnn ≤ d < n

m .

Case 1: ln n ≤ d < n
lnn

Using the formula (2) and Lemma 6 we have:

εn = (1 + ωn) λn

m(n−1)αn

̂EW ′A = (1 + ωn) λn

m(n−1)αn

4mn
d−1

= (1 + ωn) 4n
n−1

(λn/αn)
d−1 .

Setting ωn = 1 we see that εn → 0 under the condition:

λn

αn
= o(d).

Now using Petrov’s Theorem and Lemma 6 we consider a failure probability:

δn = P(W̃ ′A > ωn
̂EW ′A) = P(W̃ ′A >

7mn

d − 1
).

Define constants T = 3
4 and hk = 7

k2 for edges, whose weight corresponds to a
random variable ζk, and which are included in the spanning trees TA.
From the Lemma 5 we have:

TH =
3
4

· 7mn

d − 1
<

7mn

d − 1
= x.

In accordance with the Petrov’s Theorem we get following estimation:

δn = P(W̃ ′A > x) ≤ exp
{−Tx

2
}
.

Since n > d ln n we have:

Tx

2
=

3
8

· 7mn

d − 1
>

21
8

md ln n

d − 1
> m ln n.

Hence:
δn ≤ exp

{−Tx

2
} ≤ n−m → 0.

Therefore in case ln n ≤ d < n
lnn the Algorithm A solves the problem m-

d-UMST in n-vertex complete undirected graph with weights of edges from
Exp′(λn, αn) asymptotically optimal.

Case 2: n
lnn ≤ d < n

m
Using the formula (2) and Lemma 7 we have:

εn = (1 + ωn) λn

m(n−1)αn

̂EW ′A = (1 + ωn) λn

m(n−1)αn
12m ln n

= 12(1 + ωn) λn/αn

(n−1)/ lnn .
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Setting ωn = 1 we see that εn → 0 under the condition:

λn

αn
= o

( n

ln n

)
.

Now using Petrov’s Theorem and Lemma 7 we consider a failure probability:

δn = P(W̃ ′A > ωn
̂EW ′A) = P(W̃ ′A > 12m ln n).

Define constants T = 3
4 and hk = 7

k2 for edges, whose weight corresponds to a
random variable ζk, and which are included in the spanning trees TA.
From the Lemma 5 and the condition n ≤ d ln n we have:

TH =
3
4

· 7mn

d − 1
<

3
4

· 7m ln n
d

d − 1
≤ 3

2
· 7m ln n < 12m ln n = x.

In accordance with the Petrov’s Theorem we get following estimation:

δn = P(W̃ ′A > x) ≤ exp
{−Tx

2
}
.

Then:
Tx

2
=

3
8

· 12m ln n > m ln n.

Finally:

δn ≤ exp
{−Tx

2
} ≤ n−m → 0.

Therefore in the second case n
lnn ≤ d < n

m the Algorithm A also solves
the problem m-d-UMST in n-vertex complete graph with weights of edges from
Exp′(λn, αn) asymptotically optimal.

We conclude that within the values of parameter d for both cases we have
estimated of the relative error εn → 0 and the failure probability δn → 0 as
n → ∞.
Theorem 1 is completely proved.

4 Conclusion

In current work, we have carried out the probabilistic analysis of our algorithm
from [7] for the m-d-UMST problem in the case of biased exponential distribution
of edge weights of complete undirected graph. We have proved that this algo-
rithm solves the m-d-UMST asymptotically optimal for such distribution and
the conditions of asymptotic optimality for described algorithm have been pre-
sented. For further investigations in this area it would be interesting to perform
probabilistic analysis for the m-d-UMST in the case of truncated-normal dis-
tribution as well as discrete distributions. Also it will be intriguing to consider
related problem of finding Maximum Spanning Trees in complete undirected
graph.
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Abstract. The paper investigates the problem of deep learning model
selection. We propose a method of a neural architecture search with
respect to the desired model complexity called DARTS-CC. An amount
of parameters in the model is considered as a model complexity. The
proposed method is based on a differential architecture search algorithm
(DARTS). Instead of optimizing structural parameters of the architec-
ture, we consider them as a function depending on the complexity param-
eter. It enables us to obtain multiple architectures at one optimization
procedure and select the architecture based on our computation bud-
get. To evaluate the performance of the proposed algorithm, we con-
duct experiments on the Fashion-MNIST and CIFAR-10 datasets and
compare the resulting architecture with architectures obtained by other
neural architecture search methods.

Keywords: Differential architecture search · Deep learning ·
Hypernetwork · Neural networks · Model complexity control

1 Introduction

In this paper, we consider the problem of searching the architecture of a deep
learning model with the control of its complexity. A model is considered as a
directed graph with edges corresponding to non-linear functions on the dataset
and the vertices corresponding to intermediate representations of the dataset
under the operations. In this paper, we base on the differential algorithm
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DARTS [16]. It solves the problem of searching the model architecture by trans-
lating the search space of structural parameters from a discrete to a continuous
representation. In contrast to previous algorithms that were based on discrete
optimisation problem, DARTS does not suffer from combinatorial explosion.
Due to relaxation, the algorithm does not use an exhaustive search to solve the
optimization task. Furthermore, this relaxation enables us to use gradient-based
optimization for the model architecture selection.

Although a significant success in neural architecture search-based model
selection [25], the problem of model selection is still can be a challenge, especially
when dealing with constraints on computational budget or model size [11,21].
The paper [21] presents an approach to use regularization term to control the
model complexity. It mainly focuses on the target hardware for further model
exploitation. A similar approach can be found in the paper [11], where a neural
architecture search is employed with a limited resource (RC-DARTS). Restric-
tions are added to the basic DARTS algorithm, such as the number of model
parameters. In order to solve the problem of conditional optimization, an iter-
ative projection algorithm is introduced, which consists of the fact that after a
certain number of iterations of gradient descent, the projection occurs on the set
specified by the constraints. However, both algorithms require the launch of an
individual architecture search process for every set of complexity values, so they
still can be too time-consuming.

This paper investigates the problem of the model complexity control during
architecture search. Opposite to the listed works above, our method, which is
called DARTS-CC, is based on the hypernetwork concept [8]. A hypernetwork is
a model that generates the parameters of the target deep learning model. In this
paper, we employ hypernetworks to generate structural parameters that control
the final architecture of the model. It enables us to obtain multiple neural archi-
tectures during the architecture search procedure for further model fine-tuning
with an architecture that suits our computation budget in the best way. The
main idea of our paper and the difference between our method and DARTS is
shown in Fig. 1. Instead of using constant structural parameters α(i,j) that con-
trol the model architecture, we propose to consider them as functions on the
model complexity parameter λ. We also use Gumbel-softmax distribution for
sampling non-linear operations instead of using softmax function on the struc-
tural parameters α(i,j): this gives us the relaxed architecture very close to the
target discrete one. To the best of our knowledge, this is the first paper that
considers searching the family of models at once and then choosing the suitable
complexity value and corresponding model at the inference step. So we do not
need to restart the architecture search for models with different complexities.
The computational experiment is performed on the Fashion-MNIST [22] and
CIFAR-10 [12] dataset.
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Fig. 1. An overview of DARTS (a) and proposed method DARTS-CC (b).

2 Problem Statement

Below we briefly describe the DARTS method and our approach based on it.
Given a classification problem with a dataset D = (X,y). For each object
x ∈ X there is a label y ∈ y.

The approach presented in DARTS considers a neural architecture as a
sequence of repeated submodels, called cells. Each cell has an identical structure
but has different parameter values [25]. It is represented as a directed graph.
The graph consists of vertices and edges between them. Formally, there is a set
of vertices V = {1, . . . , N} and a set of edges E = {(i, j) ∈ V × V | i < j},
where N is the number of vertices. For each edge (i, j) between vertices i and
j there is a non-linear function, called an operation g(i,j) from the vector g(i,j)

of all the available non-linear functions for the target edge (i, j). The values in
each of the intermediate nodes x(j) are defined through the values in the nodes
with the lower number i:

x(j) =
∑

(i,j)∈E

g(i,j)(x(i)), (1)

where x = x(0).
The task of architecture search is to choose the non-linear operations g(i,j)

for each edge in the cell. In order to reduce the discrete optimization problem to
the continuous optimization problem introduce a mixed operation for each edge
(i, j):

ĝ(i,j)(x(i)) = 〈softmax(α(i,j)),g(i,j)(x(i))〉, (2)
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where α(i,j) is a structural parameter that assigns impact of each non-linear
operation g(i,j). Thus, each edge (i, j) is assigned a vector α(i,j) of dimension
equal to dimg(i,j). Let α ∈ R

s be a concatenation of all the structural parameter
vectors α(i,j).

Split the dataset D into train and validation parts: D = Dtrain � Dval.
Formulate a two-level optimization problem:

min
α∈Rs

Lval(w∗,α), (3)

s.t. w∗ = arg min
w∈Rn

Ltrain(w,α). (4)

Here Lval and Ltrain are the cross-entropy loss functions of the model on
the validation Dval and on the train dataset Dtrain, respectively, w ∈ R

n is the
vector of model parameters.

2.1 Architecture Complexity Control

Our modification of the DARTS method consists of two parts. First, similar
to [3] instead of using softmax operation in mixing operations ĝ(i,j) we employ
Gumbel-softmax distribution. We sample edge values at each training step from
it:

ĝ(i,j)(x(i)) = 〈γ(i,j),g(i,j)(x(i))〉, γ(i,j) ∼ GS(exp(α(i,j)), t), (5)

where GS is a Gumbel-softmax distribution [10], t controls the temperature of
the distribution. With t → 0 the distribution tends to be similar to the discrete,
which allow us to obtain a relaxed version of the architecture close to the discrete
one.

Define an architecture complexity as an amount of parameters that the cor-
responding model has. In order to control it modify the loss function Lval:

L′
val = Eγ

⎛

⎝Lval + λ
∑

(i,j)∈E

〈γ(i,j),n(g(i,j))〉
⎞

⎠ , (6)

where γ is a concatenation of all the γ(i,j) vectors, (i, j) ∈ E, n is a vector of
numbers of parameters for each operation g(i,j) ∈ g(i,j), λ is a regularization
coefficient.

The following theorem shows that we get an optimization close to the discrete
one when the temperature tends to zero.
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Theorem 1. Let for each x ∈ X, for each w ∈ R
n the function Lval(w,γ) is

continuous by γ. Then the following expression is true:

lim
t→+0

Eγ

(
Lval (w,γ) + λ

∑

(i,j)∈E

〈γ(i,j),n(g(i,j))〉
)

= Eγ̃

(
Lval(w, γ̃) + λ

∑

(i,j)∈E

〈γ̃(i,j),n(g(i,j))〉
)

=
∑

1≤k(i,j)≤dim g(i,j), (i,j)∈E

Lval(w, [e(i,j)(k(i,j))])
∏

(l,m)∈E

softmax(α(l,m))k(i,j)

+λ
∑

(i,j)∈E

〈softmax(α(i,j)),n(g(i,j))〉, (7)

where e(i,j) is a one-hot vector:

e(i,j)(k) ∈ R
dim g(i,j)

, 1 ≤ k ≤ dimg(i,j), e
(i,j)
k (k) = 1, e(i,j)m (k) = 0,m 	= k,

vector [e(i,j)(k(i,j))] is a concatenation of vectors e(i,j)(k(i,j)) over all edges
(i, j) ∈ E, vector γ̃ is a concatenation of the following multinomially distributed
variables γ̃(i,j):

p
(
γ̃(i,j) = e(i,j)(k)

)
=

exp(α(i,j)
k )

∑dim g(i,j)

m=1 exp(α(i,j)
m )

= softmax(α(i,j))k. (8)

In our notation softmax(α(i,j))k is the k-th component of the vector
softmax(α(i,j)).

Proof. From zero temperature property of Gumbel-Softmax distribution [18] it
follows that:

γ(i,j) a.s.−−−−→
t→+0

γ̃(i,j),

Then, by the Mann-Wald theorem:

Lval (w,γ) a.s.−−−−→
t→+0

Lval (w, γ̃) ,

〈γ(i,j),n(g(i,j))〉 a.s.−−−−→
t→+0

〈γ̃(i,j),n(g(i,j))〉.

Since the vector γ(i,j) is an element of a simplex, then γ is an element of a
compact set. According to the extreme value theorem, |Lval(w,γ)| is bounded
on it. Similarly, |〈γ(i,j),n(g(i,j))〉| as a function of γ(i,j) is also bounded on it.
Using dominated convergence theorem, we can swap mathematical expectation
and limit:

lim
t→+0

Eγ Lval(w,γ) = Eγ̃ Lval(w, γ̃), (9)

lim
t→+0

Eγ (i,j)〈γ(i,j),n(g(i,j))〉 = Eγ̃ (i,j)〈γ̃(i,j),n(g(i,j))〉. (10)
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Write down the mathematical expectation (9) in explicit form, using (8):

Eγ̃ Lval(w, γ̃ )

=
∑

1≤k(i,j)≤dim g(i,j), (i,j)∈E

Lval(w, [e
(i,j)

(k
(i,j)

)])p(γ̃ = [e
(i,j)

(k
(i,j)

)])

=
∑

1≤k(i,j)≤dim g(i,j), (i,j)∈E

Lval(w, [e
(i,j)

(k
(i,j)

)])
∏

(l,m)∈E

softmax(α
(l,m)

)
k(i,j) . (11)

Do the same with the mathematical expectation (10):

Eγ̃ (i,j)〈γ̃(i,j),n(g(i,j))〉 = 〈Eγ̃ (i,j) γ̃(i,j),n(g(i,j))〉
= 〈softmax(α(i,j)),n(g(i,j))〉. (12)

From (9), (10), (11), and (12) follows (7).

To reduce stochasticity in our experiments we use a loss function with sim-
plified regularization term:

L′
val = Lval + λ

∑

(i,j)∈E

〈softmax(γ(i,j)),n(g(i,j))〉, (13)

Note that both the original loss function (6) and its modified version (13) become
equivalent to the discrete optimization with t → +0.

In order to control the model complexity after the structure optimization,
we employ the concept of hypernetwork. Let Λ be a set of the regularization
parameter λ values. A hypernetwork is a parametric mapping from the set Λ to
the set of model’s structural parameters R

s [7]:

α : Λ × R
u → R

s,

where R
u hypernetwork parameter space.

Instead of using a fixed structural parameters vector α(i,j), we redefine it as
a hypernetwork:

α(i,j) = α(i,j)(λ,a(i,j)), λ ∈ Λ,

where a(i,j) is a vector of the parameters of the α(i,j) function.
In this paper each function α(i,j), (i, j) ∈ E is a piecewise linear function:

α(i,j)(λ,a(i,j)) =
N−1∑

k=0

(
λ − rk

rk+1 − rk
a
(i,j)
k

+
(

1 − λ − rk

rk+1 − rk

)
a
(i,j)
k+1

)
I [λ ∈ [rk, rk+1]] , (14)

where a
(i,j)
k are the parameters of the function, rk ∈ R are the limits of each

linear part of the function, I is an indicator function. For better model fitting,
we also use a hypernetwork piecewise linear layer for the last model layer.
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The final optimization function is the following:

min
a∈Ru

Eλ∈p(λ)

(
Eγ (i,j)∼GS(α(i,j),λ)Lval (w∗,γ)

+λ
∑

(i,j)∈E

〈softmax(α(i,j)(λ,a)),n(g(i,j))〉
)

, (15)

s.t. w∗ = arg min
w∈Rn

Eλ∈p(λ)

(
Eγ (i,j)∼GS(α(i,j),λ)Ltrain

(
w,γ

))
, (16)

where p(λ) is a predefined distribution over Λ, a ∈ R
u is a concatenation of all

the parameters of the functions α(i,j), γ is a concatenation of all vectors γ(i,j).
The optimization algorithm is shown in Fig. 2.

Algorithm 1 DARTS-CC
1: Initialize a ∈ R

u,w ∈ R
n

2: while not converged do
3: Sample λ ∼ p(λ)
4: Sample γ(i,j) ∼ GS(α(i,j), λ) for

each (i, j) ∈ E
5: Update w using optimization (16)
6: Update a using optimization (15)
7: end while
8: return the final architecture from

learned a.

Algorithm 2 DARTS
1: Initialize α ∈ R

u,w ∈ R
n

2: while not converged do
3: Update w using optimization (4)
4: Update α using optimization (3)
5: end while
6: return the final architecture from

learned α.

Fig. 2. An algorithm for the proposed method DARTS-CC and DARTS.

3 Computational Experiment

The purpose of the computational experiment is to analyze the proposed method
efficiency for the neural architecture search task1 The experiments were con-
ducted on Fashion-MNIST [22] and CIFAR-10 [12] datasets. First, we ran
an experiment to search for an architecture consisting of three cells on both
datasets. We compared the proposed method with DARTS and random archi-
tecture search. After that, we ran an experiment with a large-scale architecture
on CIFAR-10 and compared the results with other existing neural architecture
search methods.

For the architecture search experiments, the architectures were trained for
50 epochs. The parameters of the optimization procedure were similar to those
used in [6]: we used SGD for the parameter optimization with a learning rate
decreasing from 0.025 to 0.001 and momentum set to 0.9. We used weight decay
1 The source code for the computational experiment can be found at https://github.

com/Intelligent-Systems-Phystech/DARTS-CC.

https://github.com/Intelligent-Systems-Phystech/DARTS-CC
https://github.com/Intelligent-Systems-Phystech/DARTS-CC
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3 · 10−4 for the model parameters and 10−3 for the structural parameters. Sim-
ilar to DARTS, after the architecture search step, we retrained the model from
scratch with obtained architecture. During retraining, we also randomly dropped
operations with the probability increasing from 0.0 to 0.2.

3.1 Search of the Small Architectures

During the experiments with architecture containing three cells, we did not use
a cutout procedure: a heuristic of pruning uninformative operations from the
retrained model. For all the architecture search steps, we used a batch size equal
to 64. The final models were trained for 100 epochs with batch size equal to 96
and learning rate decreasing from 0.025 to 0.0.

As a set Λ we used a set of values [10−10, 10−6], log10 λ ∼ U(−10,−6). for
Fashion-MNIST and [10−8, 10−4], log10 λ ∼ U(−4,−8). We calibrated the inter-
vals for the λ values in order to obtain architectures with approximately similar
amount of parameters to architectures obtained by DARTS. During model train-
ing we used Gumbel-Softmax distribution with temperature t decreasing from 1
to 0.2.

Fig. 3. The comparison of the proposed method with DARTS for the Fashion-MNIST
dataset: both methods show similar performance. The proposed method allows to vary
λ parameter to control the model architecture: the higher λ we use the simpler model
we obtain. The lines connect models obtained from the same experiment run.

The Fig. 3 shows a dependency of the obtained models’ performance on the
parameter amount. Both the proposed method and DARTS gave model archi-
tectures with suboptimal performance on the Fashion-MNIST dataset. For both
the proposed method and DARTS, we ran the experiment 5 times. For the pro-
posed method we evaluated the architectures obtained from different λ values:



Neural Architecture Search with Structure Complexity Control 215

λ ∈ {10−10, 10−9, 10−8, 10−7, 10−6}. As we can see, the proposed method gives a
comparable performance to the DARTS approach. However, it allows calibrating
the model complexity to find a trade-off between desired performance and model
complexity.

The similar results for the CIFAR-10 dataset can be found in Fig. 4. As we
can see, the proposed method and DARTS show similar performance on both
datasets. The ability to control the model complexity enables us to obtain models
with different structures at once and tune the final models based on the desired
model complexity.

The cells obtained for different λ are shown in Fig. 5 for the Fashion-MNIST
dataset. As we can see, the resulting cells tend to have a less complex structure
with increasing λ parameter.

Fig. 4. The comparison of the proposed method with DARTS for the CIFAR-10
dataset.

3.2 Large-Scale Architecture Search

In order to compare the proposed method with different neural architecture
search methods, we conducted an additional experiment on the CIFAR-10
dataset. For this experiment, we used settings similar to those described in [6].
We used a model with eight cells during architecture search and with 20 cells
during the retraining model from scratch. The final models were trained for
600 epochs with batch size equal to 72 and learning rate decreasing from
0.025 to 0.0.
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Fig. 5. An example of cells obtained on the Fashion-MNIST dataset for λ = 10−10 (a)
and λ = 10−6 (b). The colors of each node in the cell vary from blue to red. The closer
to the red color, the greater the total number of parameters of the incoming edges.
Here c {k-1} and c {k-2} are the outputs of cells k − 1 and k − 2, respectively, c {k}
is the output node of cell k. (Color figure online)

To evaluate the proposed method, we ran the experiment 3 times. As a set Λ
we used a set of values λ ∈ [10−10, 10−6], log10 λ ∼ U(−10,−6). For the proposed
method, we evaluated the architectures obtained from the highest and the lower
values of λ : λ ∈ {10−10, 10−6}. The results of the experiments are shown in
Table 1. As we can see, the resulting models achieve a performance comparable
to other neural architecture search methods.

Based on the obtained results, we can conclude that the proposed method
allows us to obtain models with different model complexity per one architec-
ture search optimization procedure. The resulting architectures give us a rather
good performance comparable to architectures of other neural architecture search
methods. At the same time, our model enables us to control the model complex-
ity and obtain different models based on the desired computational budget.
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Table 1. Top-1 Accuracy on CIFAR-10 dataset. The baseline results are taken
from [20].

Architecture Accuracy (%) Params(M)

DenseNet-BC [9] 96.54 25.6

NASNetA + cutout [25] 97.35 3.3

AmoebaNet-B + cutout [19] 97.87 34.9

PNAS [15] 96.59 ± 0.09 3.2

NAONet [17] 96.82 10.6

SMASHv2 [2] 95.97 16

SETN + cutout [5] 97.31 4.6

GDAS + cutout [6] 96.25 2.5

DARTS(2nd order) + cutout [16] 97.24 ± 0.09 3.3

SNAS (mild) + cutout [23] 97.02 2.9

PR-DARTS DL1 + cutout [13] 97.26 ± 0.12 3.2

PC-DARTS + cutout [24] 97.43 3.6

PDARTS + cutout [4] 97.50 3.4

Amended-DARTS S1 + cutout [1] 97.19 ± 0.21 3.5

DARTS+ with cutout [14] 97.68 3.7

DARTS-CC + cutout, λ = 10−10 97.13 ± 0.08 4.4 ± 0.5

DARTS-CC + cutout, λ = 10−6 96.58 ± 0.38 2.2 ± 0.2

4 Conclusion

In this paper, we considered the problem of deep learning model selection with
model complexity control. To control the model complexity, we proposed a
modification of the differential architecture search algorithm called DARTS-
CC. We considered the structural parameters of the architecture as a function
of the model complexity parameter. To evaluate the performance of the pro-
posed method, we conducted experiments on the Fashion-MNIST and CIFAR-
10 datasets and compared the obtained architecture with architectures gathered
from the DARTS method. The results showed the comparable performance of
the method. The proposed method allows us to control the trade-off between
model characteristics: the model performance and the model complexity. Future
research plans include researching the robustness of the obtained architecture
and properties of the proposed optimization problem.
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