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Preface

The widespread digital transformation in industry and services is strongly enabled by
the results achieved through more than two decades of research and development in the
inter-disciplinary collaborative networks (CNs) area. The paradigm of Society 5.0,
recently established, is rapidly gaining importance and awareness as a disruptive
concept for most economic sectors. This 5.0 paradigm is having a direct impact on
organizations, affecting their journey towards digital transformation, innovative
working environments, and new organizational modes.

The term “digitalization” still represents a major ongoing transformation in industry
and services. The adoption and integration of a large variety of novel information and
communication technologies leads to more efficient, flexible, agile, and sustainable
systems. Digitalization became one of the key aspects of Industry 4.0. Current trends
towards Industry 5.0 introduce a complementary view, targeting a sustainable,
human-centric, and resilient industry. Of course, the notion of resilience, notably based
on agile capabilities of processes, organizational structures, and business models has
seen increasing growth over the three last years due the strong disruptive crisis the
world has faced. However, even for the industrial sector, increasing the resilience
capacity of our modern societies cannot be addressed solely with an economy-centered
vision. Social and human factors are strongly questioning the capacity to maintain the
right level of skills and competencies required for a global industrial resilience; most
industrial sectors are being affected by unforeseen factors of an ecological, political, or
energy- or climate-related nature. The nature of Industry 5.0 is necessarily
multi-dimensional, with the need to collaborate at a large scale, and goes beyond the
potential contradiction between resilience, human factors, and sustainability. Current
crises have highlighted the need for collaboration as a crucial success factor at all
granularity levels (country, ecosystem, company, human actor, and even
human-machine cooperation levels).

Beyond Industry 5.0, this multi-dimensional complexity affects many other activity
sectors. In all these fields, the integration of resilience, human factors, and sustain-
ability represents the key challenge, leading to the development of Health 5.0, Agri-
culture 5.0, Cities 5.0, Logistics 5.0, Education 5.0, or even Tourism 5.0. The notion of
Society 5.0 represents a comprehensive strategy on science, technology, and innovation
aiming at a people-centric super-smart society. With an eye on these diverse application
fields, PRO-VE 2022 provided a forum for sharing experiences, discussing trends, and
identifying new opportunities together with innovative solutions to cope with chal-
lenges ahead towards a collaborative Society 5.0. The conference contributions came
from both the engineering/computer science and the managerial/socio-human com-
munities, including industrial and electrical engineering, computer science, manufac-
turing, organization science, logistics, managerial, and social sciences. These multiple
points of view fuel both the interdisciplinary nature of the research and development of
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collaborative networks, as well as the multidisciplinary networking spirit of the
PRO-VE working conferences.

PRO-VE 2022, the 23rd IFIP Working Conference on Virtual Enterprises, was held
in Lisbon, Portugal, during September 19-21, 2022. The event was the latest in the
series of successful conferences which began in 1999 and have been held at various
locations throughout Europe and in Brazil.

These proceedings include selected papers from the PRO-VE 2022 conference
submissions. They provide a comprehensive overview of major challenges of the
Society 5.0 transition journey, covering the following topics:

Al and digital transformation for collaborative systems

Distributed cognition in collaborative systems

Collaborative, resilient, and sustainable business models and production systems
Collaborative business ecosystems

Cyber-physical systems and their applications in CNs

Value creation and impact of CNs

Smart collaborative logistics and transportation networks
Human-machine collaboration

Hybridization of collaboration — organizations, people, machines, systems
Agility, resilience, and sustainability of networked organizations
Human-centric and resilient collaborative systems

Industry 5.0, Agriculture 5.0, Healthcare 5.0, and Society 5.0

Ethics, security, and trust

Collaborative digital innovation hubs

Applications and case studies in multiple fields

A total of 55 papers were accepted from 119 papers submitted for peer review,
which is an acceptance rate of 46.2%. The review process was double blind, with 3.5
average reviews per submission and 4 papers on average per reviewer.

We would like to express our thanks to all authors for their contributions, origi-
nating in academia, research institutions, and industry. Continuing with the tradition
of the PRO-VE conferences, we hope this collection of papers will represent both a
valuable tool for those interested in research advances and emerging applications in
collaborative networks, and in identifying future open challenges for research and
development in this area. Finally, we would also like to show our extreme appreciation
for the time, efforts, and dedication shared by the members of the PRO-VE Interna-
tional Program Committee, who provided their support in the selection of articles for
this conference and provided valuable and constructive comments to help authors to
improve the quality of their papers.

July 2022 Luis M. Camarinha-Matos
Angel Ortiz

Xavier Boucher

A. Luis Osério
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Abstract. Recent trends towards Industry 5.0 focus on a sustainable and resilient
industry, aiming to make technology and innovation more focused on humans and
today’s societal concerns. Consequently, this trend also leads to more sustainable
and resilient manufacturing, for which collaborative networks play a main role
due to the needed involvement of multiple players, being important to consider a
perspective of co-responsibility. Establishing adequate performance indicators to
assess how collaborative manufacturing ecosystems can support sustainability is
thus relevant. Furthermore, this work also analyses how such performance indi-
cators can be used as an influencing factor contributing to improving the players’
behaviour, representing the idea of co-responsibility for a more sustainable man-
ufacturing network. This article proposes a set of performance indicators and a
related simulation model to set up several scenarios to analyse how collaboration
can influence sustainability in horizontal manufacturing networks. Results from
simulation scenarios are included and discussed.

Keywords: Collaborative networks - Sustainable manufacturing - Performance
indicators

1 Introduction

Recent trends towards Industry 5.0 aiming at a more sustainable and resilient industry
are pushing the manufacturing sector engaged in the digital transformation to focus more
on human and societal concerns. As a result, the notion of sustainable manufacturing is
becoming more relevant in recent years [1]. To this end, the discipline of Collaborative
Networks (CNs) plays an essential role in the collaborative perspective of the multiple
stakeholders involved, which need to share co-responsibility in the achievement of such
sustainability and resilience [2]. This evidence is agreed by various authors arguing that
to address the challenges of sustainability: (i) there must be new strategies for organi-
sations to collaborate with suppliers, customers and other stakeholders to fulfil not only
their economic, social and environmental responsibilities but also to gain competitive
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advantages [3]; (ii) there is a need for the development of structures and processes for
collaboration to achieve individually and collectively business sustainability [4]; and
(iii) broader collaboration is needed, as the changes required to go beyond the capacity
and capability of individual actors [2].

Sustainability is defined at the intersection of financial, social, and environmental
“health” [4], and thus sustainable manufacturing encompasses these three dimensions.
For its effective implementation, CNs and, more specifically, business communities (or
business ecosystems) can offer important insights due to the interactions, interdepen-
dencies and co-responsibility of the actors involved regarding the underlying challenges
[1]. As such, we propose that the establishment of adequate performance indicators to
assess how collaborative manufacturing ecosystems (CMEs) can support sustainabil-
ity in horizontal manufacturing networks is a critical issue. Furthermore, a simulation
model to analyse how such performance indicators can influence the ecosystem’s play-
ers in contributing to improving their behaviour is also proposed. This influence relates
to the idea of co-responsibility for a more sustainable manufacturing network. Various
simulation scenarios are then characterised, established, and discussed.

The remaining sections of this article are organised as follows: Sect. 2 presents the
research approach, identifying the research question and hypothesis; Sect. 3 explains
the structure of the simulation model to represent a CME, including the embedded per-
formance assessment and the influence mechanism; Sect. 4, presents several simulation
scenarios discussing the results; the last section concludes identifying limitations of the
study, and ongoing and future work.

2 Research Approach

This research work focuses on assessing the players’ collaboration in horizontal manu-
facturing networks and influencing their behaviour, expecting to improve the network’s
sustainability. We do this by means of an Information System (IS) design artefact in the
form of a simulation model, which positions our research in the design science research
(DSR) paradigm [5]. DSR tries to focus human creativity on designing and building
artefacts that have utility in application environments [6].

Design science was conceptualised by Simon [7] as a research paradigm that pointed
to the need to create artefacts to solve real-world problems as a means for the production
of scientific knowledge from an epistemological point of view. Adapting this thinking
as well as the design research of other fields to the unique context of IS design research
[6], the authors [5] came out with a conceptual framework for understanding IS research
and a set of guidelines for conducting and evaluating good DSR. DSR seeks to develop
prescriptive design expertise by building and evaluating innovative information tech-
nologies (IT) artefacts aimed at solving a class of identified problems [5] or shown to
have utility [8]. DSR thus deals with a wide range of “socio-technical” artefacts, such
as decision support systems, modelling tools, governance strategies, and IS evaluation
methods [6].

To conduct this research, we adopted the methods and guidelines of Hevner et al. [5]
that support researchers in bringing a rigorous scientific design research process [6] in
which the three DSR cycles (Fig. 1) must be present and clearly identifiable [9]. Based
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on the identified research gaps, we developed an artefact, the Performance Assessment
and Adjustment Model (PAAM), to evaluate a CME through simulation, to understand
how the assessment of collaboration using a set of adopted performance indicators (with
a given associated importance, i.e., a weight that can vary), can influence the behaviour

of the players, contributing to improving the sustainability of the ecosystem.

DESIGN SCIENCE

ENVIRONMENT RESEFARCH KNOWLEDGE BASE
Application Domain Artefacts Grounding
e (Collaborative Manufacturer e Performance Assessment Sustainable Manufacturing
Ecosystems (CMEs) and Adjustment Model Collaborative Networks
(PAAM) - Collaboration Benefits

e Performance Assessment

Requirements e Influence Mechanism

e Research Questions

e Hypotheses

e Simulation using the PAAM
shaped with hypothetical
data

Relevance Design Rigor
Cycle Cycle Cycle
Field Testing
e Evaluation by “focus group”
Evaluate

- Value Systems
Inter-organisational Networks
Supply Chain Collaboration
Social Network Analysis

Additions to KB

A tool (PAAM) to explore the
impact of a set of adopted
performance indicators on the
evaluation of a CME in order
to understand how they can
influence it to contribute to
better performance and

sustainability

Fig. 1. DSR cycles of the research approach. Adapted from Hevner and Chatterjee [6, 9].

2.1 Relevance Cycle

DSR starts with the Relevance Cycle, i.e. “the opportunity/problem to be addressed in
the application domain as input and the acceptance criteria for evaluating the research
results” [9]. The application domain of this work is in the area of horizontal manufac-
turing networks, referred to in this article as CMEs, and the problem is identified and
expressed by the following research question:

“How can performance assessment methods based on economic and social values
promote sustainability in a CME?”

The following corresponding hypothesis guides the research:

“Performance indicators are a helpful mechanism for assessing a CME if they
can contribute as a factor of influence for the stakeholders to evolve by self-
adjusting their behaviour, thereby improving the ecosystem’s performance and
sustainability.”

The primary grounding theories that underlie this research are the benefits of collab-
oration, the methods and mechanisms to evaluate that collaboration and sustainability.
Collaboration thrives on divergent thinking for innovation, solving problems, developing
new understandings, designing new products [10], and reducing or eliminating conflicts
[11].
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2.2 Design Cycle

The Design Cycle is the core of a DSR project, consisting of an iteration between the
construction of the designed artefacts to find practical solutions for the identified oppor-
tunity/problem and their evaluation [5]. As such, to address the research question, we
propose a novel artefact in the form of a simulation model designated by PAAM. The
PAAM includes a Performance Assessment element composed of a set of performance
indicators and an Influence Mechanism hoping to assess and influence the collabora-
tion behaviour of the stakeholders in a CME, leading to improved performance and
sustainability. The artefact evaluation process includes establishing several simulation
scenarios using hypothetical data to characterize the organisations’ profile and human
resources used to handle collaboration opportunities.

2.3 Rigor Cycle

The Rigor Cycle provides the grounding theories, i.e., the experiences and expertise
that represents the state-of-art in the application domain, connecting DSR activities
with the “knowledge base” of the scientific foundations [5]. Thus, according to the
purpose of this work, the main areas of research considered are Sustainable Manufactur-
ing, CNs (including studies of collaboration benefits and value systems), Supply Chain
Collaboration (SCC), and Social Network Analysis (SNA).

“Sustainable manufacturing is no longer just nice-to-have, but a business imperative”
[12]. As manufacturing faces challenges of global resource depletion, climate change
and pollution [13], many organisations have started to move to green growth, ensuring
economically and environmentally sustainable development [12]. To address these con-
cerns, the “Organisation for Economic Co-operation and Development” (OECD), in the
assumption that performance measurement “is a vital first step to improvement”, initi-
ated the project OECD Sustainable Manufacturing Toolkit to provide a set of indicators
internationally applicable to measure the environmental performance of manufacturing
facilities [12].

On the other hand, the potential benefits of collaboration have extensive evidence in
the literature, notably in the research area of CNs [14], in which the work on benefits
analysis for CNs, value systems to promote sustainability in CNs, and a proposal of
performance indicators for CNs [15-17] are examples, and whose concepts, methods
and tools can strengthen the relationships of the multiple stakeholders who are the
influential players in sustainability efforts [2].

The area of Inter-organisational Networks, a sub-area of collaborative networks,
studies networks of organisations (linked to facilitate the achievement of a common
objective) at the network level, emphasizing the whole network [18]. Moreover, collab-
oration through an inter-organisational network corresponds to an approach increasingly
used to improve competitiveness and disaster preparedness, among other benefits [18].

The area of SCC, in which several works highlight collaboration as a means to
improve performance in traditional supply chains [19, 20], provides a rich set of per-
formance measures and metrics [21-23] and suggests that the success of collaboration
leads to long-term future collaboration contributing for sustainable businesses [24].
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Inspired by the motivations for sustainable manufacturing [12], combining the views
of the above research areas with the social capital metaphor of a network structure [25]
and concepts and measures of SNA [26, 27], complemented by the concepts of social
and economic networks [28], we gathered the needed foundations to design the PAAM.

3 Performance Assessment and Adjustment Model

Networked structures arise in several contexts, such as the example of collaborative net-
works in the social context. Their topological structures show great heterogeneity in the
connections’ intensity, which can be represented in a graph by a weight proportional to
such intensity [29]. Moreover, the analysis of the weights and the correlation between
weights and the network topology gives complementary insights to understanding the
architecture of real weighted networks [29]. Following this rationale, a CME can be
modelled as a network of organisations or players (the nodes) connected by relation-
ships (the links) that mean the market opportunities in which they participate, called
collaboration opportunities (CoOps). The links are weighted by the number of collabo-
ration opportunities (#CoOps) they participated in during a period. Figure 2 shows the
conceptual view of the CME simulation model designated for PAAM.

Welghts
YD
Performance Assessment & Profile
. ‘ Influence Mechanism Self- adJHStment
CME Manager -
/ I
A)Ilaborative Manufacturing Ecosystem OVE;ZLSiE;O"S
/ (Environment)
’ o2 04 06 o8
(Agent) (Agent) ~ (Agent) | (Agent)
01 (Agent)
~ /

C;"Op Wait new opportunity c°?rp

| Invite received |

Accepted —
‘ Create relationship

Not accepted

@ Resources

‘ Invite to collaborate |

o3
(Agent)

05
(Agent)

o7
(Agent)

09
(Azy

A zoom-in of the agent shown in Fig. 2 shows the conceptual behaviour of an agent:
when a new opportunity arises in the CME, the receiver can decide to invite a partner to
collaborate. When the receiving partner receives the invitation, he may decide to accept
it if he has available resources, creating a new relationship called CoOp.

Fig. 2. Conceptual view of the PAAM.
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3.1 Profile of the Organisations

Organisations have different profiles corresponding to a diversity of levels of collab-
oration willingness, which characterise their collaborative behaviour to be involved
in relationships with the other players. As implicit in Virtual organisations Breeding
Environments, the notion of business ecosystem facilitates the organisations’ prepared-
ness for being involved in collaboration in potential VOs and induces a perception of
co-responsibility of all actors involved [2] regarding the sustainability challenges [1].

In the CME model, each profile consists of a set of attributes, e.g. contact rate,
accept rate, and sustainability index, whose values (decimals between 0 and 1) represent
a collaboration intensity factor, i.e., the “propensity to collaborate” by inviting other
partners within the CME, the tendency to accept the invitations, and an intensity of
sustainability according to the main facets: environmental, economic, and social [12].
Figure 3 illustrates four different hypothetical profiles displayed in the form of radar
charts.

Profiles of Organisations in a CME
Class A Class B Class C Class D
Cr=04 Ar=0,1 Si=0,1 Cr=07 Ar=08 Si=06 Cr=0,3 Ar=03 Si=03 Cr=09 Ar=06 Si=03

Cr Cr Cr
10 10 10 1,0

038 08 08 08
06 06 06 06
0,4 04 04 04
0,2 0,2 0,2 0.2
00 0,0 00 0,0

Cr

Si Ar |Si Ar| Si Ar | Si Ar

Fig. 3. Example profiles of the organisations involved in the CME, which are classified into four
classes of “collaboration willingness” (A, B, C and D), displayed using radar charts showing the
contact rate (Cr), accept rate (Ar), and sustainability index (Si).

3.2 Performance Assessment

Establishing metrics that combine weighted and topological structures enables charac-
terising the statistical properties of the links and nodes of the network [29]. Social and
economic network analysis provides important insights based on network structure [26—
28] and has been applied in many research areas such as CNs [15-17, 30, 31] and, more
specifically, on Inter-organisational Networks [18, 25, 32-34]. In particular, measures of
centrality and density allow the comparison of nodes providing information about how
a given node relates to the whole network and describing the general characteristics of
a network [26-28]. Several authors defined prestige and power of the nodes in a social
network based on centrality measures [28].
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On the other hand, some authors have interpreted network structures as social capital:
identifying structural holes (absence of connections between groups, measured as a
structural hole centrality [35]) as a competitive advantage for those who fill the holes
by offering connections between separated or sparsely inter-connected groups [25],
network closure (related to dense networks) as a mean to facilitate access to information
to improve communication [25], denser organisational networks likely to have more
frequent innovations [33]. The strength of the ties (strength of social relationships) is
seen as a measure of the frequency of the interactions during a period of time [36], also
calculated by the frequency of the interactions among organisations [33].

Finally, doing business by adopting good environmental practices is increasingly
critical in the eyes of all ecosystem players, bringing reputation, attracting investment,
stimulating innovation, and securing loyal customers [12]. Well established indicators
contribute to measuring, tracking, and improving performance [12]. Table 1 shows an
example adapted from [12] of quantitative metrics to measure environmental perfor-
mance in the three stages of manufacturing: raw materials, operations and products.
Organisations can adopt the most relevant metrics according to the environmental and
business impact and normalise the values using other peers’ same normalisation factors
(NFs). The CME manager can provide standard factors.

Table 1. Example of environmental sustainability metrics for sustainable manufacturing (adapted
from [12]).

Environmental sustainability metrics

Raw materials Operations Products
Ry Non-renewable materials | Oq Water intensity | Py Recycled/reused content
intensity
Ry Restricted substance (073 Energy Py Recyclability of products
intensity intensity
R3 Recycled/reused materials | O3 Residuals P3 Renewable materials
intensity content
Oy Air releases Py Greenhouse gas emission
intensity intensity
Os Water releases
intensity

The metrics to evaluate the organisations, i.e., the players in a CME, as described in
Table 2, were defined assuming the above assumptions, thus relying mainly on measures
of density, centrality, and links’ strength. Based on the metrics defined in Table 2, we
propose a set of performance indicators that allow the individual evaluation of CME’s
organisations (players) in terms of collaboration and the CME globally.

Table 3 describes the indicators and respective calculation formulas of the individual
organisations (players), and Table 4 shows the same information but considering the
CME as a whole. In short, the indicators here used are the Contribution Indicator (CI), to
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account for the organisations that create the most opportunities for collaboration in the
CME,; the Prestige Indicator (PI), to account for the organisations that stand out as being
involved in “collaboration opportunities” in the CME; and the Sustainability Indicator
(SD), to measure the sustainability commitment and practices in the CME. The values of

these indicators are normalised in the scale [0..1].

Table 2. Metrics to evaluate the organisations (players) in a CME, individually and as a whole.

Metrics of the organisations (players) in a CME

Metric Description

01..0q Organisations in the CME

#CoOpj in Number of collaboration opportunities O; caught from the CME

#CoOpj out Number of collaboration opportunities O; brought to the CME

#CoOp; Number of collaboration opportunities in which O; had relationships in the
CME

#CoOpyj No. of collaboration opportunities between Ok and Oj in the CME

Cp(0Oj) in/out Weighted indegree/outdegree centrality (Cp) of Oj in the CME, meaning
the sum of direct connections in/out of Oj to the others Oj, with weight
#CoOpj;

Cg(0;) in/out Weighted betweenness centrality (Cg) of Oj in the CME, meaning the sum

of overall partial betweenness of Oj relative to all pairs Ok, assuming that
connections between Ok and Oj weight #CoOpk;

R,
Rsli = Z rkﬁ

Raw materials sustainability level of Oi
(rk = nr. of raw materials adopted metrics)

Oy
Osli =Y ok 1

Operations sustainability level of Oi
(ok = nr. of adopted operations metrics)

Psl; = Zpk%

Products sustainability level of Oi
(pk = nr. of adopted products metrics)

Metrics related to all organisations (players) in a CME

Metric Description

#O Total number of organisations in the CME

> i #CoOpj Total number of collaboration opportunities generated in the CME
Cp(O*) in/out Maximum indegree/outdegree centrality of all O1..Op

Cp(0O*) Maximum betweenness centrality of all Oy..0y

> iRsl; Raw materials sustainability level of all O1..Oy

> 10sl; Operations sustainability level of all O1..0p

> iPsi; Products sustainability level of all O;..Op
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Table 3. Individual performance Indicators of the organisations (players) in a CME.

Performance Indicators of the organisations (players) in a CME

Performance Indicator Description

_ Cp(Opin _ Zj O;#CoOp;jin
— Cp(0®)in — max ) ; 0;#CoOp;in

Cliin Evaluates the contribution of Oj related to the

number of accepted CoOps (#CoOpip)

Cl;out Lo@pout Evaluates the contribution of Oj related to the

oo ber of d CoOps (#CoO
S, 0y#CoOp jout number of created CoOps (#CoOpout)

max ) ; O;#CoOp;jout

pr = C0) _ 22 %00

i = Ch0) = many, S 050 Evaluates the prominence/influence of Oj related

to the number of CoOps (#CoOp)

SI; = Evaluates the sustainability of O; considering
different weights (wr, wo and wp) of the raw

rk ok Pk
Wr gzt RslitWo Xzt O5litwp 3y Pl material, operations and products

Wrt+Wwo+wp

Table 4. Performance Indicators to evaluate the collaboration in a CME as a whole.

Performance Indicators related to all organisations (players) in the CME

Performance Indicator Description
Clcpgin = 2 [gg (ﬁ)%ii?#%)i?;)m] Evaluates the degree to which the most popular

organisation [Cp(O*)in] exceeds the contribution
of the others

Cp(0*)out—Cp(0;)out] . .
Cl cppout = Zi CDEO*Z P (#071’) Evaluates the degree to which the most active

organisation [Cp(O*)out] exceeds the contribution
of the others

Clcpgt = Zi*;@pi Ratio of the #CoOp created/accepted in the CME

by #O

Plcgg = W Evaluates the degree to which the most

prominent/influent organisation [Cg(O*)] exceeds
the contribution of the others

2, S

SIcpe = Sip Ratio of the total value of sustainability of all
01..04 by #O

3.3 Influence Mechanism

Considering the organisations (players) of a CME featured by a profile as described in
Fig. 3, the CME Manager can use the Performance Assessment to assign a certain weight
to each adopted performance indicator (wCI, wPI, wST) and vary these weights, hoping to
influence the players so that they change their behaviour towards improved performance
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and sustainability of the CME. This process of influencing, assuming a reaction of
the CME players similar to that of individuals when they are evaluated, consists of
the proposed Influence Mechanism. The inferred influence on the organisations is
calculated by adding a percentage of a given factor of influence (0 < FI < 1) to their
collaborative profile, as described in Table 5. The CI weight (wCI) influences the contact
rate, the PI weight (wPI) influences the accept rate, and the SI weight (wSI) influences
the sustainability index.

Table 5. Calculation method of the Influence Mechanism used in the PAAM

P. Influence Influence FI
Indicator
(weight)

CI (wCI) | Contact rate contactrgre +=FI,,c1

PI (WPI) | Accept rate accept yypo +=Flypr

SI (wSI) | Sustainability | sustainab;,g. += FI,,s1
index

The formulas to calculate the respective factors of influence are listed in (1), (2) and
(3). An additional factor (:F,) is also considered to allow introducing a random positive
or negative influence due to exogenous causes. This factor can be used in the simulation
model, for example, to induce collaboration in a player that did not ever accept or invite
others, or it can be used to decrease collaboration in cases where it deteriorates and fails.

contact g (0;) += contact q1.(0;) * wCI * ST vflil s + F, (D
FI
accept,,;,(0;) += accept,,,,(0;) * wPI * el T wPl T wsl +F, 2)
sustainability;, ;,.(O;) += sustainability;, ;,.(O;) * wSI * i + F,
wCI + wPI + wSI 3

4 Experimental Evaluation

The experimental evaluation uses hypothetical data (although inspired on real cases) to
instantiate some simulation scenarios of the artefact PAAM. The PAAM was designed
using the AnyLogic tool [37] and comprises agent-based modelling to simulate the
autonomous organisations (players), and system dynamics to keep and manage human
resources (expressed in person-day). The classes of willingness that characterise the
collaboration behaviour of the agents use distribution functions; in this case, the Bernoulli
distribution [37], parametrised by the contact rate, accept rate and sustainability index,
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meaning that the higher the parameter, the higher the probability of resulting in an answer
“yes”.

Figure 4 shows a snapshot of a simulation scenario using PAAM, instantiated with
six organisations (players) from each profile as defined in Fig. 3. A Poisson distribution
[37] is used to generate the incoming market opportunities. After running for a year
(virtual time), the connections are established due to the collaboration, allowing the use

of the adopted performance indicators to assess the organisations and the CME.

classD_Agents classB_Agents classC_Agents classA_Agents
% ClassD~J ggent [6] %ClassB:Agent [6] %ClassC:Agent [6] %C\assA:Aggent 6]
sd ged - al =y
| 1

MarketOps Collaborative Manufacturing Ecosystem

1,756
ate_in
4975

incomingMarketOps
@ Teo 9 &

Fig. 4. A snapshot of the PAAM artefact for a CME instantiated with 6 organisations (CME
players) from each profile defined by the classes of willingness (A, B, C and D).

For the performance assessment and use of the influence mechanism, the following
scenarios were established:

(1) The CI, PI and were adopted considering the weights wCI = 2, wPI = 2 and wSI
= 2. No factor of influence was used;

(2) The CI, PI and were adopted considering the weights wCI = 2, wPI = 2 and wSI
= 2. A factor of influence FI = 20% was used;

(3) The CI, PI and SI were adopted, increasing the weight wSI = 4. The factor of
influence was maintained.

After running PAAM for one year (virtual time) for each scenario, we have achieved
the results of Table 6, a measure of density CIcpgt - the ratio of the number of CoOp
generated in the CME by the total number of organisations, a measure of centrality Pl cpg
- the degree to which the most prominent/influent organisation in the CME exceeds the
contribution of the others, and a measure of sustainability S/ cpg — the ratio of the value
of sustainability of all the organisations in the CME by the total number of organisations.

Table 7 details the results of PI; of individual organisations for each simulation
scenario, whose graphical view is shown in Fig. 5. The node sizes are related to the PI;
value, i.e., the larger the nodes, the larger the measures; the links strength represents the
number of shared CoOps. The strengths of connections are weighted by the number of
exchanged CoOps.
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Table 6. CI, PI and SI measures of the CME globally.

Perf. Indicators Cl gt Plcge Slcge

Scenario (1) 21,417 0,750 0,325
Scenario (2) 23,917 0,782 0,325
Scenario (3) 24,250 0,808 0,325

Table 7. PI measures of individual organisations (CME players) resulting from each simulation
scenario PI; (1), PI; (2) and PI; (3).

Profile Class A Class B Class C Class D

O; 0 1 2 3 4 5|6 7 8 9 10 11|12 13 14 15 16 17|18 19 20 21 22 23
PI; (1) |0,00 0,00 0,02 0,00 0,00 0,00/0,76 0,57 0,34 0,11 0,25 0,19]0,02 0,00 0,00 0,05 0,03 0,00|1,00 0,84 0,39 0,59 0,26 0,55
PI; (2) |0,01 0,00 0,00 0,01 0,00 0,03/0,16 0,10 0,38 0,29 0,28 0,18|0,08 0,03 0,13 0,03 0,05 0,05|1,00 0,68 0,80 0,38 0,14 0,44
PI; (3) |0,00 0,00 0,00 0,00 0,00 0,00/0,30 0,07 0,60 0,18 0,08 0,13({0,01 0,06 0,04 0,08 0,02 0,11{1,00 0,38 0,64 0,32 0,12 0,47

Scenario (1) Scenario (2) Scenario (3)

g ® @ P o ’ @
. C ® ®
3 @
® >

@

(@)
@ (D) 0 1 @ @ @ @ @
@

s gl @ ’ ERT

® @ o 19 @) >
®

“"’.@@ ‘®. ® m.

c

&

Fig. 5. Graphical view of the PI measures of individual organisations (CME players).

After analysing the results related to CIcpgt in Table 6 (collaboration activity in
the CME) in the three simulation scenarios, we can note that after influencing the CME
by introducing a FI = 20%, considering wCI = 2, wPI = 2 and wSI = 2 (scenario 2),
the organisations in response, tried to be more active, creating more collaboration in the
CME: CI cggt increased from 21,417 to 23,917. The influence also increased the value of
Pl cpg from 0,75 to 0,782, meaning a more prominence/influence of some organisations
with higher collaboration rates.

The increment of the wSI from 2 to 4 (scenario 3) resulted in even more collaboration:
ClI cpgt increased to 24,250. The greater weight of sustainability induced in organisations
with a high collaboration rate, an even greater collaboration with the partners with a
higher index of sustainability. As a result, once again, the PIcpg increased to 0,808,
meaning the reinforcement of organisations with more influence in the CME.
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5 Conclusions

The contribution of this work is a design artefact, the PAAM, consisting of a simulation
model that includes a “Performance Assessment and an Influence Mechanism” that
allows the exploration by the CME Manager of simulation scenarios, considering diverse
CME players with different profiles, seeking benefits due to collaboration [15] and more
sustainability [10-12].

We can conclude that we have partially answered the research question. A set of per-
formance indicators can be adopted to measure and influence the collaborative behaviour
of organisations, varying the weights of the indicators to induce changes in the desired
direction of more sustainability. However, this work has some limitations. Due to the
difficulty of getting actual collaboration information, we used hypothetical data consid-
ering the same number of organisations of each profile, which can differ from a real
context of a CME.

For future work, we aim to gather some actual data from manufacturing cases to
deduce and analyse simulation scenarios more consistent with reality, add the social and
economic facets to the ST metrics and use different combinations of the set of performance
indicators adopted by the CME.

Furthermore, considering that the area of manufacturing is vast, including not only
different manufacturing processes but also different collaborative manufacturing pro-
cesses, future work should consider the specificities of the different sectors. A framework
and methodology of collaborative performance management [38] can be established to
guide how a set of performance indicators can be applied to different collaborative
manufacturing processes.
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Abstract. Various novel and data-driven business concepts have emerged dur-
ing the fourth industrial revolution. Smart manufacturing, for example, utilizes
data from manufacturing equipment, human operators, and organizational IT sys-
tems to enable dynamic adaptions in production systems. Nowadays, these data
are often distributed among multiple partners in collaborative value creation net-
works. Hence, to identify and collect relevant data for given business cases has
become an important, but complex issue. To support the process of establish-
ing comprehensive data provision in industrial practice, a reference model for
knowledge-driven data provision processes was developed. It describes a sys-
tematic approach to drive operationalization of data provision from knowledge
requirements to identify, extract and provide raw data until the application of such
data sets. To evaluate the applicability of the reference model, a case study was
conducted in which it was used to guide the implementation of an IoT Solution in
four Swedish manufacturing companies.

Keywords: Knowledge - Data provision process - Smart manufacturing

1 Introduction

During the fourth industrial revolution, also known as industry 4.0, data has become the
essential resource to drive innovations in the industry. Smart manufacturing (SM), as
one of these novel data-driven concepts, utilizes data from manufacturing equipment,
human operators, and organizational IT systems to enable integrated production systems
to adapt to changes in external demands (e.g., supply networks or customer needs) in
real-time [1]. Nowadays, companies often engaged in collaborative networks comprising
partners with complementary expertise to provide competitive and innovative products
and services. These partners, in turn, are characterized by their processes, equipment,
and IT systems. In order to make data usable in such networks, the relevant data and data
sources must be identified, and their transfer, processing, and subsequent application

must also be carefully planned.
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To implement data-driven approaches such as SM, data provision processes must
therefore be considered continuous processes and regarded in the context of the strategic
structuring of business processes. Respectively, the goals of implementation projects
have to be defined at the very beginning starting from the intended target state after a
successful implementation. From there, the required knowledge for reaching this state
must be derived, and subsequently, the information required to create that knowledge. At
last, the necessary data on which the information is built can be identified and collected.
Various models in Knowledge Discovery and Data Mining (KDDM), such as CRISP-
DM, SEMMA, and KDD, describe detailed steps to elaborate data requirements for
business cases. However, all these models focus on single data mining endeavors and do
not support the strategic planning and integration of continuous data provision processes
as part of the organization processes.

Hence, Wang et al. proposed a reference model for knowledge-driven data provision
processes (referred to as the “reference model” in the further content of this article)
covering this approach [2]. By establishing a continuous data provision process, compa-
nies can apply advanced analytics and Artificial Intelligence (AI) capabilities to improve
data sets’ identification, preparation, and delivery. According to the reference model (see
Fig. 1), the process is initiated by business problems emerging from the companies’ value
creation process. These problems lead to knowledge that needs to be fulfilled to resolve
them. The satisfaction of these needs demands raw data acquired through a streamlined
and automated data provision process. After the data extraction, the raw data must be
transformed and applied within exploration models to obtain the information needed to
satisfy the required knowledge [2].

Business activities
Value creation activities of a company generate issues to be solved by
—_application of data, information and knowledge.

Clarify needs Data application

An initiating event for The raw data are
a data provision from transformed according
the company's activities to previously defined
determines the need for target models and
data and defines the transferred to the target
criteria after which the application. The result
data is identified and of this processing,
selected. The data followed by several
required is in any case aggregation and
deduced from the evaluation steps, leads
knowledge required to to the satisfying of data,
address an business information and
specific issue. knowledge needs.

Fig. 1. The three generic phases of the reference model proposed by [2]
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However, the reference model in its current state can only deliver a detailed theo-
retical concept for integrating knowledge-driven data provision processes. It must be
examined in practical use cases to evaluate its applicability in industrial practice and
identify potential improvements. Therefore, the reference model was applied in a use
case that aimed to introduce SM solutions in small manufacturing companies in Sweden.
Integrating a continuous data supply process is essential as SM relies on constant supply
and analysis of field data. Also, to exploit optimization potentials, in-depth knowledge
of the manufacturing and organizational processes is necessary to determine the relevant
data obtained, suitable analysis methods, and proper ways to deliver results. The SM
solution applied in the use case was provided by the Swedish company Nytt which uses
IoT (internet of things) devices to monitor manufacturing processes. The gathered data
are aggregated, processed, and displayed in customizable dashboards, which provide
managers and machine operators with general information about their production lines
(e.g., load, downtimes, outages). This information is the baseline for more advanced use
cases and can be used to optimize the manufacturing processes or reduce downtime.

In the case study presented in this paper, the reference model was applied during the
introduction of Nytt’s solution in four Swedish SMEs. In this study, the focus was put
on the “Clarify needs” phase of the model. In this phase, the knowledge objectives to be
achieved are defined, determining the required information and data. Hence, in-depth
interviews were carried out to examine the knowledge needs of managers and machine
operators from the manufacturing companies beforehand to identify the required data
and prepare to introduce the SM solution. The steps from the “data acquisition” and
the “data application” phase were only regarded theoretically as Nytt’s solution already
included standard procedures for both. Still, the standard repertoire of data collected in
the data tables of Nytt’s solution could be used to evaluate if the identified knowledge
needs can be explicitly mapped to actual data types.

The study’s main goal was to evaluate to what extent the application of the reference
model could support the identification of knowledge needs and the mapping of those to
information carriers and factual data. Furthermore, it should be examined what obstacles
can emerge while establishing a data provision process for a relatively simple application
of the SM approach.

2 State of the Art

2.1 Smart Manufacturing

SM has attracted the attention of the manufacturing industries in recent years. Still, there
are various definitions in the literature [3]. One definition of SM is given by Kang et al.,
based on The National Institute of Standards and Technology (NIST) [1]. It describes SM
as “fully-integrated and collaborative manufacturing systems that respond in real-time to
meet the changing demands and conditions in the factory, supply network, and customer
needs.” Kang et al. further extend this definition and explain SM as “manufacture-based
technologies and systems that can respond to complicated and diversified situations of
the manufacturing field in real-time.” [1] In order to integrate responsive manufactur-
ing systems, the manufacturing assets must be connected by technological devices like
sensors, communication technology, computing platforms, and others. Monitoring the
manufacturing assets in real-time improves the factory’s productivity, quality, delivery,
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and flexibility [1]. The application of the SM concept leads toward the connectivity of
the physical manufacturing equipment layer with a cyber layer [3]. The connection is
ensured by devices and sensors that acquire data from the manufacturing process [4].

The cyber-layer contains the intelligence of the smart system. It receives data from
every connected machine [5] via the devices and sensors in the interface layer. Informa-
tion is extracted from gathered data by applying data analytics at the cyber-layer. This
information enables machines to monitor, compare performances, and predict future
behavior [5]. The cyber-layer transmits decisions to the physical equipment to adjust the
manufacturing process based on the gathered data. According to [3], each manufactur-
ing equipment has intelligence [3]. This contributes to the ability of the manufacturing
equipment “to cope with a complex environment and customized products” [6]. New
digital concepts and technologies such as digital twins, IoT, and cloud are being estab-
lished alongside data-driven models to ensure that the required intelligence is technically
implemented in SM [7].

2.2 Knowledge Discovery and Data Mining

The required data and information flow must be clarified to enable a proper level of
automation in manufacturing systems. Different approaches can be found to describe
the flow of information in the literature. Forza and Salvador [8] classify the information
flow within companies into three groups regarding their direction: vertical, horizon-
tal, and external information flow. The international standard IEC 62264-1 [9] itself
presents a functional data flow model, including the interactions between the activities
at the manufacturing operations management level and business planning and logistics
level. This functional model varies from the vertical structure of a company and leads
to a complex outline of the vertical data flow between the above two levels. Lower
levels as the actual production process are not included in the model. Tao et al. [10]
present a manufacturing data life cycle involving seven components for transforming
data into understandable information. The increasing application of sensors and con-
nected machines leads to the creation of high-volume data (big data) [5]. This results
in difficulty extracting relevant information and knowledge hidden within those data
sets [10]. By obtaining the knowledge, industrial practitioners hope to reveal potential
improvements in their organizational processes [2].

Hence, collecting and analyzing of high quantities of data has become crucial.
Approaches to extract information and knowledge from large amounts of data cover
Knowledge Discovery (KD), Data Mining (DM), Knowledge Discovery in Databases
(KDD), or KDDM. The terms are frequently reviewed in various academic papers in
the past years, and various opinions have emerged regarding the differentiation of the
concepts. Some academic papers define DM only as part of KDD’s overall knowledge
discovery process [11]. Others describe DM as a synonym for the KDD process [12, 13].
Lately, the term KDDM was suggested as an overall name for the process [14]. Despite
differences in understanding, all approaches aim at revealing hidden information and
knowledge from large amounts of data. The increasing attention for KDDM is related
to techniques and methods from machine learning and Al to exploit hidden knowledge
from huge data sets [15]. Still, the existing KDDM models mainly focus on single data
mining projects and do not support establishing continuous data provision processes.
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Another well-known procedure for the application of DM is CRISP-DM, which is
based on KDD approaches [16]. CRISP-DM is a methodology to discover the knowledge
of a business use case with DM [17]. Although this methodology primarily focuses on
business understanding and identifying business goals for the use case, it has a gap
in business processes, where several activities are done to achieve a business goal. In
addition, CRISP-DM assumed that all data is known and already available [18], which
is not necessarily the case with new business models and resulting business processes.

Data requirements for novel data-driven products and business models lead to con-
tinuous data provision processes that are indispensable base on the organizations’ strate-
gic orientation and enable constant data acquisition and knowledge discovery. Further-
more, a continuous knowledge-driven data provision process enables Al capabilities
and advanced data analytics to exploit the collected data and improve the organizational
processes [2].

3 Case Study

3.1 Case Setting

The foundation for SM is connected manufacturing systems and respective means to
collect machine and process-related data. Nytt has developed a production monitoring
solution based on smartphones that can be added to various types of manufacturing
machines. The product is integrated into the physical production process and extracts
data directly from the manufacturing operations. The primary function of the solution
is to monitor the current manufacturing process and continuously collect real-time data
from the ongoing operations. It enables the exchange between the physical production
assets and computer-based systems through wireless networks. The product involves a
system consisting of three main components: the SetApp, the OpApp, and the dashboard
to create this connectivity. Data gathered by the SetApp (process data) and the OpApp
(operator and machine data) are processed and displayed via standardized graphs within
the dashboard to overview the manufacturing assets. These graphs display predefined
production metrics, e.g., productivity or production volume, and can be customized by
the user through different filters, e.g., time. However, the available data were limited to
the given capabilities of Nytt’s solution at that time. They included captured machine
state, time of the capture, input from machine operators, and additional sensor data, i.e.,
input-output measuring, acceleration, brightness, and volume level.

3.2 Evaluation Goals and Methods

The goal of the use case was to evaluate two main research questions (RQ) that can shed
light on the applicability of the reference model proposed by [2]:

e RQI: Can knowledge emerging from the current business situation of the hosting
companies be explicitly mapped to data that is collectible from the manufacturing
process?

e RQ2: What challenges emerge from integrating a continuous data provision process
in a realistic environment?
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To answer RQ1, two kinds of data had to be collected: firstly, the knowledge needs of
the interviewees, and secondly, the operational data from the manufacturing processes.

According to [2], the definition of the knowledge needs is the foundation for target-
oriented data provision processes as they allow for identifying the relevant information
and data to be collected. In the current case study, the knowledge needs of the interviewees
were used to identify concrete data needs and map them to available data in the data tables
of Nytt’s solution. If the required data was available in the data tables, the according
to visualization graph was selected and presented to the interviewees asking them to
determine whether their knowledge needs could be satisfied with the given data and
their visualization.

As an evaluation method for the knowledge needs and their fulfillment by the pre-
sented visualization, semi-structured interviews were chosen as they promised a balanced
approach to collect comparable results while allowing the interviews to be led in con-
versational manners to explore the thoughts and desires of the interviewees [19, 20]. In
total, interviews with seven employees at five Swedish manufacturing companies (A—
E) were arranged, and Nytt’s product was introduced. All companies were small-sized
companies. Managers (n = 5) and machine operators (n = 2) were interviewed to obtain
insights from different perspectives.

Allinterviews lasted between 26 and 35 min and were conducted through video calls.
The interviews were all held in English. Following [20], all interviews were recorded and
transcribed after they were conducted. These transcripts were the basis for the interview
analysis. The interview results were analyzed using qualitative content analysis, namely
the ordinal deductive category assignment method [21].

4 Results

4.1 Results Regarding RQ1

During the interviews, a total of 21 knowledge needs could be identified in the four
companies (see Table 1). 13 of these knowledge needs could be directly mapped to
concrete data collected by Nytt’s solution. The required data could be identified for the
eight remaining knowledge needs, but they were unavailable as they were not or only
partially collected by Nytt’s solution at that time.

Table 1. Identified knowledge needs and availability of concrete data

Nr Knowledge need Company | Could be mapped to
available data? (yes/no)
KN1 | How are the machines currently performing, A Yes
especially how much output do they currently
generate?
KN2 | When did the performance in the past not meet A Yes

the expectations, and why?

(continued)
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Table 1. (continued)

Nr Knowledge need Company | Could be mapped to
available data? (yes/no)

KN3 | How much time is necessary to prepare the A Yes
machines?

KN4 | What is the exact time the single manufacturing | A No
jobs require, and how much interference is
necessary?

KNS5 | How can I obtain the output of the production B Yes
process at any requested time without performing
a manual data collection process

KN6 | What number of production cycles have the B Yes
machines been running with each worn-out tool?

KN7 | How much of the production time was the B Yes
equipment not producing?

KN8 | How are the machines on the shop floor currently | B Yes
performing, and what is the current uptime of the
machines?

KN9 | How much time do we spent on reworking B No
defective parts?

KNI10 | How can I overview the key metrics and stops of | C Yes
my manufacturing equipment at all times without
performing a manual data collection process?

KN11 | Does the performance of the current production | C Yes
operations meets the re-quired level? Did it
exceed this level, or did it fall behind?

KN12 | What is the status of the assigned maintenance C Yes
tasks at any time?

KN13 | How can I overview the performance and stops of | D Yes
my manufacturing machines at any time?

KN14 | How much time do the employees need to D Yes
assemble a product?

KN15 | What is the necessary information a new D No
employee needs, to be able to operate the
machines after a shorter teach-in phase?

KN16 | What is the output of parts of the production D No
process at any requested time?

KN17 | What kind of maintenance service do the D No
manufacturing equipment require and when?

KN18 | How can I collect data from the older machines to | E Yes

monitor their performance without a costly and
complex installation process of sensors?

(continued)
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Table 1. (continued)

Nr Knowledge need Company | Could be mapped to
available data? (yes/no)
KN19 | How high is the strength of the Wi-Fi signal, the |E No
brightness, or sound volume in the factory at all
time?
KN20 | What is the filling level of the pallets in the E No
production’s lines, and how can I receive
automated notifications if the filling level is low?
KN21 | How can I locate AGVs, employees on the shop | E No
floor, and products in real-time?

Eleven graphs from the portfolio currently provided by Nytt’s solution could be

identified that would satisfy these needs (see Table 2). The following section describes
how these graphs were used to satisfy the knowledge needs.

Table 2. Graph types that supports the satisfaction of knowledge need

Nr | Graph type

1 Productivity and the “production”, “setup”, and “no production” time

2 | Daily Overview

3 | Production Volume

4 | Throughput Rate

5 | Total number of Stops (categorised in four classes according to length of the stops)

6 | Scatter plot of Stop distribution with complementary display of reasons for stops (as bar
chart)

7 | Maintenance tasks

8 | Assembly activities

9 | Development production metrics over time

10 | Production cycles

11 | Comparing Production Volume

KNI1 - “How are the machines currently performing, especially how much out-
put do they currently generate?” This knowledge need is answered by illustrating

the
are

metrics used in company A to measure manufacturing performance. These metrics
“Productivity”, “Production Volume”, and “Production Time”. To evaluate the cur-

rent performance, real-time data from the manufacturing processes are transformed into
these metrics. Thus, the metrics continuously reflect the current manufacturing perfor-
mance. The knowledge need can be satisfied with graphs 1, 2, and 3. Satisfying the
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knowledge need also significantly improved the manufacturing performance of a spe-
cific machine with an automized loading mechanism and produced almost independently.
The autonomous loading mechanism and the machine’s good condition result in higher
productivity than 90 percent. Due to the high productivity, the managers/production
managers could not increase the output during the regular shift. By evaluating the visu-
alized production data over several weeks, the most significant potential to increase the
output was the exploitation of the production time between midnight and 7 am. The
production output increased by almost 15 percent by satisfying the urge for higher trans-
parency. The satisfaction of a knowledge need did unlock potential improvement of the
organizational processes at the use case. It proves that business problems can be solved
and value creation improved, as suggested by [2].

KN2 - “When did the performance in the past not meet the expectations, and why?”’
Fulfilling this knowledge need leads to capturing the performance over time and dis-
playing it in a manner that the user has the chance to compare past performances. Graph
type 9 illustrates the development of the metrics over time, can consequently satisfy the
knowledge need, and allows company A to conclude past performances.

KN3 - “How much time is necessary for preparing the machines?” This question
can be satisfied by displaying the machine’s overall “setup” time, which is presented
daily, weekly, monthly, or yearly in graph 1.

KNS - “What is the output of the production process at any requested time with-
out performing a manual data collection process?”” KNS5 can be answered by graph
type 3 as it provides the production volume in real-time. Furthermore, applying filters
enables examining the production volume of past days, weeks, months, and years. The
satisfaction of this knowledge needs to lead to an increased production volume by 6 per-
cent of company B. However, unlike company A, not the graph enabled the improvement,
but the “Raw Data.”

KN6 - “What number of production cycles have the machines been running
with each worn-out tool?”” The knowledge need is satisfied by graph type 10. It contains
the number of production cycles that the machines conduct. Additionally, by selecting
a specific time, company B can look up the number of production cycles before every
tool change.

KN7 - “How much of the production time was the equipment not producing?” The
illustration of the “no production” time and “setup” time in graph type 1 satisfies the
required knowledge. The two figures can be displayed daily, weekly, monthly, or yearly.

KNS - “How are the machines on the shop floor currently performing, and what is
the current uptime of the machines?” Similar to company A, company B measures
its performance with manufacturing metrics. These metrics are ‘“Production Volume”,
“Production Time”, and “Equipment Downtime”. The information about these metrics is
displayed in graphs 1, 2, and 3. The real-time visualization creates the desired overview
of the performance. The machine uptimes can be displayed in a time unit (hours) or as
a percentage share of the overall “production” time.
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KN10 - “How can I overview the key metrics and stops of my manufacturing equip-
ment at all times without performing a manual data collection process?”” Company
C measures its performance with the metrics “Productivity”, “Production Volume”, and
“Production Time”. Graph types 1, 2, and 3 provide real-time information reflecting these
metrics to satisfy the knowledge need. Furthermore, the graph types 5, and 6 illustrate
each machine stop alongside the metrics.

KN11 - “Does the performance of the current production operations meets
the required level? Did it exceed this level, or did it fall behind?”> The knowledge
need is answered by comparing the current performance metrics to values the metrics
should reach by the end of the preferred period. The interviewee named the production
output as a key metric for measuring the performance level. Graph type 11 provides the
information required to satisfy the knowledge need.

KN12 - “What is the status of the assigned maintenance tasks at any time?” Graph
type 7 and the detailed table are essential to answer this knowledge need. The information
shows which and how many tasks are completed.

KN13 - “How can I overview the performance and stops of my manufacturing
machines at any time?” This knowledge need is equivalent to KN10 of company C.
Thus, it can be satisfied similarly. The relevant metrics to measure the manufacturing
performance at company D are “Production Volume” and “Throughput Rate”. This
information is illustrated by the graph types 3, 4, 5, and 6.

KN14 - “How much time do the employees need to assemble a product?” This
knowledge need is closely related to the production metric “Through-put Rate”. The
interviewee from company D wished to understand the duration of the assembly activ-
ities better. Graph type 8 shows the duration of the single assembly activities and the
preparation time of these activities. This graph satisfies the knowledge need.

KN18 - “How can I collect data from the older machines to monitor their perfor-
mance without a costly and complex installation process of sensors?”> Company E
is not applying NYTT’s product in their production processes but as a tool for proof of
concept. Therefore, the interviewee from company E did not request any specific produc-
tion metrics or figures. The currently available graphs in the dashboard were sufficient
to conduct a limited amount of tests. The information is available in graphs types 1, 2,
and 3.

4.2 Results Regarding RQ2

Interviewing employees from two different groups at the five companies did not only lead
to further insights into the use cases themselves but also revealed different perceptions
of the benefits provided by the continuous data provision process. At company A and
company D, two employees from different positions participated in the interviews. The
answers included significant variations in the expressed knowledge needs and accep-
tance of the continuous data provision process. While the two interviewees from the
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manager/production manager position are relatively positive toward the data provision
process, the two machine operators agree that the process does not benefit their daily
tasks. The two managers/production managers seem more curious about the possible
benefits the product can provide them. They were expressed several knowledge needs
that could be satisfied applying of the continuous data provision process.

Furthermore, the two managers/production managers are the managing directors of
their respective companies, and they initiated the use of the data provision process.
That indicates that the use of the product aligns with the organizational goals they
are following. The answers given by the two managers/production managers can be
reflected in the statements from the other interviewed managers/production managers.
The managers/production managers demanded data from their manufacturing processes
and expressed similar knowledge needs. That confirms the favorable position of the
managers/production managers towards applying a continuous data provision process.
The opinions of the two machine operators from different companies showed the same
analogy, but they did not see the benefits of the data provision process.

5 Discussion

The analysis of the interview results showed that all interviewees could conclude the
detailed data needed for the knowledge they stated before. This shows that the knowledge
needs can be captured explicit enough through a semi-structured interview to be mapped
to collectible data, as suggested by [2]. The information provided by the graphs enabled
the identification of improvement potentials in all companies. In two cases, the identified
potentials led to direct actions. This supports the hypothesis by [2] that the reference
model can support establishing data provision processes that improve a company’s value
creation process. Consequently, RQ1 could be answered positively.

This evaluation showed that the company size significantly influenced continuous
data provision processes in realistic environments. It was observed that the integration
of data provision processes was easier in smaller companies due to less complex value
creation processes, short and direct communications, and more significant influences of
single employees. Moreover, in smaller companies, the effort to involve the entirety of
the employees was lower, leading to a higher level of staff commitment. For RQ2, it can
be stated that — at least in this sample — the challenges did not emerge from data-related
aspects (e.g., availability, accessibility, quality) but from organizational aspects, mainly
company size and the commitment of the personnel.

6 Conclusion and Outlook

The current case study showed that the reference model proposed by [2] could be applied
in an industrial context. As the results show, the process of integrating Nytt’s [oT solution
for smart manufacturing could be supported by the model, independently of the size of
the company, their process complexity, or the level of digitization. The data collected
could be mapped to the identified knowledge needs in most cases. Thus, the data could
be integrated into a continuous process to supply specialized graphs in the dashboards.
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Using these dashboards, all companies in the study sample could identify improvement
potentials or even take direct actions.

However, the case study revealed some significant limitations to the reference model.
One limitation relates to the strong foundation of the reference model on the knowledge
needs of the individuals applying the model. Individuals usually try to solve problems
based on their experiences and routines, but the knowledge that needs to be derived
is limited to the individuals’ imagination of the solution. That can lead to a lack in
exploiting the full use of a continuous data provision process, especially for companies
with alow level of digitalization, as problems are solved without exploiting modern tools.
The second limitation is based on the different perceptions of the usefulness continuous
data provision process during this study. Some interviewees shared a prevail of manual
work over the benefits of the process. They questioned the value of a data provision
process as they were worried about getting additional work without immediate benefits.
That applies especially to the individuals responsible for maintaining the continuous data
provision process through manual work. For a successful application of the reference
model in realistic environments, the benefits and efforts of every individual involved
should be considered and communicated transparently.

Furthermore, the results of this case study are also limited by its setting. As this case
study only included small-sized companies, the reference model will need further evalu-
ations in the context of bigger companies with more complex organizational structures.
Also, the “data collection” and “data application” phase of the reference model could
only be considered in a theoretical manner as Nytts solution already included standard-
ized procedures for both phases. Consequently, both aspects must be further investigated
in academic research or industrial use cases.
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Abstract. The increasing challenges in industry paved the way towards the next
generation factory model or namely “Industry 4.0” through the availability and
development of recent technologies in ICT such as industrial internet of things
(IIoT) and cyber-physical production systems (CPPS). One of the main pillars of
this paradigm is Zero defect manufacturing (ZDM), which aims to get workpieces
“right the first time”. However, this technological uplift can prove itself to be very
challenging in an industrial environment especially when it comes to the choice
of available sensors, the motivation behind that choice, and the insurance that
they comply with different guidelines for further exploitation in decision support.
This is even more relevant when addressing low-volume high-variety industrial
entities such as make-to-order (MTO) SMEs, inherently characterized by limited
resources and highly variable business processes collaborating to respond to the
demands of an increasingly cutting-edged market. This paper presents a collab-
orative approach to devise a suitable sensor network in an industrial machining
environment generally and in an MTO SME context specifically, based on a joint
analysis of all business process data related to quality control issues. Further-
more, the paper showcases the benefits of the approach in a real-world case study
involving a 3-axis universal machining center as early validation.

Keywords: Sensor network - IIoT - Machining process - Industry 4.0 -
Zero-defect manufacturing - Collective manufacturing

1 Introduction

The cost of poor quality, including the tolls of repair, rework, scrap, service calls, and so
on, is estimated to range between 5 and 30% of a manufacturing company’s total income
with most of them ranging in the 10-20% area [14].
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Industry 4.0, first introduced in Germany [7], has managed to make a breakthrough
in manufacturing quality control (QC) through concepts such as Industrial Internet of
Things (IloT) and Cyber-Physical Systems (CPS) through data-based defect detection.

ZDM is generally defined as a strategy to get rid of defects in production. As such, it
has always been considered the next level of quality control and consequently was seen
from a “quality” lens mainly through quality management strategies. The framework
(Fig. 1) depicts this tendency from a high-level schematic perspective by only pointing
sensors toward products on the CNC machine. Nevertheless, this approach has been
increasingly questioned and deemed limited in literature as per recent reviews [12]
asking for a more holistic approach by taking into consideration other production-related
aspects.

Most SMEs trying to undergo an early lift towards an industry 4.0 approach face
the hurdle of a high initial expenditure with no result certainties [9]. While bigger com-
panies can afford certain strategies such as extensively equipping the shop floor with
the necessary technologies to implement a smart-factory approach [2], small manufac-
turing factories can find it difficult to strategically statue between the early acquisition
and development cost and the inaction toll on their business and hence justify a similar
approach. This situation begs the question of how to ensure that the required expenditure
is in sync with the company’s needs and typology of issues.

Contrary to the widespread data-driven approach which starts from gathering data
as much as possible through shop-floor sensor coverage, uncorrelated to the business
processes and quality issues, and then diagnoses what problems can arise and how to treat
them, our work strives for a more end-to-end and holistic and collaborative approach
by analyzing business processes and linking them to non-compliance (NC) history to
determine the problems which can typically arise in the shop-floor to negatively impact
the end-product. Starting from this all-processes collaborative NC analysis, we determine
the needs in terms of data coverage, and hence the typology and characteristics of the
sensors to be used to bridge the data-flow gap based upon a grid of attributes, leading to
an SN minimizing the needed sensing resources while maximizing detection to provide
the necessary informative capacity for sensing the defects, which is the necessary first
foothold for a ZDM initiative. This paper presents an answer to “how to appropriately
design a sensor network for zero defect manufacturing in a high-variety manufacturing
environment” by taking into account SMEs’ characteristics when aiming toward 14.0.
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Fig. 1. ZDM overview in industry 4.0
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While the approach is thought to be global and can be applied to any type of industry
where raw material transformation is at stake to conceive the final product, our paper
scope will focus on subtractive manufacturing with the case study being implemented in
a metallurgical industry machining SME which production is heavily oriented towards
an MTO business model.

The paper will be structured as follows: Sect. 2 will discuss literature work related to
the topic at hand, Sect. 3 will present the proposed framework of our approach, Sect. 4
will be dedicated to its implementation steps, and Sect. 5 will describe a real-world case
study based on the implementation while Sect. 6 will conclude this paper and introduce
future research perspectives.

2 Related Works

Many papers regarding the use of SN, in the manufacturing industry in general and in
QC in particular, provide solutions for a specific industry and type of machines or the
application of a specific solution. As such, Zheng et al. [15] give a conceptual framework
for smart manufacturing and some implementation showcases for industry 4.0 but don’t
delve into the devising of the sensing strategy if not being globally depending on the
typology of considered machines.

Kulinska et al. [6] present a study to reduce non-conformity and improve quality
control through a Poka-Yoke sensor-enabled approach. And while the study considers
NCs as an input it offers no link between the choice of the solution and the problems
at hand and is rather specific to the hydraulic industry. A generic situation stated by the
study of Silva et al. [13] regarding the lack of general methodology for Al and machine
vision systems in industrial QC.

Additionally, Marques et al. [8], while dealing with IoT-based automatic NC detec-
tion in the scope of a metalworking SME use case similar to our work, focuses on
architecture and interoperability of the data collection and communication, not covering
the initial part regarding the choice of sensors and its link with business-oriented data
or NC history.

Govindarajan et al. [4] present an approach to dealing with legacy systems in the
manufacturing industry, but the scope of the paper encases the data acquisition phase and
how to integrate it into a particular architecture and project. Preuveneers et al. [10] in its
overview of 4.0 and the smart factory confirm the lack of context-aware decision making
and how it can influence the cost of automation in general and sensors in particular as
one of the main pillars of data acquisition. Psarommatis et al. [11] propose a generic
methodology to provide a tool for designing a manufacturing system that can enable a
ZDM approach using digital twin models that were based on simulations.

Eleftheriadis et al. [1] emphasized the difficulty of implementing ZDM when the
manufacturing processes involve complex operations or a large number of components,
such products often have a high probability of detective output and hence documentation
of best practices has been gathered on the process management side.

On a wider scope, Psarommatis et al. [12] presented a literature review on zero
defect manufacturing summarizing the state-of-the-art, highlighting shortcomings and
further directions in research regarding ZDM in which they concluded that cost-benefit
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comparative analysis is not evident when it came to implementing it, especially for the
early technological expenditure. The paper also stated that certain industries are under-
researched in the literature, among which we find the metal industry and complex 3D
parts since collecting defect data and training algorithms on well-defined NCs can be
challenging.

Similarly, Galetto et al. [3] show the difficulty of predicting defects and costs for qual-
ity inspection in low-volume productions due to multi-level uncertainty and developed
an approach targeting the inspection level to accurately analyze and compare different
inspection strategies.

Compared to the cited papers, our work suggests an approach in which we aim to
address the choice of a sensor network for ZDM by starting from shopfloor NCs, paving
the way for a cost-effective and reliable early industry 4.0 uplift regarding the IoT-based
monitoring choice.

3 Proposed Framework

Suitable

Product Noncompliance Defect Coverage 1 Verification of
— — i — q —1 5 — Sensor choice —— . mmme coverage for
related data analysis analysis analysis exploitability 70M

Non Conformity
History
New sensor _ Updated

requirements sensing gap

Production
Resources

Fig. 2. The approach’s general framework

3.1 Overview

An overview of our approach can be seen in (Fig. 2) as a framework in which the input
will be all the data related to defects. From in-process product control by machine opera-
tors on the shopfloor to process monitoring by the quality inspector through final control
checks reports with laser precision machines. The expected output will be an accurately
designed sensor network to help optimize machine behavior, ultimately leading to itera-
tive reduction of defects towards a zero-defect manufacturing policy. This overview can
be decomposed into several building blocks as follows:

3.2 Non-compliances

A non-compliance [5] is the absence or the inability to meet a planned require-
ment. It encompasses all the breaches in specifications for a manufactured product.
Requirements which can be fixed either by the client or by internal standards such
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as customer requirements, quality requirements, quality management requirements,
Regulatory requirements ...

NCs can be classified by tiers from minor to critical depending on many criteria such
as occurrence or impact. Each NC is reported with many other attributes such as the
problem, the detection time, the impacted product, details on why/how it happened, in
which machine, the cost, and the decision (salvaged/scrapped ...), and so on.

In industry, and especially for manufacturing actors which are bound by demand-
ing and challenging norms such as ISO-9001 and EN-9001 (aerospace and armament
sectors), these non-compliances or nonconformities are to be closely monitored from
the beginning of the process (client’s request for quotation) until the products end of
manufacturing life (EOML).

3.3 Defects Analysis

As stated by ISO-9001 [5], adefectis a type of NC where a product (for the manufacturing
scope) will fail to meet intended use requirements. This specific type of nonconformity
needs to be filtered out from the different quality data sources (ERP, quality reports,
quality reviews). This will on one hand ensure that the SN will be able to “sense” the
defect through physical measurements and on another hand will be the input specifying
the type and specifications of these measurements, which will be the stepping stone for
the sensor network choice.

The defect analysis can be tricky to perform and even trickier to link to specific
processes or operations in an MTO industrial environment. Notably, the high variety
tag implies that there are multiple types of products, specifications, clients, and so on.
Each workpiece can be conceptually considered to be virtually a new one, which will
introduce several complexity layers in the root-cause analysis.

Another difficulty comes from the low-volume aspect which gives little to no
historical data to extract knowledge from in order to build the defect classification.

3.4 Sensor Choice

For the main manufacturing-related data sources that can be monitored in-process, we
find the following when thinking of suitable industrial monitoring for SMEs:

— Temperature: can be used to detect surface condition issues, tool-wear, tool chatter, and
also inappropriate machining parameters such as speed or advance for cutting (milling,
drilling, turning ...). Thermocouples are inserted into cutting material through holes
or welding and are unsuited for out-of-lab research since tools are changed hundreds
of times a day in the industry, making the monitoring unpractical and costly as well
as dangerous for the tool integrity (compliance with ISO/client norms). Contact-less
pyrometers with suitable metal wavelengths compatibility and measuring range (150
to 1000 °C) should be privileged, as close as possible to the cutting field.

— Force: it can be used to detect excessive clamping, plastic deformations, collisions,
spindle head condition, coaxial misalignment, and tool wear. Laboratory dynamo-
metric table dimensions aren’t suited for industrial purposes due to dimension and
measuring range, and customized spindle-head force/torque acquirers are costly and
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raise the same issue of interchangeability and tool integrity as the one raised by embed-
ded thermocouples. If necessary, can be indirectly measured through spindle electric
current.

— Acoustic emissions: can detect surface condition issues, tool chatter, and elastic stress.
The sensor placement can however be tricky since it needs to be close to the machining
field while also keeping a distance in order to not be flooded by ambient noise and the
clogged environment. They can add another layer of redundancy and variability with
the vibration sensors since they both convey energy-related data from the material
(tool and/or workpiece).

— Vibration: industrial metal-removal machining involves operations (milling, drilling,
turning ...) where a lot of rotation movements are entangled, from the engine to the
bearings to the spindle until the cutting tool, vibration is one of the most important data
sources for process and machine monitoring and can detect surface condition issues,
poor clamping, bearings condition, imbalances, and tool chatter. Since the physical
phenomenon is related to the rotation oscillations, the sensor needs to be positioned
as close as possible to the operation field to capture a high ratio of signal to noise.

For vibration, one of the main choice criteria is the measuring range. The sensor’s
frequency needs to be adapted to the transformation operation speed. At the very least,
to be able to capture the fundamental frequency of the operation the sensor has to have
a maximum frequency range of:

f, _ Rspina’le * Nteeth
sensor — 60

With fieus0r being the maximum frequency the sensor can acquire in Hz, Rgpinqe the
maximum spindle rotation speed in rpm, and 7., being the maximum number of teeth
of the machining used tools (1 for drills, generally 3—4 for mills but can go as far as 12
or more).

In general, one preferably needs to have at least 3 or 4 times the maximum calculated
frequency in order to be able to also capture the frequency spectrum harmonics which
also conveys crucial information about vibratory energy.

4 Implementation

4.1 Overview

The proposed approach in this paper was implemented in Tardy SAS, a subtractive met-
allurgy industry SME that offers a wide range of services from conceiving to realizing
metal workpieces and special purpose machines. As an MTO rank 1 subtractor for differ-
ent critical sectors such as armament and aerospace, Tardy is faced with growing demand
over technically challenging low-volume/high-variety requests. As such, implementing
an approach toward zero-defect strategies is of the utmost importance to keep client
satisfaction and company reputation in an increasingly competitive market.

In order to do so Tardy needs an efficient uplift towards this 14.0 concept to enhance
the reactivity, security, and control over the highly variable production processes while
keeping in mind the inherent conditions and resources (old legacy machine, technological
investments limitations ...).
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4.2 Defect Classification

A thorough analysis was conducted to come up with a classification of the main man-
ufacturing deviation causes, both on a quantitative level with QC data, NCs reports,
business process bottlenecks, cost prices, and customers feedback as on a qualitative
level with field surveys of different process stakeholders. As a result, we achieved the
following classification:

— Tool issues: Accounted for roughly 49% of the critical deviations. Using the right
tool for the right operation can be very challenging for make-to-order production in
which every workpiece is unique in terms of specifications, machining parameters
used materials, and so on. This results in a lack of visibility and control of tools
functioning and lifetime management, leading to cutting tool issues such as wear,
breakage, heating, and deviation.

— Material deformation: Accounted for 27% of the critical deviations. Since The trans-
formation process involves material removal from raw parts, depending on the draw-
ings, production process, and operations sequence, the raw will need to be locked
down at different angles/positions/intensity.

If the clamping is too tight a raw deformation can occur during the cutting with risks
of tool breakage or making the produced piece outside of tolerance limits, which can be
very precise (up to 2 x 107> m). If the clamping is not tight enough slight movements
or vibrations throughout the removal process can occur, leading to bad surface quality
such as roughness or altered material coating and deviation in the tool path.

The make-to-order nature results in a lack of control over the clamping dispositions,
which not only can cause tool issues but is also related to machine safety in terms of
spindle, clamping table, and claws.

4.3 Target Data Sources

From the critical deviations classification stated above as well, it was decided to deploy
a sensor network that will be able to monitor vibration in order to tend to the deviations.

The SN must also be able to differentiate between different sets of machine-cutting
parameters, i.e. {tool feed rate, cutting depth, rotation speed } in addition to differentiating
between other parameters such as tool type (shape, material, geometry), angle, and so
on. While there are general guidelines for those parameters such as tool feed rate cutting
advance and rotation speed depending on the material couple workpiece/tool suggested
by raw/tool suppliers, precisely and accurately defining them remains a difficult task in
an MTO paradigm considering the variety and complexity of the processes. It is often
decided by rule of thumb and left for the machine operator to customize on the go
depending on how the machining unfolds.

This lack of fine-tuning leads to many issues by reducing cutting efficiency, the
quality of the final product (finish, roughness ...) and its compliance with requirements,
the safety of the machine (especially the spindle head), the consumption rate of new
cutting tools and so on. Optimizing it can lead to greater customer satisfaction, machine
up-time, and fabrication costs.
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5 Experimentation

5.1 Overview

From the implementation of the approach that was devised above and the deviations
classification that collaboratively resulted from it, an initial SN was deployed and real-
world experimental steps were devised to validate it.

5.2 Setup

The used machine was a 3-axis portal-type universal machining CINCINNATTI Dart 500
(Fig. 3), with a maximum rotation speed of 6000 rpm.

The global setup of the SN was comprised of 2 piezoelectric ICP 603CO01 industrial
stainless-steel accelerometers (Fig. 4) with a measurement range of 0-10000 Hz, a
sensitivity of 100 mV/g, a temperature working range of —54 to +124 °C and an [P
protection index: IP68. The sensors were linked through 2 x 3 m Heavily reinforced
waterproof data cables to an industrial data acquisition module (DAQ) (Fig. 5).

Fig. 3. CNC machine Fig. 4. ICP 603C01 Fig. 5. KRYPTON DAQ

The data source, i.e., vibration, was chosen for its compatibility with the moni-
toring of material deformation and tool issues. The sensors were chosen for their cost-
effectiveness and characteristics (measuring range, sensitivity, working temperature, and
waterproofing).

The DAQ is an industrial Dewesoft KRYPTON with a certified robustness an IP68
index, and a maximum sampling rate of 250 kHz.

In terms of placement, the first sensor was fixed as close to the spindle head as
possible (left in Fig. 6) while the second was placed on the table clamping claw (right
in Fig. 6). Both positions were secured using a magnetic mounting base and accurately
placed to not hinder machining operations while also having minimal distance from the
cutting operation area.
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Fig. 6. Sensors placement

5.3 Experiment Protocol

An experimental protocol was devised to validate the sensor characteristics as well as
their exploitability. The protocol consisted of different variations of milling and drilling.
The varying parameters were feed rate, rotation speed, usage of lubricant or not, and
used material.

Milling. The milling operations used two mills. A 16 mm 2-teeth carbide inserts mill
(nominal feed of 800 mm/min and a nominal rotation of 3200 rpm). A second 63 mm
3-teeth carbide inserts mill (nominal feed of 390 mm/min and a nominal rotation speed
of 1200 rpm).

The chosen variations were combinations of feed rate (140%, 120%, 100%, 75%,
50%), rotation (120%, 100%, 75%, 50%), lubricant (with/without), and material (mild
steel/aluminum).

The milling was done on 120 x 90 x 41 mm (X-Y-Z axis) cuboids in two sequences
for each raw. The first sequence using the first mill milled 2 grooves in X-axis in respec-
tively 18 and 9 runs of 0.5 and 1 mm depth each until —9 mm, then 3 grooves in Y-axis
in respectively 18-9—-6 runs each with 0.5-1-1.5 mm depth until —9 mm. The second
sequence used the second mill for a first surfacing until —4.5 mm depth in two runs and
a second until —9 mm in two runs also.

Drilling. The drilling was made in two sequences using two drills. An 8 mm steel point
drill with a nominal feed rate of 150 mm/min and a nominal rotation speed of 1000 rpm.
A second 8 mm steel drill with a nominal feed rate of 150 mm/min and a nominal rotation
speed of 1250 rpm with the same variations in parameters.

The drilling was made on the milled raws in two sequences. A first sequence of 6
x 4 holes of —1.5 mm each for guiding. Then a second sequence of 6 x 4 holes, each
drilled in 10 runs with a logarithmically decreasing depth until reaching the maximum
depth of —15 mm.
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5.4 Data Pipeline
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Fig. 7. Data pipeline

As per Fig. 7, the DAQ powers the accelerometers. It receives analog signals, and cal-
ibers and converts them (2 kHz sample rate) to a numerical signal. The signal can be
visualized on Dewesoft X and stored in compressed files in near real-time. After con-
version into regular data files (text, CSV, HDFS, JSON, S3 ...), parsing will extract
suitable data/metadata which is then sent to Elasticsearch (ES) for batch ingestion. Each
data point is stored as a JSON document (Fig. 8) in a 3 nodes distributed (1 master, 2
slaves) ES cluster for a total load of 30 Gb storage representing around 220 million ES
documents.

xpérimentations\\Fraisage\\Acier\\Avec lubrifiant\\1

"avec lubrifiant",

Fig. 8. JSON data-scheme
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5.5 Exploitation

An analysis of the time series data indicates that the end-to-end proposed solution offers
the ability to sense and monitor the machining operations in terms of precision (up
to 1070 ) and variability of data. The SN meets the different requirements in terms of
targeted phenomenon by being able to finely represent the different machining sequences
(Fig. 9). It also accurately captures the variation in machine parameters (Fig. 10), tool
wear impact as well as tool breakage (Fig. 11).

Fig. 9. Table/spindle milling time series

Fig. 10. Milling variations time series

The designed SN also offers good scalability perspectives since more sensors can
be added to the DAQ (vertical) and DAQs can be synced to monitor several machines
(horizontal). The data pipeline can also be turned from a batch-oriented strategy to a
stream-oriented one for near real-time monitoring and reactivity.
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Fig. 11. Second mill (left) insert breakage

6 Conclusion

Zero defect manufacturing as an 14.0 concept that aims to provide a holistic approach
to reduce deviations presents a lot of challenges to adopting for industrial actors, all the
more so for MTO SMEs with high-volume/low-variety aspects and limited resources.
As such, our paper offers an approach to tackle this issue through the angle of sensor
network design, an essential building block for the IIoT and CPPS systems aiming to be
a stepping stone towards ZDM. The methodology presents a design of the SN through
all business-related process collaboration to ensure the suitability and exploitability of
the acquired data. The different steps of the approach were validated in a real-world case
study from both architectural and data angles. For future work, we aim to increase the
scope of machines and sensor types to tackle more NC as well as integrate this work
into a more holistic approach by including an Al-centered decision support system for
ZDM.

Acknowledgment. This paper presents some results that are developed in collaboration between
the TARDY SAS company and the University Lumiere Lyon 2, DISP Lab. This research is estab-
lished under a CIFRE contract (2020/1663). The content of this paper reflects an R&D initiative
promoted by TARDY SAS. Responsibility for the information and views expressed in this paper
lies entirely with the authors.

References

1. Eleftheriadis, R., Myklebust, O.: A guideline of quality steps towards zero defect manufac-
turing in industry, September 2016

2. Frank, A.G., Dalenogare, L.S., Ayala, N.F.: Industry 4.0 technologies: Implementation pat-
terns in manufacturing companies. Int. J. Prod. Econ. 210, 15-26 (2019). https://doi.org/10.
1016/j.ijpe.2019.01.004

3. Galetto, M., Verna, E., Genta, G., Franceschini, F.: Uncertainty evaluation in the predic-
tion of defects and costs for quality inspection planning in low-volume productions. Int. J.
Adv. Manuf. Technol. 108(11-12), 3793-3805 (2020). https://doi.org/10.1007/s00170-020-
05356-0


https://doi.org/10.1016/j.ijpe.2019.01.004
https://doi.org/10.1007/s00170-020-05356-0

10.

11.

12.

13.

14.

Toward a Collaborative Sensor Network Integration 43

. Govindarajan, N., Ferrer, B.R., Xu, X., Nieto, A., Martinez Lastra, J.L.: An approach for

integrating legacy systems in the manufacturing industry. In: 2016 IEEE 14th International
Conference on Industrial Informatics (INDIN) (2016). https://doi.org/10.1109/indin.2016.
7819247

. ISO-standard: ISO 9001:2015(en) Quality management systems—requirements (2015).

https://www.iso.org/obp/ui/#iso:std:is0:9001:ed-5:v1:en

. Kulinska, E., Maslowski, D., Dendera-Gruszka, M., Zbyrad, A.: Analysis of solutions dedi-

cated to non-conformity prevention. Eur. Res. Stud. J. XXIII(3), 434-445 (2020). https://doi.
org/10.35808/ersj/1648

. Lasi, H., Fettke, P., Kemper, H.-G., Feld, T., Hoffmann, M.: Industry 4.0. Bus. Inf. Syst. Eng.

6(4), 239-242 (2014). https://doi.org/10.1007/s12599-014-0334-4

. Marques, M., Cunha, A., Mohammed, W.M., Jardim-Gongalves, R., Agostinho, C.: IoT-

based automatic non-conformity detection: a metalworking SME use case. In: Popplewell,
K., Thoben, K.-D., Knothe, T., Poler, R. (eds.) Enterprise Interoperability VIII. PIC, vol. 9,
pp. 155-165. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-13693-2_13

. Masood, T., Sonntag, P.: Industry 4.0: adoption challenges and benefits for SMEs. Comput.

Ind. 121, 103261 (2020). https://doi.org/10.1016/j.compind.2020.103261

Preuveneers, D., Ilie-Zudor, E.: The intelligent industry of the future: a survey on emerging
trends, research challenges and opportunities in Industry 4.0. J. Amb. Intell. Smart Environ.
9(3), 287-298 (2017). https://doi.org/10.3233/ais-170432

Psarommatis, F.: A generic methodology and a digital twin for zero defect manufacturing
(ZDM) performance mapping towards design for ZDM. J. Manuf. Syst. 59, 507-521 (2021).
https://doi.org/10.1016/j.jmsy.2021.03.021

Psarommatis, F., May, G., Dreyfus, P.A., Kiritsis, D.: Zero defect manufacturing: state-of-
the-art review, shortcomings and future directions in research. Int. J. Prod. Res. 58(1), 1-17
(2019). https://doi.org/10.1080/00207543.2019.1605228

Silva, R.L., Rudek, M., Szejka, A.L., Junior, O.C.: Machine vision systems for industrial
quality control inspections. In: Chiabert, P., Bouras, A., Nogl, F., Rios, J. (eds.) PLM 2018.
IFIP AICT, vol. 540, pp. 631-641. Springer, Cham (2018). https://doi.org/10.1007/978-3-
030-01614-2_58

Sundblad, W.: What’s at Stake in the Race to Industry 4.0?7 August 2018. https://www.forbes.
com/sites/willemsundbladeurope/2018/07/30/whats-at-stake-in-the-race-to-industry-4-0/

. Zheng, P., et al.: Smart manufacturing systems for Industry 4.0: conceptual framework, sce-

narios, and future perspectives. Front. Mech. Eng. 13(2), 137-150 (2018). https://doi.org/10.
1007/511465-018-0499-5


https://doi.org/10.1109/indin.2016.7819247
https://www.iso.org/obp/ui/#iso:std:iso:9001:ed-5:v1:en
https://doi.org/10.35808/ersj/1648
https://doi.org/10.1007/s12599-014-0334-4
https://doi.org/10.1007/978-3-030-13693-2_13
https://doi.org/10.1016/j.compind.2020.103261
https://doi.org/10.3233/ais-170432
https://doi.org/10.1016/j.jmsy.2021.03.021
https://doi.org/10.1080/00207543.2019.1605228
https://doi.org/10.1007/978-3-030-01614-2_58
https://www.forbes.com/sites/willemsundbladeurope/2018/07/30/whats-at-stake-in-the-race-to-industry-4-0/
https://doi.org/10.1007/s11465-018-0499-5

)

Check for
updates

A Multi-supplier Collaborative Monitoring
Framework for Informatics System of Systems

Carlos Gongalvesl(g), Tiago Dias! 2D A Luis Osério! D,
and Luis M. Camarinha-Matos>®9

1 ISEL - Instituto Superior de Engenharia de Lisboa, IPL — Instituto Politécnico de Lisboa, and
POLITEC&ID, Lisbon, Portugal
{carlos.goncalves, tiago.dias}@isel.pt, lo@isel.ipl.pt
2 INESC-ID - Instituto de Engenharia de Sistemas e Computadores - Investigacdo e
Desenvolvimento, Lisbon, Portugal
3 School of Science and Technology, UNINOVA-CTS, NOVA University of Lisbon, Caparica,
Portugal
cam@uninova.pt

Abstract. Managing interdependent cooperating informatics systems from mul-
tiple suppliers is a complex and challenging endeavor. Due to the lack of complete
open standards, informatics systems from different suppliers are developed using
incompatible protocols and programmatic interfaces (API). Often, incompatibil-
ities also exist for informatics systems developed by the same supplier. Never-
theless, organizations must be able to monitor the systems that compose their
Information Technology (IT) landscape transparently and independently of each
system’s supplier. This paper discusses a collaborative networks strategy asso-
ciated with adopting the Informatics System of Systems (ISoS) framework for
coordinated monitoring and support afforded by different supplying responsibil-
ities. We argue that the adopted model simplifies the integration required by the
digital, and makes efficient the collaboration among technology and service sup-
pliers in supporting products’ life cycle maintenance and evolution. Accordingly,
we discuss the implementation of the proposed model in the HORUS project,
which is motivated by the need to rethink a fuelling post-payment model of a
petroleum company.

Keywords: Distributed monitorization - Systems integration - Collaborative
networks - Distributed systems

1 Introduction

Organizations adopting informatics systems from different suppliers face several diffi-
culties when managing integrated solutions. Although contemporary Information Tech-
nology (IT) systems are expected to incorporate informatics systems from multiple
suppliers, each system exhibits its protocols and programming interfaces (API), often
proprietary. Moreover, empirical evidence shows practices where tight collaboration
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with suppliers leads to tailored solutions with fuzzy responsibility borders. The state-
ment of a representative executive officer of Hitachi [17] - “... rather than delivering
systems ..., what is needed is to hone solutions in partnership with customers ...” - is
a paradigmatic offering of a tailored approach. Such customized diversity of systems
makes it very difficult and expensive to replace existing monolithic and proprietary solu-
tions with new or evolved systems showing equivalent capabilities from a competing
supplier.

Furthermore, many of those monolithic proprietary systems are accountable for crit-
ical business processes that depend on computation services that rely on heterogeneous
and interdependent complex systems. System elements need to be smarter and more
cooperative in coping with the required reliability and resilience of the underlying tech-
nology. Approaches may range from a simple verification if a sub-system is available,
e.g., reachable by a ping command, or a more complex inspection to infer performance
metrics to check if technology elements are within a predefined set or ranges of values.
Therefore, monitoring the health of specific technology elements that compose an orga-
nization’s informatics systems landscape is challenging and of utmost importance for
the reliability of the implemented services.

This paper presents and discusses a collaborative strategy for monitoring elements of
informatics systems in a gas-fueling service area. The research problem relies on coor-
dinating partial responsibilities when supplied by organizations with different processes
and technology cultures. Our approach considers a collaborative strategy, challenging the
participation of competing stakeholders collaboratively managing service failures and
interdependencies. The proposed model also challenges the participation of the IT of the
supporting stakeholder, since different systems on the provider’s IT landscape need to
interact with service elements of the informatics landscape of the fueling area. A simple
example is the failure of a video camera on the responsibility of the Closed-Circuit Tele-
vision (CCTV) maintainer company that compromises the vehicle identification service
of the HORUS informatics system under the responsability of another company.

We validate the adoption of the Informatics System of Systems (ISoS) framework
[11] as astrategy to move towards a Model-Driven Open Systems Engineering (MDEOS)
vision and contribute to an open competitive technology market philosophy. The col-
laborative monitoring framework monitors services under the responsibility of different
suppliers in the context of the HORUS research project [13]. The suggested strategy
aims to support technology independence for the solution’s owner and offers a basis for
the recent trends on technology sovereignty [2] since the proposed approach reduces
technology dependencies [11].

The remaining paper is organized as follows. Section 2 briefly presents the most
prominent related research, the ISoS framework, and the HORUS project. Section 3
discusses the adoption of the ISoS framework to support the collaborative monitoring
of the systems composing the HORUS project. Finally, Sect. 4 presents the conclusions
and discusses future work.

2 Background

Monitoring is a long-discussed topic with contributions from complementary research
perspectives ranging from technology to business. When observed from the computer
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distributed systems area, the research is more concerned with development issues,
“Monitoring supports the debugging, testing, and performance evaluation of computer
programs” [16]. Conversely, the communication networks have for long contributed cen-
tered on networks reliability based on Simple Network Management Protocol (SNMP)
and Network Management Stations (NMS) systems “...the SNMP has two types of
entities: managers and agents. Managers work in Network Management Stations and
receive messages and traps from SNMP agents...” [19]. Regardless of the approach,
monitoring is gaining added attention with the evolving digital transition and the risks
associated with the increasing diversity of technology artifacts that participate in the
complex growth of the web of interdependencies. Moreover, the technology artifacts,
being them communication infrastructure elements, cyber-physical systems, or software
entities running on a cloud-based execution environment, public, private or hybrid, are
critical for the proper support of people and businesses. This section briefly reviews the
research work background, with Sect. 2.1 addressing the ISoS framework concepts and
Sect. 2.2 revisiting the HORUS project.

2.1 The ISoS Framework

The ISoS framework [11] proposes a nonintrusive integration model to establish a multi-
supplier or multi-vendor technology landscape to reduce the vendor lock-in risks, and
ultimately be an enabler for technology sovereignty. The ISoS framework is based on
three core modeling elements: ISystem, CES, and Service. The ISoS abstraction
models the informatics landscape of an organization as a composite of one or more
ISystems. An ISystem comprises one or more CES, whereas a CES consists of
one or more Services. ISoS elements model the technology artifacts through a set of
properties, e.g., name, version, supplier, or description. In the case of a Service, the
modeling element instance has associated the metadata required for a peer Service to
access the implemented functionalities. Figure 1 depicts the primary elements that make
an organization ISoS enabled, using the SysML block syntax [6].

bdd [Package] Enterprise Architecture [ Informatics System of Systems (ISoS) ])
«block» iSystem «block» CES «block»
1SoS 0.* ISystem 1.* CES
System0 iSystem | 0. service !1.4*
ISystem0 «blocky
X «block» Service
1 I1System0

Fig. 1. The simplified SysML block definition diagram of the ISoS model

The ISoS model considers a meta-element with management or coordination roles at
the ISoS, ISystem, and CES levels, respectively, ISystemp, CESp, and Servicey.
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The initial reference implementation of the ISoS framework is based on the Java ecosys-
tem. The proof-of-concept implementation further relies on the open-source Apache
Zookeeper [7] to ensure that the ISoS metadata stored by ISy stemg shows higher avail-
ability to the systems and services that compose the informatics landscape of an orga-
nization. A primary role of the ISy stemy is to act as a directory service managing the
metadata of the ISoS elements that exist within an organization, which we refer to as the
Organization’s computing-related technology artifacts (or Organization’s information
system). Accordingly, to be ISoS-enabled, an organization needs to instantiate, at least,
the meta-ISystem, i.e., needs to hold running an instance of the ISystemg, which
has the unique role of managing the ISoS technology landscape. The ISoS framework
model details are provided in [5].

2.2 The HORUS Project

The HORUS project was motivated by a real industry problem: how to improve the user
experience in refueling vehicles by removing the (manual) pre-payment authorization
procedure. Before HORUS, authorization had to be granted by the operator of the refu-
eling area before a user could start to refuel the vehicle. This authorization typically
involved manually checking an event list of vehicles with pending payments. Such lists
used to be paper-based and very difficult to maintain and update with the aggregated
information from all the refueling areas. Thus, the refueling areas without an auto-
matic control of payments typically chose to operate in a pre-payment operation mode,
demanding that the user had to pay before refueling.

The payment control with HORUS has simplified the refueling process. When a
vehicle enters a refueling area, an image of the vehicle license plate is obtained and
identified to produce a hash of its license plate. When the user removes the nozzle to fill
the vehicle’s tank, the payment console system presents a message to the operator to warn
him about any pending payments for that vehicle. If there are pending payments, the
operator may choose not authorize the refueling. Suppose a vehicle leaves the refueling
area without paying. In that case, the hash of its license number is inserted in an events
list stored by a persistence service available to all the refueling areas. The next time
such a vehicle with a pending payment tries to refuel, the operator is shown a message to
warn him about the faulty situation. In that case, the driver has to follow the pre-payment
procedure until the payment issue is solved.

Although the rationale of the HORUS project is quite simple, its implementation
involves heterogeneous systems implemented by different suppliers. Thus, the HORUS
is an informatics system that uses other informatics systems, like the Point of Sale (POS)
or the Closed-Circuit Television (CCTV) system responsible for the video cameras used
by the License Plate Recognition (LPR) service used to identify the vehicles. The fact that
the fueling network has its CCTV system under the responsibility of different companies
introduces an added complexity to the management of monitoring events.

The above scenario clearly shows that the informatics systems landscape of a fuelling
forecourt can be viewed as a network of different informatics and cyberphysical systems,
each one with diverse responsibilities and that need to cooperate. Thus, it is imperative to
provide a monitoring strategy based on anticipating reactions to any problem that might
affect the several components of the HORUS that each service provider is responsible for.
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The strategic goal is to manage interdependent monitoring and maintenance responsibil-
ities in a collaborative network context. By collaborative monitoring and maintenance,
we mean each participating stakeholder shall be aware of another participating stake-
holder’s failure and maintenance actions. In other words, from our previous research, it
means that any informatics system has a tandem system we suffix by ‘-M’ specialized
to make effective monitoring and support maintenance processes [12].

3 The HORUS Project Case Study

Figure 2 shows the different elements composing the informatics landscape of a fore-
court gas station modeled by adopting the ISoS framework. Besides the ISystemy,
we can see the “HORUS” and the “CCTV” informatics systems, as well as the corre-
sponding monitoring sub-systems, denoted by the labels “HORUS-M” and “CCTC-M”,
the tandem informatics system as discussed above.
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Fig. 2. Elements involved in the HORUS project for a gas station forecourt

Different suppliers support the maintenance and evolution of the HORUS and the
CCTV systems. Following the adopted model, monitoring and maintenance manage-
ment must coordinate with supplier’s informatics infrastructure. Thus, the integrated
monitoring view of the forecourt gas station, denoted by the “Integrated-M” system,
must work collaboratively with all the internal informatics and also with those of the
suppliers. The remaining sections discusse how the ISoS framework is adopted to sup-
port the collaboration among the diverse technology elements, focusing on monitoring
the participating related informatics systems. Section 3.1 discusses alternatives for sup-
porting the monitoring systems, and Sect. 3.2 details the usage of the ISoS framework
to support the collaboration between the elements of a forecourt and the collaborative
network of support and maintenance providers.

3.1 Monitoring Systems

Monitoring plays a crucial role in an organization’s multi-provider informatics tech-
nology landscape. Because an informatics technology landscape holds different types
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of systems and system elements, one may consider choosing alternative monitoring
systems, each one better fitting a class of available parts. For example, we might con-
sider a monitoring system to handle the IoT devices and another for monitoring the
health of existing servers. However, this approach can quickly become infeasible if the
Organization’s amount and type of elements increase.

Monitoring solutions like ICinga [10], Nagios [1], and, more recently, OpenNMS
[4], are systems aimed at monitoring the health of network elements such as routers
and switches. The main idea behind these systems is that every network equipment has
associated a Management Information Base (MIB), which can be seen as a modeling
element representing the properties of the technology elements within a network of com-
puters. The concept of a MIB is often associated with the Simple Network Management
Protocol (SNMP) used by the monitoring systems to obtain the status/properties of the
elements under monitoring. Other solutions like Zabbix [9] and Prometheus [18] target
the monitoring of informatics systems, e.g., to verify if a system is responding or if some
system metrics are within predefined values.

An hypothesis is to generalize SNMP-based monitoring to informatics systems, such
as the case of applying it to a campus infrastructure [ 19] or enterprise servers [8]. If adopt-
ing SNMP, the selection of OpenNMS to monitor the state of any element (hardware or
software) that composes the informatics landscape of an organization requires that any
computational service implements an SNMP agent and the corresponding MIB inter-
face. The approach taken in the HORUS project is to develop agents for the elements that
initially were not SNMP enabled and use the OpenNMS solution to monitor both com-
putational and cyberphysical elements involved in a forecourt gas station. For example,
in the case of the cameras shared with the CCTV system, one agent was developed to
read the state of the cameras using the Open Network Video Interface Forum (ONVIF)
[14] and export that state information using a custom MIB. The adopted approach makes
it possible to monitor legacy network of new informatics systems elements following a
unified approach based on the SNMP protocol. While latencies introduced by the mon-
itoring are not critical in the HORUS system, other application domains may require
further validations, e.g., performance dimension as discussed in [8].

3.2 Collaborative Monitoring Using the ISoS Framework

A characteristic feature of the ISoS framework is its independence from any specific
technological solution. ISoS framework offers simple mechanisms for service elements
within an organization, hardware or software, to publish their associated metadata to the
ISystemy. The metadata supports the discovery of Service elements through the path
ISystem/CES/Service elements. Thus, when a service S from system A needs
to use the service Sg from system B, it just needs to contact the ISystemy and issue a
lookup operation to obtain the metadata of service Sg.

The metadata registered in the ISystemg is composed of a set of XML documents,
where there is an XML document associated to each ISystem, CES, and Service.
Using the ISoS framework metadata is possible to have different services from distinct
suppliers with additional responsibilities working together in a collaborative network.
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The collaboration is possible because services from collaborative organizations or sup-
pliers can mutually find each other and interoperate based on the ISystemy canonical
entry point and ISoS metadata facilities.

Additionally, the metadata can support a user interface capable of browsing organiza-
tion elements and providing a unified view and introspection mechanisms. An example is
the Service SerUT included in the ISoS ISystemq [5], which allows an administrator
to browse all the System, CES, and Service elements that exist in the informatics
system of an ISoS enabled Organization. The above mentioned Service SerUT is a
simple service that collects and shows an organization’s existing elements (System,
CES, and Service). However, using the same logic, it is possible to implement a new
system responsible for monitoring virtually all the elements within the Organization.

Since in an [SoS-enabled organization, informatics systems publish their metadata,
it is possible to offer a dashboard showing the status of informatics systems. Figure 3
illustrates an interface view of a Synoptic of Things (SoT) framework [15, 16] show-
ing the global state of the informatics systems in a forecourt gas station adopting the
HORUS informatics system. The SoT framework uses the concept of widgets to sup-
port the interaction with the end-user. We call Widgets-IoT to such widgets, which are
abstractions of hardware or software elements, e.g., a video camera device or a license
plate recognition software. A Widget-IoT comprises common properties such as size,
color or image. Also, specializations of Widget-IoT might contain properties for access-
ing a cyber-physical device. A Widget-IoT is a standard Web Component [3] making it
possible to use Widgets-1oT in other contexts than the SoT framework.

© Synoptics of Things Configurator X =+

€« (& localhost

HORUS ISoS Landscape
SoT

Configurator

© Create Synoptic ,—- sy CCTV ISystem POS ISystem
. )

o Import Synoptic ‘ Horus 'f‘—*.
& Export Synoptic o G

& Import Widgets

Fig. 3. Synoptic of Things for a gas station forecourt that is using the HORUS project (Color
figure online)

Building the dashboard presented in Fig. 3 is a quite straightforward procedure: 1)
Access the ISoS framework of the Organization through the well-known access point
at the default port 2058; ii) Issue a lookup request to find the metadata of the existing
monitoring systems; iii) For each monitoring system, display the corresponding icon
and a colored frame denoting the state of the system, for example, green, yellow, and
red, respectively, corresponding to the states OK, Warning, or Problem. For example,
using this syntax, the analysis of Fig. 3 reveals that the HORUS and POS systems are
operational, but there is a problem with the CCTV system. Then, by inspecting the
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metadata associated with the CCTV system and the corresponding monitoring system,
denoted as “CCTC-M” in Fig. 2, it is possible to access a second-level synoptic for the
elements that compose the CCTV system. From the analysis of this second synoptic,
presented in Fig. 4, and once more using the same syntax for the color of the frames,
we can see a problem with a particular camera. In this case, the camera with the label
“AXIS P137” is the problematic element. Once resolved the problem, the states of the
camera and the system CCTV will become OK.

O Synoptics of Things Configurator X 4=

&« (¢} localhost
SoT CCTV ISystem

Configurator
HIKVISION 2645 AXIS P1357

© Create Synoptic

& Import Synoptic

o Export Synoptic

& Import Widgets

Problem detected in AXIS P1357

Fig. 4. Synoptic for the CCTV system

Internally, each monitoring system on our research uses OpenNMS to collect data
from the elements under monitoring using the SNMP protocol. The SoT framework uses
the OpenNMS API to obtain the status of the service elements under monitoring. Also,
using the OpenNMS API it is possible to send notifications to the users. For example,
send an email to a system administrator when the state of a given element is critical.
Another advantage of using the OpenNMS API, or the API of another monitoring system,
is that a synoptic does not need to understand the protocols of the different elements
under monitoring. It just needs to understand the API of the various monitoring systems.
This approach makes possible a distributed monitoring, collaborative and scalable from
the point of view of an organization. It can be further extended to monitor the state of
elements in different organizations using a single synoptic if all the organizations adopt
the ISoS framework (i.e., are ISoS enabled).

4 Conclusions and Further Research

This paper discusses the collaborative monitoring of informatics systems supported by
the ISoS framework, which models an open organization’s integrated computing tech-
nology landscape. The Java ecosystem adopting the Apache Zookeeper and other open-
source projects supports validating the ISoS framework, and the approach followed in
the HORUS project. Beyond the ISystemg as a core technological element for any
ISoS enabled organizations, we present and discuss the usage of the metadata stored
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within the ISoS framework to make possible the cooperation between monitoring sys-
tems that may exist within the informatics landscape of organizations participating in a
collaborative network.

We further discuss the feasibility and advantages of using the ISoS metadata to feed a
Synoptic of Things, extending the traditional concept of industrial synoptics of SCADA
systems to show the status of the elements that exist in an organization’s informatics
technology landscape.

Although the case study presented in this work focused on the elements that exist in a
forecourt gas station network of a single petroleum company, the case involves multiple
supplying companies, each with interdependent responsibilities concerning their sup-
ported systems. Thus, it is reasonable to assume that the presented research results apply
to scenarios involving networked organizations with interdependent responsibilities as
long as they adopt the ISoS framework.
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Abstract. Inthe current industrial context, the adoption of a digital twin (DT) has
proven to be an appropriate tool to optimize the entire lifecycle of a system. This
vision includes the adoption of a DT, in the collaborative network of organizations
from the virtual modeling of a system, through its control, operation, namely
simulation, implementation, and monitoring/supervision. To take full advantage
of DTs, it is essential that they are as photorealistic as possible, allowing all
kinds of simulations to be carried out, for example testing vision algorithms. In
this context, this paper presents the development of a DT that is integrated as a
collaborative system to monitor all phases of the life cycle of a robot destined to
wash tank truck. The Unreal Engine 4 software was used to develop a DT and the
communication architecture was designed, using the standard OPC UA protocol.

Keywords: Digital twin - Robotic simulation - Factories of the future - Unreal
Engine 4 - Tank truck washing

1 Introduction

The fourth industrial revolution (Industry 4.0) introduced several changes in manu-
facturing processes and service provision, driven by the need for their digitalization.
Today’s business competitiveness requires manufacturers and service providers to be
able to respond and adapt to the increasingly diverse requirements of customers in ever
shorter periods of time, demanding the adoption of collaborative networks [1]. One way
to achieve this goal is to implement the smart factory concept, introduced by Industry
4.0 [2]. Cyber-physical systems (CPS) and digital twins (DT) are two important tech-
nologies for the digital transformation in organizations. Both concepts seek to connect
the physical with the cybernetic world. However, while CPSs focus on the interaction
between the two worlds, DTs provide a complete digital description of the physical
world/process. A DT can be considered a digital representation of a physical system [3].

© IFIP International Federation for Information Processing 2022

Published by Springer Nature Switzerland AG 2022

L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2022, IFIP AICT 662, pp. 57-66, 2022.
https://doi.org/10.1007/978-3-031-14844-6_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-14844-6_5&domain=pdf
https://doi.org/10.1007/978-3-031-14844-6_5

58 L. Vicente et al.

With the recent advances in computing technologies, the DT concept has evolved
into a safe virtual space for simulation, testing and validation [4]. From this perspective,
a solution for the creation of simulation models is to construct a DT that mirrors and
observes the behavior of the real world, allowing to achieve a virtual commissioning (VC)
scenario [5, 6]. VC is typically viewed as a hardware-in-the-loop (HiL) configuration
that is used before the actual (physical) commissioning of an industrial device, for the
purpose of testing and verifying the control logic. In HiL simulation, the real controller
is connected to a DT that replicates the physical system [7].

In recent years, the DT concept has evolved quickly and been widely used. The
authentic representation of physical systems, has advantages in several areas such as:
manufacturing [5], health care [8], smart cities [9] and robotics [10, 11]. DT in robotics
are embedded throughout their lifecycle, taking a key role in VC in order to test their
design and improve control algorithms for robots at the development stage [10]. With
DTs it is possible to test different scenarios to improve performance related to cost and
time. In [11], the authors proposed a DT to monitor the collaborative work of various
robots.

The implementation of a DT in an organization’s communication network allows
achieving a digital transformation towards collaborative manufacturing [6, 12]. In the
development of a new system, the use of a DT facilitates the simulation of several
scenarios previously related to being physically implemented, allowing the identification
of bugs in efficiency systems, i.e. reducing costs related with tests of new processes in
physical systems [6, 8, 9].

This paper addresses the DT implementation applied to a tank truck washing process
automation, contributing with an effective solution for testing vision algorithms in a
photorealistic virtual environment. Currently, tank washing is carried out through rotary
jet heads which are manually inserted into the tanks. Motivated by the need to build
collaborative, resilient and sustainable systems and meet the concept of factories of the
future, this paper focuses on a robotic system to automatically perform the washing task.
Specifically, this paper describes the development of a DT to support the entire lifecycle
of the robotic system and promote its integration into the organization’s collaborative
network. One of the features of this system is the use of computer vision to detect
the loading port. Given the need to validate computer vision algorithms, we propose a
DT based on the Unreal Engine 4 (UE4), which allows rendering photorealistic images
captured by virtual cameras.

To guarantee the smart factory concept, it is intended to develop a DT interopera-
ble with the different systems present in organizations. The DTs must have the ability
to simulate the changes that may occur in the production/service delivery processes.
Several research works have been developed to implement a Service Oriented Architec-
ture (SOA) in which all control, automation and supervision systems are designed as a
combination of different services. These architectures allow the functions performed by
the robot to be quickly improved and adapted to changes in the industry [10]. For that
matter, the Informatics System of Systems (ISoS) architecture was adopted, where the
developed DT constitutes a service. The implementation of this architecture allows the
DT to communicate with the other services that are part of an organization, ensuring
interoperability between all systems [13].
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This paper is organized into the following sections: Sect. 2 describes the various
stages of the DT development for the robotic system for tank truck washing; Sect. 3
presents the architecture developed for the communication between the DT and the
system controller; Sect. 4 presents the tests performed to verify the functioning of the
proposed communication architecture, and finally, Sect. 5 presents the work conclusions.

2 Development of a Digital Twin

This work addresses the development of a DT for an automated tank truck washing
system. The use of a DT has advantages in the development of the robotic system
and in its monitoring during operation. For example, a DT enables testing of control
algorithms in parallel with the mechanical design, production and installation phases.
Once implemented, the DT may be used to complement the existing supervision system,
by providing a realistic visualization of the system in real time.

The choice of the supporting software is an important step in the development of a
DT. In the present work, this choice is influenced by the requirement of detecting the
loading port through an image processing system. Since image processing is essential
for the robotic system operation, special emphasis was placed on the photorealism of
the DT. For this reason, it was chosen the Unreal Engine 4 (UE4) software, from Epic
Games®, for the virtual environment development, due to the sophisticated methods that
it provides for rendering realistic images. The use of a game engine allows testing the
system under varying lighting, by changing weather settings or artificial lighting, which
is essential for validating a computer vision system. This software, which was initially
developed for the creation of first-person shooter (FPS) games, has been successfully
used in a wide variety of applications, including robotics [14, 15]. Additionally, UE4 is
free to use, therefore it does not increase the robotic system cost.

According to Lei, et al. [16], the development of a DT can be divided into the
construction of three models: 3D model, kinematic model and rules model. In the first
stage, a three-dimensional model of the environment is built, including the robotic system
and the tank truck. Next, a kinematic model of the system is defined, by establishing the
mechanism constraints. The final stage defines the rules for interaction with the DT and
the data exchanged between the controller and the DT. Next, the application of these
stages in the DT development on the proposed robotic system is detailed.

The first stage in DT development is 3D modeling. To obtain a realistic DT, the 3D
shapes, colors and textures used in the model must closely resemble those of the real
world. Such models can be created with a computer aided design (CAD) software or by
digitizing the physical system with 3D scanners. Since the proposed robotic system is
still under development, the second approach was not viable and, thus, the 3D model
was developed in the CAD software Solidworks®.

The DT model essentially includes a gantry robot, a jet head, and a tank truck,
whose models were obtained from various sources. The gantry robot design was carried
out through a specialized software from LUCAS [17], which also provided 3D models
of that equipment (Fig. 1a). The jet head was selected from the catalogue of the Alfa
Laval® manufacturer [18], which also provides corresponding 3D models (gantry robot
end effector depicted in Fig. 1a). The tank truck model (Fig. 1b) was selected from the
GRABCAD® repository [19].
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a)

Fig. 2. DT realistic environment developed in UE4.

Besides the aforementioned items, the virtual environment was enriched with a real-
istic model of the scenario where the washing operation takes place, by resorting to
objects from the UE4 marketplace [20]. The complete virtual environment is shown in
Fig. 2.

The 3D model described above represents the appearance of a static system. How-
ever, to develop a DT it is essential to set the kinematic properties that are relevant to the
simulation. In the present work, the robot is described by a cartesian kinematic config-
uration, which yields linear relations. In this case, to impose the kinematic constraints
on the objects of the system, it is necessary to: i) establish the rigid coupling among
objects that are fixed together, ii) allow the translation movement of the X, y, and z axis
and iii) establish the hierarchy between the axes. For this purpose, the objects in UE4
were organized in a hierarchical tree that defines the kinematic order, as usual in 3D
modeling programs.

The purpose of the rules model is to define the interaction protocol with the DT
and to identify the data exchanged between the virtual world and the controller. Within
this interaction, the role of the controller is to send action commands in the form of
x (longitudinal movement), y (transverse movement) and z (vertical movement) values
that describe the movement of each robot axis.

The action commands should depend on visual feedback from the virtual world. For
this purpose, a “Fusion Camera Actor” element was also added to the model (element
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A depicted in Fig. 3a). This element simulates a virtual camera and enables capturing
images in the DT, as illustrated in Fig. 3b. The data sent from the virtual model to
the controller consists of image data, which is later processed by image processing
algorithms that compute the position targets for the gantry.

FusionCameraAcior]

90 0p0D00g *
b)

Fig. 3. Virtual camera in UE4: a) camera position and orientation; b) captured image.

3 System Architecture

The proposed robotic system for tank truck washing is controlled by a programmable
logical controller (PLC) connected to a computer, running a software platform for
supervision, control and a data acquisition (SCADA).

In the present work, an HiL architecture is configured with the DT controlled by
the same PLC that control the real system. This aims to validate the logical control
developed and the SCADA system functionalities. Furthermore, this architecture allows
to use the DT in a hybrid commissioning, with the PLC connection to the real system,
simultaneously.

As mentioned earlier, the robotic system DT was created with UE4. However, this
software is not geared towards automation and the communication with a PLC is not
provided as standard. For this reason, a custom designed communication architecture
was required. Matlab® was used in the communication between the PLC and the DT due
to need of its image processing capabilities, required by the current task, and to achieve
future project goals that build on artificial intelligence (AI) algorithms. Taking this into
account, Matlab® was selected to develop image processing algorithms. This allowed
greater flexibility in choosing the most appropriate techniques from a wide range of
classic and advanced tools available in the Matlab® computer vision toolboxes. From
the communication architecture point of view, this choice implies that images recorded
in the DT must be sent to Matlab® and that targets found by the detection algorithm must
be sent back to the DT. To support this communication a custom library, Matlab_Unreal
Interface, was developed, building on the existing UnrealCV library [21]. UnrealCV is
a set of python functions developed to support computer vision research by providing
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an interface to UE4 synthetic worlds. Matlab_Unreal Interface extends this library with
Matlab® functions that port the same functionalities to the Matlab® environment. In
addition to exchanging image data, the library features include reading and setting the
position of objects in the virtual environment.

Digital Model Physical Model
! @ ‘lMatlab \
UNREAL .
e NanD “40OPC UA
Digital Twin s Sz / v SCADA
o 4
Robot PLC_Matlab HEPC UA
Interface -
PLC T~
Matlab_Unreal ' T
Interface \ | 1
| | |
Physical Robot

Fig. 4. Communication architecture

Once a communication interface has been established between Matlab® and UE4, it
can be used to mediate communication between the PLC and UE4. The OPC UA is the
preferred PLC communication protocol, due to its high reliability, cross communication
and uniformity of access [16]. This protocol is based on a client/server model, where
the OPC UA server defines the address space and provides an access interface, and the
OPC UA client implements the data acquisition that references that interface [11]. In
the proposed communication architecture, shown in Fig. 4, the PLC performs the role
of the OPC UA server while the other OPC UA nodes are clients. This is the case of
Matlab®, which mediates the communication between the PLC and UE4. To achieve
this functionality, another library was created, called PLC_Matlab interface. This library,
based on the python library freeopcua [22], is a set of functions that enables Matlab® to
perform the OPC UA client role. In the proposed architecture, Matlab® is responsible
for both the image processing task and communication dispatch. All the operations
underlying these tasks are integrated in a Matlab® program, Main Program (see Fig. 4),
which is executed in parallel with the other agents of the system.

4 Communication Architecture Verification

The developed system was tested according with the control real system specifications. It
is considered a controller performed by the PLC CPX-E+CMMT, supplied by FESTO®
and programed by the Codesys® software. Notice that the PLC has a server OPC UA,
which specification is required in the developed architecture. The robotic tanks washing
process was programmed in the PLC, according to the flowchart depicted in Fig. 5.
The axes movements allow the validation of the developed DTs models and proposed
architecture. The robot moves a virtual camera, coupled to the y axis, to detect the loading
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Fig. 5. Flowchart of the robotic system for road tank washing.

port position through the image processing algorithms of captured images. The loading
port position is estimated from the relative position to the virtual camera.

According with the flowchart depicted in Fig. 5, after the operator press the “START”
bottom in the HMI, the washing cycle begins the following steps:

1. the robot moves to the home position, defining the cycle start position.

2. the y axis moves the jet head and the camera to the vehicle longitudinal axis.

3. the x axis moves the terminal element along the tank until the loading port is detected,
through image processing algorithms.

4. both x and y axes are moved to ensure that the terminal element is over the loading
port, resorting to image processing.

5. The jet head is introduced inside the tank, carried out the tank washing process for
a predefined time and is removed again.

6. The axes are moved to the Home Position, finishing the washing cycle.

The process was executed, and the DT jet head positions were obtained by the
Matlab® software.

Figure 6 shows the DT jet head positions throughout the washing cycle, where it
is possible to observe the steps executed by the implemented algorithm. Notice that
the path does not show step 1, since the robot was already in the home position when
the washing cycle was started. Observing the results, the proposed architecture was
successfully validated.
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Fig. 6. Jet head trajectory described throughout the operating cycle.

5 Conclusion

A DT is one of the pillars of a digital transformation. This allows to create virtual replicas
of physical systems, providing a simulation and supervision environment. The use of a
DT makes it possible to configure and test a collaborative system before physical com-
missioning, to be integrated into the factory concept of the future. This work presented
the DT development of a tank truck washing robotic system. The DT was implemented
in UE4 in order to achieve a high level of realism. The use of this software allows the
development of control algorithms based on image processing. For that purpose, the
DT components were modeled in UE4, including a virtual camera to capture images
from the environment. It was implemented an architecture to ensure the communication
between devices and platforms: DT, PLC, SCADA software and Matlab®, resorting to
OPC UA communication protocol. The results have shown that the architecture was
successfully implemented, allowing the DT development in many real frameworks that
requires a high-level photorealism and advanced computation. The DT will be tested for
supervision of a laboratory gantry and is intended to be tested on a gantry in an industrial
environment.
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Abstract. Simulation has been widely used as a tool to enhance the manufactur-
ing processes by effectively detecting the errors and performance gaps at an early
stage. However, in context of industry 4.0, which involves increased complexity,
decisions need to be made more quickly to maintain higher efficiency. In this paper,
we use a prediction engine along with a Digital Twin simulation to enhance the
decision-making process. We show how, based upon a simulation of a process, a
prediction model can be used to determine process parameters based upon desired
process outcomes that enhance the manufacturing process. To evaluate our archi-
tecture, an industrial case study based on Inventory, Storage and Distribution will
be used.

Keywords: Digital twins - Industry 4.0 - Simulation - Federated simulation -
Machine learning

1 Introduction

Simulation of complex processes is used to enhance the understanding of the working of
the overall system as well as enhancing the processes through comprehensive analysis
of simulation data. In context of modern manufacturing systems and industrial phase
shift towards industry 4.0, the processes have become more complex and difficult to
simulate. In a collaborative context, the requirement of independence presents an addi-
tional challenge for simulation of the overall process. Traditional simulation approaches
(like Discrete Event, Agent Based) and industrial tools (like Simio, AnyLogic) are not
capable of simulating these processes in an isolated way.

In making decisions to generate maximum business value there is value in decision
support, using analysis techniques especially related to data. A key technique of decision
support is through simulation of What-if scenarios which provides the data that can
then be used to make decisions related to error detection, process enhancement, system
improvements among other things. To generate maximum benefits, accuracy of decisions
is significant because inaccurate decisions can lead to severe financial consequences for
the business.
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When simulating complex processes the simulation involves simulation of multiple
parts. Digital twins, as digital representations of physical entities, provide such partial
simulation capability. The data from the physical system is shared with the Digital Twin
for updated results [8]. Using predictive modelling and Artificial Intelligence, these
updated simulations can be transformed into meaningful data that can help in enhancing
the decision-making process. However, in the context of collaborative processes (with
different types of stakeholders and needs of confidentiality), it is not realistic to expect all
digital twin simulation models to be shared with all partners, or even for the simulation
models to be based on the same simulation platform.

In this paper, we present an architecture based on the Digital Twin concept which can
be used for predictive analysis of processes to enhance decision making. This architecture
can simulate a collaborative process involving multiple organizations and then it extracts
the relevant and meaningful data. This data is then fed into a prediction engine for
predictive analysis and efficient decision making. A secondary manufacturing process
is used to evaluate the architecture and depict basic understanding of the working of the
proposed architecture.

It is worth noting here that the optimization of simulation or predictive parameters
is not the primary objective at this point for the proposed architecture. The goal is to
show the working of a Digital Twin based simulation of collaborative processes and how
predictive engine can be used to process that simulation data into meaningful decisions.
For the remainder of this paper, Sect. 2 provides related work for digital twins and
decision support, Sect. 3 introduces the architecture and the core working elements
whereas Sect. 4 depicts the evaluation and implementation of the architecture using an
industrial case study. Section 5 concludes the paper.

2 Related Work

Simulation has been widely used in manufacturing industry as a tool to analyse, monitor
and in some cases, to predict the behaviour of a system or a process in a particular
scenario. Simulation has been used in each part of the manufacturing, from design,
machining. production to scheduling, planning and supply chain. As the manufacturing
industry is evolving, the simulation practices are also improving with the proactive usage
of Virtual Reality and Augmented reality to simulate different parts of the manufacturing
process [11].

The manufacturing industry have seen a significant improvement due to the integra-
tion with information technology. The complexity of modern manufacturing systems has
increased many folds during the last decade with the advancements in technologies like
Internet of Things (IoTs), Robotics and due to the varying (dynamic) demands of the
consumers. COVID-19 pandemic led to a shift in the manufacturing industry when many
industries had to make drastic changes to their supply chain and production mechanisms.
For example, some cosmetics and chemical production industries started manufacturing
sanitizers and related products due to a high increase in demand by making changes
to their production lines. This caused companies to make highly informed decisions to
remain competitive in a highly uncertain environment. This is where the importance of
decision support becomes extremely relevant.
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Decision Support Systems (DSS) corresponds to systems which are designed to
enhance the decision-making process with the help of integrated and updated data.
Simulation has been used to enhance the decision-making process in many ways. For
example, simulation is used to design dispatching rules for dynamic scheduling [18],
defect prevention in production systems [13], in measuring the time constraints in a
semiconductor manufacturing plant [1] to name a few. However, in context of collabo-
rative manufacturing and industry 4.0, traditional simulation approaches in isolation are
generally monolithic in nature and hence have inherent limitations.

2.1 Simulation Using Digital Twins

In a complex, heterogeneous process and its simulation, digital twins are a key enabler.
This is enabled through providing continuously updated simulation models representing
the physical entities. A Digital Twin is essentially an updated simulation of a system and
utilizes technologies like Artificial Intelligence to help detect errors at an early stage and
provide predictive behavior of the system in a particular scenario. The most widely talked
about concept in simulation when it comes to industry 4.0 and collaborative processes
is of Digital Twins because of its usage under varying complex simulation scenarios.

Digital Twins based models and simulations present a significantly improved alterna-
tive to traditional simulations when it comes to decision support. These models provide
enhanced simulations as well as analytical support for business managers to gather useful
insights for better decision making. Such an architecture is capable of modelling shop
floor assets, data storage and analytical support [17]. The real-time simulations and the
data insights extracted from it help enhance the decision-making process.

Predictive and Preventive maintenance provide the solution to the maintenance issues
that can lead to serious financial consequences. Predicting the possible errors or anoma-
lies can help in making decisions that can save a lot of problems that otherwise can
hinder the execution of time-sensitive and processes of higher priorities. A Digital Twin
architecture is used to build dynamic models to implement preventive maintenance oper-
ations using updated simulations [12]. The scope, however, is limited to the scheduling
and considers only a few indicators like downtime and machine idleness for preventive
maintenance.

Supply chain twins [3] are also introduced to monitor the challenges of supply chain
during the aftermath of COVID-19 pandemic. The data from customer behavior, online
ordering, irregular shipments, and inventory is used to simulate the overall supply chain
process. Disruptions such as increased demand, problems in transportation, supplier
shutdown problems are introduced to analyze the response and resilience of supply
chain twin. However, predictive analytics can be introduced to enhance the decision
making for future supply chain disruptions.

Digital Twins are used for decision support in various applications, developed from
different perspectives for example in urban agriculture and urban farming production
[6], enhancing production systems [16], order management [9] etc. The accuracy of the
Digital Twins based simulation remains a challenge because of the lack of approaches
to determine the faults and performance of a Digital Twin and in some cases lack of
sufficient data that reduces the quality of predictions.
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2.2 Predictive Analytics and Digital Twins

Predictive analytics is one of the key areas which can help in realizing true potential of
Digital Twins. The data from the twin of physical device or process can help in predict-
ing key parameters that can enhance the overall manufacturing system. One solution is
to use hybrid and cognitive twins along with predictive algorithms to improve the pro-
duction performance and to reduce the manufacturing overheads such as over-heating
of machines causing downtime. COGNITWIN [19] is a toolbox consisting of tools for
simulation, data acquisition from sensors, predictive analytics and provides a modular
approach for integrating hybrid and cognitive twins for process enhancement. The qual-
ity of data, computing power required, and the lack of support for collaborative processes
are some of the challenges of this approach.

Predictive analytics is also utilized in Maintenance, Repair and Overhaul (MRO)
operations of aircraft industry by utilizing data fusion with other operations of Digital
Twin ecosystem such as sensors, physical models etc. [10]. Assumptions like achieving
high Signal to Noise Ratio (SNR) for better data collection and over-reliance on sen-
sory data for predictive decision making deem this approach less reliable in context of
collaborative processes.

Machine Learning and data analytic techniques are utilized for error correction [20],
scheduling maintenance of production machines, transport systems [15] and preven-
tive, corrective, and predictive maintenance of manufacturing systems [4]. There are
approaches where AutomationML is used to create efficient data models to be used as a
Digital Twin for enhancement of the production systems. However, challenges such as
communication between twins, making efficient decisions based on integrated data of
all collaborators still need to be addressed to achieve maximum benefits.

Most of the approaches based on Digital Twins use monolithic simulations and try to
address a problem within a part of an organization. However, in context of collaborative
processes and industry 4.0, the capabilities of such approaches are limited. Hence, to
address this issue, we propose an architecture based on Digital Twins concept in the next
section which is capable of simulating collaborative process which can involve multiple
stakeholders.

3 Digital Twins Simulation System Architecture

Simulation of complex collaborative processes requires an architecture that not only
supports effective simulation, but also allows for the diversity of components and limits
to sharing of information. To meet these needs, a federated simulation architecture, as
presented in Fig. 1, is needed. This architecture, based on the digital twin concept, allows
component simulations to be independent. The architecture consists of four main parts:
Input, Simulation, Results and Data Processing and Prediction Engine.

The inputs consist of initial configurations that are provided to start the simulation.
This can be initialization of parameters, a random seed etc. This provides a starting point
to the simulation. Then, we have a Digital Twin of a process or a system. As it can be
seen in Fig. 1, there are multiple simulators within this Digital Twin. This simulation
concept is derived from our federated simulation framework [2].
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The multiple simulators are part of a federated environment. Each simulator repre-
sents a collaborator and is responsible for simulating a part of a collaborative process.
The rationale behind using this framework is to make sure maximum confidentiality
of each collaborator is ensure while sharing necessary data between the simulators as
required and through simulation coordinator. The details of working of each component
can be found in our previous work [2].

The simulation coordinator governs the data exchanges between the collaborating
simulators. The synchronization of simulators to ensure simulation accuracy and to mini-
mize redundancy is also a responsibility of the simulation coordinator. This collaborative
(and federated) environment enables the collaborative partners to use existing simulators
while simulating their own designated part of the process efficiently.

Digital Twin Simulation

|
Results Collation

> and Pre- Prediction Engine

Processing
Simulation Coordinator

Fig. 1. Digital twins architecture

ejeq induj

Data sharing is an important part of this Digital Twin simulation. There are two
mechanisms that are used for the communication between the simulators: 1) messaging
and 2) buffer queues. All messages are communicated through the simulation coordinator
between the simulators. For data sharing, a buffer queue is created. Concept of producer
and consumer is used as depicted in Fig. 3. The implementation details are briefly
discussed in Sect. 4.

The data during the simulation process is being generated by multiple simulators. It
is important to collate them in way that redundancy is avoided, and the integrity of data
is also maintained. The results collation module combines the data from the simulators
as it is being generated. After data is collated (on the cloud or stored locally in logs and
CSV files), it is pre-processed for prediction. Pre-processing involves gathering the data
that is necessary and helpful for predictions. For example, the features that are used to
predict a certain type of outcome.

The prediction engine deals with the prediction based on the input features and target
variables that are selected. The prediction is used to predict the required parameter (output
variable). It can be any variable from the simulation. Simulation can provide the data
for certain variables in a particular scenario but prediction using Machine Learning for
example can predict the value of a variable based on the inputs provided with reasonable
accuracy. Hence, prediction is more suitable in this case.
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Machine Learning and Deep Learning algorithms can be used according to the
requirements of the simulation data. There are certain criteria that can be followed to
select appropriate algorithms for example classification, forecasting etc. The data from
the prediction can then be fed back for comparisons with the simulated data for further
decision making. In terms of accuracy of the prediction model, various parameters can
be used for example Means Squared Error or accuracy score etc. Again, this depends
on the type of Algorithms that are used and the machine learning approach that is being
implemented. The architecture provides flexibility in this.

The proposed architecture provides a process which can result in improvement
of decision-making through comprehensive simulation, effective prediction and using
a reliable data. The simulation in the architecture is also scalable to accommodate
collaborative processes which is essential in context of industry 4.0.

4 Evaluation of the Proposed Architecture

To evaluate the proposed architecture, an industrial case study from the literature [5]
is used (see Fig. 2). There are some minor changes made to the implementation of the
case study, for example instead of a monolithic simulation, different parts of secondary
manufacturing are federated into multiple simulators.

The secondary manufacturing (storage, packaging, and distribution) process of
medicinal products is simulated. There are three main phases of the process, simu-
lated using 3 different simulators depicting the collaboration. The first phase is Receipt
and Inventory, then comes Storage and Monitoring and finally Distribution is done in
the last phase. There are 3 types of staff resources, including 18 technicians (G1), 2
service (G2) and 12 Quality Control (G3). In the first phase, different types of materials
like cryoproducts and shippers (containers to store products) arrive and are received by
the service staff.

Some of shippers are returned due to the bad quality. The remaining shippers are
then stored in the pre-storage in phase 2. The shippers are the documented and their
data loggers are created. After the documentation phase is completed, the inventory is
updated at the last step of Storage and Monitoring phase. In the final phase, the orders
that are placed are then sorted out in the order planning and then after the quality check,
they are ready to be dispatched.

We applied our digital twins based architecture (Fig. 1) to the manufacturing case.
The implementation is done in Python programming language using a Discrete Event
based simulation. Three simulators were implemented, simulating 3 phases as part of
a federation concept adopted from our previous work [2]. The data sharing mechanism
between the simulators is implemented using buffer queues as shown in Fig. 3.

Producer is one simulator, and the consumer is another simulator which want to use
the data that can be accessed from the queue. The buffer queue is implemented using the
concept of First In First Out (FIFO). At the quality check process, we implemented a soft
check to simulate some failures and some successes of the quality checking processes
based on the quality control staff performance (quantifiable from 1-5 with 1 being lowest
and 5 being the best). The simulation was run 50,000 times to generate enough data for
the predictions and to expose the variation in the performance.
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Fig. 2. Secondary manufacturing case study [5]

After gathering data from the simulation runs in form of log files (step by step
execution and messaging between the simulators) and organized feature extraction in
CSV files, a prediction engine is prepared. The prediction is developed to predict the
number of orders that pass the quality check. Firstly, feature extraction process is done
and the input features that are selected include Arrival Rate, Number of Orders Processed,
Performance of the Quality Control Staff.

Request Order Data

Order Arrival Send
Producer - Consumer
Receive Order Data

Fig. 3. Data sharing between simulators

The output or predicted feature is the number of orders that pass the quality check.
Two different models (Logistic Regression [7] and Light Gradient Boosting Machine
(LGBM) [14]) are used to predict the outcome. The data is divided into training (80%)
and testing (20%). After applying the models on training and testing data, the accuracy
of models is evaluated using Root Mean Square Error (RMSE) and R2 (which means
how well the regression model is fit to the data). The results of the evaluation are shown
in Table 1:
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Table 1. Prediction accuracy results

Algorithm Training accuracy Test accuracy Mean squared error R2
Logistic regression | 0.49 0.50 0.67 0.50
LGBM 0.66 0.67 0.45 0.66

The results in Table 1 show that accuracy in LGBM is improved as compared to
Logistic Regression. This signifies the importance of model selection based on the avail-
able data. MSE is also minimized in LGBM as compared to Logistic Regression. The
accuracy in LGBM is 67% which is also on the lower side which can be enhanced by
improving feature selection and model tuning which will be continued in the future
work. The idea behind this implementation is to show how Digital Twins concept can be
efficiently utilized to enhance the decision-making process by incorporating a prediction
engine. This experimentation shows that the prediction is feasible but there is a room
for improvement as this is a preliminary attempt.

The predictions gathered from the above implementation can be used to make deci-
sions like how many products pass through the quality check and what are the other
features of the product that could be responsible for failing a quality check. This imple-
mentation is preliminary but provides a basis for enhancement and core working of the
proposed architecture.

5 Conclusion and Future Challenges

Simulation is an important ingredient that can help enhance the decision-making pro-
cess in manufacturing industry. In context of industry 4.0 and collaborative processes,
simulation can play a vital role in generating insights regarding performance of each
part of the process. In this paper, we proposed a Digital Twins based architecture to
enhance the decision support in context of industry 4.0 and collaborative processes. We
provided a blueprint to use simulation along with machine learning to predict certain
parameters based on the required objectives to enhance the decision making for improved
manufacturing processes.

We used Digital Twins based simulation in a federated environment to simulate a
secondary manufacturing process for the evaluation of proposed architecture. Using
machine learning prediction algorithms and simulation data as input, the desired param-
eters were predicted. The accuracy of the models, however, can be enhanced by utilizing
more correlated features and better parameters tuning. More complex case studies will
be utilized to further enhance the working of the proposed architecture.
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Abstract. Cognitive Digital Twin (CDT) has been taking considerable attention
in several recent studies. CDT is considered as a promising evolution of Digital
Twin bringing new smart and cognitive capabilities. Therefore, it is important to
understand how companies can exploit this new technology and create new data-
driven business models. Considering that context this article aims to identify Smart
PSS business model based on Cognitive Digital Twin platforms. To reach this goal
a literature review was conducted. As a principal contribution this study brings a
set of new business models to offer Smart PSS based on cognitive digital twins.
Moreover, the study presents several real cases of companies that are currently
using the cognitive capabilities supplied by edge companies of the digital twin
technologies.

Keywords: Cognitive Digital Twin - Business model - Digital services -
Product-services systems

1 Introduction

Digital Twin is recognized as a key enabling technology of Industry 4.0 [1, 2]. DT creates
a virtual model of the physical entity of the production system, allowing the interaction
and integration of physical world and information world, and collecting a big amount
of data [3, 4]. The DT have several manufacturing applications, such as product design,
machine status monitoring, simulation, and visualization [5, 6]. However, according to
[5], the use of digital twins is frequently limited to be an exact replica of the physical
assets, without any cognitive capability that could be bring new opportunities to the
company.

Semantic technologies allows augmented cognitive capabilities to a DT [7]. Accord-
ing to [8], cognition requires modeling of, not only the physical characteristics, but also
the behavior of production elements and processes. For this, it is necessary to develop
data-oriented models through Data Analytics and Machine Learning techniques [8]. The
growth of combination of DT with semantic models and data analytics tools emerged
the concept of Cognitive Digital Twin (CDT) [1, 9].
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Several authors (e.g., 1, 9, 10) state that CDT provide a more intelligent, compre-
hensive, and full lifecycle representation of complex systems, enabling to find data, and
predict system behavior. The CDT can also enable the creation of higher service layers,
which provide products with new intelligent behaviors and capabilities of communica-
tion. In that sense, companies can develop smart digital product-services systems that
could transform customer-supplier relationships and introduce new value propositions
[11]. The Smart PSS business model comprises packages of products and services with
smart digital capabilities, which can create, deliver, and capture value in real time [12].
These business models can focus on complementary digital services that support the most
advanced servitized products or solutions that provide digital product personalization or
the offer of Smart PSS of payment for use or payment for results [13].

In this sense, it is necessary to investigate how CDTs can be exploited to enable
new Smart PSS business models, find new ways to (co)create value, as well as generate
knowledge from data, improve the company’s operational and environmental perfor-
mance and get a competitive advantage [14]. Considering the context described above
this study aims to propose new business models based on digital services enabled by
Cognitive Digital Twin. To reach these aims a literature review was conducted.

The remaining sections are organized as follows. First, we start with the methodology
section, where we present the methodological phases followed in the study. In Sect. 3
we describe and discuss the results. Finally, in Sect. 4 theoretical implications and
managerial insights and future research suggestions directions based on the analysis and
results presented.

2 Methodology

We follow three stages to conduct a literature based on the study of [15]: (i) research
planning, (ii) research execution, and (iii) summary of results.

In the first phase, the research objective and data sources were defined. The goal
defined in this stage was to identify the relation between CDT and PSS. For this, two
databases were chosen to search: Scopus and ScienceDirect. Magazines and webpages
that present practical application were also analyzed. The research questions that guided
the study was: How the cognitive capabilities provided by cognitive digital twins can be
used to innovate in new Smart PSS business models?

In the execution phase, the keywords were defined, and the definition of criteria for
inclusion and exclusion of articles. The keywords defined for the search were: (cognitive
digital twin OR Cognitive Twin) AND (services OR product-service system OR digital
services OR servitization). The search was filtered by articles writing in English. Also,
aiming to include relevant articles in the sample, the “Snowballing” technique was
applied. Finally in the Summary of Results phase, was carried out on the content analysis
of the articles and the main information was summarized according to the aim of the
study.

3 Results

As aresult of the literature research, were obtained a total of 19 articles in Science Direct
and Scopus. These articles are focused mainly on the concept or architecture of CDT,
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and on the use of CDT for manufacturing. Therefore, were incorporate other 5 articles
about PSS business models. The number of articles found and the year of publication,
all in the last two years, shows that it is still an emerging topic, but with growing interest.

3.1 Cognitive Digital Twin Supporting Smart PSS

Cognitive Digital Twin is considering the next generation Digital Twins, which has a
strong data-orientation [9, 16]. The CDT, unlike the DT, offers new cognitive abilities
[17]. Thus, a CDT can understand, detect early and predict the impact of different
types of behavior observed [5]. According to [1] the CDT can be defined, as a digital
representation of a physical system that includes a set of semantically interconnected
digital models related to the different phases of the life cycle of the physical system,
providing cognitive capabilities and supporting to perform autonomous activities.

CDT has applications during all phases of the product life cycle [18]. However, the
majority of studies focus on the manufacturing phase [3, 8, 10] and had little explored the
use of CDT to innovate in new services models. The addition of services in the after-sale
phase can bring new competitive advantages for companies and extend the life cycle of
the product [17]. A product/service system (PSS) is the incorporation of services into
a product tangible traditionally offered by a manufacturing company, seeking to offer
the customer a “complete package” combining goods, support services, self-service and
knowledge [18-21].

One of the most used categories is the [19], who proposed three PSS categories: Base
Services, Intermediate Services and Advanced Services. Table 1 presents the description
of each PSS category.

Table 1. PSS categories [21, 23]

PSS category | Description Extent of risk

Base Focus on product provision. Services Low: The customer will take the
that facilitate the product sale or usage | major risk regarding the product
without significantly altering the
product functionality

Intermediate Services that expand the product Medium: increased expose to the
functionality. Or services that help the | consequences of equipment faults
customer to adapt to new products

Advanced Services that replace the purchase of a | High: The company assume the
product, challenging the view that major of product failures risks
services are always complements to
products

PSS business models can be classified in two categories. A product-oriented PSS,
mainly focused on to improve or boost product utilization, e.g. maintenance, spare parts,
upgrades, project engineering. In other hand, the customer-oriented PSS, where the
changes are more radical, and the PSS is mainly concerned with customer needs, and
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where the product is substituted by the services as a principal offer component [23,
24]. The Base and Intermediate Services are services that support the product selling.
Companies that offer this kind of PSS have a business model oriented to a product.
Instead, companies that offer advanced services have a business model oriented to a
customer [13, 25].

According to [26, 27] the advance of digital technologies such as Internet of Things
(IoT), smart connected products (SCPs), artificial intelligence, among others, emerged a
new concept of Smart Product Service System. The Smart PSS can be conceptualized as
the development of new services and/or the improvement of existing ones using digital
technologies [28]. These new Smart PSS transform customer-supplier relationships and
introduce new value propositions [11]. In that way companies could take competitive
advantage from these solutions, by (co)creating value with customers, and also by the
generation of new knowledge from data, improving the firm’s operational and environ-
mental performance. In that sense, the cognitive digital twin can offer new opportunities
to develop Smart PSS [29]. Companies can collect data by the implementation of CDT
and develop machine learning models to monitor the health of a product, perform diag-
nosis and prognosis that can be offered as services [6]. The CDT allows collecting data
from different products and generates information about product usages and product
conditions. Using artificial intelligence, it is possible to analyze the data collected from
the digital twin for diagnostics and preventive maintenance. Using Al methods, it is
possible to identify under and over utilized products performance, identify patterns of
anomalies, common faults, and insights in reducing operational costs. Besides, the com-
pany can generate detailed condition reports and share them by apps or digital platforms.
Considering that context the following conceptual framework (Fig. 1) was constructed.

Product Cognitive Digital Twin
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Fig. 1. Conceptual model

In the case of base services, the capabilities supplied by the CDT will be focused
on monitoring product conditions to provide the necessary replacement parts at the
right time, to avoid warranty issues. In the case of intermediary services, the CDT can
be used to support services to guarantee the state and condition of equipment. Finally
for advanced services, the CDT allows firms to offer services focused on the result,
bringing to the manufacturing company the major responsibility for the product [28,
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29]. Furthermore, these solutions can be integrated into a Cognitive Digital Twin plat-
form. Platform approach enable the implementation of advanced service in a easier way
[14, 30].

In the market, there are a few DT platforms which have been evolving with the inclu-
sion of applications for data analysis, however some companies refer to these solutions
as Cognitive Digital Twin. Some of the most representative companies in the sector of
CDT technologies are IBM, Siemens, Bosch, Ansys and General Electric. Next, several
case studies of companies that offer products-services based on CDT platforms are pre-
sented. These cases were identified through the success stories reported by the suppliers
of the CDT platforms.

3.2 Digital Cognitive Twin Platform for Product-Services Systems: Use Cases

IBM has a group of applications related to cognitive digital twins. For example, IBM
Watson™ IoT Platform is a cloud-hosted service that makes it simple to derive value
from Internet of Things (IoT) devices, through several artificial intelligence applications.
In addition, the Maximo Asset Health Insights application, monitoring of asset health
and optimize preventive maintenance by combining asset record information and sensor
data so that businesses are better able to plan capital improvement. The company also
launched the IBM Digital Twin Exchange, which is a marketplace that connects organi-
zations that are looking to buy digital twins with members of IBM’s partner ecosystem,
who can sell them fault codes, maintenance plans, 3D models, and other data related to
physical assets. After buying the digital twin using IBM Digital Twin Exchange, compa-
nies could use Al and IoT solutions to fully capitalize on the value of digital twins, using
IBM Watson or IBM Maximo enterprise asset management. A success case reported
is KONE, a leading manufacturer of elevators delivering a “‘people flow’ system for
small and large buildings with full risk contractual services”. For this it uses the IBM
Watson IoT platform and its cognitive capabilities in many ways e.g., KONE E-Link™,
a facility management tool that allows asset monitoring, provides elevator performance,
traffic analysis, and helps to predict the condition of the elevator [30]. This Smart PSS
can be classified as advanced services because the company guarantees the availability
of the system through full risk contracts.

Siemens is one of the most advanced companies in the field of digital twins. The com-
pany developed several technologies to implement digital twins such as: MindSphere,
and Siemens Digital Enterprise Suite, that include Siemens Product Life Cycles Sys-
tem (PLM), Manufacturing Operation Management System (MOM), among others. A
reported example of a company using Siemens digital twin technologies is Saildrone.
This company designs, manufactures and operates a fleet of unmanned surface vehicles
(USVs) for maritime security, ocean mapping and ocean data collection. The company
uses Siemens Digital Twin technologies, such as the Mindsphere IoT platform, which
allows the collection of data on sea conditions. The company moved from a business
model based on selling the product to a business model based on selling data collected
by the USVs. Business customers can rent a drone a day to collect ocean data about spe-
cific oceans or regions. Then Saildrone provides customers with the requested data and
handles the entire collection process. The USVs utilize machine learning models that
run onboard GPU compute processors to provide real-time visual detection of targets
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that are otherwise not broadcasting their position. Since the company has completely
changed its value offering, replacing products with drone rental, data collection and
processing services, it can be classified as advanced services [32].

Another platform is Bosch IoT hub, which offers tools for digital twin manage-
ment. The platform is constituted by three modules: (i) IoT device management that
manage, update, control, and service your [oT devices throughout their entire life cycle,
(ii) IoT data management & analytics that allows to collect, process, store, assess, and
use your [oT data to the maximum and (iii) IoT edge and analytics Empower the intel-
ligent edge and enable your devices for AIoT [33]. As a success case, Bosch reports
the company HOLMER which has developed a remote diagnostics and maintenance
package for its machines called EasyHelp 4.0 using the Bosch IoT hub. Service techni-
cians use it to extract IoT data and learn more about the condition of farm equipment.
In this way, the customer benefits from the possibility of remote diagnosis and mainte-
nance and faster service. EasyHelp 4.0 is also connected to the agrorouter, the universal
data exchange platform for farmers and contractors. This is claimed to allow relevant
data to be conveniently transmitted online from the vehicle to a wide variety of end-
points. We consider that this solution can be classified as intermediary services, as the
company’s value proposition is focused not only on offering products and spare parts,
but also offering remote maintenance services [33]. Another case reported by Bosch is
the company Mann + Hummel. This company uses the Bosh platform to offer device
fleet management services. By connecting an entire fleet of devices, fleet managers can
remotely check the status of devices or compare the performance of individual devices
and machines. It also allows for easy benchmarking across the entire fleet to identify best
practices and machines with good/poor performance [33]. This service can be classified
as basic services because it focuses on device connectivity and information sharing.

Ansys also developed a Twin Builder, which is a digital twin platform that incor-
porates machine learning capabilities. Ansys reports the company Electronic Cooling
Solutions using the Twin Builder for thermal management of lithium batteries for elec-
tric cars. With this solution, Electronic Cooling Solutions optimized the product design
and increased and shortened the product launch time. In addition, the company began to
provide its customers with preventive maintenance services, and recommendations for
a high-performance product designed. This service can be classified as a basic service
because it aims to promote the sale of the product and the major risk is in the customer
side [34].

General Electric Company also developed a Digital Twin that integrates analytic
models that measure asset health, wear and performance. This company in partnership
with Teledyne Controls, create a strategic to transform aircraft engine health monitoring
by using the Predix platform and Teledyne’s GroundLink® technology to apply data and
analytics on continuous flight data to provide customers with more effective engine main-
tenance operations. Teledyne has three types of service packages: (i) Flight data analysis
for maintenance and engineering, (ii) Flight data analysis for flight safety and risk man-
agement. Each of these services includes remote monitoring, trouble alarm message,
report sharing. The company also provides access to thousands of data points owned by
airlines collected every minute by onboard wireless fast access recorders (QARs), such
as Teledyne’s GroundLink Comm+, which can help equipment manufacturers improve
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analytics. and processes. In addition, the service enables the export of Fullflight data
to third-party services [35]. This Smart PSS can be classified as intermediate service
because the company offer condition monitoring services and advance data analysis.

Table 2 summarizes the examples discussed earlier according to PSS types and
business models.

Table 2. Example of PSS

Smart PSS category | Examples Business model

Base - Thermal management solution using Asys Digital | Product-oriented
Twin technologies
- Mann 4+ Hummel- Fleet Management Service

Intermediate - HOLMER remote diagnosis and maintenance
package using Bosch [oT hub

- Teledyne Controls uses GE digital twin to collect
data and provided information

Advanced - Saildrone used Siemens Digital Twin Technologies | Customer-oriented
to change its business model from product center to
data provider

- Kone uses IBM digital technologies to supply a
flow people management system

Summarizing the principal PSS identify through the cases are: (i) Asset Remote
monitoring (trouble alarm message, report sharing), (ii) Remote diagnosis and main-
tenance package, (iii) Risk Management (Failure Causes Analysis), (iv) Predict the
product condition, (v) Fleet Management (remotely check the status of devices (eg loca-
tion, health, usage) or compare the performance of individual devices and machines,
(vi) Spare Parts Management, (vii) Provides access to external data, (viii) Allow con-
nection to an universal data exchange platform that include data of different actors of
the ecosystem.

3.3 Business Model Canvas for Smart PSS

To understand how companies transit from a product center business model to a services
center business model an overview of its changes to different aspects of its business
dimensions is needed. In that sense, Business Canvas Model (BMC) allows to simplify
and systematize the business dimensions that explains how firms create, deliver and
capture value [36].

Several authors have proposed the design of a business model to implement PSS,
using BMC [37-41, 42]. Based on these studies and the examples described above were
identified changes associated to each of the business models dimensions for each type
of Smart PSS BM (Table 3).

To implement product-oriented business model, the company would have to make
changes in three principal dimensions of the business model: key resources, key activities,
and customer relationships (Fig. 2) [37].
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Business model configuration for smart PSS.

Business model dimensions

Product-oriented

Customer-oriented

Value proposition

Product Performance

Product Performance

information sharing Guarantee
The customer continues being | Lower responsibility of
the main product responsible product
Lower cost of product Lower cost of product
maintenance maintenance

Customer segment B2C or B2B B2C or B2B

New customer segments

Key activities

Human Resource training focus
on services and digital
technologies

Some data processing capacity
Definition of new process and
reasonability for services area
Improve of sharing information
and customer support area

Human Resource training
focus on services and digital
technologies

Organizational culture manage
change

Higher understanding of the
customer behavior

Higher data processing
capacity

Definition of new process and
responsibilities

Key Resources

IoT infrastructure

Cloud services

CDT platform

Human Resources with digital
and analytics skills

IoT infrastructure

Cloud services

CDT platform

Human Resources with digital
and analytics skills

Al technologies investment

Customer Relationship

Long-term relationships
Sharing information and
knowledge

Value co-creation
Interaction improvement

Risk Sharing Contracts
Sharing information,
knowledge

Value co-creation
Closer relationship with
customers

Distribution Channels

Marketing campaigns

Retail and sales training
(service oriented)

Non-physical channels (Remote
Support, digital platform)

Marketing campaigns
Retail and sales training
(service oriented)
Non-physical channels
(Remote Support, digital
platform)

(continued)
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Table 3. (continued)

Partern Network

Business model dimensions | Product-oriented Customer-oriented
[T-partern for infrastructure IT-partern for infrastructure
IT-parter for development IT-parter for development
Finantial Partners Services provider (data
analysis)

Finantial Partners

Revenue Stream

Payment is based on a monthly | Pay per use, pay per result, pay

Operational and Maintenance Cost

or yearly fixed rate per service unit, pay per
performance, availability,
subscription
Cost Structure Initial investment on digital Higher initial investment
technologies and human Operational and Maintenance
resources Cost
Operational and Maintenance
Cost
Key Partners Key Activities Value Preposition = Customer Customer
Relationships Segments
IT-partern for infrastructure Human Resource training focus
IT-parter for development on services and digital Product Perform_anee
Finantial partner technologies information sharing Long-term relationships B2Cor B28
s Some data processing capacity The customer continues being Sharing information and
Definition of new process and the main product responsible. knowledge
reasonability for services area Lower cost of product Value co-creation
Improve of sharing information maintenance Interaction improvement
and customer support area
Key Resources Channels
loT infrastructure Marketing campaigns
Cloud services Retail and sales training
CDT platform (service oriented)
Human Resources with digital Non-physical channels (Remote
and analytics skills Support, digital platform)
Cost Structure Revenue Streams
Initial investment on digital technologies and human resources Payment is based on a monthly or yearly fixed rate, which would cover both the product

and services that would be made available throughout the product’s lifecycle

Fig. 2. Canvas for product-center BM

Moreover, in the case of Customer Business Model (Fig. 3), companies will need to

do major changes, principally in the dimensions of key activities, key resources, value
preposition, cost structure, revenue streams and customer relationships [37].
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Key Partners Key Activities Value Preposition ~ Customer Customer

o Relationships Segments
MM-partern for infrastructure jspa Fesouce takg fools d g

[T-parter for development € sevvice.s and digital Product Performance
Services, provider (data technglo&es Guarantee Risk Sharing Contracts B2CorB28
analysis) Organizational culture manage Lower responsibility of product Sharing information, New customer segments
Finantial Partners G . Lower cost of product knowledge
’ Higher of the i Value co-creation

customer betiavior Closer relationship with

Higher data processing capacity customers

Definition of new process and

responsibilities .

Key Resources Channels

loT infrastructure Marketing campaigns

Cloud services Retail and sales training

COT platform (service oriented)

Human Resources with digital Non-physical channels (Remote

and analytics skills Support, digital platform)

Al technologies investment

Cost Structure Revenue Streams
Higher initial investment Pay per use, pay per result, pay per service unit, pay per performance, availability,
Operational and Maintenance Cost subscription.

Fig. 3. Canvas for customer-center BM

4 Conclusions

The study proposed a theoretical model that aims to relate the different dimensions of
the Smart PSS, with the capabilities provided by the cognitive digital twin. The model
considers three different dimensions of Smart PSS (based, intermediate and advanced
services) that will be enabled by the CDT. In addition, the model also contemplates two
categories of business models, Product-Oriented and Customer Oriented. The business
model orientation depends on several aspects such as the value proposition, the relation-
ship with customers and the payment methods, among others. We also presented some
digital twin platforms that are already in the market, and how companies are using these
platforms to offer Smart PSS.

Another important conclusion that arises from the cases is the importance of col-
laborating with other partners to develop solutions., with several examples in this study
considering more than one technology supplier to reach the company goal. In addition,
it is possible to observe how several companies collect external data to integrate into the
product’s digital twin to improve analysis and service delivery. To do that companies use
digital platforms where several ecosystem actors share data to improve their analysis.

Finally, in future research will be important to conduct qualitative studies to under-
stand the mechanism that companies use to develop smart PSS based on CDT, focusing
on the business model dimensions. Also, exploratory research could be developed to
study the transformation path for companies to move from a product-center business
model to a data-driven service-focused business model.
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Abstract. The study illustrates how airport collaborative networks can profit from
the richness of data, now available due to digitalization. Using a co-creation pro-
cess, where the passenger generated content is leveraged to identify possible ser-
vice improvement areas. A Twitter dataset of 949497 tweets is analyzed from the
four years period 2018-2021 — with the second half falling under COVID period
- for 100 airports. The Latent Dirichlet Allocation (LDA) method was used for
topic discovery and the lexicon-based method for sentiment analysis of the tweets.
The COVID-19 related tweets reported a lower sentiment by passengers, which
can be an indication of lower service level perceived. The research successfully
created and tested a methodology for leveraging user-generated content for iden-
tifying possible service improvement areas in an ecosystem of services. One of
the outputs of the methodology is a list of COVID-19 terms in the airport context.

Keywords: Social media data mining - Topic modelling - Sentiment analysis -
Term extraction - Airport services - Collaborative networks - Content analysis -
User-generated content

1 Introduction

Due to digitalization, more and more communication between individuals and organi-
zations is happening in digital channels such as social media. One part of the customer
service of many organizations is specifically focusing on such digital collaborative net-
works, since many people tend to post their feelings about service quality into these
environments. The user-generated content available in these social media channels, such
as Twitter, may be used to mine a wealth of information concerning a selected service
and the entities related to it. This information complements the data obtained through tra-
ditional customer surveys and stakeholder analysis. In addition, user-generated contents
may provide completely new information as new topics of discussion or new stake-
holders, and relations between them, may be discovered — be it customer segments or
organizations.

Collaborative networks consist of autonomous and heterogeneous entities that col-
laborate to achieve common or compatible goals through interaction that is made possible
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through computer networks [1]. Airports can be a good example, they have existed for
around 100 years now and have evolved from a simple infrastructure, similar to today’s
bus station, to a complex set of infrastructures with a large number of stakeholders
involved and where computer networks play a vital role in the operation. Airport stake-
holders are autonomous an heterogeneous and collaborate with one common aim which
is to allow passengers to change transport modes and flying to another destination in an
smooth and efficient way. The airport stakeholders shown in Fig. 1 fall under the category
of virtual organization, which is one of the categories of collaborative networks.

Airport Ground Access Parking Operator

Ground Handling | ------------o-

Airport Passport
«— | P
Operator Control

<4—» Commercial / Contractual Relationship Security Air Traffic Management
------ Operation related coordination Service Provider Service Provider

Fig. 1. Collaborative network in the airport environment. Authors, adapted from [2].

Social media platforms offer airports novel and efficient ways of communicating
and interacting with customers and other service providers. The interaction often deals
with topics related to announcements on current issues, customer service, marketing
and recruiting, among others [3]. The communication on social media between the
passenger and the airport can lead to co-creation activities that produce new value to all
participants of the network. Many platforms with user-generated contents are available
for such co-creation activities. Some of them are social media platforms (e.g. Twitter,
Facebook, Instagram, LinkedIn) and some other are specialized blogs and interactive
digital services that enable the collection of customer feedback, such as TripAdvisor or
Skytrax (https://www.airlinequality.com/).

User-generated content can be an important source for customer insight creation and
for service development [4]. The data is unstructured and in large quantities, which in
social media sites typically refers to natural language data that may be ungrammatical,
noisy and very concise.

The airport business was chosen as it represents a complex environment, with many
different service providers (airport management companies, airlines, luggage handling
companies, food & beverage, shops, etc.), for which although measuring passenger
perceptions of service quality is difficult [5], it is important as it correlates to the levels
of airport reuse and destination revisit [6]. Data from Twitter microblogging service was
selected because it has been found to be better than data from some other platforms,


https://www.airlinequality.com/

Exploiting User-Generated Content for Service Improvement 95

such as Skytrax, for collecting information about air passenger experiences [7]. Twitter
was also chosen because it is widely used in a professional setting and in the countries
under study [1, 8]. Indeed, social media platforms, including Twitter, enable the creation
of virtual customer environments where online communities are formed around specific
airports and where airport services are discussed. The four years period of the analyzed
data (January 2018 — December 2021) was preferred as it allowed studying changes
during the COVID-19 pandemic, as it occurred during the last two years of the period
under study.

The goal of this research is to define and test a methodology for analyzing user-
generated contents to gain insight into the services provided by airport stakeholders
forming a collaborative network, from the topics and sentiments mined from the content.
The methodology is tested on COVID-19 related tweets concerning 100 airports. It
consists of an automatic language detection of tweets, followed by automatic sentiment
analysis and topic discovery. Thereafter, tweets are mined to discover novel topic related
terms. Finally, the results are evaluated from the point of view of their value for the airport
service providers.

With this approach, the study contributes to the data mining and text analytics debate
where social media data is leveraged to enhance managerial decision making, for improv-
ing airport services and data engineering methods. The study also contributes to the study
of airport services, provided by many stakeholders forming a collaborative network, by
developing a model for a co-creation process where user-generated contents is leveraged
to identify service potential improvements. To the best of our knowledge, this body of
research is the first one to apply the theory of collaborative networks to the airport sector.

The rest of the paper is organized as follows. After the introduction, there is a section
covering the related literature, followed by the description of the data and methods used.
Section 4 presents the main results obtained in the study and Sect. 5 contains an analysis
of the results. The last section concludes the study and presents new avenues for future
research.

2 Literature Study

Literature covering collaborative networks and the airport sector, to the best of our
knowledge, is scant. However, Viri et al., [9] use the model of a collaborative network of
multimodal transport services and big data to improve the services provided to drivers
and passengers in the Finnish city of Tampere.

Spring et al. (2016) [2] refers to airports as network of interdependent service
providers. In the recent pass, they have been promoting structured information shar-
ing among various members of the network through a project that involves a set of
practices called ‘Collaborative Decision-Making” (CDM). For example, at Helsinki’s
Vantaa Airport and Warsaw Airport, partners are required to share freely operational
information like the estimated landing time and actual taxi-in time for each flight.

Graga & Camarinha-Matos (2020) [10] indicate that the sustainability of collabora-
tion is not a given and requires continuous performance improvements. While evaluating
acollaborative business ecosystem in I'T organizations, they highlighted that well-defined
performance indicators can be used to both assess the collaboration level and act as a
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mechanism to induce an improvement in the collaborative behavior of the participating
organizations. This is relevant also in the airport environment.

Social media data is being used more and more in the airport service quality field,
which aims to measure air passenger perceptions from different service areas of the
airport terminal building. It was originally identified as an important component for the
planning and design of the land side of a terminal building [11]. This field of research,
accordingly to Barakat et al., [12] can be divided into two dimensions: a) identifying
service attributes that represent customer satisfaction by referring to surveys that target
aviation experts and/or passengers; and b) measuring service quality based on customer
feedback, normally through a questionnaire given to passengers.

The use of questionnaires can be costly [13], time consuming [12] and include a delay,
since observations are taken until airport managers are able to implement correcting
service measures. User-generated content and text mining has been used more often in
service management research [14] and started to be used as an alternative to passenger
surveys to measure airport service quality: Bae & Chi [15] as well as Gitto & Mancuso
[16] used Skytrax, an airport review website which provides independent reviews by
passengers; Lee & Yu[17] used Google reviews; Barakat et al., [ 12] and Martin-Domingo
et al. [4] used Twitter as source of data to measure airport service quality. Lu et al. [7]
found that Twitter is a better predictor of service quality than Skytrax.

Twitter data, as one of the user-generated content types, can be useful in identifying
new service attributes, relevant to airport passengers. For example, Barakat et al., [12]
identified that “prayer rooms” were relevant for passengers at King Khaled airport in
South Arabia. Thus, Twitter data provides an opportunity to evaluate service attributes
which were not included in surveys. User-generated content has also been used to identify
which airport services -related topics are relevant at a given airport and at a given time.

The COVID-19 pandemic has provoked substantial changes to the air transport indus-
try as it resulted in a 66 percent decrease in passengers and an estimated loss of €118
billion 2020 [18]. Thus, airports have been dealing with new situations and a new ter-
minology has appeared when communicating with passengers. Within the healthcare
sector, Ma et al. (2021) [19] identified 887 English COVID terms that allow medical
professionals to retrieve and exchange information. The present research, as part of the
value creation of user-generated contents, aims to contribute with coronavirus termi-
nology in the airport environment. This is needed, because words of a natural language
evolve over time. Vocabularies have to be kept up-to-date as new words appear and/or
words gain new meanings. For example, the Merriam-Webster Dictionary added 455 new
words only in October 2021. Four of these words were COVID related words: break-
through (medical), super-spreader, long COVID and vaccine passport [20]. Our aim was
to explore what COVID related terms are used in the airport context by passengers.

Topic modeling is aresearch method that has been used to discover topics and to group
and identify terms in user-generated content where the topics are not known beforehand.
Some of the topic modeling techniques used in the service quality literature of the travel
and tourism industry include: Structured Topic Analysis (STA) in tourism destination
marketing [21], non-negative matrix factorization (NMF) in airlines and Latent Dirichlet
Allocation (LDA) in hotels [22] and in airports [23]. This research employs the Latent
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Dirichlet Allocation (LDA) [24]. It is a probabilistic model that considers a tweet as a
mixture of topics. Topics in turn are modelled as a distribution of words.

3 Data and Methods

3.1 Data

The Twitter airport dataset used in this research was collected from airport users’ tweets
from a list of 100 airports around the world. The list of airports corresponds to airports’
official Twitter accounts with the largest number of followers in 2016. All of the tweets
retrieved, using the Twitter Archive (ctrlg.org), included the Twitter account name (Twit-
ter screen name) of each of the 100 airports. For example, for London Heathrow Airport
(LHR), the official Twitter account @HeathrowAirport was used.

A total number of 949497 tweets was collected during the period between July 2016
and March 2022. Using the language recognition software Apache TIKA [25], a total
of 592131 tweets were filtered as to handle only tweets in English, which is used as the
international language of aviation. The World Health Organization (WHO) declared a
Public Health Emergency of International concern on 30 January 2020 [26] and pandemic
on 11 March 2020. The dataset was divided into two periods: One before the pandemic
(2018-2019) with 202061 tweets and the other during the pandemic (2020 —2021) with
110023 tweets. The number of tweets was considerably smaller during the later period
under study because passenger traffic in the airports was very much decreased because
of the pandemics [18]. The process of filtering the original Twitter data set to obtain the
two data sets under study is illustrated in Fig. 2.

e TIKA i
liter
Airport Language B
Twitter Data Recognition ey
Filter English Tweets
English 2018-2019 2018-2019
Twitter
Data -
I A Filter N English Tweets
N= 500 000 2020-2021 2020-2021

Fig. 2. The process of filtering the original Twitter data to obtain the data sets under study.

3.2 Methods

The data sets were processed using the KNIME software [27]. For the sentiment anal-
ysis, a lexicon-based method was used. The lexicon applied is derived from the MPQA
Opinion Corpus by Maas et al. [28]. The lexicon-based approach assigns sentiment tags
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to words in a text based on dictionaries of positive and negative words. A sentiment
score is calculated for each tweet as defined in Eq. (1).

. (number of positive words) — (number of negative words)
Sentiment score = (1)
total number of words

The topic detection was performed using the LDA (Latent Didrichlet Allocation)
method. We used the implementation in KNIME by Newman et al. [29], based on
SparseLDA sampling scheme and data structure by Yao et al. [30]. The KNIME node
used in our experiments uses the MALLET: A Machine learning for language toolkit
[31]. The number of topics is automatically determined using the elbow method. The
elbow method estimates the optimal number of clusters (or topics), by running k-means
clustering on the data set for different values of k (i.e., different numbers of clusters),
and then calculating the within-cluster sum of squared errors (SSE), which is the sum
of the distances of all data points to their respective cluster centers as depicted in Eq. 2.

SSE = Z:Zl(x,- — %2, 2)

where n is the number of observations, x; is the value of the i observation and X is the
mean of all observations.

Subsequently, the SSE value for each k is plotted in a scatter chart. The best number
of clusters is the number at which there is a drop in the SSE value, giving an angle in
the plot. The entire process of topic modelling is illustrated in Fig. 3. Only the topics
of the tweets of the latter period were modelled because the term discovery was aimed
at discovering terms for a newly emerged topic, which in this case was COVID-related
services at the airport. Prior to determining the number of topics, the data was processed.
In this phase the tweets were run through a part-of-speech tagger and only nouns were
selected. In addition, very low frequency terms were filtered out. After the preprocessing,
the dimensionality of the feature space was further reduced using principal component
analysis (PCA).

English Tweets P
2020-2021 reprocess

2020-2021
English Tweets
Classified

Into topics

Elbow Method
for determining
# of Topics

LDA
for
extracting
Topics
Topics and
terms with
their weights

Fig. 3. The topic modeling process using principal component analysis (PCA), the elbow method
and the LDA method. As output, all tweets are categorized to the most probable topic. In addition,
a list of terms and their weights is produced for each topic.
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The process of discovering new COVID-related terms is illustrated in Fig. 4. The
input consists of the English tweets of the latter period under study and of a list of COVID
terms. The idea is that a list of terms is given as a seed for the system and the system
then extracts from the tweets terms that could belong to the same topic. The process
of term extraction is as follows: first the COVID-related tweets are filtered from the
entire body of tweets. Then they are preprocessed using the same methods as in the topic
modeling that was described above (see Fig. 2). After this each term and its frequency
is calculated and a list of terms sorted according to term frequency (TF) is produced.
This list is one output of the method. The other output is obtained when from the list
of frequency-sorted terms those terms that occur in the previous period are filtered out.
These terms are called COVID Terms in Fig. 4.

English Tweets

2020-2021 ; Preprocess

Initial List
of COVID Terms

2020-2021
English
Terms
“COVID Tweet”
&
TF

Calculate
Term Frequency
(TF)

New List
Of COVID

Difference
“COVID Tweets”
&

Tweets 2018-2019

Fig. 4. Discovery of new COVID terms from the tweets.

The initial list of COVID terms used in this study is given in Table 3 below. As can
be seen from the table, this list is very short and contains terms that an average native
speaker of the language could produce without great effort. Thus, taking this method
into use does not require an investment in terms of human resources, which shows that
the proposed method has attained one of its goals, namely that of partly automating
the process of finding new terms related to an emerging topic. However, there is one
requirement that the creator of the initial list of terms should respect: The terms in
the initial list should not be polysemous (i.e., words with more than one meaning) in
the airport context. Rather, they should only bear a coronavirus-related meaning in the
context of airport services.
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4 Results

The sentiment analysis of the tweets supports results from previous studies where the
overall sentiment concerning the airport services is slightly positive, see e.g., Martin-
Domingo [4]. The results of the sentiment analysis may be observed in Table 1. The mean
sentiment in the period 2018-2019 is 0.136 and in the period 2020-2021 it is slightly
more positive with a mean value of 0.150. However, the mean sentiment value for the
COVID-related tweets is lower: 0.095. The COVID-related tweets are those tweets that
contain at least one initial COVID term listed in Table 3.

Table 1. The descriptive statistics for the sentiment scores of the three data sets.

Statistic 2018 and 2019 2020 and 2021 COVID-related tweets
Min —0.800 —1.000 —0.667

Max 1.000 1.000 0.625

Mean 0.136 0.150 0.095

SD 0.170 0.181 0.134

Quartile 1 0.000 0.077 0.000

Quartile 3 0.250 0.250 0.167

The topic detection was applied to the tweets from 2020-2021. The number of
topics found by the elbow method was three and they are the following: topic 1 is about
miscellaneous topics such as spending time at the airport and greetings. Tweets mainly
classified into topic 2 are about COVID-related services and issues. Topic 3 contains
tweets about spending time at the airport, especially spending the night there. Table 2
lists some examples of the tweets in each topic. The score indicates the probability of
the tweet belonging to the topic. After manual inspection of the most probable topics, it
was discovered that each topic also contains tweets that are not related to the identified
topics. The terms characterizing the topics are surprisingly generic and common to all
topics. However, there are some topic specific terms, and the weights of the terms differ
in the topics.

Table 2. Examples of tweets in each topic with the score indicating the probability for belonging
to the topic.

Score | Topic | Example tweet

0981 |1 Can I get a pint at the bar in your airport

0.980 | 1 Happy New Year, thanks for sticking by us this year - You had a fairly tough
year yourself but took the time to make us smile. Here’s hoping we meet again
very soon. Until then, stay safe my friend!

(continued)
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Table 2. (continued)

Score | Topic | Example tweet

0.980 |2 After the government’s update on the PCR tests here: https://t.co/giipldyjTH,
are there any new restrictions on domestic travel within Canada?

0.980 |2 Bruh are you guys not testing domestic passengers

0.990 Hello again! My flight arrives at 20:15 and my connecting one leaves at 12:05
the next day. Is terminal 5 open 24h and is it ok to spend the night there? Thank
you!

0.990 |3 Can people spend a night to the airport s hotel waiting for the connecting flight

due the day after?

The new list of COVID terms discovered by the proposed method is included in
Table 3. Terms not related to coronavirus or terms that are related to it only in some
specific contexts (such as the terms arrival and center) have been filtered out from the
above list. The accuracy of the system is 50% at 20 and 22% at 100, meaning that among
the top 20 terms retrieved by the system, the proportion of coronavirus-related terms is
50%, whereas among the top 100 terms, their proportion is 22%.

Table 3. The initial list of COVID terms given as a seed to the system and the list of coronavirus
related terms discovered by the proposed method.

5 Analysis

Initial list of COVID terms | New list of COVID
terms
alfa variant certificate | quarantine
British variant check result
corona crowd risk
COVID distance | rule
delta variant dog safety
delta virus fear sanitizer
Indian variant force screening
mask health spread
omicron lockdown | test
pandemics measure | testing
physical distance pandemic | vaccine
safe distance per virus
safety distance
social distance

The study attempted to define and test a methodology for analyzing user-generated
contents that allows to gain insight into the services in the airport collaborative network,
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especially into the sentiment of the passengers and the topics under discussion. The
methodology for discovering new terms on an emerging topic was tested on COVID-
19 related tweets, but it was designed to be generic enough to enable the discovery of
terms and contents related to other emergent topics, such as Brexit consequences or
lack of personnel at the airports. Furthermore, the methodology could be applied also to
other collaborative networks consisting of various services with abundant user-generated
contents, such as a shopping mall or a railway station.

The study used lexicon-based sentiment analysis. The results support previous
research by showing that the overall sentiment of the tweets in the airports is slightly
positive. When studying the sentiment related to COVID-19 topics, a drop in the sen-
timent was found. Previous research on sentiment analysis of user-generated content
shows a drop in sentiment concerning airport service quality during the COVID period
[29]. However, research on the sentiment perceived in relation to services related to
COVID-19 (such as control of vaccination certificates or instructions for the usage of
masks), is scarce. Thus, the present research results provide new knowledge on this
as it conducted sentiment analysis on COVID-19 related tweets where each tweet was
somehow related to both COVID-19 and an ecosystem of airport services.

The LDA method was used to discover topics in the tweets. This was successful
and three topics were discovered. The terms related to the topics did not very well
describe them. Therefore, an inspection of the tweets classified into each topic was
used to describe the topics discovered. The terms describing the topics found by the
LDA method were the same to a great extent, only some terms were different, and the
weights were different. This is probably due to the small number of coronavirus-related
tweets and especially due to the small number of terms in the tweets. The small number
of terms is partly due to the methodology used. The method used did a considerable
dimensionality reduction for the terms as first PCA was performed. After that, in the
preprocessing phase, part-of-speech tagging was conducted and all other words except
nouns were filtered out. At the end, words with a low term frequency were filtered out.
All these three phases contributed to the small number of terms that were passed on first
to the elbow method and subsequently to the LDA method.

When evaluating the results of the term discovery method that came up with new
COVID-related terms, it was noticed that it is not at all easy to define the borderline
between a COVID term and a non-COVID term. The context of use is the ultimate
source that tells whether a term in question is a COVID-related term or not. However, in
the classification of documents or in libraries, topical terms are commonly used without
any context. These terms are used to describe the contents of documents or customer
reviews and users use them for search.

In this study, when determining whether a word is a COVID term or not, human
expertise in the field of airport service quality and the context of the word were used.
The task was not at all easy. Thus, it is probable that it is not at all easy for an automated
methodology, either. Words like dog, screening and result were classified as COVID
terms even though they are very often also used in the sense of a non-COVID term.
However, the dogs that are trained to detect COVID, the testing or screening of COVID
certificates upon arrival and the result of a COVID test are common contexts where these
words may be regarded as COVID-related terms.
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One limitation of the study is that it used lexicon-based sentiment analysis and
word-based representations for topic discovery. However, Twitter messages also contain
non-textual and rich contents as well as metadata that could be very important to the
analysis [32]. Examples of such non-textual or rich contents are emojis, images, and
hyperlinks. A future study could process the rich contents in the tweets along with the
textual contents and probably reach even more accurate results than the present study.
Another limitation of the present study is that it did not leverage the network structure of
the Twitter data. It is regarded an important source of additional information. It consists
of retweets, likes, mentions of tweets and of twitter accounts, among others. There are
methods for discovering communities of Twitter users that are centered around a topic,
such as airports [33]. It might be worth investigating if leveraging this network structure
would bring additional information for the process of co-creation and help in identifying
novel improvement areas in airport services. A third limitation of the study is that it used
representations based only on one word. A future study using collocations consisting of
several words may bring more insight into the topic.

6 Conclusions

This paper described an attempt to define and test a methodology for analyzing user-
generated contents to gain insight into the services provided by an ecosystem of actors
forming a collaborative network, from the topics and sentiments mined from the user-
generated content. The methodology was tested on COVID-19 related tweets concerning
100 airports.

Twitter data concerning the 100 most followed airports from 2018 and 2022 was used
as the data set that was mined. As a result, it was observed that the sentiment of the tweets
varied across topics. A difference in mean sentiment was also found when comparing
COVID-19 services related tweets (lower sentiment), with the overall sentiment. The
study, using automated methods, generated a novel list of COVID-related terms to mea-
sure service quality provided by the airport collaborative network. However, the results
of the LDA method were a bit surprising as the number of discovered topics was smaller
than expected and the terms describing the topics were not as topical as expected. The
reason for this was probably the small amount of data and the powerful dimensionality
reduction in the preprocessing phase. In a future study, dimensionality reduction before
the actual topic modelling phase could be modified to keep more dimensions.

The study contributes to the user-generated data mining and text analytics debate
where social media data is leveraged to enhance managerial decision making, for improv-
ing airport services and data engineering methods. The study illustrated how airports
may leverage the richness of data that is now days available to them as they have become
apart of a data-rich collaborative network due to digitalization. The study illustrates how
airport collaborative networks can profit from the richness of data using a co-creation
process, where passenger generated content is leveraged to identify possible service
improvement areas.
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Abstract. Interestin Al-driven automation software is growing constantly across
all industries, as these technologies enable companies to almost automate admin-
istrative processes completely and significantly increase operational efficiency.
However, many implementation attempts fail due to a lack of understanding of
how these technologies affect the various socio-technical aspects that are inter-
twined in an organisation. This leads to a widening gap between value propositions
of automation software and the ability of companies to exploit them. For long-term
success, collaboration between humans and software robots in the organization
must be optimised. Therefore, the social, technical, and organizational impact
of Robotic Process Automation was investigated. Following a socio-technical
systems approach, a model was developed and validated in a use case of a com-
pany in the mechanical engineering sector. Knowing the influencing factors before
launching large-scale automation initiatives will help practitioners to better exploit
efficiency potentials and increase the long-term success.

Keywords: Socio-technical systems - Human-machine collaboration - Robotic
Process Automation - Administration

1 Introduction

The future of interaction within organizations is characterized by a tightly interwoven
collaboration network of humans and machines. Technological progress is constantly
creating new opportunities to achieve operational excellence. One area of application
that has gained increasing interest in the last years is administrative processes. Today,
organizations optimize their informational processes by using advanced automation tech-
nologies [1, 2]. One of these technologies has triggered a real hype recently: Robotic
Process Automation (RPA). RPA is used as a collective term for tools that interact on
the user interface of computer systems, analogous to the way human actors do [3-5].
Deployment is often seen as a quick win because the conveniently designed interfaces
and drag-and-drop functions mean that basically no programming skills are required,
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making implementation seem trivial from a technological point of view [3, 6]. Never-
theless, many implementation projects fail in practice. It becomes clear that it is not
technical functionality that is the biggest obstacle, but organizational adaptation [1, 6].
Change management issues must therefore be taken seriously to reach efficiency targets
and leverage cost potentials. However, we currently experience a lack of understanding
on how RPA affects the overall organizational system.

According to the socio-technical systems design, integrating technologies which
automate administrative processes into the working world is a major challenge [1]. There
is a growing gap between the value proposition of RPA and the ability of companies to
exploit it. Many companies lack the necessary adaptability, which is essential to tap the
full potential of RPA [6]. In this context, orchestrating the interplay of human employees,
technology, and organizational structures is pivotal, according to Strohm and Ulich
[7, 8].

With this paper we aim to understand the organizational impact of RPA from a
socio-technical perspective. It is dedicated to validating the applicability of a previously
developed socio-technical system architecture using a real case study in the field of
mechanical engineering. In this way, we transfer our research into operational practice
to solve the practitioners’ dilemma outlined above.

2 Theoretical Background

2.1 Robotic Process Automation

Lacity and Willcocks characterize RPA as the configuration of software to perform
administrative tasks previously executed by human employees [2]. Picking up on this
idea, Aguirre and Rodriguez emphasize that despite the often-misunderstood term
“robotic”, RPA is in no way related to electromechanical machines, but is a software-
based system [9]. Van der Aalst et al. additionally refer to RPA as a collective term for
tools that interact on the user interface of computer systems, analogous to the way a
human actor does [4]. Allweyer adds that software robots can support human employees
as personal assistants or replace them completely in the execution of various tasks [5].

To use RPA, software robots are installed and operated on a company’s server [10].
These software robots are integrated front-end and operate via the user interface [9,
10]. This means that software robots imitate humans when interacting with the user
interfaces, but do not require deep intervention in existing IT applications [4, 11].

Due to the high relevance of Al for the development of automation technologies,
future RPA applications will increasingly rely on a combination of “conventional RPA”
and embedded Al [12]. This leads to an evolution towards intelligent systems. Tech-
nologies such as natural language processing, image and pattern recognition, or context
analysis will be increasingly used to enable more intuitive perceptions and judgments
in daily office and information activities.

2.2 Socio-Technical Systems

The term socio-technical system was first used in 1951, when British researchers Trist
and Bamforth at London’s Tavistock Institute used studies in coal mining to find that
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the use of the same technologies in different work groups varied greatly in terms of
efficiency and effectiveness [13, 14]. They figured that the use of new technologies
under conventional conditions brought about enormous changes in the social quality of
the work environment [14]. Following their observations, they addressed the interaction
of social and technological factors in industrial production systems in their studies. The
resulting socio-technical systems approach postulates that each production unit must be
viewed as a combined system of social and technical subsystems [8, 13].

The first to transfer socio-technical thinking to the field of computer science was Enid
Mumford. She investigated how socio-technical design can be used for successful infor-
mation systems in the working world [15]. Since then, the socio-technical systems app-
roach for information technology is gaining increasing importance in the literature. With
the beginning of the 21st century, the number of publications increased rapidly, especially
in the areas of ‘computer science’ and ‘information and communication technologies’
[16].

3 Related Research and Innovation Contribution

Since the focus of this paper is to understand the organizational impact of RPA from
a socio-technical perspective to promote collaborative work between humans and soft-
ware robots, an overview of existing socio-technical approaches in this context must
first be provided. Following a systematic literature review, Gotzen et al. found that
socio-technical approaches in the context of RPA are massively underrepresented in the
research community [16]. For this reason, we developed a socio-technical framework
[16] using the findings from the literature review as well as applying Eisenhardt’s case
study research [17, 18].

The framework comprises thirteen relevant socio-technical elements that need to
be considered when implementing RPA. These elements are assigned to three socio-
technical dimensions: Organization, Technical System, and Social System. Collabora-
tive human-machine interaction necessary for task completion is at the center of the
socio-technical framework and acts as a link between the three subsystems. In addition,
we derived relationships between the individual dimensions to specify these interactions.
While the organizational dimension focuses on the orchestration of employees in a com-
pany, i.e., the creation of general conditions for collaboration and the design of tasks
and processes, the social subsystem considers the individual characteristics and inter-
personal relationships that influence action. In addition, RPA implementation requires a
technological component to provide functionality which is represented by the technical
subsystem. Figure 1 shows how the individual elements relate to each other within the
complex socio-technical system architecture.

To address the practitioners’ dilemma of not sufficiently considering socio-technical
aspects before implementing RPA, our framework will be applied in a real use case. We
aim at making a significant innovation contribution by transferring scientific endeavor
into practice validating the applicability of research findings. To this end, we address
the following central research question:

To what extent can socio-technical research approaches be applied to a real-world
RPA implementation scenario?



Fig. 1. Socio-technical system architecture for RPA implementation [16]
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The research process follows Ulrich’s strategy of applied research. He states that the
problems of applied science result from practical challenges. Research findings therefore
aim at testing developed design models in an application context [19]. Figure 2 illustrates
the research process, including the previous development of the socio-technical system
architecture by Gotzen et al.
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Fig. 2. Research process - strategy of applied research [18]
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Gotzen et al. postulated that socio-technical challenges encountered in RPA imple-
mentation should be a key aspect of future research activities [16]. By using systematic
literature review and case study research according to Eisenhardt, problem-relevant the-
ories and approaches were identified. We transferred our findings into a socio-technical
system architecture for the use of RPA. According to the strategy of applied research,
the last step is to test the developed model in a real-world scenario. The paper will focus
on exactly this step.

We selected a German medium-sized company from the mechanical engineering
sector, for the RPA use case. This industry was deliberately chosen, as it was not consid-
ered in the model development of Go6tzen et al. The model development focused on large
enterprises from the telecommunications, finance, and insurance industries, as these have
taken a pioneering role in the implementation of RPA. A successful application of the
framework to a medium-sized mechanical engineering business would therefore show
that the framework can be used as a supporting management instrument regardless of
industry sector and company size.

We have accompanied the implementation process over one year from beginning
to end and will present the findings, based on own observations and expert interviews
with the Managing Director, who functioned as the project sponsor. Simultaneously, the
relationship between the practical experiences and the socio-technical system elements
presented earlier (see Fig. 1) will be illustrated. The goal is to verify that all elements
are valid in practice and sufficiently represent the complexity of RPA implementations.

5 Case Study Results

5.1 Introduction of the Company and Motivation for RPA

The company, which we accompanied is a medium-sized German company for con-
veyor, elastomer, and plastics technology. The company currently employs 80 people.
The decisive factor for starting the RPA journey was a desire to relieve employees of
repetitive and monotonous tasks that can be processed by a software robot. According to
the Managing Director, the mere execution of rule-based processes is not viable under
today’s labor market conditions and the prevalent lack of skilled personnel. Therefore,
staff must be deployed in areas of activity that create added value for the company. He
stated that in the past, the company employed a certain number of full-time equiva-
lents (FTE) to perform invoice checks. The administrative employee was responsible for
checking invoices and matching them with purchase order data. If the information was
identical, manual approval was given or in case of discrepancy a ticket was forwarded
to the responsible product manager. However, the case study partner preferred to use
staff capacity for customer service rather than for administrative tasks. These activities
require human competencies, which cannot be covered by software robots. The moti-
vation to introduce RPA arose to free up human resources and use them for cognitively
demanding tasks. The motivation is clearly not to rationalize jobs.

The automation team responsible for the implementation process comprised three
employees from different departments. The first employee was a process owner with
extensive operational knowledge. The second team member has been responsible for the
introduction of a Management Execution System (MES) and was therefore assigned as
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the project manager. In addition, a third employee was released from daily business for six
months to exclusively work on the RPA implementation. Moreover, the project received
support from an IT employee who took responsibility for the management of hardware
and software, e. g. the server installation. The Managing Director emphasized that the
small task force was very effective due to efficient communication and result-oriented
actions.

5.2 Case Application of the Socio-Technical System Architecture

In the following, we describe all elements of the socio-technical system architecture
according to Gotzen et al. based on experiences of the case study partner as well as own
observations made throughout the implementation process.

Organization

The Managing Director did not envision a mission statement for the initial pilot, as it
was only an initial proof-of-concept. However, it was emphasized that successful imple-
mentation would lead to the creation of an automation strategy for the entire company.
During the case study, the need for leadership to drive the RPA implementation was
rated as high by all participating employees. It is emphasized that a top-down spon-
sorship is required, which provides the employees with time and budget needed. In the
present use case, this role was taken on by the Managing Director. As documented in
numerous literature articles and confirmed by various experts, governance is a support-
ing pillar of RPA implementation. Also, the case study partner defined responsibilities
within the team constellation. After the pilot phase, the central IT department will keep
the automation solutions permanently in operation. The establishment of a Centre of
Excellence (CoE) was not pursued, as there are insufficient personnel capacities due to
the company size. When introducing RPA, we recommend that the company carries out
an analysis for process and task design before the automation goes into effect. In the
use case, the process analysis was conducted in the form of interviews with the respon-
sible staff. This helped the company to eliminate inconsistencies and design efficient
and robust processes before automating. Taking compliance requirements into account,
the company first examined which data is processed where and by which accounts. The
bots used were then stored as digital resources or as external employees in the human
resource system to provide access authorizations for the target applications.

Technical System

As part of the rollout, an application partner was brought in to provide the software and
ensure operability. This partner was also responsible for error and exception handling
and guaranteed that each bot went live with a defined status. In this context, the company’s
own IT department was also trained, as operational performance is closely interrelated
with IT skills and competencies. The RPA application acts on the user interface of the
in-house systems. Therefore, no complications regarding infrastructure compatibility
are expected. To prevent the scenario of automating in systems for which the employee
has no authorization, the case study company had to develop a technical access and rights
concept. Together with the automation team, it was ensured that the RPA application
had clear boundaries in form of reading and writing rights for each system served. This
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ensured interoperability. Maintenance becomes necessary whenever changes occur
in the target system. However, since the company’s applications are in-house, changes
are predictable and not dependent on external releases. The maintenance effort is thus
calculable and controlled by the process management.

Social System

All team members confirmed the need for a digital-savvy and open corporate cul-
ture for integrating extensive automation. Concerns were mainly expressed due to trust
issues. Transparent communication is crucial to reduce uncertainty, as automation is
often associated with job loss. However, the company was able to prevent conflicts
by effectively redeploying human resources from administrative to cognitive tasks and
transparently communicating the results from the start. Despite a dedicated automation
team, implementation required a great deal of coordination and, above all, explanation.
Intraorganizational collaboration is necessary but required extensive coordination to
be successful due to the large number of stakeholders involved. This was ensured through
regular coordination meetings. At first, the possibilities of RPA were incredibly over-
estimated by the employees. As the pilot did not produce the desired results from the
start, initial technology acceptance dropped sharply as expectations could not be met
from the get-go. With the help of further system tests, deficiencies were corrected, and
acceptance ensured in the further course. There were no social fears of job loss due to
transparent communication. While IT staff received extensive training on necessary skills
and competencies also the IT affinity of employees in administration had to increase.
The training was provided by the software provider and contributed immensely to an
effective intraorganizational collaboration. For the successful RPA deployment, indi-
vidual goals and motivation of employees were addressed and included in the process.
The relief from repetitive tasks contributed significantly to the individual goals of each
actor, as they saw a greater sense of purpose in their new field of activity.

The case study makes clear that all the socio-technical system elements shown are
relevant for the implementation process. However, due to the individuality of each use
case, the relevance varies greatly. Individual elements must therefore be addressed with
varying intensity.

6 Managerial Implications and Conclusion

During our research activities, we applied the socio-technical system architecture of
Gotzen et al. in a real case study. Our investigation contributes to a deeper understanding
of the organizational impact of RPA. The case application made it possible to confirm
the relevance of the research contribution in the operational context and thus validate
the presented framework.

Due to the size of the company, the relatively low software penetration within the
respective industry, and limited financial and human resources, the use case company
took a different approach to RPA implementation than the highly digitalized companies
used for the model development. For this use case three critical success factors stood
out:
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1. Project Sponsorship: For small and medium sized companies it proved to be suc-
cessful to have the Managing Director sponsor the RPA project. Besides ensuring
resource availability, having the direct support of the Managing Director increased
the project credibility and the commitment of the employees.

2. Dedicated Task Force: In contrast to enterprises with large IT-departments and
an extensive range of administrative processes, establishing a discrete automation
department is not feasible for smaller companies. Instead of creating a CoE, a small
interdisciplinary taskforce for the automation project has shown to be very effective.

3. Communication: Addressing potential fears and uncertainties of employees from
the beginning was crucial. To maintain trust, project results were communicated
openly. In retrospect, the expectations of the employees could have been assessed
earlier to minimize deviation between the expected and the actual scope of the
software during the pilot phase.

The case study confirmed the high importance of all socio-technical elements and
the industry-independence of the system architecture. Nevertheless, we identified a need
for further research. To obtain more robust results, firstly, the framework needs to be
applied in more cross-industry use cases. Secondly, this paper focused only on testing
the relevance of the socio-technical system elements during an RPA implementation.
Conversely, we think it would be interesting to investigate to which extent applying
this framework before implementation can help to make RPA introductions even more
efficient. Atlast, we consider testing the applicability of the model for the implementation
of intelligent systems that consider the use of RPA and AI highly relevant for future
research. This would show the extent to which the sociotechnical model hold validity in
the context of higher levels of automation development.
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Abstract. The practice of collaborative innovation promises added benefits for
the concerned stakeholders based on the capacity that the product of the knowl-
edge, experience, and skills shared by the collaborating parties outweighs the
sum of all the inputs. However, collaborations also carry the challenge associated
with leadership, which is often established through informal influence. The paper
presents the best practices for impactful informal leadership in collaborative inno-
vation networks in project execution. The research is based on expert interviews
with European start-ups, SMEs, large enterprises, and universities. The findings
and recommendations focus on enhancing the impact of the innovative solutions
once they are institutionalised in the organisations. The impact generally lever-
ages the consequence of informal leadership, a naturally occurring phenomenon,
emphasising the variability and reciprocity of leading, the meaning of strategic
goals, and investing in human relations, and deeply contributing to the transition
towards Industry 5.0 and Society 5.0.
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1 Collaborative Networks and Informal Leadership

Collaborative working and leading are essential in the complex, contemporary organ-
isational setting, and are also essential components of the transition towards Industry
5.0 and Society 5.0 where the economic advancement is balanced with the resolution of
social problems [1]. Through collaboration, simultaneous projects are managed through
people networks. The emphasis of this work is on the process, change, and emergence,
which implies that these ongoing activities can be prioritised over stable entities [2].
Thus, engagement in collaborative project networks can enhance value creation for the
organisation through the generation of innovative ideas.

In these networks, leadership is no longer associated only with individuals. Leader-
ship is a collective behaviour, which results from several interdependent entities inter-
acting with one another [3]. Leadership can also be understood as a network of influ-
ence relationships [4]. In collective leadership, the leadership roles and responsibilities
change depending on the expertise required [5]. In these transitions of leadership, no
formal leadership relations exist and informal leadership is utilised. Informal leadership
is manifested in exerted influence over other people and the collective work without a
formal leadership position [6] and is continuously re-negotiated based on the group’s
complex socially constructed interaction process [7]. Informal leadership influence in
groups is characterised by competence, warmth [8], motivation to lead, and emotional
intelligence [9]. These qualities contribute to creating a collaborating force that is will-
ing to collectively contribute to a common purpose. As relationships and collaborative
groups mature over time, leadership evolves and becomes more distributed, which con-
tributes to group efficacy [8—10]. Eventually, the flow of informal leadership is affected
by the ties in the network and the purpose of the group [11]. The changes in efficacy
and the influence on a group’s performance are bound to influence the acceptance of
informal and collective leadership in collaborative networks. On one hand, this high-
lights the importance of informal leadership on a path to a common purpose from the
organisational perspective, while, on the other hand, it raises the significance of informal
leadership for individual performance and the development of people networks.

Informal leadership is intertwined with advanced knowledge [12]. This can be seen
as expertise, which means having a good practical and theoretical knowledge of a sub-
ject, understanding own expertise, and being able to put the expert interpretations into
practice towards an intended goal [13]. When collaborative problem-solving in complex
scenarios is done, it is enhanced by the expertise [14], simultaneously creating space for
the knowledge of all. In fact, collective decision-making is a form of collective leader-
ship, and the quality of these collective decisions is enhanced through collective intel-
ligence [15]. Also, considering multinational teams targeting cooperative innovation,
they are more effective, if they oscillate between assertive and cooperative knowledge
exchange processes [16] and their leadership is emphasised by the leader’s competen-
cies in knowledge management and transfer [17]. So, being open to the knowledge of
others and collaborative working, enhances the leadership and quality of decisions in
the group. The value is seen in the people who understand entities and their relations,
and are willing to take part in collective and informal leading. That topic is especially
relevant in the context of innovation for SMEs [18].
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This research seeks answers to the question, of how informal and collective lead-
ership function in collaborative networks. We also aim to suggest the best practices.
The findings are based on conclusions drawn from interviews with multinational project
experts in nine European countries. The experts operate in organisations of varying sizes
and types i.e., start-ups, SMEs, large enterprises, and universities. Some of those are part
of European cascade-funded projects that heavily rely on cooperation and informal lead-
ership [19]. These projects are heavily reliant on cooperation, which speeds up access
to the markets and improves project assets to generate sustainable impact [20].

2 Method

Eighteen semi-structured expert interviews were completed in March and April 2022.
The interviewees were handpicked by the researchers based on the understanding that
they have the essential knowledge of the question at hand [21] due to the perception of
their experience.

Ten respondents are female and eight are male, representing nine nations: Austria (5),
Spain (3), Ireland (2), Italy (2), Slovenia (2), Czech Republic (1), France (1), Portugal (1),
and the UK (1). Two-thirds of the respondents are focused on operations in the technology
sector. Thirteen of the respondents represented SMEs, three are from large enterprises,
and two respondents are university employees. Seven interviewees hold top management
positions, eight are operating in middle management, and three are employees with no
formal management powers. The common theme for the interviewees is their active
involvement in diverse multinational collaborative project environments and networks.

The interviewees are asked to review their actions regarding informal leadership
and to unambiguously differentiate it from any formal leadership power which they
might be granted in their organisation i.e., the focus is placed on collective work with
those over whom no formal leadership position is existing. When evaluating the degree
of understanding and utilisation of informal leadership, the characteristics defining the
phenomenon, as described earlier, were taken into account. For example, it is evaluated
if the interviewees are responding from the perspective of someone who is using their
ties in the network to achieve their purpose, or if they try to exercise their hierarchical
position. Also, the depth of engagement in the discussion regarding informal leader-
ship, recognising it being separate from formal leadership, was evaluated. That includes
evaluating if interviewees differentiate in terms of which approaches they apply when
dealing with situations of different formality levels. In this process, fourteen respondents
are categorised as having a clear understanding of informal leadership, while two have a
clear recognition of the phenomenon, and two are not fully aware of it. The data is anal-
ysed using content analysis [22], and NVivo is used to manage and code the data [23].
In order to provide a solid foundation for comprehensive analysis and interpretation, the
data acquired is approached from several angles.

3 Findings

Three approaches to informal leadership emerged: 1. Leading and being led, 2. Clear
targets, and 3. Human relations, complemented by experienced positive and negative
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aspects regarding it. Approach Leading and being led emphasises collective leading,
understanding leadership, leading, and being led. Clear targets emphasise strategic vision
and values connecting. Human relations emphasise knowing people and trustworthiness.
The themes are depicted in Fig. 1. They are further detailed in the following paragraphs.

<Sharing knowledge Communicating>

Informal leadership

Leading and being led Clear targets Human relations
Collective leading 4 - Strategic vision +|- Knowing people
Understanding leadership| _ |4 Values connecting = |4 Trustworthiness
Leading
Being led

<Joint efforts Collaboration Trust>

Fig. 1. Informal leadership in collaborative multinational networks

In general, the phenomenon of informal leadership was recognised in practice. Its
formation, utilisation, and effects were also understood to a certain extent. However,
a framework for discussing and handling the matter was limited. This could be due to
the unfamiliarity with the concept of informal leadership, despite its natural occurrence
along with formal leadership [24]. Informal leadership is approached as something built
on trust, in a collaborative manner through joint efforts. It is utilised in everyday work
to build networks, communicate, and build own knowledge, as well as the knowledge
of the group. Taking informal leadership actions and roles had advanced some careers,
but not necessarily. Informal leadership is seen to have a link to innovativeness. This
connection is combined with openness and acknowledging others’ strengths and skills
to get the most out of people.

We find no links between the gender, organisation type, or nationality to the views
on informal leadership. However, our analysis suggests that an increasing level of
understanding of informal leadership results in an increasing openness towards oth-
ers, the innovative aspect of work, interest in collective leadership, and interest in self-
development. Simultaneously, decreasing level of understanding of informal leadership
results in a higher reliance on hierarchies, and a reduction in openness toward collective
leadership.

3.1 Leading and Being Led

The most important aspect of using collective leadership in collaborative networks is
the ability to engage in it. This means the skill of both leading and being led, consisting
of a) collective leading, b) understanding leadership, c) leading, and d) being led.
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Collective leadership requires the ability to take a role and give a role to others, being
able to share issues and leadership in a socially constructed process. A starting point is the
ability to rely on others in taking the lead, based on their knowledge and expertise in the
subject matter. This giving and taking role includes different practises, for example being
flexible in both roles, modifying own behaviour to meet hoped leadership results, waiting
and expecting others to take lead in their respective areas, not overstepping or stepping
back, realising the need for someone taking over, being invited to participate, and also,
if appropriate, being quiet and not participating in order not to get informal leadership
responsibilities. All this requires an understanding of leadership and recognising its
patterns. Informal leaders aim to learn leadership from others, either by observing others,
learning from effective informal leadership practises, improving social skills or by being
aware of own strengths:”Leading by example is crucial for informal leadership.”

Thus, leading is based on this collectiveness and taking the role when own expertise
is invited to lead. It is also about making improvements and engaging with issues, even
if they are difficult or require confrontation. Resolving issues and making decisions
are essential in this collective endeavour. Role giving happens when someone else has
knowledge that is acknowledged to be superior and thus receives the granted position
to lead. This requires the stance of being led as well. People who engage in informal
leading themselves are also able to be led informally by others. They are open to being
influenced by others. They also find it acceptable and useful if someone steps up to lead,
as such action is perceived as helpful when based on knowledge:”There are people who
have more expertise in some issues, and I can acknowledge that.”

3.2 Clear Targets

Clear targets define the joint actions in projects. There are two aspects to this: a) strategic
vision, and b) values connecting.

Following the collective leadership approach, also the strategic vision needs to be
shared. Getting everyone on the same page is essential in cooperative projects because the
vision guides the joint work contributing to both profit and quality. A shared vision eases
the workflow and simplifies the resolution of disputes. Also, good fallback methods are
created in case of unexpected events. Strategy contributes to the big picture of the project
and further to individual responsibilities creating meaning and motivation. Values like
reciprocity, honesty, and openness connect the collaborative work by helping participants
to create directions for the joint effort:” A very good long term vision helps solve the
short term issues.”

3.3 Human Relations

Human relations in collaborative project networks rely on a) knowing people, and b)
trustworthiness.

An effort is put into building the informal leadership network and gaining influence
in it. Also, it is realised that it takes time to build relationships and that it needs to be
beneficial to both parties:”We see it as equal parts when it comes to responsibility. It is
a collaboration.”
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It is important to recognise every individual and encounter the relationship building
through their personality, knowledge, and strengths. Through this knowing of each per-
sona, trustworthiness is built. In this case, trust implies being trustworthy and trusting,
which is aligned with the collective leading approach. Valuing trust means also saying
no to pushiness or selfishness:”It’s not like I need to keep everything to myself, I can
rely on others also.”

3.4 Positive and Negative Aspects

Informal leadership is understood and used in collaborative project networks, and there
are both positive and negative aspects when engaging in it.

Taking the role of an informal leader is mostly seen as a pleasant task. People enjoy
leading through their expertise, improving issues, mentoring others, and also sometimes
being promoted due to these activities. Getting recognition and being seen as a person
to achieve things is pleasant:”I really enjoyed it and it was energising.”

Possibly the most notable negative aspect is handling hierarchy, be it either in own
organisation or in a collaborative project. This can be harmful to collaboration as it may
unnecessarily delay issues in situations where no hierarchical decisions are required.
Sometimes informal leaders get an impression of status threat or ineptitude to handle
the phenomenon by the formal leaders. Issues like silencing others, fearing change, and
protecting own turf can emerge: “I have an issue with it, especially if it is not merit-based.
This informal way of overtaking the projects is not acceptable to me. I felt in the past
like someone was stepping on my shoes.”

Informal leadership actions can also cause work overload and can result in stepping
back. People can experience difficulties in getting their voice heard and valued when
informal leadership is happening: “If I see no impact, I tend to withdraw and have not
much energy to invest.”

4 Discussion

Our analysis of the expressed views of experts who actively participate in collaborative
projects and multinational innovation networks helps us propose key aspects in maximis-
ing informal leadership in these situations. Our findings show three main approaches that
contribute to the maximisation of benefits through the utilisation of informal leadership.
As described in the previous chapter and Fig. 1, the most relevant approaches are based
on leading and being led, clearly defined and articulated targets, and appropriate human
relations. These aspects are in this discussion, and we review the findings regarding their
impact, advantages, disadvantages, and suggestions for improvement.

‘Leading and being led’ aspect requires participants to be willing to engage in col-
lective leading, and be able to both take and give the leading role. This demands an
understanding of the social aspect of leadership as well as a willingness to learn about
leadership processes. As a consequence, through informal and collective leadership, it
is possible to utilise all knowledge available in the group. It is important to understand
individuals’ roles in advancing issues, as well as acknowledge others’ knowledge and
learn from them. However, some people can be unable to handle informal leadership,
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which can harm both personal relationships and the collective work. In these situations,
the group’s issues may unnecessarily be subjected to formal management decisions.
Also, in some cases, informal leadership actions are rejected as they imply an increasing
personal workload. To be successful in this and to commit everyone to the task, a clear
indication of utilising informal and collective leadership in the collaborative project
should be given. Also, from the organisation’s side, it is needed to ensure the power,
time, and support in this collective work. Eventually, people need to be allowed to be
engaged in collaborative network leading and decision-making, as well as trusted in the
endeavour. There is a need for people to be aware of informal and collective leadership
and its requirements.

‘Clear targets’ create a shared vision or purpose to guide joint work and help people
commit. Defining joint values and the way of working creates unity within the project
team. Having clear targets makes collaborative working more efficient and focused.
Hence, the joint work becomes rather self-organised based on the expertise and respon-
sibilities, while the joint values work as the glue for the project team. However, if there
are no clear targets, everyone may start working based on their personal agendas. In
this case, the collaborativeness of the project is rather distant, and simultaneously the
link between pre-defined and actual project outcomes may drift farther apart. To avoid
this, clear targets with strategies for achieving them and agreeing on joint values should
be essential in a collaborative project. If clear targets are not set, efforts can be in vain.
Eventually, the meaning of collaboration should be remembered as a value joint working
towards a goal and contribution of all participants.

‘Human relations’ highlights the effort invested in knowing and understanding par-
ticipants in collaborative projects. Knowing others’ skills is key in utilising them to the
benefit of the joint work. To be successful in this, one needs to be trustworthy and able to
trust others. As a consequence, through honest and sincere cooperation, it is possible to
achieve results even above the set targets, when everyone feels free and safe to express
their opinions, even if critical. Also, personally knowing each other creates clarity and
openness to working. However, if some withdraw from this collective of people, there
can be an imbalance in the group, when the commitment of all participants is not seen.
Knowing on personal level also can create situations of being excessively involved, and
the work issues may be affected by personal matters. Thus, there should be a social
balance between of work and people in collaborative projects, so that all issues, both
positive and negative, can be addressed constructively. After all, it is everyone’s respon-
sibility to understand their input in creating this social balance of a collaborative project
network.

5 Conclusions

Informal and collective leadership create knowledge sharing, efficacy, and coherence
in collaborative projects and networks. This research contributes to the literature by
synthesising the views of those involved in collaborative projects in terms of how they
see and use informal leadership, how multinational collaborative projects benefit from
it, and what are the best practices.

Our key findings indicate that informal leadership is mostly understood and know-
ingly used at the managerial level of collaborative projects. However, the absence of
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a shared framework for understanding it hampers discussing and realising the phe-
nomenon. Collaborative networks benefit from informal and collective leadership.
Understanding the variability and reciprocity of leading, the meaning of strategic goals,
and investing in human relations are key points. Understanding informal leadership
is related to openness towards others, interest in collective leadership, innovativeness,
and self-development. Whereas not recognising the informal leadership phenomenon is
related to relying on hierarchies and dislike of collective leadership.

The research was conducted with 18 interviewees acting in several international net-
works. While the amount of data may be limited to yield common generalisations, the
focus is placed on people who already operate in collaborative projects and should be
used to resourcing informal leadership approaches if they wish to achieve the common
purpose. However, the results and recommendations are open to testing in other collab-
orative projects and networks. As such, they perhaps could contribute to a generalised
model as they add value to the previous research. Informal leadership can drive the
maximisation of the impact of collaborative projects and networks. It also contributes to
the transformation of work in the transition towards Industry 5.0 and Society 5.0, which
is a key to the resolution of social problems and a crucial contributor to sustainable
development goals.
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Abstract. According to literature, digital transformation requires an organization
to develop a broad, holistic, and business ecosystem perspective on how digital
technologies can be used to rethink and improve business models, products, ser-
vices, and processes. The objective of this research is to empirically explore the
claim that the business ecosystem perspective is one of the dominant views in
organizations’ digital transformation initiatives and more specifically in the dig-
ital strategy. We studied seven organizations in the Netherlands through semi-
structured interviews and digital strategy documents. These organizations are
aware of developments in their business ecosystem. However, their plans, as out-
lined in their digital strategies, mainly focus on improving internal operations. We
also found that collaboration enablers are partially present in digital strategies.
Digital strategies and subsequent digital transformations are mainly internally
focused. We argue that collaborative business models must be developed at the
business ecosystem level rather than at the individual organizational level.

Keywords: Digital strategy - Digital transformation - Business ecosystem -
Enablers for collaboration - Collaborative networks

1 Introduction

Digital transformation (DT) is a phenomenon that occupies many organizations and sci-
entists. A systematic literature review demonstrates that the number of publications on
DT steadily increased from 2000 to 2018 [1]. The worldwide spending on DT technolo-
gies and services in 2022 is projected on USD 1.8 trillion and is expected to increase
to USD 2.8 trillion by 2025 [2]. A DT can lead to a significant transformation of an
organization or an entire industry [3]. To be successful, a DT must be viewed in a
broad, holistic, and organization-transcending perspective [4, 5]. Components, systems,
value chains, products, and processes of different organizations become more and more
connected [6]. One of the terms that is being used to indicate the interconnectedness
of organizations is business ecosystem [7]. While we endorse the importance of this
ecosystem, we question the claim that the business ecosystem perspective is one of the
dominant views in organizations’ DT initiatives. If an organization wants to include the
business ecosystem perspective in its DT, the digital strategy (DS) should be the first
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place to address that perspective. A DS can be seen as the roadmap for a DT [8]. With
this empirical study we want to explore the extent to which organizations incorporate
the business ecosystem perspective in their DS. Empirical research of digital business
ecosystems is needed to validate models and frameworks [9]. We consider our study as
an empirical examination of the DS as one of the most prominent places to highlight the
role and importance of the business ecosystem perspective.

Our main research question is: to what extent is the business ecosystem perspective
present in digital strategies of organizations?

This paper is structured as follows: In Sect. 2 we present related work. The research
method is explained in Sect. 3. In Sect. 4 we present the results, which are discussed in
Sect. 5. Section 5 also describes the limitations. In Sect. 6 we summarize the conclusion.

2 Related Work

Our research focuses on investigating the business ecosystem perspective in DTs. But
what is a DT? A DT is completely different from just changing the organizational struc-
ture or conducting experiments [4, 10]. Hartl defines a DT as the IT-enabled change
in organizations through digitalization of products, services, core processes, customer
touch points, and business models [11]. Such a DT has a disruptive effect on organiza-
tions. They must rethink their business models, organize the financing of their activities
differently, look for new collaboration partners, increase the digital literacy of their
employees, and bring about different culture values [11]. To be successful, the general
opinion is that a DT must be viewed in a broad, holistic, and organization-transcending
perspective [4, 5]. Organizations these days strive for collaborative advantage. According
to Roobeek et al. this requires diversity and agility, transparent collaboration in flexi-
ble networks, optimal use of competencies in the network, more opportunities to show
leadership and entrepreneurship, and more contact with the outside world [12]. This
organization-transcending perspective is indicated through terms like business ecosys-
tem, extended enterprise, and collaborative networks [6]. In this research, we will use the
term business ecosystem as defined by Peltoniemi and Vuori [7]. They defined a business
ecosystem as “a dynamic structure which consists of an interconnected population of
organizations”.

An important component of a DT is the DS [3]. This strategy functions as a kind of
roadmap for the DT and “considers how digital technology can completely reshape the
company’s relationships—with customers, with employees, with the market as a whole—
to create a digital edge, where digital information and physical resources combine in new
ways to create value and revenue” [8]. Ideally, a DS should be part of the organizational
strategy [13]. Gupta even argues that the DS should not be a separate strategy, but the
leading strategy of an organization [10]. This study’s focus is on the business ecosystem
perspective in the DS as an important step in a DT.

Collaboration in business ecosystems can be enabled in different ways. In this
research we used five enablers: 1) culture of collaboration, 2) governance for collabo-
ration, 3) data centricity, 4) speed and boldness, and 5) digital literacy. The first three
enablers are essential prerequisites for collaboration. Speed and boldness, and digital
literacy are important enablers for DTs, and therefor also for collaboration in business
ecosystems. We discuss the enablers one by one.
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By a culture of collaboration, we mean a culture in which organizational silos are
broken down and data sharing is self-evident. Organizational silos impact business per-
formance and create an inward, rather than an outward, focus [14-16]. A culture of
collaboration is a prerequisite for collaboration in a business ecosystem [12].

Secondly, a certain form of governance for collaboration is required with a shift
from a control orientation to a collaboration orientation [6]. Organizations often consist
of silos. The step that needs to be taken is one towards organizations as collaborative
networks. Gray calls this the connected company [17]. An organization that is also
characterized as a holarchy or holocracy in which decision-making is pushed to the
lowest viable organizational level [4, 17]. An agile way of working is a way to achieve
this [4].

In a data-centric architecture data are separated from the application, become the
central asset, and move into a network known as a data collaboration platform or data
fabric. These platforms allow data to exist as a network, and this networked approach
means that data can be shared and reused across various applications without making
copies [18, 19]. With data centricity, data copies and integration efforts can be reduced
or even eliminated. As a result, collaboration and integration in business ecosystems
becomes much easier [19].

DTs also require speed and boldness. Ross et al. distinguish between the operational
backbone and the digital platform as two important building blocks that help companies
succeed digitally. The operational backbone is “a coherent set of standardized, integrated
systems, processes, and data supporting a company’s core operations” [4]. The digital
platform is defined as a “repository of business, data, and infrastructure components used
to rapidly configure digital offerings” [4]. Bossert also distinguishes between a “fast-
speed, customer-centric front end and a slow-speed, transaction-focused legacy back
end” [20]. The words “rapidly” and “fast-speed” indicate that speed is required. And
speed requires agility [4, 20]. Agility can be increased by delegating decision-making
and working in an agile fashion. Next to speed, a certain boldness is required. Blackburn
et al. demonstrate that a bold approach, in which new technology is used on a larger scale,
pays off [21]. Organizations that apply this bold approach grow faster than organizations
that work carefully and step by step. The time of cautious experimentation in a remote
corner of the organization is over.

Finally, employees of organizations need a certain level of digital literacy. Employees
should be encouraged and facilitated in learning and improving their digital skills. This
requires actions such as increasing the digital knowledge and skills of employees and
establishing DT leadership [22]. Data centricity is only successful if employees embrace
it or, better yet, take the lead. Digital literacy is thus a precondition for data centricity.
Martin defined digital literacy as “awareness, attitude and ability of individuals to appro-
priately use digital tools and facilities to identify, access, manage, integrate, evaluate,
analyze and synthesize digital resources, construct new knowledge, create media expres-
sions, and communicate with others, in the context of specific life situations, in order to
enable constructive social action; and to reflect upon this process” [23].
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3 Research Design

Our research follows a qualitative research design and more specifically, an inductive
approach in which we study organizations to collect observations as the basis for theories
[24]. In line with Morsch, we prefer this approach over a deductive approach, such as
how to improve strategy development to incorporate the business ecosystem perspective
[25].

To collect observations, we found seven organizations in the Netherlands through
our network of the Royal Dutch Computer Association (KNVI), two private and five
public, who shared their DS with us. Table 1 contains an overview of the organizations
and the interviewees.

We used semi-structured interviews and studied DS documents from the participating
organizations. The interviews were held from February to June 2021 with the person
responsible for the DT. Each interview was conducted by two researchers and resulted
in a report that was supplemented and approved by the interviewee.

The combination of interviews and documents acted as a form of triangulation that
allowed us to gather evidence and explanations for the presence of the business ecosystem
perspective in the DSs.!

Table 1. Organizations and interviewees included in this study.

Industry Type Employees Interviewee
01 Healthcare Public 17,000 IT Director
02 Insurance Private 600 CTO
03 Pensions Private 1,500 CIO
04 IT services Public 170 Director
05 Hospital Public 5,500 Head of business intelligence (BI)
06 Municipality Public 17,000 CIO
o7 University Public 4,000 CIO

We wanted to discover to what extent the business ecosystem perspective is present
in the DSs of these seven organizations, not primarily by asking for that perspective, but
by discussing components of a DS in which that perspective may occur, such as drivers,
vision, business model, and operating model.

Furthermore, we discussed five enablers for participating in business ecosystems.
These enablers, which we discussed in Sect. 2, are culture of collaboration, governance
for collaboration, data centricity, speed and boldness, and digital literacy.

We based the analysis of interview reports and documents on the components of a
DS such as drivers, vision, business model, and operating model. These components
acted as a-priori themes for analysis purposes to finally determine the presence of the
business ecosystem perspective in DSs [26]. The results of this analysis are discussed in

I Access to the raw material and analysis can be requested from the first author.
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Sect. 4.1. Furthermore, we collected evidence from the interview reports and documents
to determine the extent to which the enablers for collaboration are present in the DSs.
The results of this analysis are discussed in Sect. 4.2.

4 Results

First, we discuss the main characteristics of the DSs of the seven Dutch organizations,
including the business ecosystem perspective. Second, we compare the enablers for
collaboration one by one across the seven organizations.

4.1 Presence of Business Ecosystem Perspective in Digital Strategies

O1 offers different healthcare services to clients such as nursing, care, home care, mental
healthcare, and care to people with a mental disability. At the heart of the DS are events
in a client’s life from birth to death, described from a business ecosystem perspective.
These descriptions provide insight in the way O1 aims to collaborate with organizations
like healthcare insurers, instances for childcare, instances for mental diseases, and other
providers of healthcare services. Part of the DS are so-called focus areas. One of these
focus areas is the way collaboration and the exchange of data should be organized.
Some services require different healthcare service providers to collaborate. These service
providers must have access to the client’s data that are needed to deliver the required
service. According to O1’s IT Director “The outcomes of our digital strategy must fit
within the healthcare system. We are not free to optimize everything as we see fit. Funding
is a permanent issue. There is broad awareness that we depend on collaboration in
the sector. We can and must collaborate with other institutions to achieve more.” The
introduction of technologies like cloud computing, digital workspace, and intelligent
diapers require a certain scale. The best way to introduce such technologies is through
an industry association and involving executive managers of associated organizations.
These managers can ensure that there is support and funding. Ol is an example of
an organization that has embedded the business ecosystem perspective in its DS and
establishing concrete links to the client’s life events.

02 positions itself as the legal problem solver and offers legal insurance services. O2’s
strategy is to become a smart insurer. One of the pillars of this strategy is a DT which
has an explicit dependence on the pillar new services and business concepts. A certain
digital readiness, including infrastructure, is required to be able to realize new models and
concepts. An important part of the DT is a solid foundation. In concrete terms, this means
a replacement of legacy working methods. The CTO of O2 indicates the objective of
02: “To create a digital portfolio of products and services with an ecosystem of partners
and by using legal tech.” Currently, its challenge is to adequately serve the business by
speeding up the time to deliver solutions and by translating customer demand into the
most suitable solution. The switch to IT as an enabler must be made with careful attention
to the costs. After all, the costs of IT have a direct effect on returns and premium levels.
For the longer term, choices are made based on smart services, smart data, and smart
culture. Young people do not want to buy traditional insurance services, which means
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that O2 must offer new types of services. Insurance services are under pressure anyway.
Developing new types of services requires high-quality customer and claims data and
a culture that allows O2 to develop and innovate services. O2 is aware that it is part
of the criminal justice chain, which is traditional in outlook and has hardly digitized.
To sum up, O2 addresses the business ecosystem perspective in its DS. However, this
perspective is not yet concrete. The digital readiness of O2 and of the criminal justice
chain must be improved first.

03 provides pension administration services. The Dutch pension sector will soon
change over to a new pension system. O3 is preparing for this changing landscape and
wants to be at the forefront in terms of customer satisfaction, efficiency, and flexibility.
For O3 customers, the new pension system means they need to switch to a new pension
scheme by 1 January 2026 at the latest. In terms of strategy, O3 focuses on one sector
and no longer on a multi-client approach. O3 also needs to deal with new market entrants
that promise a low price per member. The latter aspect has a great impact on O3, which
is substantially more expensive than new entrants. The strategy is then translated into
financial targets as a dot on the horizon. The collaboration with another pension provider
contributes to this. Parties with innovative business models are not yet seen as a threat.
A stable IT landscape is a precondition for a DT. O3 achieves this with a cloud-first
strategy and by devoting attention to security. According to the O3’s CIO, “The essence
of a digital transformation is to find a balance between the business and IT. The role of
the CIO is to explain the why, what, and how to all stakeholders. That is a balancing
act, also between aspects such as agility, legacy and being in control. Innovation and
operations must go hand in hand.” The future of O3 depends on developments in its
business ecosystem. It seeks collaboration with another pension administrator and based
on its DS it prepares for the new pension system.

04 is a cooperative that develops IT solutions for providing social benefits. Its IT solu-
tions are used by municipalities. The core system supports the implementation of social
benefit laws and income schemes. O4 exchanges data with various organizations in the
social benefit domain. O4 is transforming itself from a shared service center to a product
supplier. The combination of municipalities acting as both owner and customer used
to create tension regarding the provision of services. The outcome of a rethink of its
business model is a product vision with a roadmap. According to the director of O4,
“This must lead to a market-compliant organization that must be able to deliver pay per
use cloud-based services and enable us to compete with market parties.” The current
application silos are transformed into value chains based on operational excellence. Parts
of the rethink are divesting the data center, scaling down the organization, and adjusting
the governance model. O4 wants to become a learning and scalable organization based
on principles of high-performance organizations. The reorganization is a step-by-step
process with a reduction of workforce, a focus on internal development capacity, and on
both hard and soft skills. The new model offers opportunities for data-driven working
and artificial intelligence (Al), such as explainable Al, and proactively approaching cit-
izens with options that they are currently not aware of. In addition, policy effects can be
predicted, and data made available to municipalities. O4 is an example of an organization
looking to transform and reposition itself in its business ecosystem.
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O5 is a hospital with 35 specialisms, and some 580,000 outpatient visits, 40,000 clinical
admissions, and 46,000 daily admissions yearly. The hospital strives to provide value
driven care in a time of personal and financial scarcity. The DS focuses on 1) the patient
experience, 2) ecosystems, 3) the internet-of-things platform, 4) the healthcare infor-
mation system, and 5) data and analytics. Data and analytics are the core of the DS.
The goal of the hospital is to become a data-driven organization that will be able to add
value within all hospital processes through insights obtained from data, where data has
become a permanent and constant part of the work and is considered of tactical and
strategic value. In this way, O5 provides better quality care based on data. According
to the head of BI, “The process information is now correct and 25 care paths and so-
called ‘patient reported outcome measures’ have been elaborated. We are now ready to
take the step to medical content data delivery and medical content analysis. This takes
shape in a pragmatic way. We support pilots that are well-substantiated. The focus is on
the actual usage and demonstrable changes and improvements.” Ambitions can differ
greatly per department. The collaboration with external partners, such as providers of
medical equipment, requires a focus on data ownership. Health insurers contribute to
shaping new business models. Digital skills of employees are initiated through inten-
sive supervision and motivation. There is explicit support from the executive board. The
business ecosystem perspective is part of the DS of OS5, albeit not the dominant one.

06 is a municipality that consists of clusters, an administrative and corporate staff, and
city districts. The clusters have expertise in a specific area, such as sports, youth, or park-
ing. In the past, the decentralized IT environment consisted of thousands of applications
and suffered from continuity problems. At that time, efforts were made to rationalize
and consolidate, trimming down to around 1,000 applications and achieving lower costs.
For several years now, IT efforts have been concentrated on the task towards reliable
digital services. The added value must be recognizable within an extremely political
context. Challenges are the accelerated technological developments, the city’s tasks,
the increased expectations on the part of citizens, an increased risk of cybercrime, and
requirements from legislation (such as GDPR). O6 has a strong focus on digital govern-
ment and digital society, acknowledging that digital is not neutral. There are limitations
to the scalability of the infrastructure, limitations in continuity and uniformity, external
threats, and the need for digital skills. There is no urgency from a burning platform. This
allows a step-by-step approach. The migration to the cloud has started. The data organi-
zation is under construction. Deferred maintenance is addressed. Security is a priority.
The human side is decisive for successful implementation of the DT. Agile working
helps to connect with the line organization. Craftsmanship is the carrier of change. This
offers perspective and makes an explicit cultural trajectory superfluous. Some depart-
ments work with customer journeys. Cooperation with other cities runs through the
so-called common ground initiative of the Association of Netherlands Municipalities.
There is awareness that municipalities must each rationalize their own IT landscapes to
a minimum and gradually start working together in areas where there are similarities.
Collaboration with parties in the business ecosystem, such as municipalities, suppliers,
knowledge institutions, and other government bodies, is central to O6.

O7 has an educational model with an international outlook and a multidisciplinary
approach: education and research are best organized in teams rather than individually,
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the notion of diversity and multidisciplinary approaches, and forging links with dif-
ferent stakeholders in the city, the region, Europe, and the rest of the world. A CIO
was appointed to bring the position of IT to a strategic level by shaping the DS. The DS
focuses on education, research, business operations, and IT. In addition, the DS has three
themes: create value, be efficient, and comply and cyber security. The DS touches on
three dimensions: people, process, and technology. Updating the DS is now in sync with
updating O7’s overall strategy. SWOT analyses are used for this purpose. CIOs from
other universities are aligned on a common thread and benchmarked. The domain rep-
resentatives are becoming aware of what digitalization means for them. Everyone now
has an opinion and that creates a new dynamic. The customer journeys of the student
and the researcher are partly discussed in the DS. The step towards integral support of
business operations means a business transformation. The ambition in terms of DT is still
modest. Data-driven working and applying Al are in the interest of the research domain.
The DS was compared with another university. In terms of content there appeared to be
90% similarity. The CIO points out that “The content of a digital strategy is not that
exciting. The essence is the process of getting the right people together and agreeing on
the content of the digital strategy. And that is different in every organization, partly due
to cultural differences.” O7’s DS demonstrates business ecosystem awareness. For the
time being, the focus is on the transformation of the IT function.

4.2 Presence of Enablers for Collaboration in Digital Strategies

In this section we compare the seven Dutch organizations in terms of the extent to which
the enablers for collaboration are present in their DSs. More specifically, we judge the
degree of activities already performed and planned on the enablers as part of their DSs.
The enablers are judged against an ordinal scale following ISO/IEC 33020 [27]. The basis
of this judgment is the evidence we found in the interview reports and DS documents.
Table 2 contains the results, which are explained in more detail.

Table 2. The extent to which the enablers for collaboration are present in the digital strategies of
organizations. N = Not, P = Partially, L = Largely, F = Full, based on [27].

01 02 03 04 05 06 o7

Culture of collaboration

Governance for collaboration

Data centricity

Speed and boldness

oo oz | o
olz|z vl
I R ]
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Digital literacy

Culture of Collaboration. Ol is aware of the need for collaboration. Implementation
is still limited. Clients’ life events are described from a business ecosystem perspective.
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O1 has an eye for broad collaboration in the sector. O2 addresses the business ecosystem
perspective in its DS based on customer journeys and wants to move towards a culture
of continuous improvement and an agile way of working. These perspectives are not
yet concrete. The digital readiness and the criminal justice chain need to be improved
first. O3 implemented agile working and BizDevOps. The focus is on the involvement
and enthusiasm of employees. O4 moves from silos to value chains, from a govern-
ment to a market organization. OS5 is creating a culture in which agile working, value
creation, and data-driven working takes center stage. O6 aspires to achieve coherence,
collaboration, and openness. Agile working helps to connect with the line organization.
Collaboration with other cities runs through a so-called common ground. O7 organizes
collaboration in teams rather than individually with the notion of diversity and multi-
disciplinary approaches, and forging links with different. O7 wants to implement agile
working and DevOps.

Governance for Collaboration. Ol still needs to address governance aspects. A DS
program director has been appointed. O2 moves towards an agile way of working.
Empowerment of product owners has started. O3 implemented agile working and BizDe-
vOps to bring people together. O4 works on a fit-for-purpose organization based on value
chains within a market-based governance structure, including a supervisory board. O5
implemented agile working and installed an enterprise information steering committee in
which different interests are represented and initiatives are prioritized. O6 pays attention
to unambiguous and coordinated management, changes in financial management, con-
nection with line management with responsibilities to product owners, the introduction of
agile working and DevOps, and the importance of cooperation. O7 integrates processes
and technology that support the whole IT value chain and can facilitate agile working,
DevOps, and rapid application development. Close multi-disciplinary collaboration is
encouraged.

Data Centricity. O1 demonstrates that it is working on this enabler, both within the
organization and in the business ecosystem. O1 defined projects on data-driven working,
data infrastructure, and data exchange with a standardization committee. O2 sees smart
data as a basis for long term choices. Architecture diagrams mainly show an application-
centric approach. Change towards a data-centric approach is under preparation. O3 pays
a lot of attention to data quality and has a data platform. There are data stewards, a tool
for data definitions, and there is a data governance board that anchors ownership of data.
A data delivery platform is linked to source systems by which it created a single source
of the truth. Algorithms are being used. O4’s focus on data is low due to priorities,
complexity, and sensitivity. A new set-up of the organization offers future opportunities
for data-driven working and AI. OS5 has a pragmatic and emerging approach, based
on architectural choices and the data-management standard DAMA DMBOK®. Data
becomes a fixed part of the work and is of tactical and strategic value. O6 wants to
focus on data and Al, including a focus on ethics and privacy. The data organization
is under construction. O7 is interested in the research domain for data-driven working
and the application of Al These initiatives are still limited. O7 intends to create a data
infrastructure and a data governance with supporting services like data scientists and
data stewards.
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Speed and Boldness. O1 has little shared sense of urgency to work with new tech-
nologies. Gradually, it is realizing that the DS is profitable. O1 demonstrates boldness
in taking events in a client’s life from birth to death at the heart of its DS. O2’s cus-
tomers feel little urgency to digitize. The strategy has been translated into projects that
are in progress. Many legacy systems have been replaced by SaaS. O2 wants to take
customer journeys as a starting point. O3 shows boldness in preparing for a changing
pension landscape and wants to be at the forefront of pension administration in terms
of customer satisfaction, efficiency, and flexibility. O4 shows boldness in transforming
itself to a market-compliant organization within a few years. External input is used as
a leverage. A roadmap supports the step-by-step change. O5 lends shape to innovation
in a pragmatic way based on 25 care paths and patient reported outcome measures. It
supports pilots that are well-substantiated. The focus is on actual use and demonstrable
changes and improvements. Successful boosters serve as an example. O6 has no urgency
from a burning platform, which allows a step-by-step approach. The DS is mainly driven
by opportunities for improvement. O7 shows boldness in transforming IT to an enabler.
Key for the coming years is to build the foundations for future developments in education
and research. This is its first step in its initiatives to change from running the university
to differentiating the university.

Digital Literacy. Digital literacy is on everybody’s agenda. O1 pays attention to digital
skills. Elaboration is ongoing. Digital skills receive ample attention: how can we make
work more fun and do it better. It takes language skills into account because of low literacy
among employees. O2 pays attention to digital skills as a part of digital readiness. O3
plotted technological developments in the form of a radar to determine the impact of
these developments on the organization regarding competencies, both business and IT,
including culture and soft controls. O4 changes to a learning organization based on
principles of a high-performance organization. The focus is both on hard and soft skills.
05 improves digital skills by intensive guidance and by motivating. Medical staff is
committed and open to new technology. There is explicit support from the executive
board. O6 uses craftsmanship as a carrier of the intended change. From the viewpoint
of professional content, employees are involved in the development of digital skills. O7
trains people to align their mindset and skillset with the IT organization’s manifesto. A
coaching managerial style and a T-shaped skillset enable working in multi-disciplinary
teams with end-to-end process responsibility.

5 Discussion

The results of this empirical research clearly demonstrate the presence of the business
ecosystem perspective in DSs of organizations. However, most of these DSs mainly
focus on improving internal operations and the IT operating model. The exemption is
04, which will adopt a different business model. The other six organizations do not have
plans to change their business model. DSs and subsequent DTs are mainly internally
focused. The business ecosystem perspective is not yet dominant. One of the reasons
is that the key business functions of some of these organizations, especially the public
organizations, are likely to remain stable over time. O7 will continue to offer education
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and research, O1 and OS5 healthcare services, and O6 services for its citizens. Related to
this is that all organizations, except O4, have a DS that is aligned with, but not an integral
part of, its organizational strategy. Another reason is that some of the organizations, such
as 02, 06, and O7, first want to improve their IT operations to get a better starting position
for external collaboration. In their book “Designed for Digital”, Ross et al. argue that
most organizations want to fix their operational backbone before they develop digital
offerings [4]. A third reason why the business ecosystem perspective is not yet dominant
is that when individual organizations develop strategies, their focus is not primarily on
the business ecosystem but on themselves. Each organization has its own purpose and
business goals. By developing strategies, they want to achieve these goals. Likewise, a
business ecosystem should be viewed as an organization and its purpose, business goals,
and strategies must be developed considering distinctive features of a business ecosystem
such as more complexity, co-evolution, and more emergent outcomes [7, 28]. We thus
argue that collaborative business models must be developed at the business ecosystem
level rather than at the individual organizational level [6]. Our view is supported by the
growing need for data centricity. This is difficult to achieve for an organization alone and
requires collaboration at the business ecosystem level as data flows through ecosystems.

Apart from the extent to which the business ecosystem perspective is present in
DSs, it is of importance for individual organizations to prepare for collaboration. The
five collaboration enablers we examined show that, on average, these are only partially
present in DSs. The importance of collaboration is evident for the organizations we
surveyed, and they pay attention to creating a culture of collaboration. They are aware
of their place in the business ecosystem and acknowledge that changes in their business
processes require a multi-disciplinary approach. This is expressed in approaches such
as agile working, BizDevOps, and setting up customer journeys and value chains. These
approaches have an accelerating effect in bringing people together. Finding and imple-
menting an appropriate governance for collaboration is proving difficult. Organizations
are aware that they need to break down silos and move to collaborative networks. To
achieve this, they pushed decision-making powers to lower organizational levels with
approaches such as agile working. Governance appears to be a learning process. Data
centricity is an existential topic, requires long-term commitment and is gaining in impor-
tance, as our research shows. Most of the researched organizations follow a gradual path
and work out the consequences of data centricity well. Overall, the seven organizations
demonstrate some boldness and less speed. They have taken ambitious steps to adopt
digital technologies in their DT with the DS as their compass. Working methods have
been adapted to this, as evidenced by a choice for agile working and BizDevOps. The
benefits of agile working lie more in the multidisciplinary approach than in speed. In
addition, the organizations take the time to properly analyze the consequences of choices
for digital technologies. Digital literacy is a topic that is addressed by all organizations,
albeit partly. All DSs contain activities to improve digital skills. There is broad aware-
ness that changes in the way of working are only successful if employees embrace them
or, better yet, take the lead.

This research has its limitations. Although we studied seven organizations, more
research is needed to confirm our proposition that collaborative business models must
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be developed at the business ecosystem level rather than at the individual organiza-
tional level. Furthermore, our sample of seven different organizations may not be fully
representative of organizations with DT initiatives and corresponding DSs. The organi-
zations we studied are all based in the Netherlands, and our sample contains more public
organizations than private organizations.

6 Conclusion

The organizations we empirically studied are aware of their business ecosystems. How-
ever, this research demonstrates that DSs and subsequent DTs of individual organiza-
tions are mainly internally focused. Consequently, we argue that collaborative business
models must be developed at the business ecosystem level rather than at the individual
organizational level.

For researchers, this perspective opens new research avenues. An interesting research
question is how collaborative business models can be successfully developed in a busi-
ness ecosystem. This question is especially interesting for the public sector. Our research
shows that organizations in the public sector strongly adhere to the business functions
they have been assigned. Who should take the lead in developing collaborative business
models in the public sector? Another research question is to which extent the business
ecosystem perspective could gain in importance if the digital strategy was a more inte-
gral part of the organizational strategy. Our research shows that most digital strategies,
although they are aligned with the organizational strategy, they are not yet an integral
part of it and are certainly not the leading strategy of the organization. A third research
question is what the relationship is between the extent to which the enablers are present in
an organizations’ DS and the successrate of that organization in collaborating in business
ecosystems.

For practitioners, such as DT leads and enterprise architects, this research offers
insights in how they could prepare their organizations for collaboration in business
ecosystems.
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Abstract. While digitization is a strategic advantage in numerous industries such
as the automotive industry or mechanical engineering, other industries like the
German quarrying industry have not yet established a transformation towards a
digitized industry. This leads to inefficient work and inaccurate forecasting capa-
bilities. To address these challenges, digital platforms can incentivize digitization
by supporting the capacity utilization and forecasting capability of these com-
panies. In this paper, the quarrying industry is analyzed by a morphology and
different types of companies are identified. Knowing the digital maturity of these
companies and by determining the key factors to forecast demands and the capacity
utilization, different operating models are derived. Combined with a morphology
and the value creation system, different scenarios for the identification of platform
services are examined. These scenarios are weighted in a utility analysis to get
an operating model blueprint to develop and establish digital platforms in less
digitized industries.

Keywords: Platform economy - Operating models - Digitization - Quarrying
industry - Forecasting capability - Optimized capacity utilization

1 Introduction

Many industries, such as mechanical engineering, have been continuously and succes-
sively transformed by automation and networking over the past decades. Digitization
is an important part of the corporate strategy of companies in these highly developed
industries [1]. In addition to the emergence of new, innovative products and services,
it has helped to fundamentally change operating principles in these markets. A funda-
mental driver of this development is the platform economy [2]. In the past decades, the
(German) quarrying industry has shown no general trend toward digital transformation
[3]. Digital technologies are only integrated to a limited extent due to the industry struc-
ture: only a regional market within a 50 km radius is usually served, and more than 40%
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of the companies have less than 10 employees [4]. In addition to the use of conventional
technologies and insufficient data management, companies in the industry suffer from
fluctuations in demand and poor forecasting ability [5].

A suitable platform solution, coupled with the specific capability of suitable data
management, can support companies in the industry by improving their forecasting
capability and increasing their capacity utilization. The market transparency created
comes with advantages for suppliers and buyers and additionally empowers companies
to optimize capacity utilization in their operations, which at the same time allows them
to act more economically and sustainably.

In this paper, a methodology for a suitable operator model to offer forecasting and
capacity utilization optimization services is developed. This enables companies to fore-
cast fluctuating demand more precisely and to react to it with higher capacity utilization.
This addresses the structural problem towards digitization in the German quarrying
industry with the aim of creating an opportunity for the companies to benefit from the
platform economy using a platform solution. The remainder of the paper is organized
as follows. Section 2 reviews the relevant theoretical background, and Sect. 3 presents
the methodology and study design. Section 4 shows the methodology for establishing a
platform operator model. In Sect. 5, the conclusion is provided.

2 Theoretical Background

2.1 Platforms and Platform Ecosystems

In the past decades, digital transformation has significantly changed how firms operate
and interact [6]. New business models appeared due to the ubiquity of data storage and
processing power available [7]. A new environment for collaboration emerged, forming
complex inter-organizational structures. Organizational borders become blurry and value
creation is distributed across different actors [8]. Platforms are a new type of value
creation systems leveraging these developments. Platforms are an “open architecture
with rules of governance designed to facilitate interactions” [9]. The open architecture
enables third parties to participate [9] and is the basis for building a platform ecosystem.
Existing approaches support the strategic design of ecosystems (e.g. [10]), but mainly
focus on transactional platforms (e.g. Amazon, eBay).

Platforms can be differentiated by their purpose and functionality. Whilst digital
transactional platforms focus on their role as an intermediate to enable a marketplace,
data-centric digital platforms enable the data-based connectivity of different entities.
Through a digital data-centric platform, a data-based system is created in which com-
plementary products and services are linked to form a connected overall system, a digi-
tal ecosystem [11]. Those platforms are most widely used to connect different entities’
respective businesses and therefore are mostly B2B platforms.

2.2 Operating Models for Platforms

The strategy, architecture, and operational actions of platforms are significantly shaped
by the underlying operator concept and influence the value proposition [12]. The operator
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concept of platforms is based on the two central roles, the platform sponsor and the
platform manager. The platform sponsor is the owner of the intellectual property of the
platform and defines the strategy, target groups, value proposition, and governance [13].
The platform manager acts operationally in the daily business. He also provides the
necessary platform components to realize the value proposition [14].

The roles of platform sponsor and platform manager can be fulfilled by one or more
organizations. This creates a design space of the operator concept, which contains four
prototypical operator models. In the proprietary model, both roles are fulfilled by the
same organization. Within the framework of this operator model, extraordinary market
positions comparable to monopolistic positions are achievable. However, a substantial
initial investment on the part of the operators is necessary to achieve this outstanding
market position. The operator scenario of the joint venture is created by the merger
of several organizations on a normative and strategic level, which cooperatively act
as shareholders for this joint venture. The joint venture acts largely independently at
the operational level distributing the risks of the initial investment evenly among the
shareholders. However, this operator model lacks agility at the strategic level after the
initial market positioning. Multiple and conflicting shareholder interests can reduce the
speed of decision-making. In a licensing model with one platform sponsor and multiple
platform managers, aggregated customer networks of different organizations prove to be
advantageous for the management side. The licensing of several managers, who provide
users with access to the platform through various technical solutions, creates competition
between the platform managers, which leads to attractive pricing for the platform users.
However, this operator model reduces the revenue potential for the sponsor and manager.
The shared model is created by integrating numerous organizations at the sponsor and
management levels. Due to the multitude of actors, a uniform realization is difficult. The
openness of these platforms enables low-cost structures. However, revenue potentials
for platform sponsors and managers are low and decision-making is significantly more
difficult [2].

The normative and strategic platform orientation, therefore, depends on the structural
framework defined by the outlined operator scenarios and the specific occupation of the
individual roles. This is a critical aspect regarding platform evolution and the offering
of various platform services [15].

3 Methodology and Study Design

In the following, methodical foundations for establishing a platform operator model
are explained. The action research methodology is a management research approach
to bring about a productive synthesis between science and management consulting and
meet the requirements of theory and practice [16]. The morphological method is a
systematic heuristic creativity technique to systematize inventions. The central element
of morphology is the morphological box. First, the problem at hand must be analyzed,
then it is fragmented into relevant parameters. These parameters are constituent features
of the problem at hand. Subsequently, possible characteristics are identified for each
parameter. The characteristic values represent solution variants, from which a preferred
solution variant is selected based on a value standard [17].
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The utility analysis is a method for the systematic preparation of decisions based on
evaluations (benefits) and a selection (ranking of benefits) of optimal alternatives [18].
The degree of fulfillment of each partial benefit is added up to the total benefit [19].

Qualitative interviews allow the capture of rich data but must be carefully conducted
to achieve high-quality results [20]. Depending on the interview design, there are several
types of qualitative interviews. In this paper, the semi-structured interview is used. The
semi-structured interview is held with both prepared questions and improvised questions
with a free conversation [20]. This type of interview is following a general outline to
gather the necessary information but also gives the researcher enough room to adapt to
the interviewees to gather more detailed results [21].

The development and validation of the methodology developed in the paper consider
the use of the above-mentioned methods. A rigorous literature review is the starting point
for the development of the models, the whole method was validated by 35 experts in
several workshops between April 2021 and March 2022.

4 Results

4.1 Methodology for Establishing a Platform Operator Model

The paper proposes a methodology to identify different operator models for the operation
of a platform in a less digitized industry. A literature review reveals a lot of research
for high digitized industries (e. g. [6, 7, 11, 12]), therefore high digitization within the
companies is often assumed. The structure of less digitized industries — as described in
Sect. 1 — is very different and leads to the fact that there is hardly any penetration of
digital platforms, especially for forecasting and capacity services [22].

To tackle this, a methodology with several steps is developed and explained with
an example of the German quarrying industry. For the development, an action research
framework is used [16]. Firstly, the value creation system must be designed, the proposed
method to use is the value flow model. Secondly, the companies of the industry must
be systematically described and characterized. For this, methods like morphology and
typification can be used. Thirdly, possible operator concepts have to be identified, they
orchestrate the individual actors and define the strategy, the services, and the governance
of the platform. For this, a method like the operator concepts classification should be
used. Concludingly, an adequate platform operator to offer possible services for the
improvement of the forecasting capability and the capacity utilization is determined.
The proposed method is a utility analysis, which as a result shows suitable services
in dependence on a specific operator. The methodology with the proposed steps and
methods is depicted in Fig. 1.
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Fig. 1. Methodology for establishing a platform operator model and suitable services
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4.2 Platform Operator Model for a Less Digitized Industry like Quarrying
Industry

In this section, the different steps for the platform operator model are explained and
evaluated with the example of the German quarrying industry.

Value Creation System. Value creation systems consist of complementary nodes and
links which enable the interaction between each other [23]. Methods like the “Value Flow
Model” provide the possibility to visualize the different roles, their functions, activities,
and their core transactions [24]. The value creation system developed focuses on the
abstract visualization of the ecosystem from an economic perspective.

The value creation system of the German quarrying industry consists of 15 different
roles and their transactional relationships. Raw material extraction companies, which
extract large quantities of material, are at the beginning of the value chain [25]. Taking
into consideration, that the generally moderately priced (low priced) extracted goods are
characteristical by high mass and volume, the transportation distance to the economically
accessible market is limited to approximately 50 km [26]. Essentially, a distinction can
be made between the extraction of solid rocks (natural stones) and loose rocks (sand &
gravel, clay), mostly in opencast mines [27].

For the considered companies, the products are mostly used in the construction indus-
try (approx. 95%). Core areas of the building materials industry are building materials
production, building materials recycling, building materials landfilling, and recycling,
which are often directly downstream. The remainder is used in different industries such
as paper, glass, food, chemicals, fertilizers, iron and steel, and others. Therefore, there
are assorted primary products as well as diverse customers [28]. Entrepreneurs or groups
of companies fulfill several roles in the value network. A clear demarcation between par-
ticipants in the building materials industry is therefore becoming increasingly difficult.
The products are distributed to consumers and returned as secondary raw materials or
as waste materials deriving from demolition and recycling. The transportation occurs
either directly, or by means of distribution companies. Machinery and plant manufactur-
ers, as well as blasting service providers, enable the companies to add value. Logistics
providers add value by distributing products and waste. Value creation in the industry
is regulated by law and standards, public authorities, and auditors. Auditors and testing
laboratories ensure the quality of the products. The value creation system is depicted in
Fig. 2.

Morphology and Typification of the Companies in the Quarrying Industry. To
ensure an adequate application of the morphological method for the characterization
and identification of the industry participants of the quarrying industry, a structured
decomposition of the problem must be performed. For this, the St. Gallen Management
Model can be used as it provides a method to classify a company by key categories
[29]. Following the adaptation to manufacturing companies, these key categories can be
broken down into in-plant and out-of-plant issues. For the morphology, the dimensions
of corporate structure and digital maturity are taken, whereas the focus is on digital
maturity [30]. The features and characteristics are derived based on a literature review
and were validated in expert interviews (Fig. 3).



146 J. Miiller et al.

e \“ - o .
Raw material Raw materials
extraction companies processors

g

Forestry and
agriculture

Industrial customers (e. |/
g. chemical, iron & steel)

Private customers &
consumers — |

Public authorities bachieiviendla Law Logistics providers AUdItOS/
manufacturers laboratories

— Primary raw materials
——*» Secondary raw materials
————— -+ Backfill Materials & Waste

Value creation through regulation of the industry 3 Utilizing or producing value added

| ™ Value creation through distribution and

Value creation through backfilling and recycling empowerment

Fig. 2. Value creation system of the German quarrying industry

Type 1 “Digitally Expandable”: This type can particularly be assigned to micro-
enterprises and predominantly small groups of companies with annual sales of up to
€50 million. They employ less than 100 employees and have less than 5 locations.
In the area of digital maturity, the companies work predominantly analog. Data anal-
ysis is carried out manually and not on a digital basis. In addition, it was found that
recorded data on sales volumes are not evaluated, as the companies operate almost
entirely demand-driven. As a result, decisions are made based on experience.

Type II “Digitally Advanced’: This type can be assigned to company alliances with
up to €150 million in sales, which have up to 20 locations and up to 250 employees. In
terms of digital maturity, type II companies record process and status data digitally and
automatically using manufacturer platforms. The use of such digital systems enables
data to be fed into the internal IT network and diagnostic data analysis. Past events can
be looked at intensively to clarify causes and to derive consequences for the future.

Type III “Digital Pioneers”: In particular, corporations with annual sales of €50 mil-
lion or more, more than 20 locations, and more than 250 employees can be assigned to
Type III. Process and condition data are collected digitally-automatically via the pro-
ducer platforms and are partially analyzed descriptively and diagnostically. Available
assistance systems cover a wide range, including weighing systems, production moni-
toring and planning, Excel-based analysis systems, and Material Requirements Planning
(MRP 1I) and Enterprise Resource Planning (ERP) systems.

Operator Concept for the Digital Platform Solution. To identify possible opera-
tor models, it is essential to consider the corresponding value network. In addition to
private-sector players, the public sector in the form of topic-related authorities as well
as associations and cooperative players, for example in the form of industry associa-
tions, must also be considered. The number of potential platform operators identified is
reduced based on criteria to be selected on an industry-specific basis. By applying the
criteria of digital competencies, technical competencies (mining and mechanical engi-
neering), network, neutrality, and profit orientation, the potential operator candidates of
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the industry association, a compendium of equipment manufacturers, technology, and
service providers as well as a compendium of companies in the quarrying industry could
be identified for the German quarrying industry. The latter would appear in the realization
both on the operator level and on the customer level. Furthermore, downstream players
in the value chain can be considered since the resources used in the primary extraction of
bulk raw materials and the downstream construction industry are to a significant extent
congruent and the use case of the platform is transferable. In addition, they know the
challenges of forecasting and capacity utilization and can address them with proposed
solutions. [31].
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Fig. 3. Morphology for less digitized industries at the example of quarrying industry

These identified and filtered candidates are now integrated into the abstracted opera-
tor models. After a comparison of the interests of the stakeholder group on the operator
side and the user side, five scenarios could be identified. In a further filtering stage, by
comparing the interests of the individual stakeholders at the operator and user level, the
number of scenarios was reduced to three. These remaining scenarios are presented in
Fig. 4 below and classified in the abstracted matrix of operator scenarios.

Scenario 1 “Joint Venture”: A union of the corporate associations of the quarrying
industry, equipment manufacturers, technology providers, and service providers as well
as, if applicable, downstream players in the value chain at the sponsor level realize a
joint spin-off in the form of a joint venture for the operational design and management.

Platform management
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shareholders)

One organization Many organizations
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Fig. 4. Classification of operator concepts (adapted from [2])
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Scenario 2: “Shared Model”: A compendium of companies from the quarrying indus-
try, equipment manufacturers, technology providers, service providers, and downstream
players in the value chain defines a standard for sensor-captured data at the sponsor level,
as well as standardized APIs to make generated data fully usable. This standard pro-
vides the foundation for a company-specific implementation of decentralized platforms,
which can be carried out by a variety of independent technology providers and service
providers.

Scenario 3 “Licensing Model”: The industry association of the German quarrying
industry acts on the sponsor level of the operator model and provides a central platform.
Furthermore, equipment manufacturers and technology providers, and service providers
are licensed and enable the companies to participate in the platform by providing the
technical basis at the equipment level.

A final scenario-based utility analysis, with the evaluation dimensions of added value
and feasibility of the individual platform services in the respective operator scenarios,
enables the development of a final recommendation. Based on literature research, pos-
sible platform services are identified, which are then assigned a respective added value
through expert interviews with industry participants using the methodology of pairwise
comparison. The development of the second dimension, the feasibility of the individual
services in the respective operator scenario, is also based on consultations with industry
participants from the quarrying industry and digital transformation experts. The recom-
mendation made by the utility value analysis, based on the procedure of the study, is the
implementation of the platform solution through scenario 3 “Licensing model”, which
is orchestrated by the industry association as platform sponsor.

5 Discussion and Conclusion

The developed procedural model for identifying suitable services for capacity utilization
and increasing forecasting capability was explained using the example of the German
quarrying industry. It was shown that initial obstacles in digital infrastructure are partic-
ularly high in this less digitized industry and reservations about profit-oriented operator
models represent a significant hurdle. The approach provides a step-for-step guide to
establish a platform operator model. The four steps, consisting of the design of the
value creation system, the analysis of the stakeholder regarding their digitization, the
identification of possible operator concepts, and the determination of an adequate plat-
form operator help to realize suitable services for capacity utilization and increasing
forecasting capability. With the detailed procedure, it is suitable for practitioners.

The study showed that the industry association, as a neutral body, is predestined
to play the role of orchestrator and sponsor in linking the platform participants at the
consumer, producer, and management levels. It can be assumed that these findings can
be transferred to structurally comparable industries with a low level of digitization.
However, the proof that the developed operator model of the platform is a blueprint for
further structure-similar industries is to be led in the next step.
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Abstract. The notion of Collaborative Virtual Power Plant Ecosystem (CVPP-
E) contributes to an effective organization of Renewable Energy Communities
(RECs) in such a way that they can act or exhibit the attributes of Virtual Power
Plants (VPPs). This concept is derived by merging or integrating principles, orga-
nizational structures, and mechanism from the domain of Collaborative Networks
(CN) into the area of VPPs. The expectation is that if actors in the RECs engage in
collaborative actions this would enable a REC to perform functions that are similar
to a VPP. Conceptually, the CVPP-E is constituted of a community manager, a
common community energy storage system, prosumers who own a combination
of photovoltaic and a battery storage system, and passive consumers, all connected
to an energy grid. The key attribute of this proposed ecosystem is that members
engage in collective actions or collaborative ventures that are based on a com-
mon goal and aimed at achieving sustainable energy generation, consumption,
and vending. In this study, we present a high-level model for the aspects of collab-
oration in the CVPP-E. This involves the compatible/common goals framework,
the sharing framework, and the collective actions framework. These frameworks
serve as the backbone of the CVPP-E and play a vital role in the modelling of a
CVPP-E. Various simulation scenarios are used to assess the proposed model.

Keywords: Collaborative networks - Common goal framework - Sharing
framework - Collective action framework - Energy sharing - Energy community

1 Introduction

Until recently, the integration of Photovoltaic (PV) sources from households (HH) into
the traditional grid system was negligible [1]. However, several changing factors such
as declining prices of solar panels [2], favourable public opinion towards the energy
transition [3], coupled with sound governmental policies [4], are changing the narrative.
For instance, currently in Europe, the number of HHs with installed PV systems is rising
steadily [5]. Concurrently, battery storage technology is also maturing rapidly [6]. This
opens the opportunity for individual dwellings as well as communities to incorporate
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energy storage into their PV systems. A Community Energy Storage System [7] is an
energy storage technology that enables energy sharing between members of a commu-
nity. Available literature suggests that an increasing number of groups of neighbours who
are motivated by a common goal such as reduction of their energy costs or promotion of
sustainable energy consumption are coming together to form Renewable Energy Com-
munities (RECs). These RECs can operate in stand-alone mode or have a grid-connected
architecture [8]. According to [9], a REC can be described as a community that is based
on open and voluntary participation. It is usually owned, managed, and controlled by
shareholders or members who are autonomous and located within the proximity of the
projects. Essentially, members of a REC, who possess roof mounted PV systems can
generate renewable energy for their own local consumption and may store, sell, or share
the excess with other community members, therefore, acting as prosumers. Other passive
members may not generate own energy but may join the REC to enable them consume
energy from renewable sources.

Currently, the organization and management of RECs appear as a daunting task due
to the complex interaction between multiple and heterogenous actors who are largely
autonomous and may have diverse preferences. Many research works have suggested
several approaches to the efficient and effective management of the constituent actors of
RECs. In [10-12] the authors suggested a collaborative approach which resulted in the
proposition of the notion of a Collaborative Virtual Power Plant Ecosystem (CVPP-E)
and Cognitive HH Digital twins (CHDTs) in [13]. These concepts are further explained
in Sect. 2. The key objective of the CVPP-E and related CHDTs is to approach the
management of energy consumption and exchange in a REC from a collaborative point
of view.

The purpose of this research is to present a framework that illustrates various col-
laborative behaviours within a CVPP-E. This objective can be achieved by breaking
the various collaborative actions down into discrete steps using the Business Process
Modelling Notation (BPMN) language. The framework shall serve as the collaborative
component for a prototype model which is intended to be used to study how collaborative
actions can facilitate sustainable energy consumption and exchanges in the ecosystem.
The following research question is therefore adopted to guide the work:

RQ. What framework can support the modelling of each collaborative behaviour
by a population of CHDTs within a CVPP-E?

The considered behaviours are as follows:
a. Communication and information exchange (ComlIEx) towards a common goal.

i. ComlEx towards coalition formation (Joining a Virtual Organization (VO)): In
this context, members are expected to have different, but compatible goals. The
community manager proposes a goal and through ComIE, members whose pref-
erences are compatible with the suggested goal will accept the invitation and
participate in coalition formation towards the achievement of the proposed goal.

ii. ComlEx towards the execution of a specific goal: In this context, the manager
proposes a goal and through ComIEx each member who accepts the invitation
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schedules their appliances and execute the necessary instruction when the time
for collective action is due.

b. Sharing common resources: In this context we consider the scenario were CHDT's
share energy that is stored in a common community storage.

c. Collective actions. The behaviour exhibited by members when they all act in the
same way in order to achieve a collective objective.

2 Background Knowledge and Theoretical Framework

According to the European Parliament and the Council of the European Union [9], a
REC is based on open and voluntary participation. It is autonomous and controlled by
stakeholders who live in the same proximity. Members of RECs can generate renewable
energy for local consumption, and may store, sell, or share the excess with community
members. In this context, we attempt to replicate the REC concept by developing a dig-
ital twin replica of the community. In our replica model, we represent the community
environment as the CVPP-E. The CVPP-E can be described as a form of a Virtual orga-
nizations Breeding Environment (VBE), business ecosystem or a community of practice
where members approach energy consumption and exchanges from a collaborative point
of view. Thus, members engage in collective actions towards the achievement of some
goals that may be common to the entire community.

The CVPP-E concept was derived by integrating collaboration principles and mech-
anisms that were borrowed from the discipline of Collaborative Networks (CNs) into
the domain of Virtual Power Plants (VPP). The outcome of this synthesis is a form of
REC that adopts collaborative principles and mechanisms in its operations to ensure
sustainable energy consumption and exchanges and as well, exhibiting characteristics
of a VPP, thus having the capability of aggregating excess energy from the community
and have it vended to the grid. In the proposed formulation, a CVPP-E includes: (a) the
community manager who promotes collaborative activities and behaviours, (b) multi-
ple actors, thus, a population of prosumer and consumer HHs, each having a different
energy use preference. The Prosumers in this case have roof-mounted solar panels and
can consume their locally generated energy and share the excess with the community,
but the consumers do not. (c) a community owned energy storage system.

In the prototype model, each suggested actor of the CVPP-E is modelled as a software
agent that replicates the characteristics and behaviours of the physical actor. These
software agents are modelled to reside and interact with each other inside a digital REC
environment, namely the CVPP-E. Each HH is represented by a Cognitive HH Digital
Twin (CHDT). CHDTs are modelled as software agents possessing some cognitive
attributes so that they can act as complementary decision-making agents on behalf of
their physical counterparts. These software agents can make rational and autonomous
decisions on behalf of their owners. The energy use-behaviours of each physical actor
are accommodated in their counterpart CHDT using the notion of a Digital Profile (DP).
The DP enables the actors to clearly define their energy use preferences, priorities, and
options, that is usually in line with the community goals. The DP is constituted of (a) the
Value System (VS), and (b) the Delegated Autonomy (DA) of the actor. The VS describes
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the values of the actor, which may, for instance, include his/her preferred energy source,
which community goal is of priority to him/her, how often his/her resources are available
for collaboration, etc. DA, on the other hand, is the instruction or authorisation that is
given to the CHDT by the actor, specifying how to carry out or execute the suggested
values of the actor. In Fig. 1, we illustrate how a CHDT makes decisions based on its
DP. The figure shows a CHDT with three values that are arranged in order of priority.
The first priority is 100% consumption from renewable sources, the second priority is
to consume from mixed sources and the third is free rider or indifferent option. It also
shows three levels of DA, thus (a) delegate (control over) three appliances, (b) delegate
two appliances, and (c) delegate one appliance.
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Fig. 1. Decision making based on a CHDTs digital profile

End

Therefore, by aggregating several CHDTs, each having a different or unique DP,
we aim to replicate a physical community in the virtual space (CVPP-E) that has the
capacity to accommodate the varied user preferences of each actor or unit of HH. The
adoption of agent-based technology allowed the simulation of each HH as a software
agent, each having a different DP. By incorporating a level of intelligence into these
CHDTs, they could be made to have some cognitive capabilities. Due to their cognitive
and decision-making capabilities, these CHDTs are envisaged to have the capability to
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engage in some collaborative ventures such as pursuing common goals, sharing common
resources, mutually influencing one another, as well as engaging in collective actions,
without necessarily compromising individual preferences, priorities and options.

The collaborative attributes of CHDTs are envisioned to increase the survivability and
sustainability of the CVPP-E. As a community, the diversity in HH sizes, including the
number of occupants residing in each HH in the population, is highly essential. To help
address this concern, we categorized the constituent HHs (and thus the corresponding
CHDTs) into 5 different categories. This categorization and related data were sourced
from a survey conducted in [14]. The considered categorization is: (a) HHs with single
pensioners, (b) HHs with single non-pensioner, (¢) HHs with multiple pensioners, (d)
HHs with children, and (e) HHs with multiple persons with no dependent children. The
population size of the CVPP-E (community) can always be configured to constitute any
number of HH, from each category.

3 Modelling Collaboration Aspects of a CVPP-E

In this section, we present the collaborative framework of behaviours that were men-
tioned in association to the RQ. We consider the frameworks for (a) common goals, (b)
sharing resources, and (c) collective actions. The BPMN language is used to model the
various collaborative actions that are considered.

3.1 Modelling Communication and Information Exchange (ComIEx)
towards a Common Goal

According to [15] a common goal gives a group of entities a shared purpose. It inspires
them to work together as a team to help them achieve the group’s objectives. Information
exchange for mutual benefit is also a key element of collaboration. Therefore, under this
subsection, we consider two cases: (a) ComlEx towards coalition formation (Joining a
VO), and (b) ComlEx towards the execution of a specific goal. In the exemplified cases
we assume that a CVPP-E was already formed and populated with agents representing the
HHs (CHDTs). This ecosystem is a kind of virtual organizations breeding environment
where different coalitions of CHDTs (i.e., different virtual organizations, VOs) can be
formed to achieve some common goals.

3.1.1 ComlEx Towards Coalition Formation (Joining a VO)

This process is expected to precede a collaborative venture, e.g., minimize energy con-

sumption over a certain period. In other words, it is a process of forming a coalition (a

kind of VO) to achieve some goal proposed by the CVPP-E manager. In terms of infor-

mation exchange, we show the major communication steps that are expected to occur.

With reference to the BPMN model of Fig. 2, the following steps are observed:

a) Invitation: The community manager extends invitations to achieve goal “x” to
the entire community, particularly, prospective CHDTSs, whose value system or
preferences are in line with this goal “x”.
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b)

)

d)

e)

Acceptance/Rejection stage 1: CHDTs may respond either in the affirmative,
expressing readiness to join, or a rejection. The CHDTs shall refer to their digital
profile which constitute the users predefined preferences and set of instructions.
Knowledge of coalition conditions: For CHDTs that accepted the invitation, further
information is shared by the community manager, detailing the conditions for the
coalition.

Review of the coalition conditions: The prospective CHDTs may review the
conditions and make further decisions whether to pursue or decline joining the
coalition.

Acceptance/Rejection stage 2: The prospective actors will communicate their final
acceptance or rejection of the coalition to the community manager.

Confirmation: The entire process is completed with a confirmation message from
the manager.

Throughout these processes, it is observed that information exchange is a crucial
prerequisite for coalition formation.
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Fig. 2. Process of information exchange towards the formation of a coalition - joining a VO

1.2 ComlEx Towards the Execution of a Specific Goal

In Fig. 3 below, we model the processes of information exchange toward the execution of
a specific goal. The specific goal, in this example, is to minimize local energy consump-
tion so that unused or saved energy can be vended to the grid. For this to be feasible, the
CHDTs may have to engage in some form of collective action based on their individual
DPs. This may involve the deferral of the use of either one, two or three of appliances
that are considered deferrable. This may include appliances such as washing machines,

di

shwashers, or tumble dryers, whose delayed use may not affect the quality of service

(QoS) to user. This process can also be called delegation of deferrable loads (DDL) as
mentioned and discussed in [13]. The key collaborative processes are as follows:



a)

b)

)

d)

f)

)
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Invitation to pursue a Vending Opportunity (VendOpp): The CVPP manager
identifies and communicates a VendOpp to community members.
Acceptance or rejection: CHDT checks their DP assigned to it by its owner. Based
on the assigned DP, a CHDT may either accept or decline to participate in the

VendOpp.

Scheduling vending: Upon acceptance, the CVPP-E manager communicates the
following vendOpp information to prospective CHDTs: (i) the vending time, (ii) the

vending window, and (iii) the duration of vending.

Scheduling the execution of delegated autonomy: After receiving details concern-
ing the VendOpp, all CHDTs shall schedule themselves in readiness to collectively
execute their various “delegated autonomy’ actions in line with the vending schedule.
Execution of delegated autonomy: When the scheduled “vending time” is due,
all CHDTs will collectively execute their respective delegated autonomy, thus their
DDL. This collective action will result in the general minimization of consumption
in the community for the period (vending window). As shown in Fig. 3, for both
consumers and prosumers, DDL will result in the minimization of consumption.
However, for prosumers, DDL will also result in excess energy from their locally

installed PV or storage system.

Sharing unused energy with the community storage: Thus, the unused energy as
a result of reduced consumption shall be sent to the community storage for onward
transfer to the grid during the vending window.
Execute VendOpp: The community manager will ensure that the community storage
supplies the grid with the pre-agreed quantity of energy at the proposed time.
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Fig. 3. Process of information exchange towards the execution of a specific goal
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3.2 Modelling Sharing of Common Resources

Resource sharing (RS) is a common characteristic of collaborative cases. In the CVPP-E,
members engage in resource sharing to help fulfil their collaborative objectives. The case
shown in Fig. 4 is used to demonstrate sharing of common resources within the CVPP-
E. It demonstrates two modes of sharing (L1RS and L2RS). L1RS refers to sharing
excess energy that was produced by prosumer CHDTs with the community storage
(charging the community storage). L2RS involves the sharing of energy that was stored
in the community storage back with either prosumer or consumers CHDTs (discharging
community storage). The following steps are used to describe LIRS and L2RS in detail
(also assuming that a VO was previously established for this goal):

i. LIRS. Under this mode of sharing, the excess energy from several different CHDTs
is shared with the community storage system. This is more of an aggregation process.
Referring to Fig. 4, L1RS can be achieved in three major steps:

a) Local PV resource availability: PV availability is a time-dependent event. The
CHDT is alerted of the availability of solar energy due to the presence of sunlight.
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b) Type of local energy demand: For this step, the CHDT determines if there
is a local demand for the locally generated solar energy (local demand include
demand for appliances to use the energy locally or to store it in the local storage).
If local demand exists, the generated energy is consumed locally. If otherwise,
the generated energy is considered excess it is shared with community storage.

c) Accept and store: At this stage of the process, the shared energy is accepted
and stored in the common storage system.

L2RS. Under this mode of sharing, the energy that was previously stored in the
community storage is shared back with community members according to their
various needs. The storage capacity is constantly being monitored to determine if
the conditions for L2RS are satisfied. Typically, L2RS is enabled when the state of
charge (SoC) is greater than a threshold, say o % of the battery capacity “C”. If this
condition is satisfied, the energy that was previously stored in the community storage
is allowed to flow back into the community. L2RS is terminated when the condition
changes, thus, SoC drops below another threshold, say 8% of “C”, thus, When SoC
> a% of “C “, L2RS is enabled, When SoC < % of “C”, L2RS is disabled

3.3 Modelling the Collective Actions Framework

Collective Actions (CA) refer to the actions taken by a collection or group of entities,
acting based on a collective decision. CA is also a key component of the collaborative
behaviours that are exhibited in the CVPP-E. In Fig. 5 below, we illustrate the CA
behaviours of 3 CHDTs that are based on a common goal. The resultant effect of their
CA is shown to have a direct impact on the community-owned energy asset (community
storage), which subsequently affects the power grid. There are three major steps involved
in the CA processes:

(a)
(b)

(©)

Condition-based decisions: In this step of the process, a CHDT makes decisions
based on some common goal conditions such as VendOpp.

Execution of assigned delegated autonomy: If the decision in step (a) is based
on some specific goals, all CHDTs will execute their assigned delegated autonomy
simultaneously which can result in a common behaviour.

Appliance use behaviour: The effect of steps (a) and (b) will have a direct impact
on the use-behaviour of the embedded HH appliances in each respective CHDT.
The resultant behaviours could also have a direct impact on the community-owned
asset (community storage) and subsequently on the grid.
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Fig. 5. The process of collective actions towards a common goal

4 How the Collaboration Framework Supports the CVPP-E

Based on the developed prototype, some preliminary partial outcomes have already
been demonstrated in [16]. Further demonstration of other behaviours such as modelling
“mutual influence” and modelling “delegated autonomy” have also been demonstrated
in works that are currently in press awaiting publication. The prototype is constituted of
several sub-models that are integrated together to help achieve the desired functionality
of the CVPP-E. These sub-models include: (a) The appliance model that is used to
model all the embedded HH appliances, (b) The PV model that is used to model the
embedded PV systems of prosumers, (c) The community storage model which is also
used to model the community storage system, (d) The consumption priority model also
used to model (i) The process of initiating the use of an appliance, (ii) The process
of selecting a preferred energy source, (iii) the process of having an appliance wait in
queue until a preferred energy source is available. Other sub-models include: (d) the
consumer/prosumer model that is used to configure a CHDT as either a prosumer or
consumer and finally, (e) the influence model that is used to propagate either positive or
negative influences from “influencer” CHDTs to “influence” CHDTs.

Depending on the intended purpose, a sub-model could be designed using one of
three modelling techniques in AnyLogic. For instance, all models that exhibit dynamic
behaviours, thus, having parameters that are constantly changing are modelled using
System Dynamics (SD) techniques. Some examples include the community storage sub-
model (Fig. 6), the HH appliances sub-model (Fig. 7) and the PV sub-model. Further-
more, all aspects of the model that require systematic procedures and discrete processes
are developed using discrete event modelling techniques. One of such examples is the
consumption priority model shown in Fig. 8. Finally, all aspects of the model that require
the creation of an entity that is endowed with autonomous attributes is achieved using
agent-based modelling techniques. Typical examples include prosumer and consumer
CHDTs.
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Fig. 7. A system dynamic model of the embedded HH appliances (9 appliance).

In Tables 1 and 2 below, we show some selected scenarios that were used to test the
CVPP-E prototype in an earlier study [16]. For instance, the data shown in Table 1 was
sourced from [14]. For demonstration purposes, the table (Table 1) shows data for only
three out of the nine HH appliances that are embedded in each CHDT. These parame-
ters are used to model each of the appliance’s use-behaviour. Furthermore, in Table 2, we
consider deferent scenarios of varying prosumer and consumer populations. For each sce-
nario, we tested different degrees of delegated autonomy. Delegation in this sense means
that the CHDT have been given authority by their owner to make some rational decisions
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on their behalf. In this particular example, the goal was to minimize community consump-
tion within a certain period namely the “vending window” (Fig. 9) so that the saved energy
could be vended to the power grid. We tested different delegated autonomy options, i.e.,
delegating either 1, 2, or 3 of any of the appliances mentioned in Table 1. In Fig. 9 we
show the outcome of one scenario, thus, scenario 1 (Table 2). The outcome shows that,
within the vending window, the use of all three appliances was suspended resulting in

zero consumption (Fig. 9).

Table 1. Distribution of CHDT population from the various category of HH in sample scenario

Type of appliance | Annual Power (kwh) Peak periods Number of wash
Min | Average |Max |Pl P2 cycles year

Washing machine | 15.00 | 178 700 |Sam—4pm |Spm-2am | 284

Tumble dryer 64.25 | 497 1600 | 5am—12pm | 6pm-11pm | 280

Dishwasher 33.32 |315 608 |5am-3am |6pm-2am | 270
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Table 2. Population size of the various HH in ample scenario
Scenarios Degree of Number of Percentage of CHDT
delegation delegated population (%)
appliances Delegated Undelegated

1 High population | Full 3 100 0

of delegated

CHDTs
2 Low population | Full 3 10 90

of delegated

CHDTs
3 High population | Full 3 90 10

of delegated

CHDTs
4 High population | Partial 2 90 10

of delegated

CHDTs
5 High population | Partial 1 90 10

of delegated

CHDTs
o
QS .
g
g‘ Vending window
a " |
g .
5]
O -

Consumption
‘Waiting time Time

Fig. 9. The outcome of a collective action behaviour for scenario 1 (Table 2)

5 Prerequisite for Implementation and Limitations of the Study

Data from these HH appliances may be collected using IoT sensors, and this data could be
transmitted using normal IoT protocols to the cloud where the digital twin may be hosted.
In terms of appliance control, IoT actuators could be integrated into the appliances to
carry out switching commands of the CHDTs, such as turning the appliances on and
off. These commands could also be transmitted using IoT protocols. On the other hand,
appliances are becoming more intelligent, embedding computational power. Scheduling
and monitoring of these appliances could be done in the cloud by the CHDT. As suggested
by [17], a Digital Twin Environment (DTE) is a logical environment in which software
and sometimes hardware components interact to simulate an entire digital twin system
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or subsystem. To help reduce implementation costs, the services of a third-party service
provider who provides DTE Platform as a Service could be procured to provide the DTE
for the proposed CHDTs. Although this approach may raise some security concerns, a
less expensive but effective way could be by embedding a layer of security at the gateway
interface between the IoT devices and the DTE.

Limitations. Theoretically, the presented framework only considers four collaborative
behaviours although in practice, there could be more. The framework is exemplified
with only three deferrable loads. These are washing machines, dish washers, and tumble
dryers. In practice, many other appliances could also be used to help achieve similar
results. Appliances such as air conditioners, refrigerators, and water heaters, also known
as interruptible loads, could be used to achieve similar results.

Prototype. The prototype model was developed using a multimethod simulation app-
roach which involves the integration of multiple simulation paradigms such as System
Dynamics, Agent-Based, and Discrete Event simulation techniques in a single simulation
environment. The Anylogic [18] simulation platform was adopted for this purpose.

6 Conclusion and Future Work

This work is part of an ongoing research that seeks to integrate collaborative behaviours
into the domain of REC:s to facilitate sustainable energy consumption and exchange. The
main objective of this study, as stated in the RQ, was to determine a suitable framework
that could support the modelling of the collaborative behaviours of CHDTs within a
CVPP-E environment. By adopting the BPMN modelling language, several frameworks
have been developed that clearly and systematically outline the collaborative behaviours,
key features, collaboration steps, and key roles of the collaborating entities. As discussed,
three key collaborative behaviours were identified and modelled: (a) common goals, (b)
resource sharing, and (c) collective actions. Demonstration of some partial outcomes
for the developed prototype model contribute to point the suitability of the proposed
framework.

In future works, other collaborative behaviours like value co-creation (tangible and
intangible value) as well as some key performance indicators will be explored further
to help access the performance of the model. Other collaborative scenarios such as the
case where members could drop in and out of the collaborative, depending on their own
strategies, will also be considered.
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Abstract. Inthe lastdecade, business and industry put major emphasis on the dig-
itization of its infrastructures, resources, processes and business models. In doing
s0, managers and organizational decision makers experienced support and guid-
ance from the so-called Industry 4.0 paradigm. At the beginning of the year 2021,
the European Commission launched the Industry 5.0 paradigm, an approach, that
in comparison to Industry 4.0, puts human-centricity, sustainability, and resilience
at the heart of the ongoing digital transition. However, the concept of Industry 5.0
still remains vague. This systematic literature review at hand builds upon this
lack of knowledge and inductively investigates into the categories, concepts, and
constructs of Industry 5.0. By the use of the Grounded Theory Methodology, a
representative sample size of scholarly papers has been analyzed and coded. This
process resulted in the emergence of the five categories Governance, Humanness,
Technology, Intelligence & proficiency, and Environment. These categories as
well as its related concepts and constructs are recognized as the main fields of
action in Industry 5.0.

Keywords: Industry 5.0 - Technology - Governance - Humanness - Intelligence
and proficiency - Environment

1 Introduction

The digitization of business and industry, especially the digitization of small and
medium-sized enterprises, is of major interest to the European Commission and its mem-
ber states. Digitized enterprises maintain competitive advantages and can provide more
efficient, effective, and value-added processes and services to their customers and supply
chain stakeholders. However, the speed of digitization has surprised many enterprises.
Many businesses and industries are stuck in traditional service provision mechanisms,
business models, and processes.

The last decade was highly influenced by the Industry 4.0 paradigm (Advanced Man-
ufacturing program in the United States). Industry 4.0 is about the fourth industrial rev-
olution and the transition of traditional processes to digitally supported processes. At
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the centre of Industry 4.0 is the digitization of enterprises, including its infrastructure,
shopfloor, assembly lines, services, processes, business models, etc. Less emphasis is on
humans, their creativity and innovativeness as well as the environment. This shall be cor-
rected through the Industry 5.0 paradigm. According to the European Commission [1, 2],
which launched their approach towards Industry 5.0 at the beginning of 2021, Industry
5.0 focuses on human-centricity, sustainability and resilience in digitized businesses and
industry. Nevertheless, the European Commission as well as other (scholarly) sources
remain vague in their statement about Industry 5.0. This circumstance motivates us to
investigate the paradigm of Industry 5.0. The objective of this systematic literature review
at hand is to explore the fields of action of the Industry 5.0 paradigm in more detail. In
doing so, the aim is to categorize the fields of action and explore the concepts and con-
structs which the Industry 5.0 approach is built upon. This systematic literature review is
based on the research question “What are the categories in Industry 5.0, and what are
the concepts and constructs?”.

Following Cooper’s (1985) taxonomy of literature reviews [3], the focus of this
systematic literature review is on practices and applications and the research goal is
to identify the central issues of the Industry 5.0 approach. By the application of the
Grounded Theory Methodology, the organization of the systematic literature review is
conceptual and presents the categories, concepts, and constructs of the Industry 5.0
approach. A representative sample of scholarly papers has been coded and the emerged
categories, concepts, and constructs are presented from a neutral perspective. Due to the
novelty of the Industry 5.0 approach, the audience of the paper at hand are specialized
and general scholars as well as practitioners, policymakers, and the general public.

The paper is organized in four chapters. While chapter 1 introduces the paper and
presents the research motivation and the research question, chapter 2 presents the applied
research methodology. Chapter 3 introduces the findings of the systematic literature
review at hand. It is divided into five sections that present the findings of the iden-
tified categories of Industry 5.0: Governance, Humanness, Technology, Intelligence
and proficiency, and Environment. Chapter 4 concludes the paper and provides future
directions.

2 Research Methodology

The research methodology used in this paper is the Grounded Theory Methodology. The
Grounded Theory Methodology (GTM) is a research paradigm for discovery [4]. Itis an
inductive research methodology [5] and is used in many scientific disciplines, such as
Information Systems, Software Engineering, Sociology/Social Sciences, Management
[6], as well as for different purposes [4], such as qualitative research, literature reviews
[7], etc. The objective of GTM is to build theory from empiricism [4], thus, a theory that
is empirically grounded in data (e.g. [4, 5]). The research products of a GTM research
are, for example, new core categories [8], models [9], reports, articles, books, etc. that
contribute to and extend the ongoing substantive and theoretical conversations from
different methodological perspectives [10].
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Fig. 1. Research design (based on: [7])

As depicted in Fig. 1, Wolfswinkel’s et al. (2013) [7] five-stage grounded-theory
method framework has been applied. This framework is composed of the stages: (1)
define, (2) search, (3) select, (4) analyze, and (5) present. After a narrative literature
review and the reading of introductory articles on Industry 5.0 and its emergence from
Industry 4.0, published, for example, by the European Commission, the search terms
and the online databases have been defined. It was an iterative process and the search
terms experienced continuous tailoring, developing from the existing Industry 5.0 under-
standing. Thereby the conception of the European Commission [1, 2] acted as a basis,
determining 3 out of the 4 search terms “Industry 5.0 AND human centricity”, “Industry
5.0 AND sustainability” and “Industry 5.0 AND resilience”. The fourth research term
“Industry 5.0 concepts” was developed to represent the research question. The final liter-
ature search was performed from November 2021 to January 2022 and the search terms
were applied in Google Scholar and ScienceDirect.

The literature search resulted in the pre-selection of 254 scholarly articles. Follow-
ing Hart (2003) [11], as next, the pre-selected scholarly articles experienced rigorous
skimming and scanning. In doing so, the title, abstract, and conclusion have been read
and their appropriateness has been evaluated towards the set research motivation and
research question. 27 scholarly articles passed this process and have been chosen for the
literature review. Additionally, six papers from the bibliographies of the selected papers
have been included. In total 33 papers were selected for the systematic literature review.

The analysis of the selected scholarly articles is based upon the GTM approach of
Strauss [12] and applies open coding, axial coding, and selective coding. Open coding is
about the close reading of a set of single studies and the early abstracting and categorizing
of the hidden aspects of the research topic under exploration and is about the coding of,
as important rated, passages (quotes), incl. text, figures, tables, etc. [13]. The objective
of open coding is to produce useable and useful abstractions [13]. The applied coding
paradigms are line-by-line and word-by-word coding (e.g. [13, 14]). As next, axial
coding has been applied. Axial coding is about an intense analysis of the open codes and
their further development as well as their alignment to sub-categories. Selective coding
is about the identification and development of categories, and the relations between the
categories.

3 Findings

The literature analysis resulted in the emergence of five categories of Industry 5.0 that are:
Governance, Humanness, Technology, Intelligence and proficiency, and Environment.
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Each category describes a selective code that emerged through the application of the
Grounded Theory Methodology.

141 134
120
44

13 28
2 4 10 4 12 25 2 3
Governance Humanness Technology Intelligence & Environment

proficiency
W Axial codes (concepts) Open codes (constructs) Quotes

Fig. 2. Code system categories

As presented in Fig. 2, the category “Governance” gained the most quotes and open
codes. It is composed of 141 quotes, captured in 13 open codes and 2 axial codes.
The following categories are Humanness (4 axial codes, 10 open codes, 134 quotes),
Technology (4 axial codes, 12 open codes, 120 quotes), Intelligence and proficiency (2
axial codes, 5 open codes, 44 quotes), and Environment (2 axial codes, 3 open codes,
28 quotes).

The categories are presented in more detail in the following sections. To enable
smooth reading and to provide better understanding, in the below paragraphs, the selec-
tive codes are called categories, composed of concepts (axial codes) and constructs (open
codes).

3.1 Governance

The category “Governance” focuses on the non-technological sides of Industry 5.0,
such as management practices, policies, or security, and is composed of two axial codes,
formed by 13 open codes and 141 quotes.

Process ‘

Management tools ‘

Requirements

Enabler ‘

Policies

Shift/new view ‘

Business

‘Necessities/conditions

Network/connectivity‘

Innovation ‘

Fig. 3. Category “Governance”, its two concepts and most frequently quoted constructs
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As depicted in Fig. 3, the concepts (axial codes) are business, and necessi-
ties/conditions. The concept business consists of ten constructs (open codes) that cover
processes, management tools, methods as well as innovation, and the shift of procedures
and a new view on business approaches. The two most frequently mentioned constructs
in business are management tools (12 quotes) and processes (13 quotes). While manage-
ment tools describe different designs, frameworks, or models that support and structure
the management (process) in Industry 5.0, processes direct the focus on typical, neces-
sary, or arising types of processes in Industry 5.0. Thereby examples are digitization,
continuous improvement process (CIP), or change processes [15—18]. Concerning these
two constructs, the constructs methods, standards/rules, and business models are very
similar, summarizing requirements and strategies for Industry 5.0 operations. A sep-
arately mentioned requirement however is security, which forms a construct covering
different types of security such as cybersecurity, access control security, as well as the
significance of security in Industry 5.0. The constructs innovation and shift/new view,
underline the creative and cutting-edge part of the concept business. This field of interest
reflects not only the continuous demand for innovative environments but also a visible
transition of (industrial/business) approaches, perspectives, and/or society in the con-
text of Industry 5.0. The centre of attention of the construct network/connectivity is
on cooperation and communication rather than on technology. The interaction between
employees, stakeholders, machines, and devices is of key importance for Industry 5.0.
A prevalently mentioned way of doing this is through a social business network [19].

The concept necessities/conditions includes the constructs policies, requirements,
and enabler. The construct enabler examines different enablers for Industry 5.0 from a
business viewpoint. This combines various technologies as well as research fields. The
business dimension of technologies includes for example organizational impact, process
optimization, or change management [20, 21]. Defined business-related research fields
are among others bionics, techniques and designs like green computing, or financial
systems like fin-tech [20, 22]. The construct requirements consists of 41 quotes, making
it one of the biggest and at the same time one of the most varying construct. The only true
similarity between the indicated requirements is their necessity. Authors, such as [16,
21, 23, 24] agree on a variety of requirements that need to be fulfilled for Industry 5.0
to evolve. These include, for example, the collection of (big) data, the implementation
of strategies, the involvement of external actors, a digital infrastructure, or an increased
focus on resilience. A more agreed-upon necessity however is the change or adaption of
policies including laws, regulations, and political aspects. Therefore, the third construct
is called policies.

3.2 Humanness

The category “Humanness” puts the human and all characteristics that constitute
humanity at the centre of attention.
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Fig. 4. Category “Humanness” and its code system

As illustrated in Fig. 4, humanness is developed from four axial codes, ten open
codes, and 134 quotes, with a focus on human-machine interaction, customer-centricity,
human-centricity, and human ingenuity. Thereby human-machine interaction with 52
quotes and human-centricity with 51 quotes, are by far the largest axial codes.

The three constructs (open codes) socio-technical, values, and human-centricity form
the concept (axial code) human-centricity and focus on the increased human-centric
approach in production/manufacturing. Values, within this concept, include a variety of
ethical considerations as well as the creation of values towards internal employees and
also external stakeholders like customers. The socio-technical approach supports the
social and human side of technologization and directs focus on an increased synergistic
relationship between systems and people. Human-centricity not only places the human
back on the shopfloor but also shapes all activities around the human. This includes a
human-centric design of cyber-physical systems, adaptable technology to the needs of
humans, and an increase in human resilience [15, 25-27].

The concept human-machine interaction consists of two constructs, augmentation,
and human-machine interaction. Augmentation is mostly about the extension of human
abilities through (a human-friendly) technology. The focus lies on enhancement, whereas
in human-machine interaction the most important factor is the cooperation between a
human and a machine. Thereby the importance of the synergy between humans and
machines gets emphasized. It is suggested repeatedly to assign boring or dangerous
work to machines and robots and let people unfold their creativity and ingenuity [16, 17,
21, 24, 28-31]. But human-machine interaction even goes one step further and targets
the direct cooperation between humans and machines for example a robot acting as a
third hand or an exoskeleton enhancing the human’s strength.

The concept customer-centricity captures the customers and their demands and pref-
erences. This gets reflected through the three constructs customer, personalization, and
customization. The terms personalization and customization describe the Industry 5.0
trend to create products and services that are highly adjusted to a customer’s demand.
Authors, such as [16, 17, 20, 24, 27, 30, 32], point also in the direction of mass cus-
tomization/personalization, picturing Industry 5.0 as a way to increase the production,
keeping overall costs at a minimum and at the same time including every customer’s
wish. A few authors, such as [29] consider personalization as an advancement of cus-
tomization where products and services get adjusted to people’s personal needs through
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the so-called human touch. It is argued that, through human workers on the shopfloor,
increased creativity, and human ingenuity incorporated in a product, personalization can
be achieved. The construct customer points towards the inclusion of the customer in
the design and production process and therefore increasing not only the production of
personalized products but also active customer engagement.

The concept human ingenuity emphasizes the human touch as well as creativity
and design as two separate constructs. Thereby the possibility for people to engage in
creativity, design, innovative ideas, and problem-solving activities is pointed out and
described as a crucial difference to the Industry 4.0 paradigm.

3.3 Technology

The category “Technology” describes the technological side of the fifth industrial revolu-
tion and is made upon four axial codes named technologies, network and interoperability,
robotics, and technologies for energy.

92
14 13
’ 3 1 o
| N
Technologies Networks and Robotics Technologies for
interoperability energy
® Open codes (constructs) Quotes

Fig. 5. Category “Technology” and its code system

As depicted in Fig. 5, the most quoted concept (axial code) is technologies, con-
sisting of seven constructs (open codes) and 92 quotes. These constructs however do
not describe different types of technology but rather show the current status of technol-
ogy, for example, future technology, enabling technology, or bio-inspired technology.
Thereby the most frequently mentioned technologies are artificial intelligence (AI; 17
quotes), the (Industrial) Internet of Things ((I)IoT; 12 quotes), augmented reality (AR;
5 quotes), cyber-physical systems (CPS; 4 quotes) and robots (13 quotes). A certain
consistency can be identified within this data, since a majority of authors [16, 17, 19, 21,
25, 28, 31, 33, 34] mention the same kind of technologies as crucial factors of Industry
5.0 be it as a future necessity or already existing base from the previous industrial revo-
lution, Industry 4.0. It needs to be pointed out that in many journals the term technology
is used for a yet unknown development and hence cannot be classified.

The concept robotics was developed separately from the concept technology. The
key difference lies in the type of robot described in the selected samples. Whenever the
term robot is used in the I5.0 context there is talk of collaborative robots, the cobots.
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Cobots are robots that work in tandem with and assist humans on the shopfloor by for
example taking over dangerous or boring work [30].

Another focus of technological development in Industry 5.0 lies in networks and
the interoperability and connectivity of systems and devices. This concept consists of
three constructs of which two describe the smart environment and smart manufacturing,
representing the established connection between information, technology, and human
ingenuity. The construct network/connectivity includes technological developments like
(multiple) networks, platforms, or advanced interconnectivity.

Besides the huge ICT focus of the category “Technology”, the fourth concept tech-
nologies for energy addresses developments around the energy sector, focusing more on
energy efficiency or possibilities to accumulate energy.

3.4 Intelligence and Proficiency

The category “Intelligence and proficiency” captures the work environment including
physical and psychological aspects as well as the educational sector. This category is
represented through the axial codes work and knowledge/skill.

34
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Fig. 6. Category “Intelligence and proficiency” and its code system

As shown in Fig. 6, the concept (axial code) work consists of three constructs (open
codes), formed by 34 quotes. The construct new work system/tasks address the question
how future work will look like. The focus, on the one hand, is on the transition of the
workplace which includes a change of infrastructure on the factory floor (e.g., shared
workspaces), as well as a change of established work systems. Due to increased automa-
tion, the integration of cobots, and further importance of the wellbeing of workers, work
systems and manufacturing processes get rearranged and often become more effective
and efficient. On the other hand, the structure of existing jobs changes, and new jobs
arise. Especially through new technological achievements, certain jobs become unnec-
essary whereas new positions are required to use, manage, or design the new technology.
A frequently mentioned new position is the Chief Robotics Officer [16, 21, 30, 35] in
which the human develops skills in the field of robotics especially cobots, and therefore
the interaction between humans and machines. The focus of the construct characteris-
tics of workforce/future work lies in the transformation of the workforce. This includes
making the workforce more resilient and skilled. Increased resilience can be achieved
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through physical, cognitive, and psychological enhancements (e.g. exoskeletons, digital
assistance systems, VR) [26]. The Industry 5.0 workforce is also required to upskill
which includes being more creative, critically thinking and reasoning, since these are
abilities, robots cannot acquire. The construct wellbeing underlines the human-centric
approach of Industry 5.0. To operate from a human-centric viewpoint, increase efficiency,
creativity, and also resilience, the well-being of the workforce is of crucial importance.
Developments to achieve this are people-aware designs of devices [24], inclusive work
environments, or work-life balance [25].

The concept knowledge/skill is composed of the two constructs education and
research. Education combines all action steps to educate, train or upskill the employ-
ees. Having appropriately educated and trained personnel is frequently mentioned as an
important factor and advantage to keeping up with the fast pacing digitized and technol-
ogized industrial environment [16, 23, 35]. In addition to well-known teaching methods,
innovative solutions and new ideas to train employees are for example, modelling and
simulation where educational contents are imparted in virtual reality. Besides educa-
tion, research also plays an important role in Industry 5.0. Fields of application such as
agriculture, biology, innovation, economy, etc. are examined, to support and advance the
fifth industrial revolution. Additionally, research on Industry 5.0 is conducted to increase
the understanding of the fifth industrial revolution.

3.5 Environment

The category “Environment” captures environment-related topics as well as environ-
mental sustainability. This category focuses on ways to operate more sustainably in
business and industry, including the scarcity and limitation of resources. The category
is composed of two axial codes that are sustainability (1 open code, 15 quotes) and
biologizing (2 open codes, 13 quotes) (Fig. 7).
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Fig. 7. Category “Environment” and its code system

Sustainability describes several different practices, methods, and ideas to create
a more environmentally friendly Industry 5.0. Frequently mentioned are establish-
ing or enhancing a circular economy, waste reduction, better resource efficiency and
effectiveness, and production and usage of clean energy [16, 20, 22, 25, 33, 35].

The concept biologizing consists of two constructs bioeconomy (7 quotes) and biol-
ogy (6 quotes). The construct biology describes the biological direction of research in



178 N. Moosbrugger et al.

the Industry 5.0 context. Included are topics that support a more technical approach to
finding technical solutions through the help of biology. Tools and methods are, for exam-
ple, bionics, synthetic biology, biotechnology, or phenomics. Furthermore, bioeconomy
investigates the field of biology and economics. The centre of attention hereby is the
smart use of biological resources and their transformation into value-added products
such as food, bioenergy, or bio-related products.

4 Discussion, Conclusion and Future Directions

This paper at hand presents a systematic literature review of the categories, concepts, and
constructs of the Industry 5.0 approach. It responds to the research question about “What
are the categories in Industry 5.0 and what are the concepts and constructs?” and
presents five categories. The first category “Governance” represents the business dimen-
sion of Industry 5.0, including processes, management tools, business models, methods
but also innovation, and security. The second category “Humanness” directs the focus on
human-centricity, resulting in concepts such as human-machine interaction, customer-
centricity, human-centricity, and human ingenuity. “Technology” forms the third cate-
gory, emphasizing the role of different technologies, networks and interoperability, and
robotics in Industry 5.0. The fourth category “Intelligence and proficiency” points out
the importance of knowledge, skill, and education and also captures the change (needed)
in the future of work. The fifth category “Environment” outlines the concepts of sustain-
ability and biologizing, focusing on ways to operate more sustainably in business and
industry.

Comparing the findings of this systematic literature review with the Industry 5.0 app-
roach of the European Commission, differences in scope and focus could be identified.
The European Commission defined three pillars, human-centricity, sustainability, and
resilience [1, 2]. According to the findings of this literature review, the pillar of human-
centricity correlates with the category “Humanness”. The pillar of sustainability is com-
parable with the category “Environment” and is additionally represent in other categories
and concepts. For the pillar resilience, no equivalent category could be singled out. Fol-
lowing the approach of Maurer (2020) [36], resilience is a capability of a system (e.g. an
enterprise, value/supply chain, etc.) and aims to design, develop, and (re-) engineer of
VRIN-resources, responsiveness capabilities, cognitive capabilities, and dynamic capa-
bilities for system adaption, renewal, innovation, and evolution. Resilience needs contin-
uous attention and refinement and is best reflected in concepts such as business, human-
machine interaction, network and interoperability, and work. The remaining three cate-
gories “Governance”, “Intelligence and Proficiency”, and “Technology” can be seen as
extensions of the existing Industry 5.0 definition.

Based on the findings and its discussion, the conclusion is that the Industry 5.0
approach extends the Industry 4.0 approach. It not only incorporates the technological
dimension but also takes the human, social, governmental and environmental dimen-
sions of business and industry into account. Additionally, Industry 5.0 focuses on the
workers’ education, wellbeing, and creativity by leveraging and continuously expanding
their knowledge, skills, capabilities, and innovativeness. Industry 5.0, thus, is a more
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symbiotic approach between technology, environment, humans, and society, while con-
sidering the scarcity and limitation of (economic) resources and developing a higher
degree of robustness and resilience.

This systematic literature review presents a detailed picture of the status quo of the
Industry 5.0 approach. Due to the novelty of the Industry 5.0 paradigm, future research
is needed in several directions — vertically and horizontally. For example, each category,
concept, and/or construct could be examined in more detail by exploring arising artifacts,
such as technologies, management frameworks, models, tools, etc. Additionally, further
systematic literature reviews and empirical research need to be carried out repeatedly
since research and development thus technologies and innovation emerge continuously
in both academia and practice.
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Abstract. Today digital technologies have become pervasive in human life and
shape the everyday life practices of the people. The paper investigates how service
design can be used to understand the way that people use services in their everyday
life practices and to improve the service value for the people. The purpose of the
paper is to advocate the development of a new, customer-centric perspective in
service design that is based on the requirements of the user and the use of services in
the everyday life practices. The paper discusses the meaning of service design for
the customer/user and suggest an alternative approach that emphasizes on design
as planning for service use and integrating services in the everyday practices.
A holistic service architecture that connects service provision, delivery and use
provides insights for the way that services are embedded in the everyday activities
and the development of applications and tools that can support the planning of
service use and the integration of services in the everyday life practices.

Keywords: Service design - Service architecture - Service integration -
Customer-centric - Life practices - Society 5.0

1 Introduction

The rapid evolution of digital technologies has brought drastic changes in every aspect
of the business operations and the people’s life practices. A variety of new technologies,
such as mobile technologies, the Internet of Things (IoT), wearables, artificial intelli-
gence (Al) and machine learning, Big Data, the Cloud, automation and robotics, virtual
and augmented reality (VR/AR), stimulate the development cutting-edge innovations
that guide the digital transformation of the economy and the society. The continuous
progress of digital technologies is accelerating the development of a paradigmatic shift
from a product-oriented business logic into a service-oriented logic, according to which
service is understood as a perspective of business, rather than a different type of goods
[1]. In parallel, the digital technologies boost the development and delivery of online
and mobile services and foster service innovation [2], especially with the development
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of information-intensive services and ‘smart services’ that are adjusted to contextual
parameters [3].

The new technologies promise the development of a smarter, service-based world
that will provide opportunities for increased value creation for the people. For instance,
‘Smarter Planet’ was an initiative of IBM for the development of smarter systems that can
achieve sustainable development and societal progress [4]. More recently, the Japanese
government introduced ‘Society 5.0’ as an umbrella initiative for the development of
a human-centered information society, as a ‘super-smart society’ that employs digital
technologies for the provision of smart services, so that “people enjoy life to the fullest”
[5]. In this realm, transformative service research has been introduced as a research
movement that is based on the assumption that service systems have great impact on
the way that people live their lives and the quality of life they enjoy and, hence, service
research can be used to improve the well-being of individuals and the society [6]. Kris-
tensson [7] suggests the discussion for future service technologies should not focus on
the technologies themselves, but on the benefits and the value they create for the user.
Likewise, Brenner et al. [8] discuss the importance of the concepts of ‘user, usage and
utility’ in service research.

Today digital technologies have become pervasive in human life and shape the every-
day life practices of the people [9]. This brings major changes in the way people use
services in their everyday life activities in order to achieve their goals and develop
experiences and value. This paper responds to the many calls in the literature for the
development of customer-centric approaches in service research that take into account
the way that services are embedded and used in people’s lifeworld in order to create
meaning and value for the people [5, 6, 8, 10-12]. Even though there is a vivid dialog in
the service design literature about the embeddedness of services in people’s lifeworld,
most of the current approaches emphasize on the design of the service, the service system
or even the service ecosystem, but they do not extend sufficiently their scope to analyze
the use of services in the people’s lifeworld.

The paper makes several contributions to the existing service design research. First, it
introduces a customer-centric perspective in service design that derives from the concept
of the ‘customer logic’ [10]. Second, it discusses how services are embedded in the
sequence of the everyday life practices and the activities of the people. Third, it challenges
the conventional approaches of service design that aim at the development of new services
or the improvement of existing services and suggests that, seeing service design from
the customer’s point of view, who uses services to support his life practices, it takes an
alternative meaning as conceiving and planning for service use and integrating services to
support the implementation of the everyday life practices. Fourth, it develops a holistic
service architecture that is based on the customer perspective on service design, that
consists of three layers: the customer ecosystem (refers to service use), the service
ecosystem (refers to service provision), and the technological ecosystem (refers to service
delivery). The holistic approach of the service architecture enables relating service use
with service provision in order to develop a complete understanding of service use and
service value. The inclusion of the technological ecosystem serves to understand the role
of the digital technologies in the provision and use of services. Fifth, the paper provides
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insights for the use of digital technologies for planning service use and integrating
services to support the implementation of the everyday life practices.

2 Service Design and Service Value

Service design can be broadly defined as a human-centered, creative and iterative app-
roach to the creation of new services [14] and it is intertwined with the notions of service
innovation, customer experience and value creation [15]. The early approaches on ser-
vice design aimed at the design of new services or the configuration of service systems
and draw attention to the design of the customer experience at the service encounter
(e.g., the service blueprint) or at the multiple touchpoints of the service system (e.g., the
customer journey). These approaches examined the dyadic relationship and interaction
between the customer and the service system as it unfolds in the provider’s domain.

The complexity of service systems prompted for the development of multilevel
design approaches that integrate the analysis and design of customer experiences at
different levels of interest. Characteristic is the Multilevel Service Design (MSD) [16]
that consists of three hierarchical levels of service design: the service concept, the ser-
vice system and the service encounter. Designing at the service concept level requires
positioning the service in the customer’s ‘value constellation experience’ and relating it
to relevant services that may precede or follow the use of the core service.

With the increasing complexity of the service environment and the fragmented nature
of service provision, service design evolved beyond the dyadic customer—provider inter-
action to develop network approaches that examine the roles and the multilateral rela-
tionships of several service actors. These approaches aim at the description of activities
and interactions of network actors and the design of services to support these activities.
The Service Delivery Network (SDN) is a network of multiple service providers that
are together responsible for the provision of a connected, overall service experience
[17]. The network can be formed either by the provider’s initiative (e.g., an e-commerce
company that cooperates with particular partners for payments, delivery, etc.) or by the
customer (e.g., holidays that integrate services about accommodation, transportation,
entertainment, etc.). Depending on who is the leading actor, the design can reflect a
provider-centric or a customer-centric posture in coordination and relationship man-
agement. Other service design research emphasized on the mapping of the service net-
work with regard to the participating actors, their roles, services provision and use and
the resulted service experiences [12]. Caic et al. [24] performed the mapping of the
participants in service networks and recognized patterns with common characteristics.

Service design research has been largely influenced by the concept of service value,
as service design aims ultimately at the creation of value for the customer. Major impact
has been exercised by the Service Dominant (SD) [1, 18], with service value being always
co-created with the customer and determined phenomenologically by the customer when
itis used (value-in-use) in the customer context (value-in-context) [ 1]. The service design
research that is inspired by SD logic has as common characteristic the use of oscillating
foci in order to address the requirements of analysis at the micro, meso, and macro
levels of the overlapping service ecosystems [18]. Vink et al. [19] developed Service
Ecosystem Design as a theoretical approach to promote the ecosystemic understanding
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of service design. Beirao et al. [20] suggested an approach for the study and design of
services in healthcare at micro (patient), meso (healthcare provider), and macro level
(national health system), noticing that the impact goes both upward and downward, from
micro to meso and to macro levels, and the reverse. Likewise, Trischler and Trischler
[21] suggest a multi-level approach for public service design.

An alternative perspective on service value is provided by the Customer Dominant
(CD) logic [10, 11] that focuses on the customer and his functions for the creation of
value in the realm of his life practices. CD logic focuses on the customer, rather than
on the provider, the service system or the service itself, and shifts the interest on what
the customer is doing with services in his life practices. Service is naturally embedded
in customer’s life practices and service value is formed in the customer’s context when
the service is used, influenced and facilitated by the actions of other actors (providers,
friends, etc.). In accordance with the CD logic, Becker and Jaakkola [22] suggested
the concept of the ‘consumer journey’ as a next service design level that captures what
customers do in their everyday lives to achieve their goals, implying a broader focus than
that of the customer journey. Lipkin and Heinonen [23] investigated how the customers,
as human actors, shape experiences in customer ecosystems as a result of using services
in their own lifeworld. Bettencourt and Ulwick [25] recommended a method to identify
what customers try to do and what is needed for the successful implementation of their
activities.

3 The Customer Perspective in Service Design

This section presents a holistic approach for customer-centric service design that refers to
the way that services are embedded in people’s lifeworld and are used in the everyday life
practices. The approach is based on the CD logic [10, 11] and introduces the ‘customer
logic’ in service design. The customer logic refers to customer-specific patterns of how
customers live their lives, perceive their needs, perform their everyday functions, choose
among available offerings and experience the use of service. In order to understand the
use and value of a service, it is necessary to develop a holistic understanding of the
customer’s life, context, practices and experiences, as well as how the service supports
customers’ life.

The CD logic is based on the value conceptualization of Gronroos and Voima [13]
that defines value creation in three spheres: a) the provider’s sphere, where the ser-
vice producer develops and provides the service, b) the customer sphere, where the
customer uses/integrates services and potentially adds other self-resources and creates
value as ‘value-in-use’, and c) the co-creation sphere, where the customer interacts
with the provider for the co-creation of value, potentially with the participation of other
stakeholders. Hence, the focal role goes to the customer, who decides for service use
and creates value. The provider can support and influence customers’ value creation,
directly and indirectly, and service design is a first order opportunity for this.

Service systems are composite configuration of actors and resources that require
different perspectives and multilevel design approaches. In this paper, we suggest a
holistic approach that involves the perspectives of the customer and the provider in
service design, but adopts the ‘customer logic’ and hence regards service design from
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the customer’s point of view. People’s life evolves as a sequence of activities and services
can be embedded in these activities to support people in the accomplishment of their
goals. The emphasis is put on customer’s sphere of value creation, on the activities of the
people and the way that services can be embedded in order to provide some benefit. The
conceptualization of the customer perspective, as compared to the provider perspective,
is depicted in Fig. 1.

Customer-centric perspective
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Fig. 1. The customer perspective on service and service design

According to the customer perspective, the attention is on the customer activities,
how services can be used to support the customer activities and what is the impact of
service use on the other activities of the customer: what else can (not) the customer do,
what other activities are (not) compatible and can (not) be used, what opportunities for
other activities are effectuated. For example, people that commute to work can take a
taxi or use public transport, which entails they can combine different sets of activities
(e.g., when going by taxi they save time for some extra activities at home or at work,
when going by public transport they can work, communicate with others or surf on the
internet). When people telework, they do not need commuting services, but they employ
teleworking services and consequently their ecosystem of everyday activities can be
shaped in a completely different way (e.g., cook, clean the home, take care other people
at home, etc.).

The provider-centric perspective, on the contrary, lays the attention on the service
provision, how service can be used to support a particular customer activity and what
other services can be triggered by the particular customer activity. For example, the
Multilevel Service Design [16], that has exercised considerable impact in the service
design literature, requires positioning the service in the customer ‘value constellation
experience’ and relating it to relevant services that precede or follow the use of the
core service offering. This perspective is a step forward towards the design of services
embedded in the customer’s lifeworld, as it places the service into the larger context of
the customer experience, but the scope remains restricted around the core service offered



Customer-Centric Service Design: Featuring Service Use in Life Practices 187

by the provider. It can provide several insights for service design; however, it is different
from the customer-centric perspective proposed in this paper, which provides a different
perspective on service and different insights for service design, as they are presented
next.

We know the customer participates regularly in service design projects that follow the
conventional approaches, so what is the difference with the proposed customer-centric
perspective and what is the role of the customer in it? Service design is a procedure
exercised by the service provider for the ‘design’ of a new service or the improvement of
an existing one, that includes as typical phases the ideation, development, prototyping
and launch. It is obvious hence that service design reflects the provider’s perspective
on services and service processes. There are several design approaches that introduce
the customer in the design process as co-designer, as evaluator or with other roles, but
the goal of customer participation is to support the design process that is organized,
implemented and orchestrated by the provider.

The proposed customer-centric perspective on service design does not seek to view
simply the same design procedures through the eyes of the customer and to introduce the
customer’s interest and concerns — it is already done by conventional design methods.
It requires to emphasize on the use of service, rather than the development of service,
and reinvent the meaning of service design. When the interest is placed in the way
services are used in the series of activities performed in the lifeworld of the customer,
the design does not refer to actions and decisions about the features of the service, but
to the way the customer conceives and plans the use of services in these activities. This
conceptualization of service design is compatible with the meaning of the word ‘design’

ELINNT)

(e.g., in Merriam-Webster it is defined as: “to conceive or execute a plan”, “to create,
fashion, execute, or construct according to plan”, “to have as a purpose”).

Service design from the customer-centric perspective means the customer decides
and plans the use of services in the series of activities performed in the everyday life
practices. In particular, as these activities are connected in a timeline, service design
means also the customer combines and integrates services. Hence, the service design
methods that are required to support the customer-centric perspective of service design
should support essentially these two basic functions of the customer: planning for service
use and integrating services. Later we discuss how digital technologies can support the
development of service design within this perspective.

Figure 2 presents different configurations of service provision and use with regard
to the value creation framework of Gronroos and Voima [13]. The customer domain
includes the series of people’s interconnected (chained) activities, the provider domain
refers to service development and provision, and co-creation domain refers to the interac-
tion and collaboration between the customer, service providers and possibly other stake-
holders (e.g., friends, family members, community members, social media members,
business partners and associates) for the provision and use of services. We distinguish
the following types of service configurations: a) Customer activity that is not supported
by any service (e.g., going to work on foot or by bicycle). b) Customer activity supported
by service offered by the provider (e.g., going to work by taxi). c) Customer activity sup-
ported by service co-created by the provider and the customer in the provider’s context
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(e.g., customization of a meal to comply with particular dietary requirements). d) Cus-
tomer activity supported by service co-created by the customer and the provider in the
customer’s context (e.g., navigation services adapted to the location and the preferred
mode of transport of the customer). e) Customer activity supported by services offered by
the provider as a package (e.g. hotel reservation that includes pick-up service from the air-
port). f) Customer activity supported by two (or more) separate service items provided as
an add-on offer (e.g. transportation reservation and hotel reservation). g) Customer activ-
ity supported by two (or more) separate service items provided by different providers and
combined together by the customer (e.g., separate transportation reservation and hotel
reservation). h) Customer activity supported by service developed and offered by the
provider with the support of a provider’s community (e.g., e-commerce services sup-
ported by a community of experts or past users that provide information or solutions).
1) Customer activity supported by service developed and offered by the provider with
the support of a customers’ community (e.g., e-commerce services supported by friends,
peers and colleagues that provide information or solutions). j) Customer activity sup-
ported by service provided by customers’ community (e.g., friends, peers and colleagues
that provide information or solutions).
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Fig. 2. Configurations of service provision and use

The horizontal axis outlines the timeline of people’s practices as a series of activities
in a certain part of their everyday life and the way they are interconnected with each
other, as well as the services that are used, from several service providers, to support
the implementation of these activities. Hence, we can understand better what the user is
doing in his life, as well as how services are embedded in these activities and used for
the delivery of certain benefits. This analysis can reveal patterns in the lifeworld and the
lifestyles of people and in the use of services for the support of their practices. Such pat-
terns, as well as the underlying customer needs and preferences, can be extremely useful
for the design of services (according to the conventional, provider-centric perspective)
and the development of service models.

The vertical axis describes a particular practice of the user and the potential use of
service(s) for the support of this practice. Here the focus is on the dyadic relationship
between the user and the provider that can be approached by the micro and meso level
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design methods that are used in service research for the design of service provision and
service experience.

4 A Service Architecture for Customer-Centric Service Design

In Fig. 3 we outline a holistic service architecture that elaborates on the concepts of the
customer-centric service design. The architecture consists of three layers: a) the customer
ecosystem that refers to service use, b) the service ecosystem that refers to service
development/provision, and c) the technological ecosystem that refers to service delivery.
This architecture highlights the need for comprehensive approaches that incorporate in
the same framework the research about service development/provision, delivery and use
in order to support the better understanding of their relations and interdependencies.

Cust Personal Context
Service use ustomer 4§ ________
Ecosystem Customer’s Social Context
I Customer’s
Service delivery | lechnologicaly _ Tech context
Ecosystem Provider’s
Tech. Context
Provider’s
. - Service Social Context
Service provision Ecosvstem | . TTTTTTTT
COSYStem Service Context

Fig. 3. A service architecture for customer-centric service design

The customer ecosystem is based on the customer logic [10, 11] that refers to user-
specific patterns of how people live their lives, perceive their needs, perform their every-
day functions, choose among available offerings and experience the use of service. Ser-
vice use takes place in the customer context that refers to the values of the user (beliefs,
attitudes, preferences), the situation of the user (needs, objectives) and the conditions
that prevail during service use in the physical and the social environment of the user. The
customer’s social context refers to the family members, friends and other acquaintances
with whom the user is related and interacts, as they can affect the value system and take
arole in the everyday life practices of the user.

The service ecosystem is the aggregation of service systems that are available to
provide services to the customer. The service context refers to the available services, the
requirements and the processes for service design and development, the service/business
models employed, the market characteristics, the business relationships and collabo-
rations with other providers, distributors and suppliers. The provider’s social context
refers to the communities of customers, partners and associates that are developed and
coordinated by the provider for the support of service provision, selling and use.
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The technological ecosystem refers to the digital technologies that are available for
the delivery and use of services by the customers. We distinguish between the provider’s
and the customer’s technological context, with the former referring to the technologies
employed for the development and delivery of services by the provider and the latter
to the technologies employed for the acquisition and use of services by the customer.
The technological ecosystem includes also the capacities and the skills required, the
supplementary resources needed and the support models employed for service delivery
and use.

The service architecture suggests the need for zooming in the requirements of service
design in each particular layer, by exercising available methods and tools from the litera-
ture, and zooming out to see how they are relating to and affecting each other, in order to
obtain a holistic understanding of service use in the life practices of the customers. The
customers may adopt different use patterns according to their particular situations and
conditions of their physical, social or technological context. The concurrent examina-
tion of the factors in these three layers will provide insights for the relationship between
service use and the impact of these particular contexts. For instance, providers some-
times realize their services are not used as they were designed, but the customers invent
different uses. The point here is not to alter the design process as flawed, but to learn
from the way the users really use services in their life practices. This knowledge can
provide insights for the development of alternative service configurations, technologies
and service/business models to support the unanticipated preferences and service use
patterns.

The inclusion of the technological layer between the customer and the service ecosys-
tems supports the combined analysis of the digital and the physical aspects of services,
takes into account the context of the user and service use patterns and provides insights
for the development of digital and ‘smart services’ that are embedded successfully in
the life practices of the people to improve the quality of life. Today there are ample
opportunities for the development of such services in different environments, such as in
‘smart cities’, ‘smart transportation’, ‘smart homes’, ‘smart energy’, ‘smart/independent
living, etc. Not least to mention, it can provide insights for the development of cyber-
physical service systems and augmented reality applications that can embed services on
the digital or the physical environment of the users.

S Planning and Integration of Service Use

The customer-centric perspective on service design suggests the key requirement is
the understanding of the way customers conceive and plan the use of services in their
everyday life practices. Hence, service design research requires the development of new
approaches that support the planning of service use in the timeline of customer activities
and the integration of services from different service providers. How can existing and
new technologies support the understanding of service use in the everyday life activities,
the planning of service use and the integration of services?

Service use in customer practices is difficult to be analyzed. Service design research
employs a variety of quantitative and qualitative methods (interviews, case studies,
ethnographic research, etc.). Even though they are difficult to be implemented, they
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are extremely useful in order to gain better understanding of the customer logic in ser-
vice use. Digital technologies can provide additional and more effective methods for the
identification of service use patterns at individual and collective level. For instance, track-
ing and lifelogging technologies and can capture user behavior in digital environments,
as well as a variety of data about the user, the contextual parameters and the timeline
of service use. Data analytics technologies enable the observation and measurement
of human behavior, which can allow the analysis, modeling and experimentation with
human behaviors, reveal behavioral patterns and support a dynamic adaptation of service
provision. User profiling tools automatically capture the interest, contextual parameters,
and past behavior of the user or similar users in order to personalize service experience.
All these technologies can provide a basis for the development of tools that support the
understanding of the way that people use services and create value in their life practices.

The planning of service use is not supported directly by technologies and tools today.
There are personal activity planning tools, like diaries and other particular applications,
that focus on the scheduling and organization of the everyday tasks. In addition, there are
some applications that can recognize certain services embedded in the everyday schedule
of the people, such as in the case of travel services that are automatically included in
the digital diaries of the users. All these tools need to be extended and modified in order
to include services in a systematic way and relate them to the execution of practices
and activities. More importantly, they need visualize the use of services in order to
support the planning of service use and the review and evaluation of past service use.
This information will provide rich insights for the role of services in the life practices
of the people.

The abundance of activities and services makes necessary the facilitation of the user
in the integration of services. Today several digital mega-platforms, such as Google,
Apple, Microsoft and Facebook, accommodate services from various providers and,
more importantly, provide opportunities for single sign-on methods to the services
offered by different providers. At the moment the support remains at the access of dif-
ferent services and the integration of these various services remains at minimum level.
In the future, it will be required the integration of these services and their connection to
the life practices. In addition, it will be required the development of federated platforms
that would support the user in the use of a variety of services, seamlessly integrated from
different providers.

6 Conclusions

The paper employs the ‘customer logic’ [10] to study the way that services are embedded
and used in people’s lifeworld and introduce a customer-centric perspective in service
design. Unlike the convectional approaches of service design that aim at the development
of new services or the improvement of existing services, the customer perspective in
service design explores the meaning of service design for the customer, who uses services
to support his life practices. Therefore, the paper suggests a re-conception of service
design as conceiving and planning for service use and integrating services to support the
implementation of the everyday life practices of the customer. The paper provides also
a holistic service architecture for service design that enables seeing and relating service
use with service provision and delivery.
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The paper provides several research and practical implications for service design.
As services are embedded more and more in people’s life and affect the practices of the
people, the scope of service analysis needs to be extended beyond the direct interaction
between customer and provider. Service value can be affected by other services and
contextual parameters and it may occur beyond the service interaction, so that it is
not directly visible to the provider. In addition, users do not always experience service
according to how it is designed by the providers. The customer-centric perspective in
service design requires not only to broaden the scope, but to change the lens through
which we examine services, and calls for refocusing on the role of services in the series
of activities the user performs in his life practices. This way we can understand better
what the users are doing and what they wish to achieve, which can be valuable insights
for the design of better services.

Future research can address the conceptual elaboration and the further explanation
of the customer-centric perspective and the service architecture, the application of these
concepts in practical studies for their validation and improvement, and the examination
of methods and tools that support the planning of service use and the integration of
services. Some particular research questions can refer to the mapping of existing service
methods to the service architecture, the investigation of the impact of collaboration and
service networks on the customer-centric perspective and the service architecture, the
inclusion of the macro level of service design, the analysis and design of applications
for the planning of service use and the integration of services.
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Abstract. Companies are transforming from transactional sales to providing solu-
tions for their customers. Mostly, smart products, enabling companies to enhance
their products by providing smart services to their customers, are a key build-
ing block in this transformation. However, the development of a smart product
requires many digital skills and knowledge, which regular companies do not have.
To facilitate the design and conceptualization of smart products, this paper presents
a use-case-based information systems architecture prototype for smart products.
Furthermore, the paper features the application and evaluation of the architecture
on two different smart product projects. The use of such an architecture as a ref-
erence in smart product development serves as a huge advantage and accelerator
for inexperienced companies, allowing faster entry into this new field of business.

Keywords: Industry 5.0 - Smart products - Smart services - Digitalization

1 Introduction

The digitalization found its way into the manufacturing environment. Even traditional
industries such as mechanical engineering are affected by this trend [1]. The products of
mechanical engineering, tools and machines, which previously contained only mechan-
ical parts are becoming smart and connected. In other words, they are enhanced with
electronic and digital components such as sensors and microprocessors [2]. The result
are smart products. They are based on cyber-physical systems and consist of both phys-
ical and digital components [1]. They form the foundation of industry 4.0 and by that,
the establishment of collaborative networks [3, 4].

Smart products can be used to generate a competitive advantage by improving the
customer’s benefit [5]. This is based on an analysis of the gathered field data to better
understand the customers’ behavior and to create new customer-oriented services tailored
to their needs. To do so, smart products require one or more information systems for
their development and operation to save, process and use the gathered data along their
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entire lifecycle. However, since most companies in mechanical engineering are not yet
familiar with the use of information systems such as [oT platforms for smart products,
they lack the necessary skills regarding the selection, design and adjustment of suitable
information systems. [2, 5, 6]

To help overcome this knowledge gap and to empower manufacturers of “non-smart”
products to develop their own smart products, more specifically the digital components
of a smart product, an information systems architecture is needed providing guidance
during a smart product development. Current reference architectures do not sufficiently
fulfill this need (see Sect. 2). Therefore, this paper aims at providing a first prototype of
a use-case based smart products information systems architecture. Based on the user’s
selected use-cases it specifies the architectural components necessary for developing a
smart product’s information system.

In the beginning, the paper gives a definition of the relevant terms regarding smart
products, information systems and architecture. Afterwards it presents the general app-
roach for the derivation of the architecture. In section four the authors describe the
requirements regarding the architecture and how the requirements are realized by ele-
ments. In addition to that, the architecture prototype and its components are described.
Subsequently, the resulting architecture is applied and evaluated with two industry use
cases. In the end, a summary and an outlook towards the next steps are given.

2 Background and Related Works

Section two provides the necessary definitions for smart products, information systems
and (reference) architectures. Next to that, existing reference architectures and their
suitability for smart products are evaluated.

2.1 Smart Products in Mechanical Engineering

Smart products are in the limelight of Industry 4.0 and one of the main topics among
the smart factory, smart logistic, smart development and others [6]. Based on HICKING’S
definition [1, 7] the authors define a smart product as “a product, which consists of both
a physical and a digital component. They create value for both, its user (mostly the
customer) as well as its manufacturer. For users a smart product’s main added value is to
provide smart services. For the manufacturer it is the opportunity to learn from its newly
generated usage data”. Smart services are a data based combination of both digital and
physical services provided by smart products [8].

In mechanical engineering there are two main fields of application for smart products:
The use of smart products in the own production and the sale of smart products as well as
accompanying services [9]. Examples of smart products in mechanical engineering are
software applications for a mobile steering of machines or connected machines which
are capable of gathering and analyzing production data in real-time [10].

2.2 Information Systems for Smart Products

Smart products require information systems to handle the gathered data. An information
system is a socio-technical system which comprises human and machine components
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or subsystems [11, 12]. It supports gathering, structuring, processing, provision, com-
munication and usage of data [11]. Regarding smart products, the information system
enables the networking with other products or systems as well as data processing. Thus,
it improves the customer understanding and is the basis to offer value-adding smart
services to the customer [5, 6]. Such an information system can be understood as a
so called “product cloud” as coined by PORTER & HEPPELMANN [2, 5]. They can be
realized through different digital solutions such as IoT platforms, PLM-Systems, or a
self-developed software system.

2.3 Architectures and their Reference Character

An architecture is the mapping of functions to elements as well as the description of
the element’s relationships among each other. The elements are arranged in a structure
and create a benefit as a whole [13, 14]. They are used to describe existing systems
but are also used for the development and improvement of new systems. Therefore,
an information system architecture can be defined as a structured arrangement of an
information system’s elements and their relationships to each other [15-18].

Some generic architectures are also used as a guidance for the development of con-
crete product or product line architectures by providing the definitions of relevant ter-
minology, components and structures of the system [19]. In this case, the developed
architecture can as a prototype of a reference architecture. A reference architecture
describes an architecture which comprises the knowledge about how a concrete archi-
tecture for a specific use case must be designed [20]. A generic reference architecture
can be used to derive concrete architectures for specific products or product lines [20].

2.4 Ecxisting Reference Architectures

A variety of architectures, which describe and explain the structure and the components
of smart products, including their information systems, exist in scientific literature.
They can be roughly separated into industry-driven architectures, as well as practical, or
software-driven architectures. Among the most common industry-driven architectures
are the Technology Stack from PORTER & HEPPELMANN, the Industrial Internet Refer-
ence Architecture (IIRA), the Reference Architecture Model Industry 4.0 (RAMI 4.0)
and ISO 30141 [2, 19, 21, 22]. Compared to the software-driven Microsoft Azure IoT
Reference Architecture, the Amazon AWS well architected framework and the concept
of the ADAMOS IoT-Platform [23-27].

These architectures provide guidance for the development and design of IoT and
Industry 4.0 applications in general. Nevertheless, existing architectures do not con-
sider the specific requirements and use cases of smart products in mechanical engineer-
ing. They also do not include Smart Services. Therefore, a high adjustment effort is
inevitable when these architectures are applied in mechanical engineering. To close this
gap between the existing architectures, the aim of this research is to provide a practical,
use-case based architecture, to allow an intuitive approach to the development of smart
products.
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3 Description of the Methodology

The approach to create the presented architecture follows the method of KRCMAR ET AL.
[28]. This approach is technology-independent and creates an architecture based on the
system requirements. Fig. 1 gives an overview of the approach.

1 2 3 (@
Transfer into \

Requirement Structured list of \ Architecture \
analysis requirements elements and / prototype
modules / /

Fig. 1. Research methodology applied in this paper

In the first step, an extensive requirement analysis is conducted. The requirement
analysis is based on 12 scientifically derived use cases from HICKING which cover the
most common applications of smart products in mechanical engineering [29]. Further-
more, the use cases were complemented by a literature review as well as several inter-
views and workshops with smart product experts [29-36]. Secondly, all requirements
were matched with the 12 use cases, allowing a prioritization of the requirements. The
prioritization is used to categorize the requirements into generic and optional require-
ments. Generic requirements are particularly important for most of the use cases whereas
optional requirements are relevant for only a few use cases. The result of this step is a
structured requirements list. In the following step, all the requirements of the structured
requirements list are transferred into architecture elements and their relationships are
described. The identified elements are clustered into modules and form the architecture
prototype, as result of the fourth step.

4 Derived Smart Product Reference Architecture Prototype

This chapter presents the results of the methodology. In the beginning, the requirements
are described. Then the requirements are transferred into elements and modules of the
information system, which are presented afterwards.

4.1 Structured List of Requirements

As discussed previously, 12 use cases, a literature review and several interviews were
used to capture all requirements of the information system for smart products in mechan-
ical engineering. In total, 112 different requirements were identified. For a better under-
standing, they were grouped and summarized into eight different requirement categories.
Table 1 gives an overview of the requirement categories.

Subsequently, the requirements were linked to the 12 use cases and categorized
as generic and optional requirements. In total, 25 generic requirements were identi-
fied, which are particularly important for the majority of the use cases. Some example
requirements are: “Gather condition data”, “Enable networking” or “Analyze data”.
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Table 1. Description of the requirement groups

Requirement group Description

Preparation and development | Includes all requirements that must be met before the operation
of the smart product and the information system starts

Networking Comprises all requirements regarding data transmission and
connection of smart products

Product usage and interaction | Describes the requirements that must be met during the usage
of the smart product by the customer

Data gathering Collects all requirements about the data gathering in the smart
product, which is the foundation for data analysis and smart
services

Data storage and provision Includes the requirements regarding the short- and long-term

storage of data as well as the provision of gathered, stored and
analyzed data

Data processing Describes the requirements about the analysis of gathered and
stored data due to statistical evaluations or other methods with
the goal of creating new information and knowledge

Smart services Collects all requirements regarding the services which
accompany the physical product and which are based on the
gathered data and created knowledge due to data

Data security and access Comprises all requirements about the security, the protection
from unauthorized access and other threats

4.2 Derived Architecture Elements

The requirements of the structured requirements list are transferred into architecture
elements. An element can be interpreted as a component of the information system for
smart products. The guiding principle for the transfer from requirements to elements
was the separation of concern [37]. According to this principle, an element should form
a logically self-contained unit and fulfil one function of the system [37, 38]. This means
that every requirement is linked to exactly one element. However, an element can real-
ize several requirements. If an element realizes a generic requirement, it automatically
becomes a generic element. If an element realizes optional requirements only, it is an
optional element.

The optimal realization of the requirements by elements was identified in an iterative
process. The result is a list of 49 elements which realize all identified requirements.
Similar to the requirements, the elements can be grouped and summarized into groups,
the so called modules. Table 2 shows the identified 12 modules.

Like the requirements, the elements were also linked to the 12 use cases. Furthermore,
the functional relationships between the elements were examined. These two steps make
it possible to derive a specific architecture for smart products in mechanical engineering
for each use case, which includes the interdependency of the elements of the information
system.
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Table 2. Description of the modules

Module

Description

Supporting elements

Includes all elements which support the general development and
improvement of the information system but have no direct influence
on the functionalities or the customer experience

Connectivity Contains all elements which ensure the connectivity of the smart
product with other objects or systems
Data gathering Comprises all elements which determine what data needs to be

captured and how

Data storage

Includes all elements regarding the storage of gathered and
processed data

Data provision

Includes all elements regarding the provision of gathered, processed
and stored data

Data analysis

Comprises all elements which enable the information system to
process the gathered or stored data

Product usage

Contains all elements which have a direct impact on the product
settings and which determine the product’s interaction with the
customer

Usage analysis

Comprises all elements which enable the tracking, processing and
storage of usage data

Documentation Includes all elements which enable the storage of gathered and
processed data in structured and standardized reports
Sales Contains all elements that support the sales department to handle

existing services and to sell new services

Smart services

Comprises all elements with a direct impact on the customer benefit
and all elements for which the customer pays

Data security and access

Includes all elements which secure the system’s security and protect
it from unauthorized access and other threats

4.3 Architecture Visualization

The visualization and presentation of the results is of vital importance for the acceptance
and application of an architecture. The results must be presented comprehensible in
a way, which allows an unproblematic use in practice. For this, a presentation with
different viewpoints is often helpful. A viewpoint highlights certain aspects of a system
and allows a contemplation from a specific perspective, e.g. a functional or a technical

perspective.[39].

The presented architecture is composed of the 12 modules with the 49 elements from
Sec. 4.2. The architecture prototype is displayed in the functional view. The functional
view describes the elements, their function and the modules interdependencies. The
relationships between the elements are not shown to enhance legibility. Fig. 2 shows the
developed architecture prototype.
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Fig. 2. The functional view of the information system architecture

The functional view is displayed as a house visually emphasizing the character of
an architecture. The interdependencies of the modules are displayed with connections
between the blocks. In addition, there are three building blocks, which influence most of
the other elements. These are the Supporting Elements, Connectivity and Data Security
and Access. They form the foundation of the architecture and are displayed at the bottom
of the figure.

In the center of the architecture are the elements handling the data. The interpretation
of data forms the smart component of a smart product and enables Smart Services
providing a benefit for the customer. The data originates mainly in the product use,
handled by the homonymous module. The produced data is gathered, stored, analyzed
and managed by the modules Data Gathering, Data Storage and Data Analysis. This
is often realized by a middleware application that handles the data provision between
different subsystems. The results of the data processing need to be documented, which is
performed by the element Documentation. To determine individual customer needs and
to tailor customer-centric Smart Services, the usage of each product must be captured and
assessed. This is the function of the module Usage Analysis. The resulting insights can
then be used to create new Services and thus to increase profit. For this, the information
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system needs to support the Sales department with billing and further customer service,
which is executed by the module Sales.

If all these modules work together, a company has the capability to offer value-adding
Smart Services to the customer. This module is displayed in the top. Like the roof of a
house, this module cannot be realized without the support of the other modules.

The architecture prototype presented in this paper can be used as a reference to derive
a concrete product or product line architecture for a specific use case of smart products.
This implies a selection and adaption of the containing elements. The first step is to select
one of the 12 use cases from HICKING. Based on this, the relevant elements to realize
the use case can be identified and eventually customized and detailed. Most use cases do
not require all elements but can be realized with a reduced selection of elements. This
fulfills the initially mentioned intention of the architecture to identify the architectural
components necessary for realizing certain smart product use cases.

5 Application of the Architecture and Discussion of the Results

The purpose of the architecture prototype is to support the derivation of specific archi-
tectures for use cases. To verify the results, the architecture was applied to two industry
use cases. For the verification process, companies already offering smart products were
selected. During the verification process, the developed architecture was applied to the
industry use cases, which was then compared to the architecture that was developed in
reality, without the architecture prototype. This allows the comparison of the use case’s
existing architecture and the architecture derived by the presented method.

The developed architecture was applied to the two industry use cases, before famil-
iarizing with the actual realization. This led to the a-priori-architecture. Afterwards,
the a-priori-architecture was compared with the actual, existing architecture of the use
case. By doing this, the authors examined whether the method supplies useful results
and whether the a-priori-architecture determined by the method resembles the actual
solution realized in the use case.

The first company is a German SME and founded in 2012. They develop innova-
tive construction machines which produce hoses that are filled with sand or other soil
materials. For their smart machines, the company provides a subscription model, which
is handled by an information system. The comparison of both architectures is shown in
Fig. 3.

The a-priori-architecture shows a high degree of conformity with the company’s
actual architecture. Out of the 36 selected elements in the a-priori-architecture, only
three were not used in the existing architecture. These are product adjustment, product
description and customer service. Two other elements were added. These are error reports
and historic scenarios.

The second company is a SME, which is a specialist in the glass industry and provides
services for glass processing machines since more than 25 years. The objective of their
smart product is to increase the product availability by enabling a product monitoring and
a notification about occurring issues. For this task, the company requires an information
system. The comparison of the a-priori-architecture and the existing architecture is shown
in Fig. 4.
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Here too, the a-priori-architecture shows a high degree of conformity with the com-
pany’s actual architecture. Out of the 27 selected elements in the a-priori-architecture,
26 were used in the existing architecture. Only the element production improvement was
not used in the existing architecture. Three other elements were added. These are user
interface, KPI visualization and mobile access and steering.

The high degree of conformity for both use cases is a promising indicator for the
accuracy of the derived architecture prototype. Only small adjustments were needed.
Based on the first applications, the architecture prototype presented in this paper appear
to be of high accuracy in covering use cases in mechanical engineering.

However, further applications of this architecture are necessary to confirm the results
in other companies and to assess its usability. Furthermore, the architecture has not
yet been applied on companies from the beginning of a smart product development
project. For this, further research with the collaboration of companies from mechanical
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engineering is necessary. Besides that, the architecture will be displayed in other views
as explained in chapter 4 to realize its full potential. These views need to be detailed and
will be shown in future publications.

6 Conclusion

This paper introduces an information system architecture prototype for smart products in
mechanical engineering. In the beginning, the authors defined the relevant terms regard-
ing smart products, their information systems and architecture. Based on the approach
of KRCMAR et al., the requirements related to the information system of smart prod-
ucts were collected. In accordance with the principle of separation of concern, these
requirements were transferred into elements and modules which realize the identified
requirements. The elements form the resulting architecture prototype, which is shown
in a functional view. The functional view describes the elements, their function and their
interdependencies. In the end, the architecture’s application to two industry use-cases is
shown in two industry use-cases.
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Abstract. This paper aims to present the proposal of a platform founded on a Vir-
tual Breeding Environment (VBE) as an alternative for resource sharing, survival,
and growth of organizations that were impacted by the economic recession caused
by COVID-19. Considering this, an informational platform model is presented,
based on the theoretical framework of VBE and the potential to meet the needs
of actors who are part of this environment. The result is a platform called Colla-
bore. This platform helps with resource sharing between companies and enables
the development of new network technologies. It also facilitates the co-creation
of value between actors, allows lobby creation to compete with large companies
in the global market, ensures new jobs and income generation, and facilitates the
collaboration between companies dispersed globally, connected by Information
and Communication Technologies (ICTs).

Keywords: Covid-19 - Virtual Breeding Environment - Resource sharing -
Ecosystem - Collaborative networks

1 Introduction

With the outbreak of the COVID-19 pandemic, companies worldwide felt the urge to
increase the speed of their decision-making process, improve productivity, change their
ways to use technology and data, and accelerate their scope and scale of innovation.
The management thinking model includes factors such as using talent in new ways,
launching new business models, improving productivity, developing new products, and
promoting changing operations in various spheres. Therefore, it was necessary to reinvent
organizations promptly.

The stimulus for these changes came in a hard way, for the pandemic’s consequences
are still underestimated. More than 30 million Americans have lost their jobs, and esti-
mates suggest that the unemployment rate in Brazil should reach 14.2% by the end of
2020 [3], while in 2019, studies already pointed out that 68% of small businesses were
unprepared for a recession [3].
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Accordingly, some strategic decisions need to be made, such as determining the
position the organization may reach during and after the pandemic and how prepared
it is to perform its plans and projects. There is a need to apply intelligent strategic
decisions to understand the organization’s position in its environment [9] and it’s core
competencies, performed roles, sold products, and available resources.

In face of the scenario provided by the COVID-19 pandemic, many companies
collapsed, mainly small and medium-sized, mostly because they did not have enough
resources to remain active during this economic recession. It aggravates unemploy-
ment and income reduction, impact sales, and reduces the number of organizations that
provide.

Among the alternatives to overcome these problems, emerges the development of
a platform to enable new ways of creating products and services, improve productiv-
ity, enhance competitiveness, reduce costs [6], generate flexibility, and incite partner-
ships with other organizations. Due to ecosystems being favorable environments for
sharing resources through collaborative networks, that virtuality acts to bring organiza-
tions together through Information and Communication Technologies (ICTs), regardless
of their geographic location, enabling collaboration between organizations physically
located in any country.

The objective of this paper is to present the proposal of a platform founded on a
Virtual Breeding Environment (VBE) as an alternative for sharing resources and promote
organizations’ growth and survival.

This work is divided from this introduction onwards to the theoretical framework
where all the concepts necessary to understand the topic are explored, followed by the
methodological procedures section, and then the fourth section is the requirements for
the platform, next section is where the main research results are presented so that in the
last section, the conclusions are presented.

2 Theoretical Framework

The term Business Ecosystem is an analogy to biological ecosystems that are used
to explain business environments, which gradually move from a random collection of
elements to a more structured community that produces goods and services of value to
customers their capacities and roles.

These types of networks seek to preserve local specificities, tradition, and culture,
often benefiting from government incentives. A business ecosystem is a cluster or indus-
trial district though it is not limited to a specific sector of activity. It typically promotes
standard business processes, providing interoperable collaboration infrastructures and
facilitating the building of trust among its members as a prerequisite for any effective
collaboration. Thus, defining a common foundation of ICT infrastructure and coopera-
tive business rules between autonomous, geographically distributed, and heterogeneous
companies [4]. Trustis a significant component in the configuration of networks. Its shape
depends on the environment in which the organizations are inserted, which considers
institutionalization, agreements, contracts, standards, and regulations that can favor trust
between organizations that are components of the ecosystem [12].
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A Virtual Breeding Environment (VBE) is a long-term strategic alliance between
organizations, which provides a suitable environment for the rapid formation of goal-
oriented networks, such as Virtual Enterprises (VE), targeting specific business oppor-
tunities [7]. VBEs are also known as home networks or support networks, designed to
offer the necessary conditions (for example, human, financial, social, infrastructure, and
organizational) to support virtual companies’ fast and fluid configuration [11].

In this structure, all organizations know each other and maintain their activities
independently, that is, they buy, produce, and sell products and services that are part
of their duties. An information system also stores data about each company’s strategy,
financial information, production, shareable resources, that they depend on but do not
have ownership of, and their primary competencies.

VBE recognizes the market and consumers’ needs, and when opportunities arise that
an organization cannot undertake individually - either due to a lack of resources or any
other factor that does not enable them to meet the fullness of a new project -, a new
organizations’ network (derived from VBE) is formed, complementing its resources and
competences to fulfill the opportunity. This network is called Virtual Enterprise (VE) or
Virtual Organization (VO) [5].

Accordingly, while VBE is a long-term strategic network, VE can be conceptual-
ized as a temporary network of organizations gathered through the analysis of essential
complementarity competencies. It is a network focused on objectives supported by ICTs.
Albeit, the life span of a VE is usually restricted, created for a defined task, and dissolved
after its completion [5].

The VE results add value to the client, promote the development of the constituent
actors of the VE, and contribute to the VBE. This occurs because after the end of the
VE, the actors that constituted it remain in the VBE, ready to compose new VEs, and
with each new experience of participation in VEs, the actors become more prepared for
this purpose.

The discontinued nature of VE operations increases flexibility, agility, and efficiency
in the use of resources, but also causes challenges for their management, such as the risk of
increased coordination costs, and loss of information, knowledge, or other resources. Pre-
cisely to avoid these problems, the governance within the network needs to be maintained
between the different VEs [8].

Before joining the networks, organizations must be prepared for collaboration to
be ready to react quickly and take advantage of business opportunities. Romero et al.
[11] establish a readiness assessment for organizations that are candidates to take part
in VBE and future VEs. It starts with assessing corporate governance by identifying the
strategic alignment with the VBE. After this stage, an analysis is performed regarding the
organization’s past performance in collaborative initiatives. If approved, the organization
is admitted to the VBE, being able to form VEs with other organizations, with an analysis
of the alignment of the organization’s competencies with the competencies required by
the VE.

Readiness for collaboration is the organization’s ability to lead, support collaborative
activities, allocate and assign resources across organizational boundaries, and link to a
common ground for successful collaboration (common operating principles, common
ontology, interoperable infrastructure, and cooperation agreements) [11]. This evaluation



212 F. Z. Schardosin et al.

process should be routine for companies that will compose the platform, to make it a
successful project.

3 Methodological Procedures

The COVID-19 pandemic has changed the way society is organized and how it works. In
the beginning, it was necessary to concentrate efforts to preserve lives and the interruption
of activities that were not considered essential was a fact. Consequently, many companies
did not survive and ended their activities permanently [2], especially small ones. Those
who remained active had their resources reduced, many jobs were lost, and, consequently,
income was reduced, even for the most stable workers in the job [1], which in turn reduces
consumption. Alternatives need to be considered, seeing this low-income scenario, the
lower number of companies, and the increase of unemployed people.

In this scenario, an ecosystem based on VBE was planned, to make it possible to
face these problems through:

1. Sharing of resources between the companies that make up the VBE;

2. Development of new ways to create products and services;

3. Co-creation of value between the companies that make up the VBE;

4. Creating a lobby to compete with large companies in the global market;

5. Generation of new jobs and income; and

6. Possibility of collaboration between companies and people dispersed globally,
connected by ICTs.

The platform was named Collabore, a derivation of the latin word “Collaborare” that
means “work together”, in the sense of establishing a connection, which in the universe
of the VBE Ecosystem is a connection that is mainly established between the actors on
the platform.

A platform design and prototype were developed based on the requirements repre-
sented by the needs previously discussed. After suggestions for adjustments were pro-
posed by the authors, the final version of the screens’ prototype was prepared, resulting
in the main Collabore screen (Fig. 1), dashboard, project list, project overview, partners,
and employees. The prototype screens were developed using the Adobe XD® software
and can be consulted fully at the following URL: https://bit.ly/3KNxRrj. The results are
presented in Sect. 4.

4 Requirements

For the development of the Collabore Platform, it is important to identify and structure
the requirements. Among the functional and content requirements, the following stand
out:

1. Functional requirement: Partnership management tools for administrators and brokers.
Content requirement: Lists of projects, collaborators, and tasks, schedule for carrying
out tasks, meeting companies and collaborators in projects.
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2. Functional requirement: Sharing of resources and information among companies that
are part of Collabore. Content Requirement: List the resources and information that
each company has, and their availability, general information about the resources, and
the company.

3. Functional requirement: Development of new ways to create products and ser-
vices. Content Requirement: Make available the possible forms of partnerships among
companies, assets, information, and detailed documentation on the competencies and
specifications of each company.

4. Functional requirement: Generation of new jobs and income. Content requirement:
Detailing the expertise of each company’s employees, for possible partnership, efficient
search engine for forming partnerships in an agile way, and facilitating meetings of
possible partners.

5. Functional requirement: Possibility of cooperation among companies and people
located in any region of the world, connected by Information and Communication Tech-
nologies (ICTs). Content requirement: Allow the registration of companies from several
geographic regions, with a statement of location via GPS, the possibility of searches by
distance, in case it is a project that requires proximity among companies.

5 Results

Collabore was planned considering it’s lifespan, which involves policy procedures, stan-
dards, vision, mission and values, criteria for selecting organizations, and people who
meet the readiness and preparedness requirements [11]. The operation stage involves
ecosystem governance, as well as conflict resolution, coordination of activities, infras-
tructure, and technology. The evolution phase is the growth stage, with the formation of
an increasing number of VEs, consolidating the model. Lastly, the dissolution stage is
when the ecosystem has fulfilled its objectives or has transformed and no longer supports
maintaining this model as planned.

The VE broker can be represented by the ecosystem administrator or by any actor
who has identified an opportunity, described, and elaborated preliminary planning. The
preliminary planning will foresee from the objectives of the VE to the products or ser-
vices that will be carried out, also going through the search and selection of partners
among the members of the ecosystem [10]. Then, together they can prepare more detailed
plans, remaining operative at a VE until its dissolution. After the dissolution, the VE
heritage will be distributed among the participants, and part returns to VBE [8] for plat-
form maintenance and growth, according to the agreements of which the organizations
are signatories. Usually, a VE is established for a short period. However, it may be
intentionally planned for a longer-term, in both cases, until reaching the objective that
established it [5].

The product or service developed by VE will consider the policies, rules, and reg-
ulations that govern all platform participants to improve production processes while
developing new products or services to meet the market’s needs.

Briefly, the ecosystem administrator or any actor exercising the broker’s role will be
able to see a problem or an opportunity that will require collective action. The actors will
be gathered in VEs from their registered profiles, considering their skills and abilities,
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starting from an analysis of complementarity made by the administrator or the broker.
Based on an information system, Collabore will present a group of actors and each one’s
percentage in meeting the necessary criteria for a profile or role, based on the information
provided in the VE project. It will also have an Artificial Intelligence (Al) system that
will learn over time, making the formation of new VEs more intuitive and based on past
choices promoted by Brokers.

The platform administrator will validate the registration of new members of the plat-
form according to readiness and preparation criteria based on Romero et al. [11] through
the submission of data, documents, and responses from the candidate to a member of
Collabore.
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Fig. 1. Collabore main page. Source: Created by the authors.

The main page of Collabore (Fig. 1) will contain a menu with links to the home page,
a page about the platform, news, a guide for navigation of the platform, frequently asked
questions, and a contact form. It will also have the option to log in with three types of
profiles: a) being Collabore administrator, b) an organization, or ¢) a person component
of the platform and client. For each profile, the platform will present the information in
a more complete or restricted way, depending on the level of access required by each
type of user.

The user with the highest level of access is the platform administrator, who will
initially be one of the researchers who envisioned Collabore. However, once the platform
is active, the platform administrators will be chosen among its other components for a
limited period. As seen in the wireframes (https://bit.ly/Managersboard - Manager”s
Board), this user’s access has control over all employees and projects (VEs), as well as
tasks and execution schedules, thus being able to assist the broker whenever necessary.

The dashboard for projects (VE), as seen in the wireframes (https://bit.ly/Allpro
jectsVE - All Projects (VEs) dashboard), offers an overview and allows the manage-
ment of each project. However, the management of all projects will only be available to
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Collabore’s administrator, while any organization or person, as a broker, will manage
the projects corresponding to their brokerage. The project dashboard will present gen-
eral information about it, in addition to partners (organizations), collaborators (people
involved), tasks, schedules, and documentation (from partners, collaborators, and VE).
Both partners and collaborators will be chosen among platform members. Eventually,
there may be tasks that are not within the competencies of any component of the plat-
form. In such cases, external members may join the VE to meet the requirements and
by individual agreement.

On the dashboard of each project, as can be seen in the wireframes (https://bit.ly/
ProjectVE - Project (VE) dashboard — overview), it is possible to obtain an overview of
the project, such as tasks, completion rate, requirements, and basic data. It will also be
possible to generate different reports regarding the project.

The partners, as can be seen in the wireframes (https://bit.ly/PartnerVE - Partner’s
Dashboard), will be organizations that are part of the platform (eventually external
partners, for some specific task) and have collaborators working on the project. For
partners, it is possible to access the data of each partner, such as the business area
and the number of collaborators. As a broker or Collabore’s administrator, it is also
possible to add or remove partners and check the completion status of tasks developed
by collaborators.

Collaborators, as can be seen in the wireframes (https://bit.ly/CollabVE - Collab-
orator’s Dashboard), will be individuals who are part of the platform or employed by
some organization that is part of the platform and is appointed to exercise some role in
the VE, or professionals who, even if not part of the platform, are assigned to exercise
any function in the VE, that no other member has the capacity to execute. For collabo-
rators, it will be possible to view the profile, photo, capabilities, and completion status
of tasks performed in the project; the broker can also add or remove collaborators from
the project.

6 Conclusion

This paper aimed to present a proposal for a platform founded on a Virtual Breeding
Environment (VBE) as an alternative for resource sharing, survival, and organizations’
growth. The research was stimulated mainly by the severe economic recession that the
world is going through due to the COVID-19 pandemic.

Among other elements, the platform presented in this study will contribute to resource
sharing between companies that compose it, an important aspect considering the scarcity
of resources caused by the pandemic. It will also provide the development of new network
technologies among actors that will help supply the society with goods and consumables
on which they depend. The co-creation of value between companies and consumers can
accelerate this process.

For small and medium-sized companies, stimulating the creation of lobby to compete
with large companies in the global market will favor survival and competition on a much
larger scale, generating new jobs and income for society. The reach may be increasingly
greater, given the possibility of collaboration between companies dispersed globally,
since they will be connected by Information and Communication Technologies (ICTs).
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This study showcased a prototype of the platform, meaning a practical application and
development is still needed.

This research’s limitation is the concentration on a specific type of ecosystem, the
VBE. Other researchers are welcome to explore other alternatives. More research is
needed to determine the level of readiness of organizations to participate in the platform,
studies on governance and legal instruments, and the application of this study to other
types of crises.
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Abstract. The footwear manufacturing industry requires high specialization of
the operations for the realization of shoe collections, which necessitates a high col-
laboration among relevant enterprises (e.g., shoe maker, suppliers, sub-contracted
companies). This work aims to analyze challenges to ensure interoperability, digi-
tal transformation and enterprise integration for the Footwear Digital Manufactur-
ing Networks (FDMN5s) towards a collaborative and interoperable Society 5.0. The
advances in digital technologies facilitate the emergence of the FDMNs and have
the ability to invigorate this manufacturing sector. However, ensuring interoper-
ability and digital transformation is rather challenging. A framework is advanced
to address areas where future research and development work can bring significant
value in the context of Society 5.0.

Keywords: Footwear digital manufacturing networks - Footwear industry -
Interoperability - Enterprise integration - Digital transformation - Society 5.0

1 Introduction

Industrial environments are complex ecosystems, where diverse stakeholders interact and
cooperate [1]. The digital collaboration among the enterprises in the footwear manufac-
turing sector is particularly challenging due to its distinctiveness, and specific technical
and business prerequisites [2]. The footwear manufacturing industry distinguishes by a
make-to-order manufacturing practice, dynamic season-directed product demand, and
the production cycles are rather short; due to the high specialization of the operations
involved towards the realization of the final products (e.g., cutting, stitching, finishing,
assembly), different companies jointly collaborate to execute specific activities [3].
The up-stream segment in the footwear manufacturing industry comprises the activ-
ities primarily executed by three types of companies: the shoe maker (SM) (e.g., the
company that creates the finished shoe), Sub-contracted Companies (SCs), and Supply
Companies (SPCs); the SCs are enterprises hired by the SM to manufacture pieces of a
shoe or the whole shoe, and the SPCs deliver raw and/ or specific shoe components, such
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as: uppers, heels, or metallic accessories [3]. Interoperability and enterprise integration
must be ensured to support the digital collaborations among the different companies in
this industry, and to make sure that the data exchanged is interpreted in the same way
by the communicating enterprises.

Interoperability commonly concerns the capability of two or more components or
systems to transmit/ interchange information and consume it [4]. The absence of inter-
operability obstructs the enactment of collaborative manufacturing business processes
[5]. With the emergence of Industry 4.0 and digital technologies (e.g., Internet of Things
(IoT), cloud computing, cyber-physical systems), digital production networks [6] (also
called in the literature digital manufacturing networks [7]) emerged. Within the scope
of this article, a Footwear Digital Manufacturing Network (FDMN) is a form of col-
laborative organization (see: [8§—11]) that specifically targets the footwear industry, and
comprises heterogeneous and geographically distributed enterprises which put together
their physical and digital resources and competences to attain a specific goal (e.g., man-
ufacture a shoe collection) in the context of Society 5.0. Aligned with [12], the FDMN5s
are intended to operate without human interfaces, independently controlling and adapt-
ing their activities, e.g., considering external variations. This concept is also aligned with
the vision of Society 5.0 reflecting inter-connected systems enacted within the society,
merging the physical space and the cyber spaces [13].

Ensuring interoperability in this sector, and, generally, in the fashion industry, is very
difficult [2, 14]. The increasing digitalization in manufacturing has further lead to the
acknowledgement of concerns for ensuring interoperability in this sector and implemen-
tation of Industry 4.0 [1]. Several initiatives exist to address enterprise integration and
interoperability in this industry, such as R&D projects, frameworks, standards. How-
ever, a recent investigation of interoperability approaches in the up-stream segment
footwear manufacturing industry is missing, although very important, and a discussion
of challenges towards a collaborative and interoperable Society 5.0 is lacking. This work
addresses this gap.

This work aims to analyze challenges for interoperability, enterprise integration and
digital transformation in the FDMN’s towards the realization of a collaborative and inter-
operable Society 5.0. The advances in digital technologies facilitate the emergence of
the FDMNs and have the potential to reinvigorate this rather traditional manufactur-
ing sector. Areas where future research and development work can bring significant
value in the context of Society 5.0 are illustrated, including tackling concerns regarding
ethics, data privacy, individualized assessment metrics (e.g., that could be combined
with biometrical metrics). Challenging areas that need to be further addressed concern:
analytics and artificial intelligence in the IoT-enabled FDMNs; evaluating the efefct
of digital transformation; social (footwear) manufacturing; digital twins and artificial
intelligence; education/ adequate trained workforce; privacy, trust and ethics.

Due to the extent and diversity of research on enterprise integration and interop-
erability, researchers, developers, and practitioners would benefit from such a focused
analysis on interoperability advances, as well as challenges and enablers for digital trans-
formation in the footwear up-stream segment, and discussion of areas of improvement in
this field towards the realization of the collaborative and interoperable Society 5.0. This
work contributes to the current literature on interoperability and enterprise integration
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in the footwear up-stream segment by adding on prior work: (1) it provides an analysis
of prior studies tackling interoperability and enterprise integration, and (2) based on the
findings of this analysis, a framework is advanced to synthetize the themes that require
practitioner’s and scholarly attention to advance the current body of knowledge towards
the realization of the collaborative and interoperable Society 5.0. This contribution is
constructed by addressing research questions, such as: (RQ1) Which are prominent
initiatives aimed at ensuring interoperability and enterprise integration in the footwear
manufacturing industry up-stream segment? (RQ2) Which are enablers for digital trans-
formation in this industry, in the context of FDMNs? (RQ3) Which are the emergent
challenges that the literature posits concerning interoperability and enterprise integration
in this sector? (RQ4) Which are the directions for future research and development work
that may benefit attaining digital transformation and interoperability in this industry, in
Society 5.0?

The reminder of this article is structured as follows. Background information about
the footwear manufacturing sector up-stream segment and the FDMSs is introduced next.
Section 3 presents the research approach and related work. An analysis of challenges and
enablers for digital transformation is presented in Sect. 4, and the proposed framework
synthesizing areas to be further addressed. The last section contains concluding remarks.

2 Background

As the footwear manufacturing industry has a season-driven product request with short
design and product phases, the SMs often center on executing high-quality high-fashion
shoes in rather little amounts, sometimes with an increase in the number of models
offered, completed in a make-to-order mode [3]. The diverse activities are often exe-
cuted by different SCs, e.g., because of the specific craft required for completing each
shoe component [15]. The main roles of the companies operating within the up-stream
segment of the footwear industry are: buyer, seller, and delivery recipient [3].

This industry is highly fragmented and the realization of the final products requires
strong collaborations among these companies [16], which compel adequate Information
and Communication Technology (ICT) infrastructures to manage the information and
digital production flows, and integrate the different companies in this sector [15]. Thus,
it is a strong need to ensure interoperability and enterprise integration in collaborative
forms of organization, such as the FDMNs, which are made up of SMs, SCs and SPCs.

The FDMNS, referred in this article in the context of Society 5.0, reflect a collection
of enterprises in the footwear industry (e.g., SMs, SCs, SPCs) that join their resources
(e.g., manufacturing equipment, software systems, devices, sensors, data) for a specific
period of time to attain a specific goal (e.g., manufacture a footwear collection, deliver
a digital service), aiming to act with no or minimal human involvement. The FDMNs
produce, exchange, collect, archive and share data, and execute complex data and pro-
cess analytics to accomplish the goal(s) set, acquire an increased revenue, increase the
operational efficiency (e.g., of the whole network, and of each individual company), and
bring improved customer experience. Aligned with the vision of Society 5.0 in [13], the
resulting data, products, and services are relevant for the society.

Specific for the FDMNss is the focus to address interoperability and enterprise inte-
gration requirements in the footwear industry, although similarities exist with other
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forms of collaboration (e.g., virtual enterprises, collaborative networked organization,
production networks). The FDMNs make use of the digital technologies in the footwear
industry, and focus on the delivery of digital services, and participation in the inter-
connected ecosystem, in the interoperable and interconnected Society 5.0. Similar to
previous forms of collaboration, the main phases of a FDMN are: set-up, operation,
and dissolution. However, the FDMN concept, as defined in this article, emphasizes
the digital nature of the intra- and inter-organizational collaborative business activities
executed among the networked enterprises in the footwear industry, and the role of dig-
ital technologies, interoperability and enterprise integration, in the context of Society
5.0 and recent developments in Industry 4.0. Additionally, interoperability, enterprise
integration, and digital technologies are regarded as enablers towards the execution of
the collaborative manufacturing activities, supporting the realization of the goals(s) set
by the FDMN, by each enterprise, and Society 5.0.

PN

Data scientist

. g@a

Manufacturing plant Global facility insight Third party logistics

- manufacturing processes monitoring
- remote equipment management

- data management

- data analytics

- remote inventory management

- quality control

- remote product monitoring

- digital twin

Fig. 1. FDMNs operation — an example

Figure 1 illustrates the operation of two FDMNs and the data flows. The enterprises
exchange data and execute cross-organizational business processes (e.g., order manage-
ment) towards the realization of a shoe collection. One enterprise (SPC; in this example)
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participates simultaneously in more than one FDMNs. The SM stores the operational
and other relevant data (e.g., data from the manufacturing plant, third-party logistics
collected using different information systems and IoT technologies) on a private cloud,
and performs data analytics and process mining, e.g., to support and optimize deci-
sion making, identify or diagnose production bottlenecks, monitor the execution of the
inter-enterprise business processes.

Figure 2 portrays a simple instantiation of a shoe manufacturing business scenario
during the FDMN operation. The SM performs the actual manufacturing of the shoe,
using as input shoe components from the SC and data collected from the manufacturing
operations (physical layer, e.g., data from manufacturing equipment, hardware, commu-
nication interfaces), FDMN connectivity layer, service layer (e.g., data analytics, process
mining), application layer (e.g., digital workflow monitoring, data visualization). The
data collected by the SM during the FDMN operation phase, from the manufacturing
plant and third party logistics (as illustrated in Fig. 1) is stored, cleaned and analyzed,
e.g., to identify bottlenecks in the production. During the FDMN operation, the SM, SC
and SPC exchange business documents, such as: Submit Order and Accept Order as part
of the order management inter-enterprise business process, and Dispatch Advice.
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Fig. 2. An instantiation of a shoe collection manufacturing business scenario during a FDMN
operation phase

These examples illustrate the need for interoperability and enterprise integration in
the context of the FDMNs and Society 5.0.

3 Research Method and Analysis of Related Work

With the goal to determine and analyze prominent interoperability and enterprise inte-
gration approaches in the up-stream segment of the footwear manufacturing industry, a
literature review has been carried out considering the PRISMA guidelines [17]. The liter-
ature search included an analysis of works published between January 2005 and Decem-
ber 2021. The following digital libraries were searched: ACM, Springer, IEEE, Science
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Direct/ Elsevier as they constitute major databases in this area. The following key-
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words were identified: “interoperability”, “enterprise integration”, “footwear manufac-
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turing industry”, “footwear industry”, “footwear sector”, “infrastructure”, “ICT infras-
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tructure”, “interoperability framework”, “e-business”, “digital manufacturing”, “digital
manufacturing network”, “collaborative network”, “collaborative networked organiza-
tion”, “IoT”, “Industry 4.0”. Boolean operators such as OR, AND, NOT have been used
to determine works that combine more than one of these topics. Examples of queries
include: (“interoperability” AND “footwear industry” AND “digital manufacturing”);
(“interoperability” AND “footwear industry” and “IoT”). The list of articles retrieved
was very large. Thus, a more elaborated search was performed and different inclusion/
exclusion criteria were set. Firstly, the works written in a language different than English
were excluded, as well as the works for which full access has not been granted. Secondly,
by reading the title and abstract, the works clearly out of scope were eliminating. The
available technical reports (e.g., of R&D projects) and web-sites were also inspected.

The numerous works focusing on ensuring interoperability and enterprise integra-
tion in the footwear manufacturing industry reveal the importance of these topics in this
sector. The case studies completed either at national level or at a regional level echo
the relations among the different enterprises in the footwear manufacturing industry and
the need to ensure enterprise integration and interoperability, such as: [18] in Brazil,
[2] in the North of Portugal. The R&D projects completed in the past two decades
targeting enterprise integration and interoperability in the up-stream segment of the
footwear sector include: EFNET-European Network the European Footwear Network
for Electronic Trading (cordis.europa.eu/project/id/FP4_28442), with the goal to build
a communication infrastructure for information distribution in this sector, SHOENET
(cordis.europa.eu/project/id/IST-2001-35393) with the goal to endorse solutions by
implementing information systems and novel tools to expand the innovative capabilities
of the SME:s in this sector, MODA-ML (www.moda-ml.org), Cec-made-shoe (www.
cec-made-shoe.com) with the objective to accomplish seamless interoperability, eBIZ
of the eBIZ-TFC project (www.ebiz-tfc.eu), which represents an action for e-business
harmonization within the European footwear and textile clothing industry.

While EFNET1 identified national e-commerce initiatives in operational use,
EFNET?2 tackled data exchanges in the reselling phase contemplating the ebXML
(ebxml.org) specifications. EFNET3 focused on the exchange of business data, tar-
geting the first circle of the chain [2]. However, EFNET3 did not register significant
implementation [19]. The-XML based Shoe Markup Language (ShoeML) — which rep-
resents a framework of XML schemas structured considering the design data storage
and exchange needs — has been utilized to collect footwear design data relevant for the
EFNET?2, EFNET3 schemas [3]. The SHOENET project developed a messaging plat-
form that allows the integration of existing applications or information systems from dis-
tinct SMEs in the footwear value chain and the secure exchange of business documents,
guaranteeing trackable operations completed; and a collection of 17 XML-established
business documents for the footwear industry [3]. The Cec-made-shoe project builds on
previous footwear interoperability initiatives, utilizing the SHOENET messaging plat-
form and 17 XML-established business documents; the operational platform deals with
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business processes involved in different shoe value chain phases, e.g., from the shoe col-
laborative design to the final shoe delivery [3]. The eBIZ Reference Architecture 4.0 [20]
deals with technical, semantic and business aspects of interoperability. However, sparse
pilots were completed in this industry to demonstrate their use in digital transformation.
Main obstacles in implementing eBIZ 4. (such as: high effort, lack of knowledge) are
analyzed in [20].

The use and adoption of standards by the SMEs in the textile-clothing and footwear
industry in Europe is analyzed in [21]. The Shoe Process INTeroperability Standard
(SPRINTS) — which represents an XML-based language to describe a data exchange
protocol between systems and machines in the footwear production domain is presented
in [19]. Howeyver, the focal point is on CAD communication. A framework and imple-
mentation example to ensure interoperability in a collaborative networked environment
are advanced in [10] and [22]; the proposed approach relies on the concept of business
enabler system, which delivers different services as SaaS (such as: messaging service,
performance assessment). However, this solution did not have a broad acceptance.

Standards used for exchanging data or e-documents in the apparel, footwear,
and fashion sector include [23]: GS1 EANCOM (www.gsl.org/standards/eancom —
which represents a sub-set of the UN/EDIFACT standard) and GS1 XML, PRANKE
(pranke.com), eBIZ, Ryutsu Business Message Standards (the Japanese equivalent
of a supply and demand chain, www.gs1jp.org/2018/service-and-solution/2_4.html),
Universal Business Language (UBL, ubm.xml.org).

Some EU-funded projects focused on distributed control systems for optimizing the
transfer of materials from one machine to another machine [24], or on the application of
established international standards (such as IEC-61499) to footwear plants automation
[25], or personalized shoes. The focal point of the EURO-SHOE project (www.euro-sho
e.net) has been the manufacturing of individualized shoes at a reasonable price, akin to
mass manufacturing. The aspect of the shoe as well as its adaptation to the real shape
of the foot were targeted, having in view of comfortable footwear, easily alterable to
anatomical imperfections [19].

There are recent works that reflect the use of digital technologies in selecting specific
footwear; for example in [34] is presented the application of artificial neural networks
in selecting shoe lasts for citizens with mild diabetes [34]. Endeavors for implementing
Industry 4.0 or industrial IoT concepts in the footwear industry are reported in [26, 27].
Several technology enablers in traditional manufacturing industries (such as the footwear
manufacturing, clothes or furniture sectors) are discussed in [1]; the authors emphasize
the limited capacity to invest in digital production technologies of the enterprises in
the traditional industry sectors, which hinders them to take broad advantage of Industry
4.0. Five categories of enablers and challenges to be furthered addressed to attain digital
transformation in the footwear manufacturing industry are presented in [28]: networking,
digital data and insights, automation, customer-centric manufacturing, digital access.

The analysis of related work revealed that a recent comprehensive analysis of chal-
lenges and directions for further R&D work that may benefit attaining interoperability,
enterprise integration, and digital transformation in this industry, within the context of
Society 5.0 is not available although highly relevant.
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4 Analysis, Challenges, and Framework

The above referred initiatives identified (except for EFNET) have a messaging interoper-
ability layer, which enables the exchange of e-documents in the footwear manufacturing
sector. However, only supplying a messaging layer is not enough to ensure wide scale
interoperability in the FDMNSs, as other interoperability dimensions need to also be
addressed, such as: the execution and monitoring of operational business processes, the
workflow of the documents interchanged, semantic interoperability. By making available
acommon set of e-documents, the Shoenet approach addresses semantic interoperability,
but it does not address the choreography of the e-business documents interchanged. The
Cec-made-shoe approach was completed considering the results of previous initiatives,
and tackles this gap. However, the solution deployed as the operational ICT messag-
ing infrastructure is proprietary, obstructing interoperability [22]. The eBIZ Reference
Architecture 4.0 [20] represents the most developed approach towards attaining inter-
operability in this sector, addressing technical, semantic and business interoperability
challenges. However, scarse pilots exist to depict its role in digital transformation.

There are R&D projects that although did not primarily focus on interoperabil-
ity in the footwear manufacturing industry they tackled interoperability challenges in
this sector, such as: myShopNet (www.myshopnet.eu) which develops a software plat-
form that supports a user to create a complete e-commerce solution within 24 h for
the commercialization of customizable goods involving specific modules for footwear,
shirts, and high-end fashion, CORENET (cordis.europa.eu/project/id/260169), which
addresses customer necessities targeting a wide range of European inhabitants, including
aged, obese, disabled or diabetic persons.

The Reference Architecture Model for Industrie 4.0 (RAMI 4.0) was designed to
address interoperability for Industry 4.0, which surfaced from the industrial revolution
in Germany, with a solid background built on the modeling of industrial norms and stan-
dards of the Deutsche Industrie Norm specification [29, 30]. However, scarce solutions
exist in the footwear sector that show the adoption of cyber-physical systems for Industry
4.0, although the benefits of their adoption in manufacturing is widely acknowledged,
e.g., [31, 32]. The use of the RAMI 4.0 in the footwear industry is discussed in [26];
the authors emphasize the challenges to implement it (e.g., the need to retrofit existing
equipment, communication requirements), and advance a methodology aimed to support
SMEs in implementing smart machines.

The use of the digital technologies in the selection of specific footwear (for example
the application of artificial neural networks in picking shoe lasts for persons with mild
diabetes) is described in [34]. However, the adoption of digital technologies in this sector
is limited because the SMES in the traditional industries have narrow capabilities to invest
in digital production technologies which impedes them to fully benefit of Industry 4.0
advantages [1]. Towards attaining seamless interoperability, enterprise integration and
digital transformation in this sector, three challenges are discussed in [28]: analytics in
IoT manufacturing, analyzing the effect of digital transformation, social manufacturing.

Summarizing the findings, the following challenges were identified in the literature
towards attaining digital transformation in this sector:
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— Restricted ability to spend on digital production technologies [1]. As most enterprises
in the footwear industries are small and medium sized, and the costs associated with
digitalization in this sector are high, it is challenging for the enterprises in this sector
to make the required investments;

— Analytics in IoT Manufacturing [35]. The amount of data required to be archived and
managed (e.g., from the physical layer, connectivity layer, service layer, as illustrated
in Fig. 2) is increasing with the digital transformation. New applications or software
tools need to be designed and implemented to support large scale data/ information
management and analytics [35]. Additionally, data in the production processes could
be erroneous or noisy (for example: caused by broken equipment or sensors, and
cleaning large volumes of data to support accurate analytics is a challenging task.
Analytics in the footwear manufacturing and data cleaning are relevant at the enterprise
level (e.g., as portrayed in Fig. 2, for the SM), and at the FDMN level (as illustrated
in Fig. 1).

— Analyzing the effect of the digital transformation. It is important to develop new models
to assess the economic impact of digital transformation in this sector, and implement
adequate software tools; this allows the quantification and analysis of the benefits and
creates advantages over the competitors [1].

— Social manufacturing represents a new paradigm for increasing customization accu-
racy and efficiency, making use of crowdsourcing and big data [36]. Recent advance-
ments in 3D printing and 3D manufacturing enable shoe customization. Neverthe-
less, it would be relevant to also consider biomedical information for individualized
footwear (such as: internal tension) [1], behavior analysis and dynamic netizens [36].
Although some advances exist in this area, for example in the design of orthope-
dic shoes, it is challenging to automatically construct footwear from a digital foot
model, and enterprises continue to concentrate on low-level individualization [1].
Aggregating such data may also rise privacy concerns.

— Difficulty to implement RAMI 4.0 [26], e.g., it is challenging to retrofit existing
equipment, the need to address communication requirements

The visions of Society 5.0 and Industry 4.0 attempt to integrate information between
different industries [13]. This requires attaining digital transformation, and addressing
societal challenges (e.g., to reconcile individual and societal interests) and technical
challenges, e.g., building a technological framework to support the operation of an
information integration architecture and data platform that allows to integrate data and
information between different sectors, which will supply a knowledge database that links
the information from distinct sectors, allowing cross-sector collaboration [37]. Tasks to
be tackled towards realizing Society 5.0 include [37]: establishing industry-academia
partnerships and developing an adequate collaboration model, develop big data analytics
and information integration architecture, digitalization of the different dimensions of life.
Towards attaining digitalization in manufacturing, and implementing Industry 4.0, sev-
eral challenges should be tackled [33], such as: education; interoperability; digital twins,
simulation and artificial intelligence; high performance computing platforms, human-
machine cooperation; cybersecurity, trust, and privacy; business, society, and ethical
issues. Accordingly, adding intelligence in Industry 4.0 or manufacturing (e.g., to sup-
port decision making) is an important challenge to be further addressed and integrating
simulation in digital twins might be a solution [33].
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In the context of footwear manufacturing, especially the topics of education (and pro-
viding adequate workforce, with both manufacturing knowledge and computing skills)
is very challenging, e.g., due to the high investments that need to be made in continu-
ously training employees, and acquiring adequate software/ technology for digitalization
considering the limited resources of the enterprises in this industry. As a technology-
enabled data intensive society, Society 5.0 requires highly qualified workforce which
surpasses the education necessities of Industry 4.0; the engineering education of Society
5.0 requires not only the knowledge and skills of development of applied technology,
but it should also embed the dimensions of ethics and humanism [38].

As the footwear manufacturing industry is expected to be fueled by [oT and artificial
intelligence, privacy, ethics and trust issues need to be addressed, e.g., concerning ethical
implications of automatic decision making, and their implications on individual citizens
and society [39]. While trusting that the artificial intelligence algorithms will make
appropriate decisions, it is important to address aspects such as: cultural considerations,
ethical frameworks, legal and regulatory compliance, transparency, explainability [40].
Asitis expected that by 2023 the digital twin technology will grow by 38% annually [41],
it is important that IoT technologies in manufacturing are integrated to allow feeding
data into the digital twins [33].

Government Legend
_—
(National, Local) Information flow

J—
\ Data flow

ransportation/

Education Institutions T
(e.g., Universities, Schools & Logistics

Smart Sites — Society 5.0
(e.g., Smart buildings) ‘//‘
Public facilities\\ @ @ \
(e.g., Hospitals) / Businesses
\_/(e.g., Enterprises, Banks)
7 \

/

0,:"1’1 Interoperability ‘fo

e o 7R

Areas to further address 77 FDMN

- Analytics and Al in the loT-enabled FDMNs

- Assessing the impact of digital transformation
- Social (footwear) manufacturing

- Digital twins and artificial intelligence

- Education/ trained workforce

- Privacy, Ethics, Trust

Operation

Fig. 3. Areas to further address in footwear manufacturing in the context of Society 5.0



Enterprise Integration and Interoperability in the Footwear Industry 227

Figure 3 synthesizes the areas that require attention in the context of the FDMNs
to advance the current body of knowledge towards the realization of the collaborative
human-centric Society 5.0.

5 Conclusions and Future Work

Ensuring interoperability and enterprise integration is essential for the set-up and oper-
ation of the FDMNSs. The most relevant interoperability approaches targeting the up-
stream segment of the footwear manufacturing industry include R&D projects, frame-
works, architectures, and standards. The digital technologies could reinvigorate this
rather traditional sector. However, the lack of resources to invest in adequate technolo-
gies [1], and the difficulty to implement Industry 4.0 approaches, such as RAMI 4.0 (e.g.,
due to the difficulty to retrofit existing equipment, communication needs) [27] represent
main obstacles towards digitalization.

Towards realizing the vision of a collaborative and interoperable human-centric Soci-
ety 5.0, several aspects need to be further addressed in the area of footwear manu-
facturing, such as: analytics and artificial intelligence; assessing the impact of digital
transformation; social (footwear) manufacturing; education/ adequate trained workforce;
privacy, trust and ethics.

As Society 5.0 promotes the digitalization of all facets of life and intensive cross-
sector collaboration, attaining cross-sector interoperability represent a big challenge.
Future R&D work needs to concentrate on the development of interoperability standards
and frameworks to address this challenge, and on analyzing the impact of digital trans-
formation in this sector and in Society 5.0. For example, the gains, costs and risks of the
digital transformation could be assessed and analyzed at individual level, organization/
enterprise level, industry sector, and societal impact.
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Abstract. Traffic accidents have a devastating effect on society, and despite the
measures taken by transport authorities, numbers still are of concern. As such,
various studies emphasize the need for investments in the road infrastructure,
vehicle safety, and enforcement measures. However, traffic and accident data are
scattered among several stakeholders. Police authorities, emergency agencies, hos-
pitals, road concessions, and the national road safety authorities all hold partial
data about accidents and their consequences related to human lives. If such data
could become widely available on production time, e.g., when an emergency doc-
tor reports injuries or deaths, a police officer registers the scenario, etc., intelli-
gent analytics could be used on such data towards helpful decision support. To
cope with the wide diversity of data sources and ownership, more than data inte-
gration, this requires an approach for collaborative data management. Based on
previous work on strategies to structure computing and communication artifacts
and data science management, we present and discuss a collaborative traffic data
management strategy considering the data producers as part of an intelligent traf-
fic collaborative network. The challenge is thus to rethink traffic and accident
data collection and management under the responsibility of diverse organizations,
keeping their processes and technology culture, but promoting sharing and col-
laboration. Therefore, the proposed approach considers data analysis performed
through business processes executed in the context of virtual organizations.

Keywords: Collaborative networks - Data science and analytics - Distributed
systems integration - System of systems integration - Virtual organizations

1 Introduction

Traffic accidents’ consequences on human lives are a long-standing problem, which
can be derived from the vehicle’s construction, drivers’ behavior, and quality of road
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infrastructures. While recent debates discuss the role of autonomous vehicles and their
contribution to safety [17], traffic data collection remains an essential source for research
about road safety. Investments in road infrastructure quality have proven to be a valuable
decision to reduce accidents [6], “... spending on road maintenance ... contributes
to reducing road deaths...”. Speed enforcement is another typical measure to prevent
accidents. For instance, a study from 2005 [11] identifies that the enforcement led to a
“... safety effect ... a reduction of 21% in both the number of injury accidents and the
number of serious casualties ...”. In another study in Lithuania, a couple of years later
[10], mentions that “... vehicles exceeding the speed limit up to 20 km/h decreased from
20.84% to 9.91%, i.e., by 10.93% ...”, which led to a substantial reduction of accidents
with a positive impact on the reduction of traffic causalities. However, one main problem
in these and other research works is the lack of more comprehensive data sets.

Moreover, increasing the data quality for traffic safety management is a concern dis-
cussed in [21]. This study considers that “... Ex-ante research only delivers good quality
results if good quality road safety data are available ...”, suggesting the use of safety
performance indicators (SPIs) as a step to qualify road safety effects. Nevertheless, the
reality is that traffic and accident-related data are scattered among several stakeholders.
Road concessions and local and national road safety authorities collect traffic data; police
authorities and emergency agencies gather accident data, and hospitals record injured
people data. In this manner, each stakeholder has a partial view of the global scenario.
Given the difficulties and concerns regarding data sharing, the used decision models,
based on partial information, are certainly limited in scope.

Ideally, models for decision support should be trained to identify and understand the
causes from and for the globality of collected data. Authorities need to access global
injury data to measure the socio-economic impact of traffic accidents. Furthermore, hos-
pitals should assess accident characteristics to determine injury severity, and then being
able to predict it. However, data access is often limited due to either the collection process
(in many cases, manual or without proper digital tools and data modeling standards) or
the lack of sharing mechanisms. An example is the data collected by a fire department or
ambulance service where “... sheets archived within departmental structures and rarely
shared ...” [4], which could be essential sources for global accident data sets.

In this paper, we argue that reliable and up-to-date traffic accident data hold value for
analytics if made available and managed in the context of a collaborative data collection
network. Due to data privacy concerns in the different contexts, sharing requires extreme
safety measures. On the other hand, some behaviors associated to the power of data
ownership need to evolve to a culture of collaboration and recognition of the benefits
of sharing and reciprocity. Figure 1 illustrates the diversity of potentially interested
stakeholders for both roads and urban contexts in the Portuguese case. According to our
approach, it is important that they join efforts and make their Information Technology
(IT) infrastructures prepared to federate traffic accident data that can then be managed
by collaborative analytics business processes.

As such, the main guiding research question is: In which way can we re-organize
distributed traffic accidents data collection and management in order to facilitate better
decision-making?
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As a research hypothesis, our approach assumes that a collaborative network among
all relevant stakeholders can establish win-win management of distributed accident-
related data, supporting a collaborative data analytics system with more value than the
sum of its parts. In this way, all stakeholders can get richer insights for improving their
efficiency and offer better decision support.
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This assumption is based on and supported by previous work on strategies to struc-
ture multi-stakeholder computing and communication artifacts. The approach considers
each data source stakeholder as a potential member of an intelligent traffic collaborative
network. As such, the challenge is to rethink traffic and accident data collection and
management methods, which are performed under the responsibility of diverse orga-
nizations, while keeping their own processes and technology culture, but inducing a
collaborative spirit. Thus, a collaborative network strategy is suggested to “join” valu-
able data sources from diverse traffic safety-related stakeholders to create federated data
sets with up-to-date data to feed analytic applications. For this purpose, we propose
to structure the required technology to be framed as an Informatics System of Systems
(ISoS) infrastructure [16], where each informatics system (I System) is a composition
of one or more Cooperation Enabled Services (CES) abstractions composed of one or
more Services.

The remaining of this paper is structured as follows: Sect. 2 briefly summarizes
and discusses related work; Sect. 3 presents and discusses the adoption of the ISoS
framework for collaborative data collection and management. Section 4 discusses data
management and analytics under the proposed framework, and finally Sect. 5 presents
the conclusions and further research prospects.

2 Traffic and Accidents Data Analytics and Collaboration

An increased interest in exploring artificial intelligence (AI) technologies is reflected
in the growth of the range of their applications. For instance, urban analytics is one
of the fields that has gained track to enhance the understanding of reality in our cities.
As an expression of collective behaviors, road traffic is one of the relevant targets in
urban analytics. We may identify problematic patterns, find new solutions, and detect
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alarm situations through such analytics. However, proper data sets for valuable decision
support are challenging to collect.

Traditional traffic security analysis used to be developed by specialized studies based
on manual forms to collect data from accidents for obtaining statistics like the Abbre-
viated Injury Scale score (AIS) or the Injury Severity Score (ISS) [9]. The Association
for the Advancement of Automotive Medicine (AAAM) maintains the two classifica-
tion systems. Since in fact many stakeholders are involved in traffic safety, e.g., road
authorities, police authorities, emergency rescue service providers, road infrastructure
operators, healthcare authorities, and the automotive industry, data collection is chal-
lenging and requires an effort to harmonize data collection, from their types to their
semantics. The automotive industry, which is also an important stakeholder, has been
involved in a related ISO 12353-1:2020 standard (Road vehicles —Traffic accident anal-
ysis), addressing the vehicle side. More recently, research on autonomous vehicles also
brought in new elements for the discussion. For instance, the report [13] from an OECD
workshop points for “... a proactive safety framework where vehicles are embedded in a
communicative network ...”. Indeed, new data sources can be foreseen with autonomous
vehicles, as suggested by the study of intelligent accident investigation strategies under
driver, car, and infrastructure viewpoints [23].

Considering such multi-stakeholder / multiple data sources contexts, various research
works have identified the need and importance of collaboration. For instance, [19]
presents a collaborative strategy for data collection, stating that “... a collaborative
environment is necessary, and a web-based solution is ideal for permitting multi-user
access and data insertion ...”, and proposing a centralized coordination and manage-
ment for obtaining data. But many related contributions can be found in the developments
from the area of Collaborative Networks in the last decades. For instance, the roots for
data federation in collaborative networks can be found in works such as [1, 2, 18].

Collaboration between two or more partners is the strategy for reducing the number
of casualties [3]. Therefore, the research challenge is how to develop a technology
strategy and architecture through which a group of stakeholders join efforts to reach a
comprehensive traffic accidents analytic (T2A) system. This involves a complex socio-
technical system where the parts are diverse organizations with their own processes and
technology culture, i.e., each component is itself a complex socio-technical system made
of persons, organizational models, governance, and technology systems.

To address this challenge, we propose to structure the technology as an Informatics
System of Systems (ISoS) infrastructure, establishing what we name the ISoS infor-
matics (or information) technology (IT) landscape. Under this view, an informatics sys-
tem (ISystem) is a composition of one or more Cooperation Enabled Services (CES)
abstractions composed of one or more Services [16].

3 The ISoS Architecture for Collaborative Data Collection

In order to exemplify the proposed approach, let us consider the case of the Portuguese
vehicle speed enforcement network (SINCRO), which is part of the National Road
Safety Authority (ANSR) IT infrastructure. An existing informatics system (SIGET),
responsible for obtaining and validating enforcement events, is planned to evolve to adopt
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the ISoS framework [16]. To simplify the illustration, we assume that also the remaining
stakeholders adopt the ISoS framework. The adoption involves structuring operating
computational entities as service abstractions and these as abstractions of informatics
systems (ISystem).

Furthermore, all stakeholders participating in some collaborative network [7] are
assumed to implement the ISy stemy meta-informatics system responsible for main-
taining metadata about the remaining informatics systems, i.e., adopting an ISoS IT
landscape.

Another condition in this validation scenario is the adoption of the Enterprise Col-
laborative Network (ECoNet) framework operationalized by the Enterprise Collabora-
tion Manager (ECoM) informatics system [15]. Nevertheless, adopting the ECoNet CN
infrastructure is not mandatory since any ISystem/CES/Service of a stakeholder’s
ISoS can be discovered through the respective ISystemy, i.e., by default accessing
isos. < stakeholder’s public domain server >:2058 endpoint with the proper authenti-
cation credentials. A drawback of not using ECoNet is that interactions between service
elements are point to point, meaning acquaintances need to understand underlying com-
munication protocols. While adopting ECoNet, acquaintance operating services can use
the ECoM’s collaboration context (CC) to mediate data and coordination exchanges
without being concerned with the underlying communication protocols, including secu-
rity issues. Furthermore, The Virtual Collaboration Context (VCC) of ECoNet makes
it possible to establish multitenant groups where the creator partner can invite other
ECoNet nodes to join.

The VCC is based on the Virtual Private Network (VPN) or the more recent con-
cept of Virtual Private Cloud (VPC), wherein we can assume the offer of Virtual Pri-
vate Cloud services to securely manage resource pools [22]. The ECoM’s VCC makes
transparent for service elements of an ISoS landscape the exchange or the sharing of
application data without any concern with the underlying communication protocols or
security mechanisms and policies.

Figure 2 depicts the Traffic Analytics Virtual Organization created for the case of
ANSR, presenting an example of a collaborative process — the “Severity of accidents
for the driver, passengers, and pedestrian” process. The process is enacted by a data
analysis informatics system, where process instances handle the data collection and pro-
cessing towards process objectives. The informatics system that implements the process
definition, e.g., embedding an enactment service to execute the Road Accidents Severity
(RAS) process, is modeled in Business Process Model and Notation (BPMN) using the
MagicDraw modeling driven systems engineering tool [5, 12].

The RAS process model has an initial activity to establish a VCC to be created
by the ECoM. The process, which is not detailed here, includes the invitation to the
National Institute of Medical Emergency (INEM), National Health Service (SNS), and
firefighters’ federation to join the Traffic Analytics VO sharing all the same CC. A col-
laboration context makes available domain services specialized in realizing the mission
of hiding middleware or infrastructure level mechanisms, e.g., sharing files of any size,
authentication, and security. The ECoNet concept is expected to evolve as an adaptive
and intelligent layer hiding or making transparent complex distributed systems issues.
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One foreseen example is to make failures transparent to some extent by introducing fault
tolerance strategies.
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Fig. 2. The traffic analytics virtual organization

Therefore, the proposed system collects the relevant data to feed a traffic analysis
system (modeled as a process). Such a system, being a massive data-driven one, shall
comprise both descriptive and predictive models, for diagnosis and forecasting purposes,
respectively. Moreover, it must be centered on a data management system, able to grant
access, protect privacy, and even report unauthorized access attempts.

4 Data Analytics in an ISoS IT Landscape

According to the ISoS architecture, any integrated system becomes interoperable, coop-
erating with other systems following the same architecture. Although data can be viewed
as the oil fueling the systems, data are often centrally managed by some data manage-
ment system, either a specific database management system from some specific vendor
or, more usually, a data management server created to operationally support the rest
of the cooperative systems. Note that even distributed or federated databases can be
abstracted to this metaphor.

Actually, in a data-driven system, the ISoS architecture may incorporate such a data
management ISystem, storing and providing the required data to any other ISystem
in the informatics landscape of the collaborative network. We may consider a generic data
science system as an ISoS system dedicated to perform all data processing, including data
collection, storage, distribution, aggregation, modeling, analysis, and usage. Figure 3
depicts the example of seriously injured victims per road type for 2019, based on data
obtained by ANSR [20] from participating collaborative stakeholders.

Our aim is then to design the systems needed to support the analysis and manage-
ment of traffic and road accidents (DS-TRAM), but also for feeding other systems, in a
collaborative network, such as the systems from police authorities and civil protection
departments (materializing a perspective of win-win to multiple stakeholders).
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Fig. 3. Number of seriously injured victims per road type, from [20]

Following the ISoS architecture, adding new functionalities through ISystems to
DS-TRAM is trivial and can be accomplished at any time. But in the end, the system
shall have at least four core systems, besides the ISystemg and the ECoM ISystem-
the data management (DMg), the business intelligence (BI), the diagnosis (Diag), and
the forecasting (Frcst) ISy stem, as illustrated in Fig. 4.
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Fig. 4. Organization’s ISoS landscape for supporting DS-TRAM

Next, we detail the main functionalities provided by each of the ISystems.

4.1 Data Management ISystem

As a truly ISoS, the internal architecture of the Data Management (DMg) ISystem is
not relevant, only its functionalities matter. Indeed, traditionally this would be imple-
mented through a data warehouse and management system. However, it could also be
implemented in a distributed way, either in the cloud or any distributed or federated
environment. Definitely, in the context of the ISoS architecture, the technology behind
the data and its associated models are irrelevant. The key idea is that all services that
need to deal directly with the data are contained inside a DBMS service, and all the
other services or systems ask it for the required data. The DMg I System will support
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the “Data Collection” and “Data Conforming” elements of the RAS process presented
in Fig. 2.

The primary CES in the DMg ISystem is responsible for retrieving data from the
available data sources. Note that data collection may be distributed under diverse CES,
but in order to make it available for the rest of the services and systems, the data shall
be managed, but not necessarily stored, centrally. It can more likely follow a federation
approach. This service is then responsible for cataloging the stored data, and providing
it whenever required, either for internal or external services in the network.

To accomplish those tasks, the ISystem has another CES to control access rights,
warranting that only authorized client services receive the data. Of particular impor-
tance is the guarantee of data conformance with the privacy policy regulations in force,
such as the GDPR in Europe [8]. For example, no prohibited data is processed, and
anonymization services are required to feed internal and external data requests.

Being this service accountable for all the data management, machine learning feature
engineering tasks shall be under the DMg ISy stem. Any feature extracted or generated
shall be communicated to the cataloging CES. Indeed, those tasks might be agglomerated
under a feature engineering CES, that besides feature extraction, generation, and selec-
tion, shall be accountable for all data preparation tasks. The DMg ISystem will also
function as a feature store [14]. Examples of such tasks are cleaning the data, conforming
it to the data structures/models that best suit the analysis tasks (through discretization,
dummification, scaling, etc.), and extraction techniques such as principal component
analysis (PCA) and discrete Fourier transform (DFT) or aggregation ones.

The last service to consider is a data profiling one that shall be kept up to date, sup-
plying a detailed description of the available data, its distribution, granularity, sparsity,
and dimensionality. Along with the catalog, they will be used as a showcase for analytic
services to consult.

4.2 Business Intelligence ISystem

The Business Intelligence (BI) ISystem has two main responsibilities: i) To give an
instant picture of the current scenario; ii) To report summary data of interest for analysis.

Each operational unit (traffic agencies, police units, civil protection, or hospitals)
shall have a CES able to display the number and type of occurrences in real-time. This
kind of display is known as a situation dashboard, and usually, it does not contain any
private-sensitive data. A noteworthy ability of such dashboards is showing the data at
diverse granularity levels, allowing for navigating through the different levels of detail.
Of particular importance is accessing any occurrence in its most atomic detail.

In this context, another CES to consider is the one accountable for reporting. Reports
reveal analysis and decision support data, giving a clear and effective summary of key
performance indicators (KPIs), per time unit, like days, weeks, or months, and any other
dimension of interest. Examples of such KPIs are the ones reported in [20].

4.3 Diagnosis ISystem

The third ISystem to consider comprises the different diagnosis (Diag) services run-
ning to support the “Model Learning” element of the Road Accidents Severity RAS
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process presented in Fig. 2. These services may be of two main kinds: i) Services to
automatically classify or predict situations; ii) Services based on pattern mining and
clustering methodologies.

The first kind of service follows a pre-trained model. Examples of such services are
the ones for recognizing regular and anomalous situations. Independently of the task at
hand, these services involve the existence of a classification or predictive model, pre-
learned through some machine learning algorithm and validated against past data. After
approved, the model can be put to work, classifying or predicting current situations.
However, those models may have different lifespans, from being timeless (like disease
diagnosis) that needs to be learned once or ephemeral (like behavior modeling) that
changes over time. Furthermore, the incoming data flow for each one may also be
different. Such services must be prepared to evaluate their quality performance and
refresh the models whenever they are not accurate enough.

The second kind of service can identify and characterize the set of frequent
occurrences and identify cause-effect dependencies.

Nevertheless, with those two kinds of services, the diagnosis ISy stem shall com-
prise as many CES as different diagnosis services running. Indeed, each one shall run,
be refreshed, and monitored at its own speed.

4.4 Forecasting ISystem

At last, the fourth considered ISystem comprises the different forecasting (Frcst)
services. These services differentiate from the diagnosis ones by their nature. Instead of
classifying or describing a given situation, they look at the past data to predict future
occurrences. In a manner, they are intrinsically temporal. Despite their differences, they
are constructed following similar strategies, and the Forecasting I System shall follow
an identical structure. This ISy stem is responsible for supporting the “Model Usage”
element of the RAS process.

5 Discussion

The impact of traffic accidents on society has been recognized to be wide and spreading
from personal, both physical and emotional, to social, with evidence on economics in
particular [20]. Nevertheless, the quantification of this impact, and subsequent support
for decision-making over public road safety policies, depends on the existence of accurate
and comprehensive data, in the first place.

As discussed, current technical solutions, lead to data scattered across the diverse
stakeholders, who following the rules in place (the GDPR [8], for example) are
not allowed to process more than what is strictly required for their operation. Now,
the data collected by each partner in the collaborative network respect to the same
events — the traffic accidents, viewed from diverse perspectives which make them to be
complementary.

Following our proposal thus, several issues are addressed. First, each partner keeps
their own data confined to their servers, using their preferred technology. In this manner,
nothing changes on their internal activity. Second, each partner controls external access to
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their data, both by authorizing the access to recognized partners and by negotiating which
data to share, in accordance with partners needs and rights (following the regulations in
place). Third, and most importantly, each partner accesses more rich data, allowing for
a wider view of the situation, and consequently better data to train the analytic models.

From a public point of view, there are also gains, since the data around traffic accidents
will be up-to-date and accessible through a single channel. In this manner, studies like
the ones mentioned before can be performed more regularly, avoiding the difficulties
inherent to the collection of data scattered across different sources.

6 Conclusions

Collecting and managing traffic accident data is an example of challenging application
domain which involves a large diversity of stakeholders, each one being responsible
for partial subsets of data. In order to be able to make proper decisions, it is important
to find ways to collaboratively federate those subsets of data. For this purpose, this
paper proposes an approach to establish a network of relevant stakeholders, supporting
collaborative analytics business processes.

The work is part of an ongoing initiative that started with a project for the Portuguese
national road safety authority and is now being expanded to include other stakeholders in
traffic management. Once the aimed collaborative network is established and properly
supported by the conceived IT infrastructure, it will be possible to implement sound
federated learning mechanisms in support of multiple analytics services according to
the interests of the various stakeholders.
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Abstract. This paper focuses on geolocation data processing to infer the behavior
of a mechanical sweeping system. A framework based on the feature engineering
(FE) and machine-learning (ML) tools for geolocation data processing is proposed.
A supervised multi-classification machine learning using a large range of classi-
fiers, input variables, training and data test sets is used to predict the sweeping
system behavior. The results showed that Logistic Regression (LR) and Support
Vector Machine (SVM) are the best classifiers for predicting the sweeping behav-
ior and some simulated instances constituted the best training sets. The sweeping
state prediction accuracy provided with LR and SVM classifiers, when trained
with historical data, were in average 86.22% and 86.13%, respectively. These
predictions using the same classifiers, when trained with simulated data, were in
average 87.40% and 87.22%. These promising results illustrate the potential of
integrating FE and simulation to enhance the performance the ML tools when
studying the behavior of complex logistics systems.

Keywords: Supervised machine learning - Feature engineering -
Multi-classification - Big data processing - Geolocation data - Sweeping system

1 Introduction

Every spring in Canada, a considerable amount of abrasive material applied during win-
ter road maintenance is removed from the road network by mechanical sweeping to
increase road safety and reduce environmental impacts. Recently, a small-sized enter-
prise designed and manufactured a novel broom which significantly changes the road
sweeping logistics. Up to known, no evaluation has benne carried out in terms of oper-
ational and environmental performance for this novel broom mode. To evaluate and
ultimately improve the sustainability of the sweeping system as well as for its virtu-
alization based on Al applications for smart city (e.g., provide information about the
progression of the city services to the citizens), a large amount of geolocation data was
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collected. The streaming data creates its own challenges in terms of how to process
the large volume of information collected to determine the simulation parameters while
ensuring quality and accuracy. Indeed, rather than visualizing over 400 h of recorded
videos, a data analysis approach was developed. The methodology adopted consists
in an approach for processing GPS data using Feature Engineering (FE) and machine
learning (ML) tools to identify the behavior of the system in order to compute the input
parameters for a simulation model. A sample of data was first processing and validating
manually for later use as the training and test data sets. In a second step, this data will be
used to train classifiers in order to predict, using ML tools, the sweeping behavior over
all the collected data.

To achieve the characterization of the sweeping states and its attributes, a wide
range of classifiers, input variables and validated training data sets are used. The results
show that Logistic Regression (LR) and Support Vector Machine (SVM) are the best
classifiers and some simulated instances constituted the best training sets. The sweeping
state prediction accuracy provided with LR and SVM classifiers when trained with
simulated data were in average 87.4% and 87.22%.

This paper has the following contributions to the study of behavior geolocation
data processing using FE tools. First, we propose a smoothing heuristic to the raw data
preprocessing stage in order to clearly identify and separate the sweeping states. Second,
we propose a classification framework based on two steps, rather than one. The first step
classifies the system’s states based on the speed variable using appropriate thresholds
while the second step makes use of several input variables provided by the first step
in its classification. This leads to substantial improvements in the performance of the
classification scheme. Third, the accuracy of the prediction using a simulated training
data instances gives a better and more stable results than when using historical data.
Fourth, a corrective heuristic was proposed to improve the classification of the states of
short duration leading to much more accurate results.

The remainder of this paper is organized as follows. A literature review is presented
in Sect. 2. Section 3 outlines the methodology followed while Sect. 4 deals with the
model building and its application. Finally, a conclusion is provided in Sect. 5.

2 Literature Review

The deployment of the concept of connected vehicles provides a large volume of geolo-
cation data tracked with GPS technology, as noted in [1]. In [2], authors suggested that
GPS data analysis could provide a better characterization of the spatiotemporal move-
ment of vehicles. However, the scale of ingested data in the transportation system has
become a bottleneck for the traditional data analytics solutions as reported by [3]. ML
tools provide data-driven solutions that can cope with the new analysis requirements. It
is also noted that the application of ML tools can be used to identify the purpose of a trip
and mode of travel on GPS trajectory data according to [4]. However, despite the fact
that GPS trackers provide valuable data, they fall short in terms of describing the behav-
ior of a complex system faithfully as noted in [5, 6]. Diverse opportunities to enhance
data analytics and applications for logistics and supply chain management, including
technology-driven tracking strategies are considered in [7]. Feature engineering tools is
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an essential discipline to improve the performance of prediction models applied to GPS
data to infer the behavior of logistics systems. As noted in [8], FE is a crucial step in
the predictive modeling process. It includes building new features from the given data in
order to enhance predictive learning performance as suggested in [9]. Similarly, in [10]
the author noted that FE as “the task of improving predictive modelling performance on a
dataset by transforming its feature space”. This discipline “involves domain knowledge,
intuition, and most importantly, a long process of trial and error” as reported by [8].

Next, we review the literature dealing with the processing of geolocation data
approaches to infer the behavior of transport vehicles.

Using GPS tracking and accelerometer data, authors in [11] focused on how to
improve the trip purpose identification technique. The results show that Random Forests
(RF) provide robust trip purpose classification with correct predictions between 80% and
85%. This work indicated that ML tools could enhance GPS data using classification in
the case of a repetitive trip when data sets used are susceptible to learning. However, for
non-repetitive contexts, one can only determine the mode or the state of the system. An
innovative methodology for inferring process states from geolocation data is proposed in
[12]. Geolocation data can be used to get insight into transportation processes, operations,
and service quality, as noted by the authors. The methodology proposed uses the zero-
speed threshold to identify stationary and non-stationary events from geolocation data.
However, this methodology is more effective in the case where the processes are highly
structured and the behavior is well defined and predictable. In [13], authors analyzed the
vehicle behavior and extracted operational information using the segmentation of GPS
trajectory data generated in logistics transportation. The main contribution is the layout
design of convolutional neural network input layer, which represents the fundamental
motion characteristics of a moving object including speed, acceleration, jerk, and bearing
rates. A highest accuracy of 84.8% has been achieved. This methodology has also been
contrasted with traditional ML algorithms.

In [14], authors focused on the segmentation of GPS trajectory data generated in
logistics transportation in order to extract operational information related to the vehi-
cle behavior characteristics. The authors noted that the widely applied ML technique
K-Nearest Neighbors (KNN) is used to tackle the same trajectory data segmentation
problem. The precision and recall for KNN are both 86% to recognize that stopping
points are business points. Although KNN performs better in precision compared with
probabilistic logic data segmentation problems, it cannot filter out all the real business
points. In [4], the application of ML methods to identify the purpose of a trip and mode
of travel on GPS trajectory data shows that RF method is more efficient than the decision
tree method. The RF and decision tree methods have already proven to be better than
some of the other supervised ML methods for the identification of trip purpose as noted
in [15].

This literature review shows that very few studies focused on predicting the behavior
of an object tracked by GPS using ML, while even fewer studies presented GPS data
processing approaches using a FE framework. To the best of our knowledge, no work has
addressed the behavior of complex logistics system such as a sweeping system using
geolocation data and ML tools with a wide range of multi-classification supervised
algorithms. Furthermore, no work has presented a framework based on clustering and
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multi-classification applied in two successive steps to process real data using classifiers
trained with simulated data.

3 Methodology

The study of the sweeping system behavior to evaluate its carbon footprint, to improve
its performance, and for its possible virtualization within the framework of a smatrt city,
requires the collection and the processing of real data. To collect the necessary data
needed, a set of cameras (front and rear camera) with embedded GPS were installed in
the brooms and trucks involved in the sweeping system during a full season of operation.
The processing of this large volume of collected data, posed a challenge and call for
the development of appropriate methods capable of processing geolocation data in order
to infer the behavior of the sweeping system. The methodology adopted consists of
developing an approach for processing GPS data using ML tools to identify the behavior
of the sweeping system in order to produce the input parameters required for a simulation
model and for potential Al-based applications.

3.1 Description of the Sweeping System

The mechanical sweeping system employs a principal broom that continuously loads a
dump truck, which is followed by a traditional broom for finishing, as shown in Fig. 1. The
behavior of the mechanical sweeping system consists of alternating between different
states of sweeping, waiting, or moving:

— Sweeping state: when the broom is performing a sweeping operation;

— Waiting state: when the broom is in standby mode for various reasons;

— Moving state: when the broom is travelling to/from a sweeping area without
performing sweeping operations.

Fig. 1. The mechanical sweeping system considered by this study
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3.2 Data Processing

A FE framework based on a two-step classification-clustering scheme is conducted to
infer the correct behavior of the sweeping system. Figure 2 describes the steps used for
data collection and processing. To achieve this objective, we subjected the geolocation
data to a set of processing steps. Data collection is followed by data preprocessing,
which aims to clean the data by fixing any record errors, especially with regards to time
or distance, and splitting this data into different shifts. The objective of the next step is to
manually process a batch of data to be used for training and testing the ML classification
models. The last two steps relate to the building of an ML classification model and its
application to predict the sweeping behavior from the collected data. The classification
resulted in a database of sweeping states sorted by their attributes in terms of duration
and average speed.

Data collection Data Manual data ML model ML data
preprocessing processing building processing
[ f the ion tool @j
(Ggs deashcam) o GPS raw data @ ’—$ —;

Validated
GPS data

Classifiers
s| | (ML library)

Model
training
testing

Model validation
Model parameters (Training sets,
input variables and classifier)

I ML model }_ | Simulation parameters

Fig. 2. Geolocation data processing approach reinforced by FE
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First classification
and clustering
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Data Collection

During the 2019 spring season, over 400 h of recorded video were collected from 67 work
shifts for a total size of 3.5 Tb. From the different videos, we have extracted geolocation
data. This task was enabled through Dashcam viewer software Version 3.3.2 that extracts
maps into KML files and GPS data into CSV files with structured data. Each second of
video recording corresponds to a line of the described data and thus generated nearly
1.5 million lines of GPS data.

Data Preprocessing
Data preprocessing involves error and speed correction.

Error Correction

Geolocation data is referenced according to the corresponding work shift and is then
structured as a geolocation Excel database. Some errors in recording geolocation data
were found. These errors were related to odometer initialization when the broom engine
is switched off, some missing recordings of various duration, some redundant recordings,
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and overlap between shifts. These errors were fixed using appropriate manual processing
schemes.

Speed Correction

The speed curve of one shift illustrated in Fig. 3 shows that, when adopting the speed
threshold for classification, a large number of states would be obtained with a short and
insignificant duration due to the alternating speed between adjacent states. For example,
when the broom is in the sweeping state, its speed may increase and cross the threshold
between the sweeping and the moving states for a short duration (Fig. 4.a). In this case, the
speed classification will produce an alternation between these two states while the broom
is always in the sweeping state. The most frequent overlaps are illustrated in Fig. 4 a—d.
To remedy this possible misclassification, states that have a small duration should not be
classified as separate states, but rather as part of adjacent states. A smoothing heuristic,
which will be presented later, is applied to correct the speed in order to minimize these
overlaps.
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Fig. 3. Speed curve of one shift having a duration of 19000 s

Broom speed differs depending on its state. In the waiting state, the speed is zero, as
noted in [14], while in the sweeping state, the speed is lower than in the moving state.
In fact, the speed threshold can be used to characterize the various broom states, e.g., in
[16], authors classified interstate data into the driver behavior (slow, normal, aggressive)
based on the speed thresholds.
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Fig. 4. The remarkable overlaps in the speed curve
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In order to partially eliminate the interference between states, a smoothing heuristic
is built to adjust the speed of each record. This is done by exploring forty-second-records
(ten backward and 30 forward around each record). The 40 s duration of the exploration
zone is based on experimentation and estimates to the 2/3 of the minimum of the state
duration considered. The average speed of each zone is used to adjust the speed of that
record in order to minimize the possible overlaps. This heuristic is illustrated in Fig. 5
where S; is the speed of the record under consideration and AS; is the average speed
of the 40 records around the current record. The adjustment carried out by the heuristic
is based on the thresholds between the three states, as mentioned earlier. However, the
threshold between waiting and sweeping is adjusted from 1 to 0.4 based on extensive
experimentation in order to minimize the number of states in the characterization phase.

£ = threshold between waiting and sweeping.

L = threshold between sweeping and moving.

CS;: corrected speed for record i.

AS>9

No

Cs; =S, Lf:ﬁ\] Yes —— @ No

Fig. 5. The heuristic decision tree for correcting the speed

Figure 6 illustrates the speed correction obtained using the smoothing heuristic
applied to the time-period of 280 s from 17400 to 17680 of a sweeping shift.
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550 17600 17650
——— Speed(km/h)

Fig. 6. Smoothing heuristic applied to the speed curve from 17400 to 17680 s
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After cleaning and correcting the GPS database, the next step is to characterize the
sweeping activity states based on the corrected speed value, since this attribute can be
used for classification.

Manual Data Processing

About 17% of the data was processed manually through classification and clustering
methods to infer the sweeping states and their attributes. Using the observed data, the
broom states are identified based on the speed attribute. Let S be the speed broom in
km/h. Then,

— If Sin [0, 0.4], the broom is assumed to be in the waiting state to account for the GPS
speed error;

— If Sin [0.4, 10], the broom is assumed to be in the sweeping state;

— If S > 10, the broom is assumed to be in the moving state.

The thresholds adopted are determined by estimation based on empirical findings.

State Characterizations

The state characterization is a multi-classification of records into various states (sweep-
ing, waiting and moving). This is done according to the thresholds already described
using MS Excel. Following this classification, all adjacent records classified into the
same state are grouped together and their duration and average speed are calculated.

State Validation Using Video Data
After grouping the states according to the initial classification of the records, a validation
of the grouping into states will take place based on the video images. Validation, in
this case, serves two purposes. First, it helps verify that the identified states generated
correspond to the real situation, otherwise, they are corrected. Second, states with a small
duration are attached to adjacent states based on the video images.

Figure 7 illustrates the state characterization example according to the speed value
for the period between 17000 and 18000 s.

Speed (km/h)

OTAEAT LY

17000 17100 17200 17300 17400 17500 17600 17700 17800 17900 18000
| Sweeping state " Moving state || Waiting state |

Fig. 7. States characterization according to the speed value validated by video images for the
period 17000-18000 s



Characterization of the Spatiotemporal Behavior of a Sweeping System 253

The validation of the classification based on the video images, as described above,
takes a lot of time. This manual data processing was applied to the data from 11 shifts
that were classified and validated using video images. Although this exercise proved
valuable for understanding the processing of geolocation data, it is not practical for
real-life applications given the big data involved. This motivated us to use the manual
processed data as an input to train powerful ML classification models. Our objective
is to identify the best combination of training sets, input variables and classification
algorithms that can be used to deal with the processing of geolocation data to infer the
behavior of the sweeping system.

Machine Learning Model Building

While 17% of the data was processed manually, a framework similar to the manual
process described above needs to be developed for the remaining data (83%). In practice,
it is not possible to make a prediction of the GPS recordings to reach the sweeping states
as defined above. FE is essential, in this case, to properly adapt the data for prediction
algorithms learning considering the specificities of the GPS data. FE tools allow us
to transform the manual procedure of sweeping state characterization into a learning
procedure for sweeping behavior prediction. Thus, we will transform the phases of
classification and correction into two phases of simultaneous classification-clustering.

Building the ML model based on FE involves four stages:

1. An initial classification of the records is performed based on the corrected speed.
The manually processed shift data are used as training and testing sets for the ML
classification models;

2. Aninitial state clustering based on the first classification is performed. In this stage,
the duration and the average speed related to each state are computed,;

3. A second classification based on the clusters resulting from the previous stage is
carried out. The independent variables explored include the initial state, the average
speed of the state and its duration;

4. A final state clustering based on the second classification is performed.

First Classification and Clustering
The first supervised classification is based on the corrected speed of the raw geolocation
data as an input variable to classify the records into various states. Based on the training
sets generated using the manual processing, the LR and the RF classifiers were used to
achieve a correct classification. Python 3.7 is used to connect the library of classifiers
and the assessment tools, including the confusion matrix and the accuracy indicator.
An initial clustering of states based on the first classification is performed. In this
step, the duration and the average speed related to each cluster of states are calculated.

Second Classification and Clustering

The second classification was carried out using two methods. The first method used
historical data to train the classifiers. However, the second method performed the training
based on simulated data. A simplified simulation model was built based on the 11
manually validated shifts to generate the data instances used for training.
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For the first method, the second classification is based on the cluster states generated
in the previous clustering step where eleven data sets (shifts) were used for training
and testing. Different combinations of input variables (initial state, duration and average
speed) were tested to obtain the best results. The two combinations that were retained
include either all three variables or duration and average speed. Seven classification
algorithms were used. Each of the 11 data sets is used in turn for training and then
testing is done using the remaining ten data sets. This operation is performed with the
two combinations of variables and uses all the seven classification algorithms leading to
1694 different results. These results are used to identify the best combination of training
sets, input variables and classification algorithms in order to build the ML classification
model.

For the second method, we have retained as input two variables (the duration and
the speed of the state) since the initial state for the simulated shifts is missing. We also
used the classifiers which gave the best results of the first method, namely LR and RF,
Naive Bays (NB) and SVM algorithms. The selected classifiers were trained by each of
the 10 simulated shifts and tested by each of the 11 historical shifts.

A final state clustering similar to the first one is performed based on the result of the
second classification. This final step will produce a state database (observations) that
provides the description of the sweeping system’s behavior during a given shift.

Machine Learning Data Processing
The result obtained when applying building process described above allow the selection
of the best classification model and the results of its application to one work shift.

To improve the classification prediction in the case of the last application, we used a
corrective heuristic. This heuristic consists in eliminating the states with short duration
(<60 s) and assigning them to the nearest adjacent state.

4 Results and Interpretations

4.1 Machine Learning Model Selection

The maximum accuracy allowed when we applied a unique classification of GPS raw
data is 49.4%. This level of accuracy is considered insufficient, given the enormous
number of misclassified states relative to the GPS data. For this reason, our idea is to
carry out the classification in two steps rather than a single one using FE tools. Therefore,
the second classification uses several input variables provided by the first classification
which increases the prediction capability. This leads to a substantial improvement in
the performance of the classification scheme. In this section, we discuss mainly the
configuration of the ML classification model for the first and second classification.

First Classification

The first supervised classification is based on the corrected speed of the broom. The
prediction of a certain shift proves that at least two classifiers perfectly performed this
classification. These are the LR and the RF classifiers.
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First Clustering

In this step, the duration and the average speed related to each cluster of states are
calculated. This step is advantageous because it allows us to consolidate the second
classification to remedy the defects of the classification based on the fixed thresholds.

Second Classification

Using Real Data

Table 1 presents the second classification results of the different combinations of input
variables, classifiers and training set data, as explained in Sect. 3.2. Each entry in this table
represents the average accuracy obtained using the corresponding shift as training set,
the corresponding number of input variables and the corresponding classifier, where all
the shifts are used for testing. The results show that the cases involving three independent
input variables produce slightly better results than those involving two variables. Shift
11 and Shift 5 offer the best data sets for training in cases involving three and two input
variables, respectively. The best classification algorithms are RF and LR in that order.
The best result was obtained with Shift 11 as training set, three input variables and the
RF algorithm with the accuracy of 86.56% . Table 2 provides the details of the best
results in all shifts.

Table 1. The average accuracy of the alternatives explored

Classifiers | Variables | Training data sets
Shift | Shift | Shift | Shift | Shift | Shift | Shift | Shift | Shift | Shift | Shift
1 2 3 4 5 6 7 8 9 10 11
DT 2" 85.72 | 80.00 | 72.99 | 80.67 | 85.48 | 74.30 | 78.47 | 78.75 | 77.18 | 81.36 | 83.15
3™ 85.66 | 80.27 | 74.35 | 80.23 | 85.64 | 74.11 | 79.19 | 79.06 | 77.18 | 82.31 | 85.03
KNN 2 79.02 | 70.59 | 65.24 | 73.50 | 79.07 | 69.80 | 71.46 | 70.96 | 71.15 | 76.92 | 73.05
3 79.12 | 71.24 | 65.51 | 74.66 | 79.07 | 70.39 | 72.09 | 71.76 | 72.16 | 77.41 | 74.34
KSVM 2 69.11 | 69.41 | 69.41 | 68.53 | 69.20 | 69.08 | 65.08 | 69.17 | 69.11 | 68.97 | 25.99
3 69.11 | 69.41 | 69.41 | 68.49 | 69.20 | 69.08 | 65.07 | 69.17 | 69.11 | 68.97 | 25.96
LR 2 86.11 | 84.83 | 71.95 | 84.28 | 86.22 | 71.41 | 77.01 | 82.42 | 73.43 | 82.66 | 85.70
3 86.09 | 84.75 | 72.80 | 84.34 | 86.37 | 71.98 | 77.35 | 85.20 | 73.97 | 83.82 | 85.92
NB 2 84.87 | 72.02 | 71.70 | 81.70 | 84.73 | 70.35 | 72.23 | 71.79 | 73.80 | 73.96 | 79.50
3 86.09 | 84.75 | 72.80 | 84.34 | 86.37 | 71.98 | 77.35 | 85.20 | 73.97 | 83.82 | 85.92
RF 2 84.85 | 81.80 | 78.27 | 84.39 | 85.97 | 77.36 | 82.15 | 82.76 | 76.36 | 83.69 | 82.12
3 86.05 | 81.47 | 78.50 | 81.45 | 86.13 | 78.69 | 82.76 | 81.95 | 76.17 | 85.40 | 86.56
SVM 2 85.87 1 79.93 1 70.85 | 86.09 | 86.13 | 71.38 | 77.10 | 78.17 | 73.10 | 85.06 | 85.66
3 86.11 | 79.74 | 71.15 | 86.18 | 86.36 | 72.14 | 76.98 | 77.75 | 73.12 | 85.36 | 85.72

DT: Decision Tree; KNN: K-nearest neighbors; KSVM: Kernel SVM; LR: Logistic Regression;
NB: Naive Bayes; RF: Random Forest; SVM: Support Vector Machine

*: 2 variables — speed and duration of the state; **. 3 variables — initial state, speed and duration
of the state
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Table 2. The detailed results of the best solution (Training data: Shift 11)

Test data | Shift | Shift | Shift | Shift | Shift | Shift | Shift | Shift | Shift | Shift | Shift | Average
1 2 3 4 5 6 7 8 9 10 11

Accuracy | 92.90 | 81.93 | 69.03 | 91.67 | 92.60 | 84.12 | 83.28 | 81.72 | 91.54 | 85.67 | 97.69 | 86.56

The two configurations retained for the ML classification models are illustrated in
the Table 3.

Table 3. ML best classification models

Model Classifier | Training set | Input variables Average accuracy
Model 3V |RF Shift 11 Duration, speed and initial | 86.56%

state
Model 2V | LR Shift 5 Duration and speed 86.22%

Using Simulated Data

The manual processed geolocation data for 11 shifts were used to generate parameters for
simulating the sweeping system. The simulation model developed was used to generate
additional instances for 10 shifts that were used for training purposes.

When simulation data is used for training, only two input variables (speed and dura-
tion) were considered since the initial state variable was not available for the simulation
data. Also, only the best four algorithms identified using real data were implemented.

Table 4 presents the second classification results obtained using simulated data as
training data sets. In this case, we used the following classifiers namely LR, NB, RF and
SVM. In this case, the best result is obtained using the 6" shift data set for training, all
real data sets for testing and the LR classifier with accuracy 87.4%. Table 5 provides
the details of this best result on all shifts. These results show that a better accuracy is
obtained compared to the classification using real data sets.

Table 4. The average accuracy using LR, RF, SVM and NB classifier

Classifier | S_shiftl | S_shift2 | S_shift3 | S_shift4 | S_shift5 | S_shift6 | S_shift7 | S_shift8 | S_shiftd | S_shift10 | Max | Avg | Rank

LR 87.34 87.02 87.27 83.75 86.73 87.40 87.17 87.05 87.21 87.16 87.40 | 86.81 | 1
RF 86.57 86.79 85.96 86.89 79.22 75.60 86.92 85.62 86.87 86.69 86.92 | 84.71 | 3
SVM 87.17 86.37 87.10 83.14 86.19 87.16 86.49 86.96 87.05 87.22 87.22 | 86.49 | 2
NB 61.65 54.59 73.60 53.73 82.64 58.12 57.36 60.35 75.14 54.49 82.64 | 63.17 | 4
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Table 5. The detail results of the best solution (Training data: S_shift 6)
Test data | Shiftl | Shift2 | Shift3 | Shift4 | Shift5 | Shift6 | Shift7 | Shift8 | Shift9 | Shift10 | Shiftl1 | Shift12 | Avg
Accuracy | 99.33 | 95.48 | 81.93 | 66.79 | 92.54 | 94.53 | 83.87 | 86.63 | 81.38 | 94.86 |87.67 |83.80 |87.40

Second Clustering

A final state clustering is performed based on the result of the second classification. This
final step will produce a description of the behavior of the sweeping system on a given
shift. Although this second classification provides a categorization of states that is close
to reality, some imperfections remain to be eliminated.

4.2 Results Comparison

To assess the prediction quality, the classification accuracy is used to compare the results
obtained with real data to those obtained with simulated data as training sets. The predic-
tion accuracy provided with LR and SVM classifiers, when trained with historical data,
were in average 86.22% and 86.13%, respectively. These predictions using the same
classifiers, when trained with simulated data, were in average 87.4% and 87.22%. Table
6 shows the comparison of this accuracy.

Table 6. Comparison of classification accuracy (%) between real and simulated training sets.

Classifier Historical training data Simulated training data
Max avg Standard Rank Max avg Standard Rank
predict. (¥) deviation predict. (¥) deviation
LR 86.22 8.4 1 87.4 8.8 1
RF 85.97 7.6 3 86.92 9
SVM 86.13 8.4 2 87.22 8.9 2
NB 84.87 8.9 4 82.64 7.3 4

(*): Average of all data test sets (11 shifts) related to the best shift trainer

FE tools have improved the performance of prediction algorithms in two ways.

The first is to adopt two successive clustering-classifications in order to have more
explanatory variables after the first classification and the second is to train the algorithms
on simulated data. Figure 8 explains the results achieved using the adopted framework.
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Fig. 8. FE Framework to improve the performance of prediction models

4.3 Corrective Heuristic Impact

In order to evaluate the impact of the corrective heuristic, described above, an application
case is tested using a real shift and LR classifier trained with both historical and simulated
data. Figure 9 illustrates the first and the second classification result for this particular
application (States in the graph is noted 0: for waiting, 1: for sweeping and 2 for moving;
the speed is in Km/h).
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