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Abstract. Corporate decision makers have individual requirements for
decision support influenced by business goals, regulatory restrictions
or access to resources such as data. Ideally, decision makers could
quickly create tailored decision support systems (DSS) themselves which
optimally address their individual requirements for decision support.
Although service-oriented architectures have been proposed for DSS cus-
tomization, they are primarily targeting trained software developers and
cannot immediately be adapted by decision makers or domain experts
with little to no software development knowledge. In this paper, we there-
fore motivate an assisted process-based service composition approach
which can be used by non-developers to create tailored DSS. For assis-
tance during service composition, we contribute a meta-model for the
formalization of both decision support requirements and functionality of
decision support services. Models created according to the meta-model
can be used to detect mismatches between a decision maker’s require-
ments for decision support and services selected in the service composi-
tion representing a DSS. Furthermore, the formalizations may even be
used for automated service composition given a decision maker’s decision
support requirements. We demonstrate the expressiveness of our meta-
model in the domain of regional energy distribution network planning.

Keywords: Service-oriented DSS · End-user programming ·
Automated service composition · Decision support system generator

1 Introduction

Business environments are increasingly volatile, uncertain, complex and ambigu-
ous (VUCA). As a result, decision makers must consider many influencing fac-
tors with frequent, unpredictable change and unknown cause-effect relationships
when making a decision [2,14]. More and more decision makers therefore rely
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on interactive computer-based decision support systems (DSS) to assist them in
the identification of optimal decisions [18].

As observed during an interdisciplinary research project with industry part-
ners for decision support in the domain of regional energy distribution network
planning [10], decision makers traditionally turn to established DSS develop-
ers to obtain an “off-the-shelf DSS” for their decision problem. Due to the
fact that these DSS frequently come with limited to no customization capa-
bilities, the decision support provided by an off-the-shelf DSS must immediately
align with the requirements for decision support of an individual decision maker.
Requirements for decision support however are situational in the sense that they
vary based on the context in which an individual decision maker operates. For
instance, in the domain of regional energy distribution network planning, deci-
sion makers can only leverage a cross-sectoral planning approach when managing
distribution networks for multiple energy sectors. Decision makers may further-
more prioritize metrics such as network reliability and network reinforcements
costs differently, or have different access to resources such as data or time avail-
able to identify an optimal decision. Similar situations can be observed in the
domain of business model development [8] and supply chain management [4,21].
With respect to these situational factors, it is unlikely that the decision support
provided by a non-customizable DSS fully addresses the individual requirements
for decision support of a concrete decision maker.

A misalignment of DSS functionality and requirements for decision support
leaves decision makers with two alternatives: The first alternative is to use the
DSS anyway, thereby potentially basing decisions on suboptimal recommenda-
tions computed by the DSS. Suboptimal decisions however endanger the success
of a company and – in case the company manages critical infrastructure such
as a regional energy distribution network – might even negatively affect soci-
ety as a whole. The second alternative is working with the DSS developer to
extend the decision support provided by the DSS according to the situational
requirements of the decision maker. This however is a cost- and time-intensive
undertake, which again limits competitiveness in VUCA business environments.

In order to ensure the quick availability of optimal decision support, decision
makers should ideally be able to create tailored DSS by themselves. Figure 1
shows how this could work: After selecting an application domain (here: energy
distribution network planning), a decision maker can specify their requirements
for decision support, e.g., to minimize investment costs (CAPEX) of an electric-
ity network with 2.5 h available to identify an optimal decision. Next, the decision
maker can model their decision making process as a business process using the
Business Process Model and Notation (BPMN) [17]. BPMN seems suitable due to
its widespread use and familiarity among many stakeholders [1,13], regardless of
their background. Each activity of the decision support process corresponds to an
interoperable decision support service provided by a DSS developer. In the exam-
ple shown in Fig. 1, a demand forecast is generated before the associated net-
work is optimized. Data can be produced at runtime by the decision maker (e.g.,
currentDemand) or as a result of service execution (electricityDemand). Out-
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Fig. 1. Mockup for a DSS composition application

put data (optimizedNetwork) will be returned to the decision maker. An assis-
tance highlights errors, warnings and tips regarding the composition. These can
regard service interfaces (e.g., missing or unsuitable input data types), require-
ments for decision support (e.g., optimizing for a wrong metric), or resource
availability (e.g., having no suitable data instances to be used at runtime). After
the service composition is completed, the corresponding DSS can be generated
and executed. During execution, the decision maker can interact with the DSS
as usual. In the background, a workflow engine invokes services with the data
provided by the decision maker or generated by other services as described by
the underlying process model.

The suitability of BPMN for service composition in service-oriented architec-
tures has already been proven with process-driven applications [20]. This includes
assistance in the form of dataflow validation between application services based
on service interfaces (e.g., [11] for DSS). In this paper, we therefore focus on
laying the foundations for assisting decision makers in selecting services during
process composition that align with their decision support requirements. For this
purpose, we contribute a meta-model for the formalization of both decision sup-
port requirements and service functionality in the context of a software platform
for DSS generation shown in Fig. 1. Models created according to the meta-model
can be used to detect mismatches between a decision maker’s requirements for
decision support and services selected by decision makers in the composition
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representing a DSS. The formalizations may even be used for automated service
composition given a decision maker’s requirements for decision support.

The remainder of the paper is structured as follows: We first discuss related
work with a focus on service-oriented DSS and service composition in Sect. 2 to
support explanations throughout the paper. In Sect. 3, we present requirements
for the meta-model which is subsequently explained in Sect. 4. We demonstrate
our model in Sect. 5 and conclude the paper with a summary and outlook on
future work in Sect. 6.

2 Research Background

In this section, we first present background information on service-oriented
DSS (Sect. 2.1) which supports the subsequent explanations throughout the
paper. Afterwards, we discuss existing work for automated service composi-
tion in service-oriented DSS (Sect. 2.2) which also utilizes formalizations for
required/provided service functionality and therefore relates to our approach.

2.1 Service-Oriented DSS

Demirkan and Delen [5] define a service-oriented DSS as a DSS with a service-
oriented architecture which supports the cross-enterprise design, development,
identification, and consumption of reusable services. There are multiple moti-
vations to choose a service-oriented architecture for a DSS. While Demirkan
and Delen mention agility in response to change in the context of definition,
Figueira et al. [7] mention maintainability in the context of a Software-as-a-
Service deployment model, and Horita et al. [9] as well as Stănescu et al. [19]
mention the need for cloud platforms’ scalability to handle big data sources – an
aspect which also plays an important role in Demirkan and Delen’s paper. In this
context, it is comprehensible that many works (e.g., [9,19,22]) primarily focus
on replacement of DSS data sources by decision makers. This is however not suf-
ficient with respect to our project experience presented in the previous Sect. 1,
which demonstrates that even computation methods and other decision sup-
port functionality must be exchanged based on the situational requirements of
decision makers. However, service-oriented architectures are designed for trained
software engineers and cannot be immediately adapted by non-developers which
prevents the quick availability of an individualized DSS. The same applies for
DSS generators without a service-oriented architecture which use mathematical
modeling [3] or software frameworks [4] to abstract from concrete programming
tasks – skills that decision makers usually do not display [18].

2.2 Automated Service Composition

Automated service composition may be used to account for the lack of pro-
gramming knowledge by decision makers. Approaches using automated service
composition in a DSS context include the work by Kwon [12], Dzemydienė et
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al. [6], and Mustafin et al. [16]. They are based on using a similar formalization
for both service functionality and a decision maker’s requirements for decision
support. Based on these formalizations, a service composition can be identified
which matches the requirements.

The approach by Mustafin et al. [16] comes closest to the meta-model for
requirements and functionality formalization presented in this paper. The app-
roach is based on the OWL-S [15] specification to formalize service functional-
ity (and requirements for decision support). A provided/required service pro-
file includes information about input and output (process) parameters as well
as preconditions and side-effects. Non-functional service characteristics such as
resource consumption can be specified as service parameters (cf. [15, Fig. 2] and
associated explanation). However, this approach lacks some specificity: With
respect to functional decision support service characteristics/requirements, it is
not possible to specify optimization goals, i.e., which metrics should be mini-
mized and maximized, or which computation method is used. The latter is for
instance relevant in energy distribution network planning to be conformant with
regulatory constraints. With respect to non-functional service characteristics/re-
quirements, the approach does not provide any guidelines how for instance the
consumption of monetary or temporal resources can be specified as a service
parameter. These shortcomings will become more evident throughout the next
section in which we explain the requirements for the formalization of provided
and required decision support service functionality in more detail.

3 Formalization Requirements

In the following, we describe characteristics of decision making which are pre-
requisites for the formalization of decision support requirements and decision
support services. The requirements are derived from the aforementioned research
project for decision support in the domain of energy distribution network plan-
ning with partners from academia and industry [10].
FR1 – Data Constraints. Decision support software, independent of whether
it is provided in form of a holistic DSS or a modular decision support service,
has certain data requirements which must be fulfilled by the decision maker
using the software. An individual decision maker however has only limited data
access. It is possible to differentiate between constraints on data types (e.g., the
required input is an electricity network) and data instances (e.g., the electricity
network provided at runtime may not exceed a certain size).
FR2 – Method Constraints. A method in this context refers to how the value
of a metric or the overall decision recommendation is computed. For instance,
when assessing the reliability of an electricity network, there might be multiple
standards on how this reliability is computed. Regulatory constraints however
may only allow a specific standard to be used. If a decision should be optimized
with respect to one or multiple metrics such as the investment costs for reinforce-
ment of an electricity network, the considered metrics need to be documented
with an associated goal, i.e., minimization or maximization.
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FR3 –Decision Constraints. Especially in presence of decisions which should
optimize a metric, it is useful to define constraints on other metrics of the pro-
vided decision recommendation. For instance, when minimizing investment costs
during electricity network reinforcement, a lower bound for network reliability
should be provided from a decision maker’s perspective to avoid the recommen-
dation of doing nothing to avoid any investment costs.
FR4 – Resource Constraints. In addition to data, other limited resources
such as money or time are consumed to compute a decision recommendation.
FR5 – Execution Constraints. The execution mode of a decision support
service may also decide whether or not a service can be included in a tailored
DSS. For instance, for time-critical decisions, it is important that the selected
services have a high availability so that the decision support is actually available
if needed. Additionally, the place of service execution, i.e., on-premises or remote,
can be relevant when dealing with sensitive data such as clients’ energy demands.
FR6 – Domain Ontology. An ontology is needed to document which entities
are present in the application domain under consideration. Furthermore, param-
eterizing the formalization with respect to an ontology of the application domain
makes it extensible to support multiple application domains.

4 Formalization Meta-Model

Our meta-model to address the requirements defined in the preceding Sect. 3 is
documented as a UML class diagram and split over multiple packages which are
shown in Figs. 2 to 5 and subsequently explained.

The Types-package shown in Fig. 2 allows the definition of entity types with
respect to their Attributes which may be of qualitative or quantitative nature.
A QuantitativeAttribute can optionally specify a minValue, maxValue and
a measurementUnit. A QualitativeAttribute may specify a range of valid
values. SingleValueQualitativeAttribute and MultiValueQualitativeAt-
tribute document how many of these values may be specified for an Instance of
the Type. Instances of a Type are described using the Instances-package. The
Attribute-values of an Instance are defined via fulfilled Assertions. There is
one subclass of Assertion for each of the Attribute-subclasses. The explanation
of the Types- and Instances-packages is deliberately kept short as they are not
useful on their own. Instead, they serve as a base for the other packages.

The Data-package shown in Fig. 3 defines DataTypes and associated Data-
Instances of an application domain. An example for a DataType in the exam-
ple domain of electricity distribution network planning is an Electricity Net-
work with a QuantitativeDataAttribute Investment Costs and a MultiValue-
QualitativeAttribute Reliability Design specifying which types of network
assets such as “cables” or “transformers” may fail without impacting net-
work functionality. A DataType can be expressed by a nonzero amount of
DataFormats. A DataInstance is a certain data document available at run-
time, e.g., a concrete file in a specific format describing a concrete Electricity
Network such as “my-network.en”. The DataInstance furthermore documents
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Instances

Types

Attribute

attribute *

Instance

SingleValue
QualitativeAttribute

MultiValue
QualitativeAttribute

QuantitativeAttribute

measurementUnit[0..1]: SI-Unit
minValue[0..1]: number[0..1]
maxValue[0..1]: number

attribute 1

operator 1

QuantitativeAssertion

value: number

attribute 1

operator 1

SingleValue
QualitativeAssertion

value: string

attribute 1

operator 1

MultiValue
QualitativeAssertion

values: string[]

QualitativeAttribute

range[0..1]: string[]

Assertion

<<enum>>
BaseAssertionOperator

Equals,
NotEquals

<<enum>>
MultiAssertionOperator

Includes,
SubsetOf

<<enum>>
QuantAssertionOperator

GreaterThan,
GreaterThanOrEqual,
SmallerThan,
SmallerThanOrEqual

Type

fulfilledAssertion
*

type

1

Fig. 2. Meta-model for types and instances

Attribute-values via Assertions, e.g., that the Investment Costs equal 3.14
million Euro.

Information on how data was or can be computed is documented using
the Computation Methods package also shown in Fig. 3. Again, the Types-
and Instances-package enable the definition of ComputationMethodTypes and
ComputationMethodInstances respectively. An example for
a ComputationMethodType would be Electricity Network Optimization. Asso-
ciated ComputationMethodInstances could be optimization approaches such as
Mathematical Exact Network Optimization or Heuristic Network Optimization.
In case of optimization, the optimization target is documented as an Objective.
The Objective documents the QuantitativeDataAttribute which is optimized



Requirements-Based Composition of Tailored DSS 157

Data Computation Methods

InstancesTypes

attribute 1

<<enum>>
ObjectiveGoal

Minimize,
Maximize

goal
1

DataFormat

1type

ComputationMethod
Type

ComputationMethod
Instance

format 1

method *type1

DataInstance

availableFormats 1..*

availableMethod 1..*

DataType

TypeQuantitativeAttribute

Quantitative
DataAttribute

Instance

Objective

PercentageOf
 TheoreticalOptimum:
number

*objective

Fig. 3. Meta-model for data and computation methods

and the goal of the optimization, e.g., Minimize Investment Costs in case of
an Electricity Network. Furthermore, the gap to a theoretical optimum can be
specified, e.g., to document that a heuristic approach only achieves 80% of the
theoretically achievable optimum. The available ComputationMethodInstances
are documented for each DataType. Each DataInstance documents the actually
used ComputationMethodInstance. The design choice to document the used
computation method at data-level instead of service-level is that decision mak-
ers may reuse data computed during a previous interaction with a tailored DSS.
In this case, the information about how the data was computed should not get
lost.

The Service Interface-package shown in Fig. 4 describes the input and
output of a Decision Support Service as a Slot. Each Slot specifies the
data it consumes/produces with an associated DataQuantity documenting the
minimum and maximum quantity of DataInstances that are consumed/pro-
duced. Constraints on the consumed and produced data as well as the used
computation method for the produced data can be annotated using the previ-
ously discussed packages of Fig. 3. In the context of electricity network planning,
a Decision Support Service might be a service encapsulating a concrete lin-
ear optimization model which minimizes investment costs given the current state
of the network and expected future electricity demands.

The execution of a Decision Support Service such as Remote
or On-Premises is specified using the Service Execution-package (cf.
Fig. 4). Execution consumes resources as described using the Resource
Consumption-package. A ResourceConsumption is specified as a combi-
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Service Execution

Service Quality

Resource Consumption

Data Service Interface

execution
*

Decision Support
Service

ServiceInput

data 1
quantity 1

DataQuantity

min: number
max: number

DataInstance

serviceLevelObjective*

serviceLevelIndicator 1

ServiceLevelObjective

lowerBound: number

ServiceLevelIndicator
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resource 1

ResourceConsumptionResourceQuantity

Quantitative
DataAttribute

input 1attribute 1

RelativeResourceQuantity

AbsoluteResourceQuantity

quantity: number

ExecutionMode

Resource

unit: SI-Unit

Slot

consumedResource

*

output
1..*

input*

GrowthFunction
function 1

Fig. 4. Meta-model for the formalization of decision support services

nation of a Resource such as time in seconds or money in Euro and
a ResourceQuantity. The quantity of the resource can either be speci-
fied “statically” as an AbsoluteResourceQuantity or “dynamically” as a
RelativeResourceQuantity, i.e., relative to a QuantitativeDataAttribute
of a ServiceInput given a mathematical GrowthFunction. For instance, the
previously mentioned service for electricity network optimization using a math-
ematical optimization model may specify a runtime which is exponential in the
size of the electricity network provided as input.

Lastly, a Decision Support Service exhibits certain quality characteris-
tics as described by the Service Quality-package (cf. Fig. 4). Each quality
characteristic is described using a ServiceLevelObjective which specifies a
lowerBound with respect to a ServiceLevelIndicator. For instance, a service
may specify an availability of 99% or higher.

Another package provides the capabilities to model decision makers’ require-
ments for decision support. It builds upon the previously explained packages by
introducing a DecisionMaker class to document desired output and available
input DataInstances, available Resources and acceptable service qualities. Due
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desiredOutput availableInput availableInput

availableResource

allowedExecution

quality

: DecisionMaker

resource quantity

timeAvailability
: ResourceAvailability
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localExecution
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SingleValQualAttr.

attribute

reliability
: SingleValQualAss.

operator = Equals
value = "transformer"

used
Method

attribute

Fig. 5. Example model for decision support requirements

to its simplicity, we do not explain the package here but use it for the demon-
stration in the upcoming section.

5 Demonstration and Discussion

We instantiated our meta-model in the domain of energy distribution network
planning [10] to demonstrate its applicability. An excerpt documenting a deci-
sion maker’s requirements for electricity network planning is given by the UML
object diagram depicted in Fig. 5: The desired output of a decision maker is an
electricity network which minimizes investment costs (CAPEX) while ensuring
network reliability with respect to transformers. For this purpose, the decision
maker can provide the current electricity network and a demand forecast (whose
data type is not shown in the diagram for simplification purposes). The decision
maker prefers the use of a heuristic optimization method which guarantees at
least 75% of the theoretical optimum. The execution may take up to 12 h and
can only be performed on local hardware with 90% service availability.

Other excerpts of the case study were given as textual examples through-
out the previous explanations of meta-model packages. Our case study con-
firmed that the meta-model addresses the formalization requirements presented



160 J. Kirchhoff et al.

in Sect. 3. The Data-package is a key enabler to address FR1 – Data Constraints
as it allows the documentation of produced and consumed data in the Service-
package as well as the documentation of data available to and desired by a
decision maker. The assertion on data instances also addresses FR3 – Deci-
sion Constraints. Requirement FR2 – Method Constraints is addressed by the
Computation Methods-package. Due to the relation between computation meth-
ods and data depicted in Fig. 3, decision makers can also include the computation
method as a requirements for decision support when specifying their desired out-
put. However, we found that the meta-model should be adapted so that decision
makers can specify multiple allowed computation methods. Requirement FR4 –
Resource Constraints is addressed by the Resource Consumption-package in the
context of services and by documenting a decision maker’s resource availability.
Packages Service Execution and Service Quality address FR5 – Execution
Constraints. Lastly, FR6 – Domain Ontology is mainly enabled by the Types-
and Instances-package as well as their subclasses and the overall instantiation
of the meta-model classes for a given application domain.

6 Summary and Future Work

Decision makers require the quick availability of tailored decision support sys-
tems that optimally assist them in their individual decision making process.
We proposed that, ideally, decision makers should create these tailored DSS
themselves based on a service-oriented DSS architecture. However, since deci-
sion makers often have no software development knowledge, they either need
to be assisted during the composition of decision support services, or service
composition must happen automatically based on requirements for decision sup-
port specified by a decision maker. Both approaches require a formalization of
decision support functionality requested by decision makers and provided by
decision support services in order to match those two together. In this paper,
we therefore contributed a meta-model for the formalization of decision support
functionality. It can be used both for the formalization of decision support service
functionality and decision makers’ requirements for decision support. The meta-
model extends on existing approaches by increasing expressiveness with respect
to functional and non-functional decision support characteristics. In particular,
these extensions include the method and metrics used for optimization as well as
service-level objectives. We demonstrated the expressiveness of our meta-model
by applying it to an example in the application domain of regional energy dis-
tribution network planning.

As stated before, the presented meta-model is only the foundation for match-
ing decision support requirements and functionality. Naturally, a next step in
future work is to develop a validation algorithm which checks whether a service
composition described according to our meta-model addresses all (or some) of
the modeled requirements for decision support of an individual decision maker.
On the one hand, this approach can be used for validating that a service com-
position assembled by a decision maker addresses all requirements for decision
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support (cf. assistance in Fig. 1). On the other hand, given a formalization of
requirements for decision support, the approach can be used to match decision
support services and service compositions in context of an automated service
composition approach. Before implementing and utilizing this validation algo-
rithm, we may try to merge our meta-model with OWL-S to leverage existing
service matching and composition functionality based on the W3C recommenda-
tion. The mapping onto OWL-S would also immediately give us an XML-based
concrete syntax, which otherwise would need to be defined before the models
can be algorithmically processed.
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